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@ Preface

The purpose of this study was to perform a network analysis for

LR 3

1% -

}%b determining the best wmeans for NOD communications. Due to difficulty
t"’ifﬁ

Wh in determining DOD communications requirements it was necessary to
Y

K modify the scope of tnis research to the analyzation of specific

[N p

parameters and data frowm the Defense Data .etwork. The immediate

need presented by this research was the Importance of DOD research to

iﬁ&’ instigate iantensive studies into the area ot voice and data

%ﬁé integration as a viable approach to future communications.
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@ Aostract

;3? fhis analysis determined the best approacn and switching

%gi technique tor use i{n DOD communications. The approach and switching
33% techniques considered were integrated and nonintegrated voice and
g;i data networks using circuit, packet, and hybrid switchiag. The

im Simplified Voice lrunking Model(SVIM) from Rome Air Development

%ﬁ Center was used as the network using hybrid switching for voice and
;;'l data integration.

?lé The analysis was accomplished with a network analysis.of various
%3_ performance criteria using different approaches to voice and data

' comnunication networks. The network analysis was performed using
N mathematical analysis and simulation meodels. The simulation models
%;? in created were a circuit switched model for analog voice, a packet

:;i - switched model for digital data, a packet switched model with

:E aultisla arrivals for digital voice, interactive data and bulk data,
:; and a packet switched model for digital voice and interactive data.
ﬂ. [ne simulation models allowed for changes In percentage of voice and
:*:

data, arrival rates, service rates, path algorithm, percentage of

lateractive versus vulk data, queue lengths and distance of message

s travel., The results of the network analvsis were also compared to

; 3 the results of the Simplified VYoice iruakirg Model. ihe results of
<

Wv; this analysis [ndicate that DOD needs to instigate futenslve research
w

I tuto intejrated volce and Jdata communications using packet and hybrid
-

" ?. switching techniques. 1ihis analysis sihowed the best approach to JOD
S A

g

o comrunications wias 4ith use of voilce and Jata Integration and hybrid
i%i {3? switching as used in the Simplified Voice [runking Model.
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ANALYSIS OF INTEGRATED AudD NONINTEGRATED VOICE

AND DATA NEIWORKS FOR DOD COMMUNICATIONS

I. Introduction

Background

Voice and Data Integration. [he integration of voice and data

over the same communicaticns network can make future communications
more efficient. The demand for the integrating of vcice and data
over a common communications link is brought about by advances in
technology and the need for more communications capability. A
specific technological advance which sparked intecrest in voice and
data integration was the digitization of voice. Two additional
factors which have iacreased interest in voice and data integration
are the poor utilization of separate voice and data networks and the
success and lacreasing need of data communications(39:1).

Recent advances in speech encoding provide a link between the
methods used ia data communications and the need to improve voice
network performance. A normal voice conversation Is separated into
periods of speaking (talkspurts) and periods of silence, it is a good
candidate for packetization(39:1;3). In an experiment by C.
Weinstein and J. Forgie (63), voice signals were successfully
digitized and transmitted over the ARPANEI using packet switching.

Volce digitization has advantages such as better encryption and

decryption capabilities, less noise interference and increased
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circuit utilization(30:1.3).

Some present coamunications networks have low utilization. An
example of a poorly utilized communications networx is the present
day telephone system. The telephone system is a circuit switched
network which uses analog signals for the transmission of a volce
conversation. Studies complated as early as 1959, by Bell System,
show the average voice conversation uses only 35 to 40 percent of the
circuit(l2). when a circuit switched network is used for analogz
voice, network resources are wasted.

Iacreased utilization and improved use of rescurces can be seen
in digital data communications. Data communications ares digitized
for transmission over a coammunications path. This data can be sent
as a coumplete message or broken down into smaller portions, called
pacxkets. T[he message travels through a system from node to node
queueing at each node until the next path coanection is
complete(b4:116). This technique is called message or packet
switching. Packet switching allows comrmunications paths in a system,
not immediately in use by one user, to be availaole for other
traftic,

Comnmunications services worldwide are analyzing the use of a
voice and data integrated networks. The Department of Defense(DQD),
however, has directed efforts towards separate voice and data
netwcrks for the Defense Communications System(DCS). The DCS will
use the Digital Switched Network(DSN) for voice and the Defense Data
Network(DON) for data(2:2). The present Worldwide Digital System
Architecture(WWwDSA) which directs future planning also calls for

separate voice and data networks(50). The present direction of the




o DD is not the same as that of the rest of the world. Although the
H )
ié §§§§ DCS serve a different user population and nave differznt goals than

that of its commercial counterparts, it is impractical to ignore the

éi possiblility of integrating voice and data whea the rest of the world
%: sees the advantages of such a system. :Ar. M.J. Ross expresses this
S; idea with a different outlook in his article on Military/Goverament
éi communication:

f% "There 1is a tendency to continually upzrade .communications

to the highest technology possible, in order to derive the
maximum advantage in capability over a potential
adversary.”(56:19).

Ine factors of superiority and survivability make it necessary to

research all possible sclutions to DOD communications to determine {f

it is necassary to intezrate voice and data or not. A study of this

s UY TSl

&, . nature was completed In 1973 by Gitman and Frank(31). Gitman and

55; C:;’ Frank evaluated switching strageties for integrated DOD voice aad

;§ data networks and determined that an integrated voice and data packet
;ge switched network was the best possible approach to 30D comunications.
$: Inherent with new communcations systems, such as voice and data
gz integration, are new commnunicatioans problems. These problems exist
ﬁf in the area of network control and selection of switching strategies.
g; Network control is keyed by the flow of traffic entering the network.
g& The iadividual characteristics of voice and data make different

éj demands on a communication system., Flow control, for instance,

?; addresses the different tolerances of voice and data for the effects
EJ of delay and error. Voice is more sensitive to the effects of delay,
Eﬁ whereas data is hindered more by error(38:1006). The selection of

) 6§§B the appropriate switching technique depends on the goals of the

- 3
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network. RQapid advances in technology and increased DOD

commuaication needs have motivated research to upgrads present

communications. [he majority of researcn for DOD communication has
been directed towards separate packet switched networks. The
switching techniques must meet the requirements of the user and the

characteristics of voice and data,

Switching Strategies. T[he different approaches to voice and data

communications depend greatly on the mathod of switching scheme used.
Circuit, packet and hybrid switching techniques offer different means
cf transfiering information through a communications network. Circuit
switching establishes a complete end to end communications path prior
to the transmission of information over a circuit. Packet switching
breaks a message into smaller packets and moves them node by node
through the network. tiybrid switching is a combinaticn of a circuit
C::) and packet switcning. The complexity of DOD communications demands
selection of the switching technique which best fits its specific
requirements. This requires analysis of all possible switching
strategies, including the complex and flexible hybrid technique.
This research provides an analysis of possible approcaches available

for future DOD communications.

Statement of Problem and Scope

Fhesis
“The primary question to be addressed in this reeeeéeh-is, "what

is the best switching approach, with or without voice and data
fntegration, that will maximize mission essential needs of DOD
conmunications?” This question can be answered by modeling
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i&{ integrated voice and data networks and separate voice and data
‘7'3‘
{g% networks. Included in this modeling will be the analysis of
I':vi"l
different switching techniques to determine tne best switching
A
e
fﬁ@ approach. Mathematical analysis results are used to verify a
L
ﬁ&f simulation model. This simulation model is used to analyze different
) ossibilities of meeting DOD requirements. [hese DOD requirements
- p g q
thet
f?f and performance criteria for switching are defined and presented in
O p g P
Ry
Q%J Chapter II. Specific conditions are set to insure perfornance
#L}aéé
changes are based on the switching techniques, and the percentages of
o
;‘;‘ voice and data in a system,
i
a‘.' 4
o0
D)
o Approach
,"'fl. -
|‘ \]
& ‘\ .
'3 “The approach taken In this research was to use analytical
§
)
)
i (izj teciniques and to develop a simulation mrodel for analyzing different
1
»\; voice and data integrated and nonintegrated environments. The first
e A
L]
: 9, step in this research was to create a mathematical model to evaluate
\)
a! ‘.,s
) integrated and nonintegrated voice and data networks. This included
J
-ﬁ? sclecting appropriate performance measures aad evaluation techniques
)
’y ‘I
ab‘ to analyze system requirements. Jnce a mathematical model was
.{“s
' created an evaluation of realistic system parameters to determine
L4
&*ﬁ performance was calculated. The next step was to evaluate simulation
WY
ga tachaiques to determine an appropriate simulation language to use in
N
Ll '
f1~ modeling selected networks. Simulation models were created based on
éﬁﬂ performance criteria used in the mathematical analysis. The
. u
\
hids simulation model was then compared to the mathematical model and
Pl
! actual system for verification and validation of simulation results.
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éj The simulation model was used to make a performance evaluation of
Nty ey
D, : !" 3 .
}E ?&éb network parameters which are too difficult to analyze mathematically.
e After a complete analysis of all DOD requirements, a network model
ﬂ§
%ﬁ? which pest meets system requirements was selected and recommended as
o
3i; the direction for future communications.
A
A
RO .
%Qé Sequence of Presentation. Chapter II details network performance
g -
)
7§: evaluation and measurement techniques. It includes performance
17 ‘_'i‘
o measures, evaluation methods, and a mathematical analysis of three
é?é netwerk designs using example data. Chapter III discusses the
e
ﬁw procedures involved in makiag a simulation model. This chapter
‘n&
OIS _ Lo
;: includes the selection of a simulation language and thz formulatioa
BN W
W of simulation models based on the analysis of chapter [I. <Chapter
_!"“
oy
M
sas III also discusses verification and validation of the simulation
)
()
(X .
e <::: models. Chapter IV is the compariscn of the three network topologies
;%ﬁ using simulation models aad various pericrmance parameters. Chapter
X! IV includes a comparison of the network topologies to the simulatiocn
N,
z)s study, Simplified Yoice [runking Model(SVIM), of the Rome Air
Wt
;ﬁﬂ Development Center(20). Chapter V includes research results,
S
T
&&j specific coanclusions, and recommendations for future investigation.
3
R
{3
"4
ﬁ& Literature Research Results
i
ahe
§,
é% Extensive research has been done ian the area of voice and data
ot
'\r: comnunications. The majority of research, whether for integrated or
b
; .
sﬁ‘ noaintegrated voice and data, has been done with reference to the
4
¥
il
agl three switching techniques circuit, packet and hybrid.
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Circuit Switching. TIhe most commonly used means of voice

communication today, the telephone system, is an example of circuit

switching. Circuit switching establishes a complete end-to-end
communication path prior to the transmission of information over the
circuit., T[wo major problems wnich occur with circuit switching are
wasted time to secure a communicaticns path and wasted time during
transmission. Since circuit switching requires a complete path
befcre transmission, significaat time is wasted while securing the
entire path. Transmission capacity is wasted because circuit
switching of voice uses approximately 40 percent of the entire
channel capacity(10:1479). The greatest advantage of circuit
switcaing over other switching techniques is the more efficient

handling of extremely long messages.

Packet Switching. "Contrary to circuit switching, packet

c::) switching involves movinz information frowm place to place on an as-
needed basis, where the amount of information and the end points
change with time."(56:3-4). Packet switching is a very popular
alternative to circuit switching for data communications. This form
of data communications has grown rapidly since the experimental
packet switched ARPAHET was established in 1906 to connact the System
Development Corporation and MIT Lincoln Laboratory(2:5). The
experimental packet switched ARPANEI now services institutions all
over the United States (2:5). The packet switchiag form addressed in
this thesis is also called "store and forward” switching. Voice and
data are digitized, broken down into packets and routed through the

network using store and forward procedures(39:8). A packet is sent
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, from node to node and stored in a queue at each iantermediate node,
5 AN
. (eey)

! 2 then forwarded to the next node until reaching its final destination,.

Digitized volce and data packets are queued at intermediate nodes

until an outgoing channel is available. Packet switchiag provides

- e

higher channel utilization and greater flexibility than circuit

switching. Packet switching has two significant limitations

- :;- -

affecting its usage. The first of these limitations, lessened by the

L e
Pt

rapid advances of technology, is the need for substantial computer
processing (36:25). More complex computer processing is required irn
pacxket switciing than circuit switching because of the need to

control intermediate switching nodes. The other limitation is real

N al ", . - o

tine traffic delay characteristic of digitized voice conversations.
Delay of voice packets must be very low 1in order to maintain the

) quality of speech acceptable to meet user requirements. Although a
(gy tradeoff exists when considering voice packetizatioan, speech quality

is tne ultimate goal. Minimizing delay requires decreasing the

packet size, however high utilization requires increasing the packet

- e, T . .

size(v3:697). In the ARPANEI experiment by C. Weinstein and J.
Forgie(od), the largest packet size which the network could
consistently transmit was 100ms-200ms in length with five to tea

packet arrivals per second(68:967). This study proved the

-

possibility of transmitting digitized voice over a packet switching

.

Y o B EAX] v P e > oo PP

communications link. With rapidlly improving techniques there is a
high preobability of efficlently digitizing voice over a packet
switched network. Packet switching has the potential of providing
efficient communications for voice and data(31:1563). Packet

@ switching offers significant advantages with lower delay times,
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reduced network costs, and the ability to adjust to various message

sizes. The key disadvantage of packet switching is the transmission
of extremely long messages. As the message size increases so does

the buffer capacity and the probability of packet loss.

dybrid Switching. Hybrid switching, the combination of circuit

and packet switciing, can also be a good alternative. [he use of
hybrid switching allows a circuit switched path for voice and a
packet switched path for data. The benefit of this technique is the
use of the circuit switched path for the transmissicn of data packets
when voica is not being transmitted. There are several methods of
integrating circuit and packet switching. The method discussed in
this study is the multiplexer approach discussed by'Gitman(ZQ). The
multiplexer approach uses a single channel between all nodes. This
channel Is partitioned ianto frames using synchronization. Each
frame is then divided into two separate reglons to accommodate
circuit switched traffic in one and packet switched traffic ia the
other(29:1290). The multiplexer approach integrates digitized voice
and data using ciccuit switching in one frame and digitized data by
packet switching in the other frame. This configuration allows data
traffic to be transmitted over the unused portion of channel capacity
normally dedicated to voice traffic(71:696-697). The use of the idle
time found in the circuit switched frame leads to a reduction in
packet delay time. This approach to hybrid switching utilizes the
best advantages of circult and packet switching and acquires some new
disadvantages. If data is not sent over the circuit switched path

then the network maintains the circuit switched characteristic of
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&gﬁg wasted resources and higher delay time. On the other hand, if data
is integrated on tne voice path the network requires a more
complicated method of controlling the data flowing over the

communication path.

Conclusion. There has becen a great deal of research concerning
voice and data iantegration and the varicus switching techniques. An
analysis of the voice and data integrated networks versus separate
voice and data networks usiag the different switchiang techniques was
necessary to determine the best approach to voice and data
communications networks. In order to accomplish this task f{t was
important to establish the performance criteria to be evaluatedé and
the method of evaluation. Chapter II discusses the necessary
criteria and evaluation techniques for determining the best means of

i0a
C;x’ voice and dataz communications.
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Il. Performance Analysis

Ihis chapter discusses performance evaluation and measurement
iavolved with making integrated and nonintegrated voice and data
network models. The procedures accomplished in the chapter are two
fold. The first part discusses performance criteria and measurement
tachniques necessary to analyze delay, throughput, and cost in voice
and data networks. The second part of this chapter uses specific
network data aad measurement techniques to analyze the performance cof
three specific network topologies. This mathematical performance
will be used to verify the accuracy of simulation models in a later

chapter.

Performance Evaluaticn Criteria

Network performance is usually measured in terms of throughput,
delay and cost. Voice and data intagrated netwcrks are specifically
analyzed, in the research, using quality of speech and loss of speech
packets. Other performance checks considered in this evaluation are
buffer capacity and 9tilizapion. The ultimate goal in network
performance 1s to achieve high throughput, low delay and low cost.
Based on present day technology the ultimate goal is rather
unrealistic to achieve, because lower delay and higher throughput
lead to higher cost. The relationships of these three network
performance measures will be analyzed with respect to Integrated and

qggﬂ nonintegrated voice and data networks.
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Throughput is based on channel capacity, packet overhead and
servica2 rate. Service rate is directly proportionmal tc channel
capacity and overhead. T[otal delay is broken down into queuing
delay, packet delay, and circuit delay. Queuing delay is the time a
packet waits to be processed at a particular node. Packet delay is
the time to service a packet, and transmit it to the next node.
Circuit delay time is the time it takes to set up the entire message
path, the time to signal the message transmission to begin, and the
time to transmit the message and release the transmission path. Cost
analysis can be approached in many ways. In this analysis cost
perfornance included switching costs, tariff (mileage) costs and
voice digitization cocts. Switching cost was a set cost based oa the
number and type of each switch in the network., Tariff (mileage) cost
was a base rate cost plus incremental node to rnode milage costs.
Volcz digitization cost is based on the rate of digitization. It is
important to remember that althohgh cost is important, meeting the
requirement of the network is the key ccncern.

There are two key factors which affect spa2ech encoding in
communications networks. These two factors are speech quality and
speech packet loss(32). T[he quality of speech is primarlly
determined by the voice digitization rate used to send voice packets
over a communication path(l3:109). Speech quality is also affected
by the prioritization used for a particular circuit. The second
factor, the loss of speech packets can be detrimental to a
conversation. The loss of speech packets depended on buffer
capacity, pricritiztion of voice and data , and the service rate. In

order to convert from the analog voice communications to digitized

12
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voice communications speech quality must be as bigh or higher than
presently used analog voice networks.

The other tweo performance criteria which affect network
performance are buffer capacity and utilization. Buffer capacity
affects the pacxet lcss of a network. In this study buffer capacity
was kept as small as possible without increasing speech packet loss
to unacceptable levels. Utilization is another tool used to check
the network. Utilization is a ratio of arrival rates to service
rates at a node and shows whether a communications path is efficently
used or not.

I'hree important categories of performance criteria are user
derands, manager demands and designer demands (40:13). Although the
demands cf these three categories are different their ultimate goal
is similar. The users view emphasizes friendliness, speed, low cost,
and security. [The manapger view is that of a cest-pertormaance
tradeoff oriented towards high utilization, throughput, aud power.

Of the tnree demands the designers view gives the more unbiased point
of view. The designer is concerned with efficiency and accuracy.
wWitn tne acllity tc vary certain input parameters, within the
simulation mecdel, it is possible to determine the effect that
specific performance criteria have on each of the three views.

Maximization of each view will show the effects that changes in one

view have on the other views.

User View. The user”s view of a network is quite different from

that of the manager or designer. In order to meet user needs it is

fmportant to first reduce total delay time., The reduction of delay
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can occur ia several ways. Queuing dalay can be raduced by lacreased
communicatioas paths to prevent bottlenecks, nowever this increases
system cost. This type of delay is also decreased by faster service
rates or slower arrival rates. Packet delay time 1is comprised of two
factors, packet service time and the time required for a packet to
travel from node tc node. Pacxket service time is the time requirad
at a node to process a packet., The time to service a packet is based
on the node service rate and the packet size, The other factor of
packet delay time is affected by the distancn a packet must travel.
Depending on circuit use a packet may have to take a longer route to
its destination. In this study, an assumption is made that a certain
percentage of packets take the shortest patn to destination and the
rest of the packets take the shortest path plus an additional hop to
destination. An increased percentage of tne shortest patn versus one
or more additional hops reduces packat delay. Packet delay, as well
as circuit delay is reduced by decreasiag the header, packet, or
message size. Reducing the header reduces the packet slze without
increasing the numver of pacxets and therefore decreases delay. A
decrease in packet size without decreasing message size leads to an
iucreased number of packets. This can increase the probability of
packet loss io a situation with small queue lengths.

Another important comsidzration for the user is the ease with
which a network can be used. Two key parameters which affect this
cencept are header size and availability. Increased header size

yields a friendlier network. Friendliness™ means how easy a
network is to interact with(40:19)". When header size is increased

sc is packet size and packet delay. Availability on the other hand

14
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can lead to more communication paths or faster service rates,

therefore iacreased costs.
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Security and volce digitization rates are also kay cousiderations

of the user. Security denies unauthorized access to a users data and

transmissions. It Is easier to secure a digitized voice than it is
to secure analog voice. “Analog speech can be scrambled, but the
sophistication and low cost of digital encoding techniques make the
digital more attractive(13:113)." Security is alsc affected by the
rate at which voice is digitized. [he lower the voice digitization
rate the easier it is encrypt and decrypt a channel.
Evcryption/decryption is easier because there is less to encrypt or
decrypt(43:292). Low voice rates also provide greater storage
capability. At 64ibps a device witn 640K bits of memory can store
ten seconds of digitized speechn, where at 300bkps the same device can
store 13 minutes of digitized speech(13:113). Problems arise as
voice digicization rates decrease. As voice rates decrease so does

speech quality. Tn voicz networks speech quality is an importaat
P q Y q y 2

consideration for the user(40:13). There are many user tradeoffs and

considerations when designing a voice and data network. Many
coatradicticas are seen while analyzing the user”s point cof view.

The user”s point of view is summarized in Taole 1.
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(N Demand [radeoff
&51
Al
(W)Y
) decrasse dala increase cost and/or communication paths
) b P
48 increase service rate
L.
ﬂﬁf
5 "‘4 I3 3 I3
;5““ iacrease header increase frieandliness, increase cost,
iy increase delay, increase packet size
Wi
2!{ decrease juzue size increase provability of packet loss
?;5 decrease cost of nodes
Q)
L
.
o decrease packet increase guaue size
IR infermaticn size decrease paciket service time
it
ig -,
. ¢';‘
kjﬁ increase availavility ircrease service rate and/or
PN . N
il e communication paths, increase cost
¢
N ¥xr*
e ? decreasa voice increase security(encrypt/decrypt),
st&; digitization rata dacrease speed quality, increase probability
b - to sead voice and data over same the channel
*

Vi circuit, increase number of voice channels
) over the same circuit.

y
:»' rlanager view. From a network wanager”s point of view, an
gﬁ: important goal is the maximization of the use of network

s

4
)
$§$ resources(40:19). TIwo key performance measures of importance to the
o'
AOA
‘~l7 manajger are throughput and delay. A ratio of throughput to total
L
S delay gives the best management tool for performance measurement,

power (40:19)., The manager seeks to achieve maximum power by

5; increasing throughput or reducing delay. Power is also beneficial
i i {E?% to the nz2eds of the user because increased power requires reduced
{
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delay for givean througnput.

Y ‘”\ D
o KRN
St a2 voice packet loss iz another measure used by the manager. Due to
e the characteristics of voice communication, excessive packet loss
chﬁ‘:.‘
fg& cannot be tolerated. Wien too many voice packets are lost the
K
LX)
:§¢ quality of speech degrades to an unintelligible level., Veice packet
P Y
g;? loss can occur when a packet attempts to enter 3 full queue and gets
§$ kicked out of the systam. [he problem of packet loss can be solved
v i
gﬁa in three ways. The first way to stop packet loss is to use larger
M# queues, nowever this is quite expensive. The second meaans of
M
‘ ¥
) . -
ég; preventing speecn packet loss is with the use of a priority system of
L
L . . .
)ﬁﬁn speech over data. @2roblems still ocvcur if the queue is filled with
@
Sy voice packets and another voice packet attempts to enter the queue.
1
2;_; IThis method not only causes the loss of a voice packet but possibly a
3
BL: larger nunber of data pacxkets. Ine final means of soiving the speech
2 ‘::; packet problem is to use a dedicated path for voice packets.
% %
; 0 Three approaches are discussed in this study which permits
§ 4
00 ; .
ﬁﬁl analysis of different criteria critical tc network design. Even
gy though the manager is concerned about the user he is more dedicated
i
P
g~?. to network performance. An example of this can be taken from the
"
,i" :
3&& users view discussion of increased overhead. There is a tradeoff
rﬁ: between the user and manager concerning overhead and delay. [he user
A
L) .
hﬁh desires the network to be as friendly as possible without bringing
ik
I\ »
W delay too high. TIhe manager though concerned about user friendliness
;“ﬁ wants to keep delay tov a minimum. Both user and manager seek to
N
%bﬂ improve the network, evean though these approaches diifer.
D LN
&
\"ﬁ_.— A
f ¥ Designer View. The designer compares the actual network
R
e |
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iy gggg pertormance with the predicted performance(40:20). This includes
emphasis ca efficliency and effectiveness of performance criteria. An
analysis of network efficiency shows areas which can be changed to
improve overall performance. [he efficiency of specific parts of the
network are analyzed to determine performance criteria minimums and
maxiaums. One particular methed to check efficiency is by rumning

the sinulation model to fiand the minimum queue capacity necessary for

desired output at each node. This type of evaluation is important

i; } because of the large cost involved with increased buffer capacity. A
%gﬁ mathematical simulation analysis helps 2=nhance network performance
E?ﬁ and keep cost to a minimum. The designer uses simulation models to
éﬁ& check efficiency and accuracy of networks which are too difficult to
5&& cneck mathematically. A mathematical analysis can be used to check
ﬁ& c::? specifiic performance areas and to verify tne output of a simulation
o model. 1In an integrated vcice and data network the designer, like

R

R
L.J :q
-

e

tie manager, is concerned witn speecnh packet loss. The desizner must

%

- -
L Koo

2%

-

w

use speech packet loss probability when checking the effliciency of

{?@ the network. Both time interval between packets and the size of
")

A0

sb packets are importaat factors in raducing speach packet loss{63:963).
)

i?{; Ihese factors can be adjustad easily with a simulation model by
e

:g changing other criteria.

e

WY

Wé.

pA 1 Perfocimance Evaluation Measurement

i

;:i:::;

sb} I'bis section Introduces measurement techniques that were used to
i

N ) (Al

tﬁ&: perform analytical performance evaluations of vocice and data in
' !? )

» ; integrated and nonintegrated networks. Three voice and data
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communications networks were discussed in the mathematical analysis.

Ihe purpose of this analysis was to gather information on voice and

iﬁ data networks and use this information to create a simulation model.
§§ Using the created simulation model it was possible to study the

R

iﬁﬁ different criteria aad their effect on network performance. This

\

ﬁ‘ section also gives a description of the method of analytical

%g measurement followed by a brief discussion of three network

topologies and the variables used in the actual measurement.

Sﬁ Finally, a mathematical analysis using specified variables was
. W
.ﬁﬁ discussed.
':@ 1
)
@ Measurement Approach. The overall measurement approach iacludes
'%‘Q
aag
T the analysis of delay, throughput, power, buffer capacity and cost in
%; ghp
§$ a network. The first and largest area to be addressed when
“p.
" C::: discussing measurement approaches is delay time. Circuit switched
)
'ss delay and packet switched delay are discussed for voice and data
‘:"" *
:Qﬂ networds. TIhe integrated voic2 and data networks are analyzed both
) .
W8
:3 using priority traffic and using a first come first serve(FIFO)
D "
}
%ﬂ queulng scheme. Tihe 1/1/1 queueing theory is used in thils study.
?
&
f‘: Prioritizing voice over data or data over voice requires a
' 3]
(! different measurement approach than FIFO, The analysis for
e
o determining delay time using prioritized voice and data is shown in
b 8 v
R
A two steps. [he first step shows delay time equations for voice,
wl{.
J priority (1), and data, priority (2), separately. The second step
19)
:;; shows delay time for prioritized voice and data in a combined fornm.
%
S'
‘u: The priority scheme used in the fcllowing equations is subscript 1
Wi
l for priority (1) and subscript 2 for priority (2). Priority queueing
Wy 55
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2 . time is given as fcllows(0l:1:7)
B
(p/wC)H)H p/ mC)
- E(wl)seconds= 1 1 2 2 (2.1)
‘\
:’ L-p
&l
I
: Fhe second priority queueing time is represented by
. ( P/ peCH( P/ pC)
) E(w2)secoads= 1 1 2 y4 (2.2)
(1-p2)(1-P - p)
y 2 1 2

I'he average waiting time of priority (1) messages is shorter than

% priority (2) messages. A priority (1) message enters the queue in
C

$ front of all priority (2) messages except one which is already being
(

3 processed. Considering the twec priority classes with exponentiall
r y
‘a discributed message lengths the average Walt time is (81:123)
=

i ( P/ BCI P/ BC)

% £(W)seconds= 1 l 2 2 (2.3)
?.

B 1-p

i whare

) P} = uytilization of voice traffic percentage

% P, = utilization of data traffic percentas2

¥ B1 = service rate of voice traific in seconds/bit

o 2 = service rats of data traffic in seconds/bit

( C = channel capacity in bits per secoad

“in
o

ey

denotes waiting time
total utilization of the system

S

To find the average delay time of the entire system, the waiting time

.

f must be added to the average service time. Since the service rate

)

D

{ for the study is the same for each priority then the average service

iy

? time is determined by message traonsmission time (1/ M) and chananel

L ,

ﬁ 3%39 capacity (C). The equation for average service time is (4:170)

W

&

&
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‘ 120

2 0 service time (M)= (2.4)
BC

33 Combining equations (2.3) and (2.4) gives the total average delay
lfv .

. time ia a prioritized netuork(6l:127)

n

4

“ 1

:. E(t) seconds = E(W) + (2.5)
N

X Boc

& where

.:a t = denotes total delay time in system

n

::2 When using this approach the time delay of higher priority messages
['. is raduced at the expense ofi lower priority messages(61:123).

[2

L)

::' The approach is different when prioritization is not a factor.
{

o o Average delay time is combined for voice and data usiag the FIKFD

. c: apprecacn. The average delay including service time at each node is
;

g. (65:62)

;

1

" d(1) seccnds = (2.06)
‘

L)

:; B(i)x ¢ - A(L)

.';.

&
( In these equatioas

8

:‘ P = utilization in percentage

:,‘r C = channel capacity in bits per second

W M= service rate in seconds per bit

::: A = arrival rate in bits per second
I i = number of the node
\’l;
\;: The Kermani and Kleinrock study (42) presents a similar equation for
Iy

p average node delay. The equation is (42:1053)
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(Im + Ih)/ C
conds = (2.7)

» e ’: o
-
(7]
1]

1- A(Im + Lh)/ C

: where
- Im = message size {a bits
N Ia = header size in bits
o C = channel capacity in bits per second
A = arrival rate in bits per second of messages
X
'};
N The difference betweea equation (2.6) aand (2.7) is that equation

(2.7) accounts ifor a header contalning the destination address of the

¢ message being traasmitted. Kerrani and {leinrock(%2) make the

Ty el o

assumption that the service time equals the message size (( 1/ ) =

w e~

Im}. Using tne assumption [1/ M = Ia + Ik}, equations (2.6) and
$ 2.7) are equal. In order to find the average eand to end delay for
transmission of a message through a system, equatfon (2.7) is

wltiplied by the number of nodes (ah) ia the messages path(42:1053)

N

4 (Lu + Lh)/ C

k T(tot) seconds = nh (2.3)
) I = A(In + In)/ C

2

¢ where

: nh = number of nodes fn a message path

R i(tot)= total message delay

L)

,;.‘

( Equation (2.8) is used in this study for calculating the average
&

T delay for a message/packet switched communications networks.

A",

,§ The otner half of packet delay is coucerned with the reliability
{. of the network. “One of the requirements usually imposed on computer
i

! networks is that they be reliavle, evea ia the face of unreliable
)y

KA IMP”s and lines(05:36)." A network must have redundant paths in
’.

[ order to attain this reliability. These redundant lines will not
N d-h%'

N
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5%% I always be the same length as the initial path, therefore preseating

3 4 A

;i: éiﬁs the possibility of lower performance(65:36). 1In order to reduce

:ﬁh costs and delay time on a system tne message path used should ve the

?gs shcrtest path to the destination. Due to line and node tailures, it

ng was impractical to assume that all messages always take the shortest
N

;&% path to destination. To account for the use of these redundant liaes

§g§ a method to implement path percentages was used in this study.

*g Adding an additional node sinulates a redundant communications line,.

ﬁsi For the analytical model, routing through additional nodes was

:2? calculated into tne overall delay. In order to obtain the effect of

REA

ﬁs, taking a redundant, longer path, a certain percentage of the entities

gs: to pe evaluated were routed over the radundant path. In the

£¢' mathematical analysis phase the prooability of taking the shortest

#f path is seventy five percent and tie probavility of taxing tiae

{3

' redundant path witih one additional hop is twenty five percent. One

9

ég. out oi every four packets was routed tihrough the additional node and
ﬁ# the delay time was added to its overall delay.

‘Sé [his method of evaluating the effect of a packet not takiang the
g? shortest path has its limitations. First of all, tne redundant path
zﬁﬁ‘ was limited to only one additional node. This was due'to the

additional calculations required in mathematical analysis and the

va coding required in the sinulation analysis for each node added to the
)

¥ »

5§- network. [he second limitation was the percentage of packets routed
ey

gﬁ through the additional node. In an actual system the percentage of
gr' packets which travaled over the redundant path depends on the traffic
L,

iw\e

'ﬂ?v intensity of the shortest path. Slnce there was no available means
@2 gggs of determining these redundant path percentages an analysis of a wide
“g'i &

o
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;? R range of possioilities is necessary. These percentages were altered
éﬁ ggg% in the simulation analysis to observe the effects of packets which
% did not take the shortest path to destination.

#é fhe third type of delay involved the time to set up and send

information over a complete end to ead path. T[his type of delay is

DN found in circult suitched networks. [Iha time to transmit the cnaanel

4
e reservation signal for a circuit switched chanael is (42:1054)
$
4
*
In # dh

o [h saceonds = ah (2.9)
¥
A
;n' C
KA
iy
Y
q fhis delay time is buased on the number c¢f node to node paths (ai)
.
My between start and destlnation of a message. Oance the path has been
0
;: reserved the message is transmitted in one hep fashion to its
by

{ destinacicn. The tiine to transmit tne request for transmission
i '
) signal, tre chaanel release signal, and the message is given by the
1t
it equation (42:1054%)
b
X 2 Ih * §h + Im
:? [r secoads = (2.19)
'y
W
0: C
Y
 {
§ I'ne two previous equaticas give the eatlre time required to send a
*‘l

: message over the entire circuit toc destination. These equations have

. the variables

'Y
N Ih = header size in bits
f Na = nuaber of channels available
! C = channcl capacity ia bits per second
: Im = message size in bits
nh = numper of node to node paths
L [h = delay time of the header
5 tﬁﬁb fr = delay time of message transmission
b
o 24
b
4
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The total delay for a circuit switcaed node is

[es (seconds) = fh + {r (2.11),

where
fes = delay time of circuit switched node

fotal delay time for a communications network is a combination of
these delay equations dependlng on the particular netwcrk desian
used. The maximui delay time for networiks with two separate circuits
was the larger of the two average delay times. For example, in the
natwork with the circuit switched voice model and packet switched
data model the larger delay produced by these two models was the
total overall delay for the network.

Throughput is an Iaportant measurement in a communications
network. Average throughput is a ratio of the average number of
messages or packets in the systam to the average cverall delay time
of a system. The average numter of messages in the system and the
averzcge system delay was calculated to determine throughput. The
average number of messages or packets in the system was given by

eguation (4:170)

P (2.12)

=1
]

1-p

A stable environment throughput for a node is equal to the number of

arrivals at that noda. The equation for throuzhput {is

n

Tput = (2.13)
d
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where
EEEB = the number of packets in the systenm

(29 |

= the average delay time of the system

Another equation used tc check performance of the system is power.
Power is a tool used by the manager to measure throughput aad delay.
Fhe manager is coacerned with tnroughput and the user witn delay.
Usinz power as a perfcrmance measurement allows the manager to
improve his network performance and at the same time please the

user(a0:19). The equation 1is(39:19)
powaer = throughput/total delay (2.14)

duffer capacity is another important measurement because of the
effects it has on delay, cost and availavility. In tiilis study buffer
(::; capacity was determinad by the probabhility of rejection of a packet.
Accordiag to Forgie and Nemeth, if the probability cf packat loss is
kept small, on the oriler of one percent, then users will find voice
communications to be acceptable(23:38.2-44). The probabLility of
rejection was specified by allowing only a specific number (X)
messages to be waitiag in a queue at a glven time. A reasoaable

buffer length () such that (4:170)

Pl K or more waiting | = P £+1 in the system |}

< Probability of message rejection

PpiX+l) £ Probability of message rejection(P:R)

1n PR

, la P

-1 £ K : (2.15)
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{3§ The final wmeasurement of tnis study was cost. [he three areas of
Fost 3
E B
Lk, 2 - :
iﬁg cost measurement was switching cost, tariff (mileage) costs and voice
A digitization cost. Switching cost was determined using the
i
ibﬁ equation(14:352-353)
1)
~fﬁ-'p
rf':v.‘
) Sc = C¥%dc + Psip + d¥%Nh (2.19)
it
.,::: where
A
2ﬁ4¢ #c = circuit cost * number of clircuit switches
A P*ip = packet cost * numbter of packet switches
=P p
H#*Xh = hybrid coust #* number of hyhrid switches
IRD .
1’.
33 .
¢? Tariff (mileage) cost is a set rate cost plus costs based on
iy
PO distances between nodes. volce digitization cost was based on the a
@
f . set rate for each voice digitizaticn rate (VDR). Overall cost was
108
e the sumwation of the three types of cost(31:1533).
§
J’».'}
LAY e
{ fotal cost = Switcaiag cost + lariff cost + VDR cost (2.168)
Accuracy in calculating cost was very difficult due to rapidly
changing technology and costs(31:1552)., This analysis gave a general
idea of cost comparison petween different switching techniques,
distances and speech encoding rates.
P
Performance Approaches. This portion of the analysis discusses
£
%é three network designs, The three network topologles are, a network
LN
A .
)gs configuration with separate commuaication paths for voice and data; a
X
. network with voice and data queued over the same path; and a network
e
\'p.“
U
f' configured with voice and interactive data over one path and bulk
3
) .
:55 data over another patn. The first network topology uses separate
l‘i‘
communication paths for vcice and data. Voice uses a circuit
e ®
:' .l
4,
H,:: A
XN 27
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switcned network design for digital volce traffic and data uses a
packet switched network desipgn for digital traffic.

A circuit switched network establishes a ccmplete end to ead
communications path from source to destination prior to transmitting
a message. A channel reservation signal travels node by node through
4 network reserving the communication path as it goes. The chaanel
reservation signal queues at each node until the node is available,
this is called queueing delay. Once the signal enters the node it is
serviced, the node added to the reserve path and the packet sent to
the next node. The time to be serviced is the service time. When
the channel reservation signal reaches the desired destination the
patn is complete and 2 request for transmit signal is sent back to
the source node. Since the path is already reserved this request for
transmit signal is only affected by a single servicing. The request
for transmit signal travels from destination to source node in a
single hop odeing serviced one time with no queueing delay. When the
signal reaches the source node the message is transmitted in the same
tashion as the request for transmit signal except in the opposite
direction. TIne message is not affected by queueing delay, because
the cnannel was reserved. Jnce the messazje Is received at the
destination node a channel release sipnal Is sent along the path to
tree the communications patih for other tratfic. [he chaannel release
signal, like the request tor transmission signal and the message
traasmlsston signal, {s ouly serviced once. Jnce the channel {s
released one message transmission {s completed. A clrcuit switched
model 1s used to represent tne circuit switched network for voice(see

Flgure 1).
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e Figure 1. Circuit Switched Medel for Voice

Nodes 1 through 7 represent actual network nodes with ( A )
arrivels at each rode. The destination of the mecsags determines
@4‘ where node 8 (output) is comnected. For example, if the destination
of a message originating 2t node 1 is node 3 then the output node,
aannotatad as node 8, is coanected to nede 3. tode 3 is not a network

B node but an output node to collect statistics on network performance.
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An analysis cf this circuit includes checking the ocutput node 3 at
five possible destinations.

The packet switcned network transmits packets of volce and or
data node by node over a communications path., Voice and data
messages are broken down into specified packet sizes and traasmitted
through the network and rezassembled at the destination. These
packets have headers which carry the destination address. Packets
are received and serviced by each node. Once the next node becomes
available the packet is seat on until the pacxet reaches its
destination. The first networx topology uses a packet switched model

for sending all data(see Figure 2).
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Figure 2. Packet Switched Model for Data

A A

Tne design of this circuit has ¢ network nodes with arrivals
(N). SNode 2 is an alternate node for routing twenty five percent of
the traffic over a redundant path with one additiomal nodz. The rest
of the traffic took the shortest path to destination skipping node 2.
dodes 1, 3, 4, 5, 6, 7, and 8 are primary nodes, the shortest path to

qasg destination. I'ne packet switched wmodel used output node 9 as a
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logical node to gather statistics on the networks performance.

X
p‘f x
ok

The secoad network topology used 3 packet switched model to

g represant a packet switched network for transmitting digitized voice
i;g\: and data over the same patu(see Figure 3), The packet switched model
R shown ia Figure 3 performs the same as the packat switched model of

:\s?};l Figure 2 except it has three arrivals,
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:EQQ The network design shown in Figure 3 integrates voice, interactive
A %
hyd . .
{3@: data aand bulk data over the same circuit. Voice is digitized for
R this network. Interactive and bulk data are separated because of the
Q‘v"‘t[ p
et
gﬁf differences in message size. Tals design allows voice to be
A
Wl
ol prioritzed over data to prevent excessive voice delay or allow a FIFD
A
e scheme to be usad. The network nodes are 5,10,15,20,25,30 and 35.
Yol
(R :
VQ%' Node 10 is an alternate node for routing the percentage of trafiic
{
‘.__ﬁ"
Sk Cae s . .
M which travels an additional node to its destimation. ilessages which
e take the shortest path to destinatlion skip node 10. This network
“i;,'l
'g .'.
iﬁﬂ: design permits the percantage cof voice to data and ianteractive to
N
AW
58
A bulx data to oe changed to evaluate the effect these percentages have
@
;?b on network performance, Arrival rates for voica, interactive data
i
)
éaﬁ and bulk data are noted cn the figure by, A v, ANl and X\ b,
i
)
L respectively. iode 36 is an output node for collecting statistical
G g
i information on network performance. This logical node can be
zl:gg: )
et
3%2 coanected to any network node to check network performance at a
"5! 4
e particular locatioa.
J
ot Tie third network is a coambination of the first two networks. A
J"'d
W
)ﬁﬁ packet switched network model is used for bulk data and a packet
‘a’V‘q'
’ "“D. . < . - )
"8 switched network model is used for combined digital voice and
L 4
;“~~ interactive data. T[he packet switched model used for bulk data is
A
O]
;gg’ identical to the packet switched model found in Figure 2(see Figure
'g‘f'
A
4).
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Figure 4. Packet Switchned Model for Eulk Lata

fnis pacxet switchec design uses the same routing aad output
capalbilicies as Figure 2. The difference is the arrival rate to each
aoce,

A voice and data integratad topology similiar to Figure 3 is used

for the voice and interactive data of the tuird network desizn(see

Filzure 5).
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same circuit. f[he nctwork nodes are 3,9,9,12,15,13 and 20, Wode ©

is the alternate path node used to route the percecatage of traffic
which uses on additional node to get to its destination. Shortest
path wmessajes g0 frow acde 3 to noda Y. This netuork allows
prioritization of voice over data as wall as the capability to alter
the percentages of voice aand iateractive data throvegh the network.
This was done from the lcgical nodes which enter each network node.
Arrival rates which eater thne logical nodes for voice and iateractive
data are denoted by A v and A i, respactively. Jode 22 is the output
node for collecting statistics on network performance. T[This lozical
node was used to cueck network perforiance at each network node. Tha
percantajes of voice varsus data was altered to determine the effect
on network performance. he same path routing aand cutput

<::3 capacilities as in previous designs were used in this model.

All three network topologies represent actual or possible network
implementations. Tne first network simulates present day separated
analog voice and digital data systems. Tie medel shown in Figure 1
represents the analog volce circuit switched network. The packet
switched model of Figure 2 is modeled after the digital data network
know as the Didd. [he secoad and third network models simulate
alternative approaches to future voice and data communication
networks. TIhese simulation medels were used to anmalyze various
performance criteria to determine the best approach for voice and

data coninunicatioas

Performance Variables. Performance variables for thls aaalysis :
ggsp were taken from research studies of the Defense Dats detwori(l3,19),
37
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personal interviess(50,33), and DIV commuaications research(3v,31).
I'hese particular variaoles are used i{ia order to verify and validate
the silirulation models. Perforinance variables were trcken down iato
five major categories. These categories are packet informaticn,
arrival rates, service rates, voice ianformation, percentage variables
and cost.

fhe first category of performaace variavles are message aad
packet information. The average voice message size used in this
study was assumed to be packet leangth. The message/packet size was
set to difrerent sizes and therefore changing the service rates using
equations (2.3) and (2.1V0). This assumption which sets voice message
size equal to packat length was necessary for compariscan of the
differeut networks. 9Data traffic maintained a 40 bit message size
for intaractive data and a 23,200 bit message size for tulk data(5J).
Tone large messaze size of bulk data does not have a detrimental
efifect on the arrival rate aad service rate because only 6.3 percent
of messages were bulk dati with 93.7 perceat interactive data
messages(1Yy). fhe packet size selected for this data is 2043
bits(5J). rhls packet carries 1920 bits of message informatlon and
125 bits ot header.

Arrival rates for the simulatiou models were calculated using the
message/packet information and the average arrival rate of messages
into the DDJ. The averaga DON arrival rate 1is 20 packets per
second(50). Since two of the simulation models use separate arrivals
for interactive and bulk data it is important to determine these
arrival rates. Interactive data messages average 40 bits in length

wnich was less than packet information size. Since interactive data
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messages were less tnan packet size, paciket size was used for

( h{“.
N interactive data arrival rate calculations. Bulk data wressage size

e was converted to packets by dividing 23,200 ovits by 1929 bits, wiich ,
¥y, '
et ; . ' j
ﬁﬁh gives a messag2 size of 12.03 packets. For routing purposes a '
o

) (
gﬁ$ control packet was required for each message packet being \
D
f;ﬂ transmitted. Jdultiplying the message size ia packets by two, to

X 99—

3 3
;ﬂé; account for control packets, and then multiplying by the percentage
i :

AN
*2# of interactive and bulk messages arrivals gave the numbar of packets
Wa arriving for a given a time period. 1Ia a given a time period

a‘;’!‘

b,

' . . .
Qgﬁ 152.200 packets of oulk dati and 187.4 packets of interactive data

t
i ) (]

O . . s . .
Q%_ arrive for a total of 3323.603 packets. Usiag an arrival rate of 20
@
:$€ packats per second, tie Oud average for data, and multipnlying it by
o
i the ratio of interactive and wvulk packets to the total number of
RO
"

Qﬁs e pacxets gave arrival rat2s [or lateractive aad bulk data. T[he
,;~, 'FJ arrival rate for iateractive was il.04 packets per secoand and the
iy
I
“,- arrival rate for bulg data was 3.9b packets per second. [he arrival
BN
by

&g rate of voice was assumed to pe equal to the tctal number arrivals

q

)
RN of data, 2U packets per secoud.
AN

b

#,
ﬁﬁ? Servic2 rates were determined based on the average service rates
Y
fa.' W
,Jﬂ! of tha DD and the calculated sarvicez rates on the circuit switched
3
A model. The average sarvice rate used for all packet switched nodas
A2
q ‘ was 333 packets per secoad(50). Circuit switched service rates for
A
Al network model shown in Figure | was calculated based on equations
i .
e (2.9) and (2.10). The servicc rate for the channel reservation
t"’l‘:
K
'kf‘ signal was .0023 seconds per packets from equation (2.9). The
) “I
]
mﬂ: service rate for the message transmission, request for transmission
Yl {?ﬂp signal, and channel release signal was .0338 secoads per packet from
s hiid
N
7";
}':,l‘; 39
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equation (2.1U). TIhe service rate tor the messaze transmission and
chaunel release signal was based on messazes of one packet leagtn.
For messages greater than packet length the sarvice rate chaanges.
Both circuit switched servic2 rates change based on packat and neader
size.

Voice inforwation included a discussion of voice digitization
rates and the gercentage of voice versus data. Volce digitization
rates were based oa available chzanel capacity. Some voice
digitization rates are 2.3 kilo-bits/second, lo kilo-bits/second, 32
kilo-iits/second, and 84 kilo-bits/second. For this study voice
dijitizatlon rates were assumed to be equal to 56 Xbps, the backbone
cnannel capacity for tae OUN. [he voice digitization rate can tce
altered by cnanging the number of servers at each node of the
sioulation modz2l. Also ifwmpertant to tie analysis of velce was the
percentage of voice and data transmitted over a channel. 1In a study
by Calaorese(3), tie highest percentage cof voice over data was thirty
perceat which was extreamely low based on present dav communications.
Cémparison ol present traffic needs show the voice traific load was
greater than data and possibly be as high as 80 to 95 percent(2:5Y).
fhis amalysils used percentages whicih range from ninety percent voice
and ten percent data to ten percent voice and ninety percent data.
Prioritization of voice and data was also important to this study.
I'he analysis included delay time calculated with and without voice
prioritized over data. The channel capacity used 55 kilo-
bits/second, the backbone chanuel capacity for the DDN.

The percentage of bulx versus interactive data, the percentage of

path algorithm and tne probability of rejection was necessary to
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B
5% DR evaluate the 2ffect cnanges in tae quantities of voic2 and data have
2 b
s on network performance. Uslag percentages tc control the flow of
N A . . PR :
1 St interactive and bulk datz allowed one to be prioritized over tne
rar
[P 7, : . ; . .
1:1 ¥ other. In tnis research the perceatage of iat2ractive versus bulg
AN
Y data ranged from 90 parcent icteractive and 10 percent bulk to 10
A 24 p
e
'y erceat iateractive and 9J percent bulk. The peccentage for path
_‘st" P P &
30
4.9'0
[i . N 3
:;:; algoritha was used to see the effect of path routing on network
o
erformance. [he ratic for shortest path and ore additional ho ath
P p bp
NN < . : ‘
_\:;.t‘ was 73 percent shortast path and 25 percent longest path. Tihe third
N
e
"%“a:-;l? area of analysis usin ercentage varlaoles is prcbauvility of
Y g P 5 P 7
*o’S
” recjection. The probavbliity of nessage rejection is tie percentage of
.
?..‘ ) 3
e messages or packets lost given a specific buffer capacity. According
a8 et P P y g
W
]
Iy . Ly - . s
-, to the Forgie aad Nemeth study (23) a probability of rejection of one
LY
XY

perceat is within accaptaole standards for the user. These

0

.,-:.l-, percentage variables provide insight to changes of network message
U]

§ﬂ. flow waich allow the user to select the best apprcach based on given
oty

1y

)‘ requiremeants.

g . .

0‘4:: The final category of perrforiance variables, cost, was divided

i:i::ﬁ into three sections. T[he three sections were switcaing cost,

:!.j‘.. tariff(mileage) cost and voice digitization cost. Switching costs
f‘é‘;’ wera based on a ratio of cost to channel capacity taken from the Chou
?:‘ study(ls). The circuic switch ratio is $750£/200£bps. The packet
:; switch ratio 1s $125L/10CKbps. The hybrid switch ratio is

:{ES‘;:% $170K/240<bps. Tariff(mileage) costs were basad on a telephone

‘;:?,i: interview with Prishavalco(50). This cost starts with a base rata of

23,745 dollars annually. Mileage cost was calculated using Table 2.
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N, o TABLE 2
TARLFF(41LEAGE) COSTS

i;qg' Cost Milcﬂge
B2 .
* § 155.40 1 - 15 mt

Lol $ 129.60 15 = 25 mi

[ .‘l 5o -

R $ 97.20 25 = 100 mi |
.. ’

3 $ 56.40 100

¢

1000mi

$ 34.8C 1000 - up mi

25 Distances were calculated based on possible locations in the
‘ .

'}as DDON(50)(see Figure 6).

Figure 6. Node milages

b
Qk% The costs are taken from a discussion with Mr. John Salerno(59). The

cost rate for digital voice transmitted over a circuit switched path

§§ is approximately 350 thousand dollars per node. [he packet switched 1
3

!

L)

node for data transmission is 4J thousand dollars per node. In order

to send digital voice over a packet switcned network the cost is

Sk QE@ increased by 400 thousand dollars per node to account for digital

s
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ﬁé» ﬁg@ voice and "silent period detection”, The hybrid switched node is a
Rt sum of the circuit switched costs for voice and the packet switched
i$~ costs for data, totalling 390 thousand dollars.

b Mathematical Analysis

f:é I'ne mathematical model was an analytical tool used to verify the
Y

f% simulation model results. This analysis was based on the equations,
A

’“) specific performance criteria, and the three network topologies

i;: previously discussed 1an this chapter. The results which were of the
g»k most Importance in this analysis were delay time, throughput, power
\

13' and cest. Since throughput and power were determined using delay
§§: time then the criterion delay time was a key factor for verification
X ]

iﬁ of the simulation models. Specific constants were necessary in order
- <:: to evaluate delay time in the mathematical analysis and the

ﬁ% "simulation models. T[he constants for the mathematical and simulation
§§ models were traffic intensity, percentage of path algorithm, arrival
h; rates and service rates. This section discusses the mathematical

5? analysis of the results which was used for the verification of the
&

33: simulation models.
;éf lhe first constant to evaluate In the mathezatical analysis was
\g* traffic intensity. It was important to maintain a constant traffic
.

gs futensity in order to evaluate the performance of a network with

zf' respect to tne time a messaze takes to travel from source to

'ﬁ% dJestination. Each of tne toree lven networks consist of slx

3% pursanent nodes, The packet switched network lncluded a seventh node
Al
tﬁ which was the node used for alternate path routing. [he alternate
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J"‘
)'i
:4"3.-‘
)
.g : node wac never used as a possivle destinatioa. If a message was
K g8
o B routed through the natwork it was equally likely the message
o terminated at any of the six possidlz permanent destinaticns. [a the
!
i
3
ha! same respect, arrivals at node 2 terminated equally at each of the
34
o . - . X
:ﬁﬂ naxt five destinations and so fortin. In order to maintain a constant
¢ ) .
PR raffic inteasicy oaly 5/0 of message arriving at the second
S
#Wf
Qa permaneit node were transmitted to the thnird permanent node.
o
ﬁkg Similarly, only 4/> of messages arriviay at noda 3 were transmitted
R to node 4, 3/% of arriving messages at ncd2 4 were transmittad to
K
X
i o - - f . .
##i node 5, 2/3 oi arriving messages at node 5 were transmitted to node
e
. by - p ;
am b, and 1/2 of arriving messages at node O were output. Since
“ay’ H ) g p
R, external messages arrived at the same rate to all nodes thais wmethod
122}
:ﬁﬁ was nacessary to maintain a constant trafric intemsity.
15
) : . 1 . - " .
12“ ) It was necessary tc determire utilization for a network in order
] |
"5y hid to find maximum queu2 length using the rajection probadbility. A
l't
W\ . . :
ﬁ‘ value of P = .75 was randomly assumed to determine maximum queue
.5'
\ - .
4! eagths. Tne use of the percentage of arrivals output at each node
) & 0 £ P
]*’ and an initial P = ,7> gave tue exteraal traffic inta2ansities in Tatle
%
%*% 3. Using a prcoability of rejection of one percent, specified
3 !
) trafiic iantensitiss and equation (2.13) the gquace leagth at a
qf‘ particular node was dJdetermined. ihe largest possible queue length
iy
L .
N: allowad at eacn ncde to maintain less than a one percent possibility
3
o : -
H) of rejection is specified in lable 3. Sinc2 all packet switched
w _
0 modals used the same values cf P , then the maximum queue length was
:-
.. the same.
W
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Y
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[ABLE 3

EXTERNAL TRAFFLC [ATENSITY AND QUEUEZ LENGTH

<
. ‘ﬁ'
ﬁf a) external Traffic Intensities for Circult Switched Desiga
syht
¢t .
0 Noded#: 1 2 3 4 5 6
£t - - - - - -
e
C p : .75 125 .15 .1375 .25 «375
I . . .
gé b) cExternal lraffic Iantensities for Packet Switched Desizn
R
MK N
K dode#: 1 2 3 4 3 6 7
Aﬁ P :.5025 .75 .125 .15 .1375 .25 .375
§
ey
Q':i‘
el ¢) Queue Lengths for each Node
Hr
® Nodea#: 1 2 3 4 3 o 7
by " - -
n
o Queue
) Capaclity
" at X=1% 16 15 2 2 2 3 4
g
-
:? I'be path algorithm percentage was based oun the number of messages
)
f\
%} which took the shortest path to destination versus tie percentage of
ety
fad
) messages which took an additional hop earoute to destination. T[he
W
3,
R . .
K rooability of messages taking the shortest path depended on
s p y g p P
!.1
&h avallability of nodes. For this study it was assumed that oaly 73
X
) percent of all packets take the shortest path to destination. The
2
¢ . .
fq other 25 percent cof messages go thrcugh the alternate ncde enroute to
R
bf destination. The path alsorithm was only significant to the packet
Q‘N

switched networks for this analyslis.

I'ne first network to be analyzed is shown in Figure 1 and 2.
I'his network consists of a circuit switched model for voice and a
packet switched model for data. The circuit switched model used

&
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equations (2.9) and (2.11) to calculate average dalay time requirad

for a message to reach destinatioa node 6. The external arrival
rates for each node was 20 packets per second. This arrival rats is
basad on the assumption that the massage size was 1920 bits and the
header was 125 bits as described in the performance criteria section.
Using equation (2.3) the calculated delay time was the time it takes
to rascrve each iadividual node to node link, .0922357 secocads.
Multiplying tnis time by 6 gives .0130l143 seconds, the time to
reserve the entire path. The time to request transmission, tranmsmit
the message and release the communication path was .0383571 saconds
using equation (2.11). The total time to transmit a message over the
circuit switched model from node 1 to node 6 was :0547571 seconds.
ihe data traffic had an arrival rate of 20 packets par secend and a

(::} service rate c¢f 333 packets per secoad at each acua. Jsinz queueing
matrix analysis the average delay tinme was calculated by determining
the new arrivals 3t each node and the average node delay using
equation (2.0). Summing the node delay times for all ncdes includiag
the alternat2 node gave a average delay time of .0232120 seconds for
a packet to travel froam node ! tarcugh node 7, the arrivals, service
rates, and average delay times for the first network are displayed in
lable 3.

The second networi consists of a single packet switched model
with three arrivals as shown in Figure 3. The arrival rates were 20
packets per second tor voice, 11,04 packets per sccond for
interactive dita aud 8.90 packets per second for bulk data. The
delay time for this packet switcned model was calculated using the

> same metiod as the packet swlitched model of the first network. Using
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dgga queueiag matrix analysis and equaticn (2.3) the average delay time

W ) was calculated for the sacond network for the path aode 1 through

L) node 7. The average delay for the second network using a service

R rate of 333 packets per second was .J2603056 seconds. The average

dz2lay for the second network is displayed in Table 3.

by The taird network is a combination of two packet switched models

) as shown In Flpure 4 and 5. rhe first packet switched model of
Figure 4 was fcr bulk data and had an arrival rate of 8.96 packets

Wiy par second with a service rate of 333 packets per second. Tae

: averaze delay time for the path from node 1 through node 7 was

.0219396 seconds. The second model of the third network serviced

G digitized vgice and interactive data as shown in Figure 5. The

A arrival rates for the seccnd model wera 20 packets per second for

C::3 voice and 11.94 packets per second for interactive data., Using

i ‘ queueing matrix analysis the average dalay time for the path node 1

s{:. through node 7 was .0246831 seconds. {he performance statistics for

W tnis noetwork 1s also shown in Table 4,
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TABLE

fol
-

MATAEMATICAL NODEL RESULTS WITHOUT PRIORIIIES

Network Arrival Service Delay Througn-

Type Rate Rate [iae put

(nunber) (pkt/sec) (pxt/sec) (sec) (pkt/sec)
1

Circuit Switched

Volca Path 290 434,73 0136143
25.77 .0383571
{ TOTAL) 0547571
Packet Switcheg
Jata Path 29 333 252125 3.35
2
Packet Switched
{Comvined Path)
pizital Voice 2V
Interactive Data 11.4 353 0250056 3.35
Bulk Data 3.96
3
Packaet Switched
(Combined Path)
Digital Voice 20 333 .0246831 3.45
Interactive Data 11.04
Packet Switcited
Data Path 3.90 335 0219396 3.15

Priorization of voice over data cnanges the approach to
deteraining delay time. Delay with priority to one type of arrival
over another was calculated using equatioas (2.3) and (2.5). In
order to find voice utilization and data utilization it was necessary
to use the equation @ = N/ M , the individual arrival rates for
volce and data, and the overall from Table 3. The prioritizad

delay time for netwcrixs 2 and 3 are shown in Table 5.
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h; [ABLE 5
-
~ - MATHEMATICAL MODEL RESULTS WITil PRIORITIES
Network Service Arrival Rate Delay
[ype date Voice Data Time
: (aumber) (pkt/sec) (pkt/sec) (sec)
‘ 2
Packet Switched
KX (combined voice
Y fateractive data
k: and bulk data) 333 20 20 .02562680
e
{
Ao Packet Switched

(combined voice
and interactive

Qg data) 333 20 11.04 .0245951
Wy :
£
_&. The cost analysis provided a general idea of comparison of costs
‘% of the different models. TI'he costs analysis is shown in Table 6.
4
0 TABLE 6

(:: MODEL COSTS
e"
gi ) Network Mileage Voice Switching
n Type Cost Digitization Cost
] (number) (a11llions Rate(millions (mlllfions
2y of dollars) of dollars) of dollars)
¥ 1
o Circuit Switched
o volce .1208 2.10 1.26
N Packet Switched
N Data . 1208 240 .4200
{
2 2
5 Packet 3witched
&: (combined digital
3# volce,interactive
K data and bulk data) L1223 2.64 L4200
. 3
g ?acket 3witched
) (combined Jigital
fz voice, and
My fateractive data) 1293 2.63% .4200
L Packet Switched
55 53; bulk data .1208 . 240 .4200
':’
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N, Mileage results were based on actual mileage costs from [able 2 and
¢+ £

'y N - . :

K3 T assumed mileages from Figure 3. The volce digitization costs were

derermined for 50Kbps using information from the Gltman(30) study.

j§a Switcning costs were calculated using ratios of costs to channel
L)
K | ,

AF capacity used ian tae Chou(l3) sctudy.

Pt

(i

o

5 . .

o Discussion and Results

S

b

i

o In the mathematical analysis the average dalay tiwe and

ii throughput results siaow the tnird network with the lowest delay time,
5

ﬁg however the second pacxet switched path used for bulk data had very
D 3

KU . - . s . "o

4 poor utilization. <Comparing the packet switched model for bulk data
" ) . o .

Af of the first natwork and tihe packet switched model for bulk data of
L) M

',(;P

QS the third network show very little differeace in delay and throughput
N

()

a7 e R .

S (;;; but 2 larze difference in arrival rates indicatinz a great desl cf
) oRIY .

ﬁﬁ idie time in the bulk data model of the third network. The packet
A

switched anetwork of the seccad network iladicated a better use of

‘3 resources by comparing results and arrival rates with the two bulk
.“ , \

ﬁb data packet switcned models which used lower arrival rates.

hy

)

ﬂy Priorization was not a deciding factor tetween the second and third
kX
£’ aetwork becauso there was only one milli-second difference between
sal .

ﬁﬁ their delay times. The significance of the priority analysis was in
b}

%i the fact that digitized voice was prioritized over data without a
é"‘ )

- detrimental effect on the average packet delay time. This factor

[

i, makes digitized voice networks comparable to networks which have

b

“

fﬁ_ single circuit switched paths for voice, as shown in the circuit

i)

o

Z switched model of the first network,

‘k-: & .

R oY
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The cost analysis shows savings in maintaining separate circuit

L

switched voice and packet switched data over those networks using

hﬁﬁ digitized voice. T[he determining factor for digitized voice is the
Ay

;2% long term impact of delay time, throughput and efficifent use of

b

~?f resources. Since results of delay time and throughput are similar
ikg when comparing the use of analog and digitized voice the network
%g which used its resources more efficliently was the best choice of a
ERA

communications network. The second network which integrated
oL digitized voice and data over a single path offered the better

AR overall performance results,

i Conclusion

Tnese results had significant impact on the following chapters.
c:; The key significance of the wmathematical analysis results was for
gb“ " verification and validation of simulation models. TIhe results of the
1T mathematical analysls was used for validation because the results
) were based on fnputs from actual communication networks. [he results
0 were also used to verify the sfmulation models. Similar results in
) the simulatfion model to that of the mathematical analysis indicated

g verification of the simulatfon models.
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@ IL[. SIxULATION MOOELS
RN
hd
3ﬁ. !
By
RS Introduction
i !
£ i
3 . . . '
- Tiiis crapter discussed the simulation language selectiocn,
A b
R
e perforuaance critaria, the design of three voica and data network
B0
g8
DU ., .
e simulation models, simulation model modifications and the basic
ft
desicn of the Simplified Voice [ruaking Model(SVid). The simulation
eoL
Wik . .
:&? language must be selected L.sed on availabillty of a language
13t
A4
{tﬁ compiler, ease of use aad kaowledge of the author. Performance
LAk
e criteria were specifisd in chapter 11, however som2 adjustments need
'0::;1
b?. to be made to adapt the criteria to the simulation models. The
A
) .
f&‘ networik mod2ls simulated were the same as those discussed in chapter

Ii, Figure 1 through 3.

> -
K
[‘]

,:‘gfl
Ve
'?ﬁ The first simulated network is comprised of two separate models,
‘:g!?_
‘ﬁgf a circuit switciied model for vcice and a packet switched model for
ﬂ), compined data. lhe second simulated network 1s a single simulatica
8
LA

Wt . .
ﬁn model with veice, Iinteractive data aad bulk data arrivals usiag the
why
\'.r.“
;#h same patin. Network three consists of two packet switched models.
Eti [he first model sends voice and interactive data over the same path.
3 5y
0K , .
§~ Ihe second simulaticn model is used for trausmiting bulk data.

L
it

$
de Simulation model modifications are additions or improvements to allow
. AT
v more accurate tflow control and output results. [hese simulatioan
'liii

vy
531 models were created in order to analyze possible approacies to voice
T,

l‘§l‘|

00 and data communicationms.

e . -
‘:21 )
R, .
A
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Simulation Language Selection

An initial step to take whea analyzing with the use of a
simulation model is tha selaction of the appropriate programming
languaga. There are twc categories of prozrammning laaguapes
avallable for use in a simulation study. The first category includes
simulation languages sucn as GPSS, GAS?, SLAM, and Simescript. The
second category contaias several langusyes like fortran, pascal or C.
The rirst category provides a very high level language and frees the
user from beiny required to know specific details about the operating
systam as does the second category(o63:117). Simulation frees tae
analyst rfrom repetitive work as tiat found in usiny mathenatical
analysis and atforus mecre time to coaceautrata on results(63:393). A
simulation language like SLAM uses an assortment of nodes and
oraanches for modeling the flow of entities througn a system(32:73).
Other feztures of simuiatioa languages provids continuous monitoring
capacilities, {aitialization capatilities and an overall flexibility
of desiza. The use of a siaulatioa language provides the fastest aad
simplest approacn for the creation of a simulation mcdal.

[ii2 use of a general purpose procramming languaze of catagory two
alsoc has its advantages. [he language provides greater run time
efficieacy and ara normally more available than simulation
languages(25:14). The reluctance to leara a new laanguage is not
uncommon amoag programmers waen selectiag a simulatioa language for a
specific study. General languages ars however limited by increased

coding and debuggiag difficulty.

A simulation language was chosea for this simulation study

53
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because of tne ease of impleimentation of the lanjuage and the

éﬁg& speciiic simulaction language selectad, SLAy, provides excellant
buildinz blocks for this particular study. [he larsest disadvantage
oL using SLA. was iIn learning tne SLAY laaguage. [he advantsges were
tne avallability of a SLA ccompiler and the ease with which SLAil can

oe apnlied to network studies.

sinulatioa Model vDesivn

Tals section discusses tae performance criteria used ia the
simulation mcdels, the network models and modifications to the
models, T[he jctusl performaace parameters use¢ in the simulations
for ccemparison witn tne mathematical analysis are desienated 1o this
secticn. The countrcl and flow of the thr:e network models presented

in cnapter Il are discussed in this section. .ecdificaticns provide

{}

petter controi of entities passiag through tne models. This section
explains tine modifications made on the simulation models to improve

coatrol, alter fiow and to prioritize entities.

derformacce Criteria. Performance criteria were descrined in

datail in caapter II, however several adjustments were required in
order for their use in simulatioan models. The performance criteria
used in the simulation medel were arrival rates, service rateas,
3ource designation, and destination node. The arrival rates were the
faputs to the simulation model and the latter were designated as
attributes. T[he circuit switched and packet switched model

attributes diifer only slightly. Other criteria which were specified

%Erp ian this section were the percentage of voice over data, probability
15
54
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of rejection statistics and thc percaentage ol culk data to
ianteractive data.

fae arrival rate vsed In the simulation models was converted to
ean interarrival times for use in the 35LAM simulations. Volce aad
coumbined data arrivals of 20 packets per second were inverted te .05 -
secoads per packet. Saparate bulk data arrivals of 3.96 packets per
s2cond were iaverted to .112 secouds per packat and 11.04 packets per
second of inta2ractive data were inverted to .091 seconds per packet.

[ne attrivutes for the SLAM simulation models depended on the
type of modal. fhero ware three attributes used for the packet
switched models. Attributz one was usad to direct entities tarouga
tae aetwork to tae designated destination node. In this simulation
the destination node was node 7. Attribute two specified the service
rate for a packet to bz processed at a node. In this simulation
study tre service time of 332 packets per second was converted to a
nean service rate of .093 secoads per packet. Attribute three
designated tne scurce node, Each permanent novde designated itself ss
a sourc2 node. This attribute allowed tha destination node to
deteraine widlch distance was desired for measurement.

fae circuit suitcined simulation model attributes differad from
tne packet switched mcdel only with regard to the servicing of
messazes and final d2stination. Attrfsute cne of the circuit
switched model performed the same functiou as attribute one of the
packet switched mcdel and was designated as node 6. Attribute two
provided the servica rate at each node for the channel reservation
signal. This value was already calculatad ia mean service rate form

ia chapter II. Attributc two was.o023 seconds per packet. Attribute

35
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N three was tne service rate {or the request fer traasaission signal,
a @ wessage trausmission, and cauzanel release signal. Lhis valce was

LA also calculated in mean service rate fora in chapter LI to be .0333
a,};
5@ secouds per packet. Attribute four was tae source designation and
Lyl perrtormed the same as attrivute three of the pacxet switched model.
e [he attriputes used in toth models were used to control and servica
a%:*f . .

GQ . the flow of entities from input to output.

!:g.

iy . . , .

gt [here were several otner performance criteria used to coatrel the
iy simulation model results. ‘ihe changiag of the percentage of voice to
i . ,

.>: data in tne systam allowed the user tc alter the weizht of traffic
e

W

‘,. " - + i

) flow of voice and data in the network. There was no breaxdown ia

,&'0

9 e e . - .

o pzrcentage used in tae initial sirulacion model. f[he inttial

ct‘:

3 .

{&1 percentagze rates were necessary to maiotain consistancy betwzen the

X

N

) ) . . L. .

N simulativa models aand the mataematical analysis for verification and
&2, c::: validation. Another criterion whicn afiected netJork perforuancs was
)

§

) . . - . . - . - -

%r the probavility of rejection. f[he rejection propability ia 2ffect
1

dy

l‘ * . s . s r] ’

3% set the queue limits at eacn node so that packot rejection did anot

i t J

o exceed specified limits escrived in Tatle 3 of cnapter II. [he

l‘g

ERY s . - . . :

b% provabllity of rejaction for the simvlation models was cna percent.
nﬁi

[} " . . . . . c
' I'ne percentage of oulk to intzractive data was aaother c¢riterion for
ﬂg controlling simulation results. This criterion allowed the weight of
i

) L. _ . . . .
%H' tratfic flow for interactive data and bulk data to be altered. fhe
™

f . : .

1 percentage of bulk to interactive data was strictly based on arrival
v N < .

o rates. [Ihe initlal performance criteria was established in order to
b},

Y : .

N verify the siaulation models with the mathematical analysis. A

b

o

Y network analysis was accomplished usiag the ranges of performance

oy W criteria values found in chapter II.

Ly
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watwork dedel [. Phe first network was aade up cf two saparate

simulacions., [The first simulation repraseats circuit switched veice

and the second simulation represents packet switched data. [he

L]
ﬁ} circuit switctied volce simulation was modeled in SLAY using a

v 3

- queueiay netword design. Hessages arrived at the same expoaential
e . '
1 rate to each node beginning at time zero. At each node attributes
e

ig: were assigned the number of the scurce node, the service rate for the
oy

B reservation signal, the service rate for the message tramsmission,
s
Q¥ and the destination node number. T[he first ncde serviced the channel
s
f%f reservation signal and sent it to the next node. The next node

SN

- sarviced the channel reservation signal and checked attributa (3) to
Wy : , ] .
ﬁ& sec if the desired destination had been reached. 1If the desired
114w
ﬁ% destination had act beea reachad the channel reservation signal was
! ‘

(::: s2nc to tie next aede2 anc followed the saune procecdures till reacihing

o
o destination. [his procedure reserved the entire end to end patn fer
v
m: messaje traasmissica. If the channel reservation signal had reached
e

) its appropriate destination thea tne request for traasmission
o

signal, messaze transwmission and channel release were servicad ia a
oue hop fashion based on attribute (3). The only entities servicead
were tnesec with the approprlate source desigaation in attrisute(4).
This process was repeated over a specified time span to determine the

avarage tine to senc the message through the model. [hese results

wera collcectad using the COLCT node which calculated the avarage time

\
ﬂ&; for an eatity to pass through the network.
3 j Ihe packet switched data simulation also used a queueing network
i' | ] .
& desizn with packoets arriving at an exponential rate to each node. At
IR ‘W
) ) the first node the packet was serviced and transmitted to the next
.
:. ;l
q‘_f N
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R ) nodz. [f tne next acde was unavzilable the packet waits in a quzue
[or access. wi@n Cie pacret euaters the aode the packet was serviced
Lo, 8 . . P s \
|§2' according to the service rate specified in actribute (2). Tae
¢
t;::t'
¢5ﬁ destiacation attributes (1) was checkad to determine il the packet had
g
*; reached its destinatiou. If the packet had nct reached its
i
Wh \ . . . . . v s o, . .
‘“a destination it coatiaued threugh the networx in tae same manna2r., if
e
ﬁﬁﬁ‘ tne packet had reacihed its destination it was sent to the output node
J:::':
e . R . . . 2 .
: wner2 statistics on packet system time Wwere collected. [he packet
P
xR P, .
{aq was saent to a (VULCI node and tae time for a packat to process through
Q-:::l
{gq the networs was maasuraed and averaged over a specified period of
:;I’Q:l
(K . . P : oo - ;
"‘ tire. Also ilacludad ia the packet switcned simulation was an
ﬁ : alteraate zath rcutiaug. Spzcific percentages of packets took an
a:,:l‘.
iiﬁ alternate route which added an additional hop oato its path length.
! '
it P
. kﬂx; detwork Jdodzl IL. [he second aztwork acdel, which integrates
X i —
Y
R . , o
b?? voice interactive data and bulx data over a siagle patn, is very
,i“(a
Hgh . . . . . .
! similar to the packet swWicched simulation of thne first network model.
)
J [ue Jifferences are ion arrivals te each nod2., Using this model the
» ©
0
oo
5¢5 user can alter percancages of voice over data, and percentages of
BN
'y . . . .o
i&l interactive data ovar bulk data to determice raages of the simulation
LIRS,
;&f model and tine performance parameters. [his simulation provided an
é&z‘ average delay tiame for all packets in tae system by using the COLLCT
3& node to collect statistics.
"l
Uy . . . e ,
@ér wetwork Model IIL. fhe third model is split iato two separate
O
N
] o
!ﬁ?} simulations. 1Ihe first simulation comblned voice and interactive
.‘9:!,;1
L) '3 N - .
- data over a siazle packet switched path. The second simulation is a
e { . 4 ) . .
e, \{ﬁﬂ' single packet switchad path tor bulk data. [he pacset switched
R
L)
[P 2
32
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simulacion model for the bulk trzffic of the third networg is
identical to tne bulxk data simulation mcdel of the first ustwork
except for tae Jdifferent arrivcl rates., The tilcd actuork scaene
represents anotiler approaca to voice and data commnunications oy
sroviding & separate path for bulg data and an integrated path for
voice and intaractive data. 1Ibhls model also allowed for use of
percentages to coatrol voice and datz over the system. In each case

a CULCI ncu2 cuvllected average Jdelay time for designatad pacxats.

Modifications. Hdodiilcations to the taraee network mcdels

iacrezases tne capability of the siaulaticas. Mcdifications iacluled
Blocking, Balxing and Prioritizaticn. iThe first mocificatica

provided a4 wethoa to calculate paccet less on the network. Usiag the
queue lengtas specified in lavle 3 for one percaent provaoility of
rejection olockiag was usea to maintain queues at maxiuum queue
lengtn. Blocking at a ncde only allcws a specific nuimber of
satities(puckets) to juaue, T[his allcwed the designer the capability
Lo coatrol queues at critical nodes. Salking is a feature placed on
a nodz which precedes a blockiag ncde. LE an entity is blocked frem
eatry into a queue tiea it becomes a loss. [ne use of Baliing allows
the designer means to checx the percentage of packets rejected so
chairges can be made to limit tnhelr occurance. At eacii input node a
dalking procadura was usad to collact voic2 and data packets which
ware dlocked out of the systems,

Prioritization was a modification which peruiitted one entity to
nave prierity over acother entity either in the queue or ian the

eutire node. Jiie use of a low value first(LVF) priority at a
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spaciric node allowed entities with a lower mean interarrival rata

2
LN . ) . .
A value to have priority over tite nigher valued entities. [he hizh
oty value first(HVF) denoted just the oppocite fuactioning than the
;‘T‘\ * .
ﬁi (LVF). Anotner charactaristic of prioritization was [#CLuR,
n
£39¢ dVF(JEVNL) |, a secondary priority scheme that prevented the
i
q%y ioterruntion of a packet beiag processad. mitting the secondary
X6
,itgsl
‘abx priority scheme allowed the prioritized entity to ovarride a
t,. ‘Q
nhi . ; . . . .
g nongrioritized entity already being processed.
nvg!i
INY)
(X))
) : , e
ﬁb: Valicdaticn and Jerification
ity
e :
Ny
Witen creatiug the simulation model it was important to verify aad
',,ic’;"
Xl valicate simulation model results. Verfication of a simulation model
R, g
S
;\Qi comparead siluulation model results to cexpected rasults. Verification
56, )
{ ’ was accomglished when the sinulation meodel results vere reascnably
" LS
4
) close to desired output. Validatioa estavclisited tae simulation model
3540
; performance to ve similar to that of a real systam(32:1J).
E(
)
) verilfication aad validation can best oe checked by comparing
!
KICH simulation output to an existing system output. This method of
) F g sy 2
*:t:":
x A varification aud valldation wias limited vecuuse the models were of a
MR
( : more gereral and hypothetical nature than those in oxistence.
e
N [ae metnod used to validate the simulation models was by a
¢
A _ . e
a&& compurison of input to output. Ihis was somewnat ditfficulc to do
¥,
- 2 bacause oi the multipie inputs aund the parcentare of traffic
s
:€l§ permitted to flow through the network. validation of the eircuit
A:Q::::
Wi switched model aad the packet switcned model was accomplished in the
l‘?l'
l'; same mannec. Usiag the simulation tige aad the uumber of entities
){$ 5&%&
i& g . X\
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which were processed through tha2 models, cutput was comparad tc
arcivals iato tac wodeis. It tiae tlow tnrouzh the network is as
designed ther the medel is representative of an actual system. <This
netihod was used to validate the simulation wodels. Analyzing tae
circuit suitched zodel with 203 entities output ia 1J0 seconds gave a
threuaghput of 2.62 packets per szecond. The wodel vas oaly examining
faput into node 1. It was assumed 1/v of node 1 input of 20 packats
per second was equally cistributed among the six nodes, therefora 1/4
of 2U packets per second equal 3.33 packets per sacond. Using tha
value of P = .73 the total network output from the mathematical
analysis was equal to 2.5 packets per secound. The simulation model
provided similar results to the mathematical model and was therefore
validated.

Verification of the sinulation wmodels were accouplished by a
comparison to a mathematical medel of an actual system. The
couparison lusured that the flow througl the system was
representative of an actuai system., 1wo methods were usa2d in the
ratheimatical analysis. [he circuit switched wodel was analyzed usiag
tne appreach of Kermaal aad Kleforcek(42). \Queueing matrix analysis
was used to examlae tha paczket suitched models. fne results of the
nathemtical analysis was discussed in Chapter II. The analysis was
concerned with the average time to transmit a message/pacdet from
node 1 to node 95 ia the clircult switched model aad from node 1
taroezh node 7 in the nacket switched model. The results of tne

mathamatical model aad the siaulaticn model are sinowa in Tuble(7).
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¥ o
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o
i TACLL 7
@ ATuEATLICAL ASD SIMJLALION HODEL CUMPARISC.
Jdetwork Service Hath Simelation Standard
I[ype Rate Jeiay [ime Deiayv [iwe Daviatiocn
(auavar) (pkt/3ec) (sec) (sec) (sec)
i |
- Circuit switched
;ii; Jeice 636,75
e 25.77 0547371 05305 V0913
@? 2acket Suitched
h&ﬁ Data 333.0 02352120 01942 L0J1760
e o 2
;%a Packet Switched
h%‘ (comvined voicea
ié&i interactive data
e and vulx data) 335.0 .020u030 2210 LUU4155
@ .
tiyg gacket Switcnad
,ﬁa (compined
0,.' 3] : ; .
e prioritized voics
ﬁy‘ fateractive data
zJQ _ aud bulx data) 333.v e 230254 LJ311 .J0v4l
J
Lo a 3
N3
Ny Packest Suitched
;ﬁﬁ {(comiined voice
hﬂ{ and intaractive
e data) 333, 2240331 LU2070 003157
) , -
B Packet Switched
{g‘ (compvined
fﬁ* prioritizad voice
'5?' and interactive
ENX ¢ata) 333.9 .02455351 .02489 .JU5134
(N
oy Packet Switcied
b2} Data 333.0 .021939% 01924 L1749
s
i
a8
5"’9,
i lhere ware several differeaces between the two models.
A
‘g{ Differences in delay times were accounted for by the manner in which
ve's
1! . .
4?: the models were initiated. When mathematical results were calculated
vy
“\'0
- tne system already had entities io the network, however tne
%) [
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Y
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3 @ggg simulatioa udel starcad 3t time zerc with the system.eumpty. {he

largest eifuct tnis had cn results was from traffic intensity. As

L%Z tae trafiic intensity increasad, the time it took 23 wmessasz or packaet
At:(Q

£ . . .

ﬁﬁﬂ tc reach its destination increasad. [lie trafiic intensity increased
k‘tii

BN because packets were requived to walt loager at intermediate acdes.

Wonea the sinulation model started at zero, the time to travel to

destination was fastar becausc the traffic was not as iatense. ihe

average celay time was affected by tinese faster times wnich occurred
N at tihe initiation of tne systea.
Verification of the circuit switched and pacxket switched model
was accomplisnad using a significaace test. T[he significance test

uses the equation{5Z:>52)

A - Mo

c:! z = (3.1)
ey o
i
yg where
ah: A = slmulation model average da2liay time
P 24 :
W Mo= mataematical model avarage delay time
1 kY r :
) 0 = staadard daviation simulatioa wodel
18
iﬁ
‘g I'he significaace tost compared the simulation model mean to tha
R o
Yy
e
% watnenatical modal mean to determine if tane siaulation model was

accurately designed. An nypothesis was assumed in order to determine

tne results of this test. Ll'he hypotheses were the null nypothesis

(Ho:X = M o) and the alternate hypothesis (Ha:4{ # M o). [f the null

&ﬂﬂ hypotnesis (Ho) was rejected then the simulation mcdel could not be
?k' ' used. If the alternate hypothesis (ida) was rejected thea tie

%;: simulation mod2l was a good possitility. [esting the model at the 99
i&é q%&; percent siznificance level gives a probability of a equal to (1-.99).
B

IIN

- et
e

N
B
Tad

A

(W o f. o4 oL 4.‘ \1\)"7 TR J‘W.' w.’

\,‘ .
’L?I'ﬁ l' \b W, ‘L,.i‘;“‘ ) 'y
v‘L‘= .

¥ N
A, ",9 XL M LX) .0"-2“0"1 CACRCHEREHCY Ly T JOE LAl A ‘a\&t 8ok “ﬁQ" ‘H.i‘l




fRejecticn occurs when the (z) value falls In the critical reaion.
Extractiaz a value of (z ) froa the “"Student”s t-Cistrioution

aj?
tavla" gave the critical region te be |z| > 2.576. 1iable 3 shows the
(z) values, critical regicn results and hypothesis rosults for the

mathematical model and simulaticn medel results of lable 6 usins the

99 percent siznificance lavel.

TagLe 4
Z VALULS
detwwork (z) Crivical Region iypotnecis
(number) values Results Qesults
i
Circuit switcaed ’
voica 1.5233 |z < 2.5370 Ho uot rajacted
2acket Switcned
Pata -2.1235 saie same
2
Packet Switched
(combined voice
intoeractive data
and bulx data) J.495a7 same sane
Packat Switched
{comnined
prioritized voice
fateraccive data .
and ovuli data) -UJ.93306 sama salne
3
Packet Switched
(compined voice
and interactive
data) 1.20106 sane sane
Packet Switched
{counbinad
prioritized volice
and interactive
data) -0.33535 gsaae sane
Packet Switched
Data 1.5435 same same
64
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Since the (z) value did not fall in the critical region then the

Gﬁp Hypothesis (iio), that the means are equal, was not rejected. [he

significance tests showed the simulation models were possible

iig& representatives of the expected results found from mathematical

o8

»ﬁ?é analysis. 1In the case of all simulation models the results were not
W;' rejected and therefore verified. Witn validation and verification of
;?g' the simulation models finished a network analysis was initiated.
‘iii‘ Using the verified ?nd validated simulation models the next chapter
e compared the differing schemes for network implementatfion.

S

o

:;:;:; Simplified Voice Trunking Model

[ ]

”gg The Simplified Voice Trunking Model(SVIM) was developed by iomc
B |

éﬁ? Alr Development Center(RADC) to aid research iun the area of

e (::' integrated communications(20:1). The simulation model was of an
égé integrated node which transmitted voice and data over a single path,
4

€§§ Voice traffic was loaded on to the integrated SENFI trunks and the
\3‘ remaining capacity was available for data(20:1). Varying loads of
Ji@ voice and data traffic were run over the simulation model to

gg% determine average delay time, throughput, data traffic requirements
(;?P and prioritization requirements for voice under overload

A P ]

Ekg: conditions(20:1)., The SVIM represents a hybrid switching node which
’Ebég uses digital voice prioritized over digital data packets, [he data
R

;5? packets were transmitted over the path during inactive perfods of
‘é§2 voice communications. Vvalldation and verificatlon of the SV was
§. ¥

Eé%f accomplished during the design phase of the simulation model and

theretore was not repeated in this text(20). lhe results of this

i\p,i‘ 6 5
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simulatioa model are Jdiscussed in the follewiag chaptar and compared

% Lo the network topologles.
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Ive N80 AGALYSIS

[nis cnapter describes the method for compariscn ot the three
natwork topologies and the dome Air vevalopment Center(RADC) stucy.
vhis dlscussion includes the actual results of the networik analysis
and tae results of tie Simplified Voice Y{ruuking Aodel{3Vid)
simulation of RADC wlth respect to delay time, cost, thrcugaput aand
powar. Iluacluded la the comparison results is a discussion ¢f the
effacts wodifications nave on tihe network performance and control.
fhe compariscon of tne network topclogies is accoumplisned first then

these results were compared to the 24a0C study.

comparisoa lechniques

Network iopologlies., 1o order to periorm a compariscn of

diftereat network topologies it was necessary to maintain cousistent
conuditions betweea each network., It was also important to Keep some
conditions constant within =2ach wodel in order to sec the effects of
othar conditions on performance measures. Specific conditions whica
wera coasidered in the comparisons were, traffic inteansity, service
rates, arrivals rates, percentages of voice and data, percentages of
bulk and interactive data, priorities, milage costs, volce
digitizatica costs aand switching costs. TIraffic intensities and
arrival rates were maintained as constants throughout the analysis.
Traffic Ilotensity was kept coustant in order to test tha effects of

set conditions on a fully lealded communications system. Controlliag

67
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the flow oi entitles allowed the traffic intensity to be kept
coustant throughout the system, as explained in chapter LI page(40).
Arrival rates ware wmaintalned the sam2 in all situations becausz the
same busic 2ffect arrival rates had on the system was cobsarved by
varying the service rates. Arrival rates were derived as shown en
page (35) of chapter (1. Tresc arrival rates were based on packet
size, channel capacity, header size and percentage of bulk data over
Intaractive data.

Arrival racaes for e2ich network are shown in lable

2.

LAZLE 9
AnRIVAL 2AILES

Network Arrival date

(ype (pkt/sec)
1
Circult Suwitcaed Voice 20
faciket Switcnad Data 29
2
Packet Switchad Veice 29
Interactive Vata 11.04
and Zulk Data 5.90
3
Packet Switched Voice 29
and Interactive vata 11.04
Packet Switciiad Dulk
Data 3.90

[he next step in the comparison analysis was to establisn the
procedures for evaluating tne networks on varyiag conditions.
The wmethod used to evaluate the other conditions was by using a

step by step process. lae first step necessary for analyziug the

OO0 )

() ( ) 0 1% YN0 a1 ’*\ 1 Th A% 1R NAY ‘_\. xﬂ_-,'\}',.‘\ "l ".;_\:,
) “«‘l_‘.\\;,ﬂq‘ L ‘,k“ﬂ:‘?‘:“:"!‘h’l:"nJ‘l!',h"l, n .tel . '.fa Al !l; A !y!i!.i R ) " g ',. ) _v N

15 N e®,

A

wew LT TE

RS
RS




LI
Ll
ny
mhy
Y
¢
il
" varlacle conditlouns was to avaluate tie sffects of a varyiag servica
@ rates. tae initial service rate was 333 packets per second for the
packet switched network tne averag:2 node service rata of the [ODi.
rrfa
“‘."’ﬂ' . . R N . a
PO ite service rate for the circuit switched model was .JU23 seccnds per
A
‘%ﬁ! pacikat for tue reservation sijgnal and .UZ33 seccoads per packet for
KuH]
"
A messaje transmissioa. The lowest service rate was not allowed tc go
L
o s . .
e below thoe service rate waica permitted rejecticas of ona perceat.
G
_m;? The lowest allowsble service rate was thea maintained as a coastant
M
to evaluate tie eftects of voice and data percantages and bulk versus
A
-"-..! . v . . :
24 iateractive perceatages. Lhe aext step in this evaluatioa was to
i
3 . PN N . .
<§p* prioritlize volce over data and bulk data over interactive data. The
Y A
KA
, K2y p2rceuntage comoinaticas are shiow in able 10 based oa networks 2
)
474,43
ok
AWl Yy,
’vi':.g aad 3.
ERLK
)
&t"\:
‘niil 1) Y
L Q TASLE 19
‘;‘é;‘: v PERCENTASES CO#BIJALIONS
2
gt
o -
'*Ei detuark wvolca/vata Z3ulg/Interactive
‘. 3
J 3
hh; 2zcket Switcheu
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o aad interactive
o data) 75025
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( = 1u/90
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ik 2
M Paciket Switchel
a2, (comiLined voice
oy ,
A interactive data
e and bulk data) 75/25
.a" 75/:5 90/1¢, 25/73, 13/90
:... : 20/19
i) 20/ 10 J0/10, 25/75, 10/%¢0
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Y, In each step of these procedures it was importaat to evaluate tpne
R

effects tonc cauaged coaditicns nave on the network performance.

G

The final coirpuariscn of tihe netucris was a cost analysis of

Ty wmilsage, voice dipgitization and switching nodes. oailage costs wera
y based on speciric distances between acdes, volce digitlzatioca coscs
wer2 oased oa the channel capacity used by digital voice, and

oy switching costs were based on type aad quantity of nodes. [hes

1]

R\ costs wer2 calculated for a path length of 6 priwmary ncdes. 2ath
lepzths can ve alterad Ly changiaz source or destination attrioutes.

Fag Cest results waere straigat forward and used only as a general cost

i ratio comparisca ratier tnan actual network costs. Tiae overall

pertormance critoria tu evaluata iu eacn level of comparisca was

b

£§n delay time, cost, tacoughput and power. Ouce tihe Inputs aand the

S motaod of comparisoa was establisuned, the simulations werz run and

. s (::D results analyzed.

:45 Simplifiied Vuice {runxiag dodel. Periorming a comparisca of the

aetirork tcopolcgies using SLAM with the intesrated switchiag node of
0 the SVIM was necessary to evaluate the capavilities of hybrid

o switcniug tachniquas. liyas(4u) provided a meaas tor comparing these
twe simulation models. [his means of comparison was found in tae

ik managers tccl lor perfcecrmance measurement, power(40:19). Usiug the
tarouzhput and average delay time froan the SVIY simulation and tae
network tcpologies a comparison was accomplished using the

performaance criterion power in Chapter II.
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Jetwork fopclogy desuits

fhe recsuits of the simuiatica analysis wus vased on specific
models, as well as specific networks. [ie thr22 nctwerks were brokea
dowa lnto five wmoc2ls, [hese models were zaalyzed separately and
than together as networks. The first network coasisted of a circuit
switched model auna a single packet switcned molal. [ne secoad
network was a single multiple arrival packat switched model. [he
third network was a dual arrival pacget suitched model and a siagle
arrival packet switcned model.

The first step in tne collecticn and analysis oif resalts was
accomplisned by varving the servic2 rates of the five models. The
initial service rate tor all packet switchneu wmodz2ls was 333 packets
per sacond. [This rate was lavertad for use in the siauviation models
to .U0U3 scconds per pacxket. [he circuit switcned medel used tuwo
sorvice rates whicn were deteramined using the message size, header
size aad channel capeclicy. Ihe initial rate for the circult suitcned
medel was U023 seccads per packet for tie securiaz of the path and
Q0355 seconds per pachet to regquest trapsamit, traasmit the
message,and release tae patit, The resulis of thres service rates per

mou2l are siown on lable 11,

SN 0N ","!- '\(3 “w . ) L AN P b '-’\_.\\"Wl' LRy

LPa

1

e N
v. S uH o J N (! ; ’ ) )
"‘n‘.’i}‘ RN RRM W AN B . Y . \ .h.'h . ".0 ,»,ﬁ,g,

\‘3‘\”\

ﬁ"h»h""u

¢




i

,‘f

N

t’

&

“,f.

%

Bt XN faele 11
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I NELJOL CONPARISOA |
At

[ ]

h; NeTWCTK Sarvice raciet Delay Inrough- Power
;ﬁ [ype late Loss Liue put (prt/sec-
% {aumper) {pxt/sec) (pxt) (sec) (pkt/sec) sec)
[\
1

o Circuft Suitched
& Joice 25.77 U LUS30Y 1.3i5 25.77
o 333.0 9 01721 1.9 92.97
b
)
b Packet Switcined

vata 100¢.0 J IVIVITREY 1.79 234,13

5 333.4 Q 31947 1.72 60,30
3 100.2 3 L7461 1.63 22,05
“

)
N cotal(l) 333.0 o ICEY 3.22 165.51
\ |
2

& 21cket Switchad
3, (contined voice
Ad ioteractive data
3] aad bulk data) 549U, 9 L1363 .32 240.29
% s 333.0 J 02210 5,45 156.33

‘ 5¢.0 Z VRS 3.42 103.17
U “
. )
N 3
B cacset Switched
iy {(cowoincd voice
N, aad iateractive

data) 130,00 0 01295 £.55 130.33

¢ 333.0 3 .02970 2.76 133.33
%) 20G. 3 4J0Y 2.964 64.33
N
'

, ?icket Switcheu
b, bulg Data 1uud. 0 J L1271 795 62.55
( 333.9 y L01324 745 36.72
;c

| . - N : - .
? Terai(3) 335.0 U LJEUT ) 3.51 139,32
k)

'.

#,

)

; Analyzing the models shown in lable 11 snowed that the service
1 N

hY - . . . .

¥ rate had a great iwpact on delay time, throughput and packet loss.
)

» . ' ' 7 .
1 Decreasiny the carvice rate slows doun the packets/uessages traveling
)

K through the necwork. When the packets/messages slowed down the delay
=} %ﬁgﬁ time increased, tne throuzhput decreased and the qucues lncreasad
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D QRQ causling more packet rejections. Jecreased service rate greatly
S Y

increased delay time, depending on traffic intensity in a network(see

«{ Flgure 7).
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- rigure 7, 3Service Rate versus velay [lme for Network [opologles
: letworks wafintaln constant O and arrival rates.
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ihe decrecased service rates atfected tae aetwark pertormance of

'.'I

aetwsorg 2 and network 3a tirst. his Jdecreased aetwork performance
2 dependad on tie trattlc luteasity(saturation level) of the network.
'
d Netqork 2, a networ< transafteing disltlzed voice, intaractive data

and pbulx Jata over a single packet switched path, was the network
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with the highest saturation level. This network had more arrivals
qgg than other models. Jetwork 3a, the wodel which transmitted digitized

volce and interactive data for the third network, had tnes next

nighest saturation level. Because of the high saturation levels |

network 2”s and network 3a”s delay time increased faster than the two

bulk data models, network lb and 3a.

Fbe service rate affected throughput also(see Figure 8).
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rijure 5. service Rate versus ihroughput tor Jetwork [opologies
Networks malntalan coastant P ind arrival rates.

As service rates lacreased throughput decreased, iecause fewer

packels were allowed through the system durlng a glven time period.

BER LI G St D AT DD TD WA
ERRX OIS0 N it s AR nn' (2 JA“% J'\ w’ ‘k\q Wb ' XX .'.'- > '55'05'.04' h‘.la A2 'i'l D



-

SN DAL A L, Oy oy, Thn DR e LT ot e Lt ENENY AR HEH L SERASERART T
\“.‘.“!“l"!f’d?'.l 'w“,‘.i.‘u'!.nﬂ'.. >~.‘I’. !.!..I.! 0 .I'{.i.lvo .'. !‘ N AT RS ' L ‘a'l:!‘t:! g .> ~ n‘c '. 1,

{hz aatuorks witia the highest saturation levels, aetwork 2 and
natwerk 3a, had the nighest taroujghput, because they nad satter
utilization of resources. 3inca tnelr saturation levels are higher
they decrensed iu throughput at &4 raster rate taan tioe lower
saturated network models. [he lower saturated models, network ls and
netwsrk 2b, had a slower decrease in througaput because they rad a
much lower throughput to begio with, as ccupared to actsorxs 2 and
Ja. 3Siace tae ciccuic switched networs raservad the eittire network
to transmit one message it depeaded on fast service rates te maintain
a reasoaavle taroughput perfeormance. Wiea service rate for the
message tracsmissioa lacreased overall systenm performaince was
decraasad,

[one clrcuit switched network takes a auch longer time to reach
the first rejection due to the dual service rata contfiguration., ihe

small neader was serviced easily witiout cauvsing rejeccioas anc the

B

essage transmission which used tne larger service rate is only
procassed once. Although packet loss waes Jdifficulcr to achleve it
oxcame unimportant because of the rapid decrease ia threoughput shcowa
in Figure 3. lhe packat switcned networks, nowever, achieved packet

loss more rapidly when the service rate decreased(see Figura 3).
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Figure 9. Service Rate versus Packet Loss for Network lopologies

;5 Networks mafintain constant P and arrival rates.
()
i.g
'
o
|ﬁf As seen in Figure 9 the packet loss lacreased at a faster rate for
: i the .aore saturated packet switched netwocks of 2, the network
{
"é transmitting dizitized volce, interactive data ind bulk data over a
I¢ g
:ﬁf single packet switcnea patn, and 3a, the network transmitting
] i

\ Jiglitized volce and interactlve data over a siagle path packet

}
;» sefltcened path., 1'ne two dulk Jata packet switched paths, network lb
5 aad network Jb, did not achieve packet loss as quickly as the other
S ng packet switched networks. Since these two networks are less
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saturated, cue to the lower arrival rates, the number of rejzcticas
did aot increase as rapicly as tue other two networks, when the
service rate increased. With or witirout a high saturation level all
networks becamne lneffective quickly {f analyzed from perspective of
the maximun nuisber of rejectioas for the network to efficieatly
fanctioa. <casad cn the one perceat rejection ratz allowed ifor an
efficient systes, tne service rate must be kept hizh.

Comdining the modals and analyzing the threae networks shows
significant roasults in the area of throughput. [he delay time
differzaces were miclinal cetuveen the taree networks. In the case ef
two separata paths the greater delay tine was used as the tcetal tiae
aad tine nuaber of puckets susmed for the total throughput. The
second aad thira metucrk provided higher throuzhput, nowever over a
longer pericd of time the tilrd retwork would provide the nigher
output. Analyzing the arrival rates from table ¥ shouws that ctie
second aetwork delay time thouza sligntly lower provided tihe votter
utilizatioa of network resources and was tae petter choice in tiis
section of the analysis.

ine next step la tne cecmpaciscn resules was to evaluate the
efizacts of percentagas or tite various models. TIhe lowest allowable
sarvice rate was agsed in order to get the effect of perczatacze
cnanges on packet rejections. Tlhe portions of natwerks not affectad
by the percentages of voice aad data were still included in the total
network suamatlon. [able 12 gives the results for the perceatage

analysis.,
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:, TASLE 12

i X

‘.:Qigl NETWIRK CAUPARISON USIaG PERCENTASES

N‘,

Packet Switched Digital voice, [nteractiva Data and 2ulk Data.

‘o

kkﬁ Networs Service 4voica 4Bulk  Packet Delay Thrcugh-  Power
j?} Iype Rate o to Loss [ Line put (pkt/sec-
AN) : . \ ' { 3 [ .

N (nunver) (pktfsec) vata Intar. (pkt) (sec) (pkt) a2¢)

e

o) (2) 333.0 75/¢5 - J .J2132 3.2 i31.24
535 239.0 75/25 - 3 LU3272 3.55 W2.23
~§5a 1uo.u 15/25 30/1) 6 .J134) 3.21 237.95
§§§ IRVMVRY 75125 253/175 U .J1355 3.41 251.60
¢ 333.9 715725 25/15 1599 VL1390 3.22 145,43
iy 10630 75/25 10/30 G 01334 3.25 234.33
W 333.9 Y/ 1o - 2 02131 3.43 157.27
W 25000 /le - 2 Lusddh 3033 10L.09
'ﬁhi : 1vdu. 0 Ju/10 90/10 0 01350 3.21 237.77
5&? 1yui.9 ufld  £5/75 U LJ1351 3.%2 252.71
S 1990.0 U/l 191wy J .01354% 3.2:2 226,18
®

s 335.0 IO EN, - J L J2174 3.43 137.54
i 2309 19739 - 2 WU3312 3.37 101,56
;&$' 1ovd.0 10/9u 9G/19 C 31351 3.21 237 .9
L Wud.0  19/39 25/7> 0 L0135l 3.29 243.52
R Q 10UY.9 16/99  19/90 U .ul1357 3.4 250.55

¢

%%g 2acket Switched vigital voice aad Interactive Data.
'-'!"0

)
gﬂ? detwork Service Zvoice 4Dulk  Packet Dalay [hrough-  Pcwer
j:& f7pe Aate to tu Loss fima put {(prtfsec~
S (numoer) {pkt/isec) vata Inter. (pxt) (sec) {(pxu) sec
J
hEN (3a) 333.9 75/25 - ) 020052 2.77 3:.81
e 0.0 75/ - 5 .04067 2.52 61.90
o 2390 v - 2 L0243 2.55 63,5
oy 33320 19/30 - 0 LU2090 2.5 124,16
i 239.0 Lyfyo - i LU2507 2.5 37.63
¢

54y
ﬂw‘

&
gg? Altariag the percentages of voice aad Jdata entering the network
e !

L0 Yy

% only aflected necwourks 2 and 3. Changing the percantages cf obulx
-
)gp aata versus iateractive data oaly affected network 2. [he comparisea
¥h

.
3?2 of networx ¢ aad the various cembluations of volce to data and bulk
oy

LR
K to interactive data show vary little chaage in tie averaje dzlay
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tines but a marked ciffereace ia througaput results, becguse tne
arrival ratc of oulk and i{ataractive data are similar. Az voice
pcercentaye dacreasad over Jdata percentages the througiiput increased
witi the lower bulk. with che iacrease of voice over Jdata the
tarougbput peakad with a lowsr percent bulk and tnen rcapidiy
decreasaed.  Assumlag voics to us the higner percentaze of arrivals
would recconmend a aediuvin te lower raage for percant bulk data to
waxiaize aetwock 2 tarcugapuc.

Analyzing tae overall networxs 2 and 3 usiny percentare shows
that in tihe extremes of perccat volce over datx and perceat dJdata over
voice there was a suifilcient increase ia throughput fcr the second
necvore, Joewaver {o th2 modivw ranges cf percenta
netwourg surpassad tne seccud nccwerk in average dalay tiae and
torouchput. Assucning medium raage perceatsges of voice and data,for
axa.pla 73725, tne tilré network was tne bD2atter cncica ¢f voica and
data communicatioas.

Jrioritization was the next step in gatnering snd analyzing
resulecs.  [ae metihods used for pricritization ia SLAH was low value
first (L/¢) aad nigh valua first (HVFE) lhe vailue oxaained with tais
sch272 was the meanilaterarrival rates. In the networx wihich used a
single patn for wigitlized voice and data the ylvea arrival rate cof

vuica at .J) seconds per packet was the low value zac the arrival
rate of bulk data at .112 s2couds per packet was the high value.
Since interactive data had an arrival rate of .UJ1 saconds per packet
it falls between tihe tuc in tarus of priority. UTae third notwork
which integzrated voice and interactlive data had velce as the low

value and interactive data es the nhigh value, Simulatica medels for
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taese netwerss were aaalyzed to evzluate tne effect priorities have
oa other paramaters of tiae network, Using the scheme (LVF) and (4vYF)

vsing (LVF) and data if usiny (4v?y).

rn

provided priority te voice i
[hese twe networs<s were analyzed using these pricrity scueacss with

two ditferent metiod

[{7]

» 1atarrunt aand noninterrupt. [he iaterrupt
schene prioritizes ovae packet cvar tne other packet even if the other
was veiag processed, causiag the inprocess packet to bde preespted aad
wall to r2pest processiag. ine nouinterrupt prioritizes one typa
pack2at over the other, without {aterruption of a pacset already beiag
processed. TIhe norniaterrupt schaame was accomplisihad using the

seccndary priority scenewme discussed on page (37) of enapter III. The

W

results of this evasluation are saown ia TABLE 13.

FasLe 13
SECWIRK COHAPARISON USING PRIORITIES

Packet Switched vijital volce, lateractive Lata and Buin Data,

setwork Service Iaterrupt 2riority Packet Delay I'nrough-
Iype Rate IType Loss Iine put

(aunoer) (akt/sec)  (vesjaoc)  (LVE/.4vi) (pkt) (sec) (pkt/sec)
2 230 no LJF < 93135 136.41
2 " yes Lvr 0 L3111 103.85
2 * o HY F 2 .U34355 97,906
2 " yes iIVF 0 03599 89.%4

Packet Switched Dipital vVoice cnd Iateractiva Lata.

hetwerk Service Interrupt Priority Packet Delay [krcuzh-
Type Rate Type Loss fine put
(number) (pxt/sec) (yes/no) (LVF/UVF)  (pkt) (sec)  (pkt/sac)

3 290V no LVF v .03347 05.22

3 * yes LVF 2 03363 04.40

3 " Qo HVF 4 04235 0l.73

3 * yes HVF Z 0222 57.2
80
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voapariaz facle 1l results to [awnle 13 shew sonme sigrificanc

cnanges tc deluy, throughput and spesech quality. Prioritiziag voica
over data results in a decrease in throughkput, however since delay
also Jecreuses this was 2a inprevement in pericrmance as noted by the
sower critecion. .hen usiaz the iaterrupt scheme tnis improvemant
Jas seea in ancther area. 2cwer parformaace remained the sawmes, thera
was a decrease in packet loss. ‘hen pricritizing data over voice the
ovarall psrformaace was decreased in both cases of intarrupt scaeue.
The only advantage seen by prioritiziag dati over voice was in the

intercupi scaoemz wnlch saoved a decrease in packet louss, however an

N
i

evan groatar dacrease wWas s2ea in overall performance as noted oy the
powel criterion, #Pricritizing veice over data showed &a ilaprovameat
to systea perrormance bacaudse there were more veice packets entering
tiie systean. Pricritiziang data over voice was ia efrfect prioriticing
tne smaller nunber of packets in the system over tha larger number of
pacgats, tuercfore cavsiag a datrinmental affsct on systam
performnaace.

[he results of tae sinulation model show tinat eaca type ot
aetwork has its particular advaantages and disadvantages. Prior to

prioritization netwerxks 2 aad 2 wera ia a

tu
ry

additica oi perceatages an
close runafay for the better network perforwaanca dependiung on the
users viow ot tiae peor utilizatioa of the third ratwork. Onc2
percentases were luplemeated iato tne systea network 3 provided the
batter pertormance in th2 mediun ranges of voice and data
perceatazes. ~Pricritization ,on the other hand, shows network 2 as
the superior model especially i terms of the power criterioa. Tlhe

final outcome depeads on the specific user requiremencs and desired

31
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é»
a& Qik results for aetwork performance.
.' ‘
7%: Simplifled Volce I'runkiag dodel Results
:l'
)
'w; The Simplfied voice Trunking Model integrated switching node
e based results on variations of traffic loads of voice and data.
%3 Several scenarios were run which varied the number of voice
I}
F‘Q
* transmissions and the arrival rates of data packets, The SVIM
‘: simulations were analyzed by comparison of the number of voice calls,
1 0
W
:Q: data arrival rates, average delay time and throughput. The next step
W
LI\
,} in the analysis was to calculate networks results usiang the
e integrated node switching results of the SVTM. The network results
’;g
§¢ consisted of a six node network.
4
:ﬁg Fhe first step in the analysis was a comparison of six different
w (:: scenarios as shown in Table l4.
2 |
P
A
o
X [ABLE 14
)
g SIMPLIFIED VOICE TRUNKING MODEL RESULILS
A
w%j SVTM Average Average fhroughput Throughput
" sim.  Arrival Rate delay Time Volce Data
( (#) (pkt/sec) (sec) (pxt/sec) (pxt/sec)
W
eig’, 1 L340 U121 L0392 2.45
b’ 2 1.395 INTEY .108 2.4l
by 3 643 131 . 099 1.57
B ¥ 63 G115 .09 1.31
i‘ 5 . 223 3123 108 .31
g o .570 9120 .092 1.93
ok
5
’{‘ As the arrival rate decreased so did the aumber of voice
L
o &ﬁp calls(packets) and/or the number of data packets. An analysis of the
i 32
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ﬁ§§ results of Table 14 was accomplished by first comparing two SVTM

results with constant voice throughput, then comparing two SVTM

;gi results with constant data throughput. This was shown in Figures 10
gg through 13. The first comparison was an analysis of data throughput
fﬁ with varying arrival rates and constant voice throughput.

2% Maintaining a constant voice throughput of ,108 and varying arrival
%; | rates was represented by a graph of volice calls to time {n

: minutes(see Figure 10).
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data throughput. When arrival rates were high the network maintained

Qﬁb a high throughput(see Figure 11).

:?Z'c Lo
0

S MNNNAAANTY

W
o

DATA TRANS IN PROGRESS
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e Figure 11. Data Throughbut (2.41) with Voice Throughput(.108)

" The second comparison was acomplished by keeping voice calls

K constant. Using decreased arrival rates had a detrimental effect on

data throughput(see Figure 12),
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BV
‘fi’k‘
st
it
;)' Figure 1l and 12 showed the effect higher arrival rates of data had
e
hb on data throughput. With a set voice rate the more efficient
,»'\.'
~ﬁ§ performance (higher throughput) was seen using the higher arrival
)
‘f, rate. The lower arival rate as shown in Figure 12 shown poor
B0
§$ utilization of the channel.
y
ﬁ; Analyzing the situation in which the data packet throughput
14
! :‘j
2 remained constant showed that a decrease in the required number of
Yy voice calls allowed the system to become more efficient. Maintaining
gf' data throughput constant and using an arrival rate of .340 packets
P
y ) per second showed identical results to the data throughput of Figure
~F
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11 vhich used and arrival rate of 1.896 packets per second(see Figure

T 2
?.r'.':: @ 13).
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}2‘: Figure 13. Data Throughput(2.45) with Voice Throughput(.0592)

e The results of maintaining high constant data throughput with varying
Ak A
» arrival rates showed the effect the network had on voice

throughput(see Figure 14).
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Figure 14. Ratio of Voice Throughput(.0592) to Time -

Comparing Figure 14 to Figure 10 shows a drastic decrease in voice
throughput, however both systems were similar in overall throughput
because of the varying arrival rates. A comparison of the first
scenario; maintaining voice throughput constant, with the second
scenario, maintaining data throughput constant, showed the second had
the more efficient performance when varying the data arrival rates.

The final step in the SVIM analysis was to calculate the average
delay time for a network containing six nodes. This network

calculation provided the necessary information for a comparison with
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; network topologies. Tne throughput of the network was the same as
gﬁa the single node calculatioas. The SVIM network calculations are

shown in Table 15,

TABLE 15

SVIM NETWORK RESULTS

: SVTH " Average lotal Total

: sim. Delay Time Throughput Power

! (#) (sec) (pkt/sec) (pkt/sec-sec)
: 1 .0726 5.00 69.0

) 2 .0882 5.01 56.8

N 3 .0786 1.67 ‘ 21.2

! 4 .069 1.40 20.3

4 5 .0768 0.92 12,0

] 6 07586 2.02 26.7

This analysis shows the higher performance with scenario 1. From
1 the previous analysis scenario 1 had a much lower arrival rate and
(fr aumber of voice calls, however analyzing the power criterion shouws
scenario has the better performauce results. Scenario 1l which
produced the nigher performance results was used in the comparison
with the circufit switched voice/ packet switched data network and the

packet switched digital voice and data networks. The power

- -

performance measurement was the criterion used for comparing the

(

i network topologies with the hybrid switched simulation model from
1

. RAUC.

3

j cost lesults

5 Cost analysis was Jiscussed {n Cuapter [I. 1lae mlleage,

i

r switching aad VDR coust were basic calculations which depend on

88

D TN QNTIN NN S Fi R AR TR
“"'}“‘?.“' l*::‘:“;}““:?’ﬁ, ﬁg:‘,“‘\'“l”}i‘llﬁ'?““ ‘lz‘.!»4_ a 3N ‘2{ ’h‘ X ?2»"0- I .' '..h »”‘ n " LX) ‘." - RO “. IO

TP




B

t
]
=
i-
%)

¥

A S P

\o’

v >
]
- &l

B

i

mileage, type of node, number of nodes and whether digitized voice
was required. additional costs such as those acquired from increased

service rates was not be addressed. Costs acquired through buffer

. space was not addressed since all buffers were maintained at a set

capacity to verify rejection rate. The cost analysis of chapter II

was separated into three networks and shown in Table 16.

TABLE 16

NETWORK COST ANALYSIS

Network Mileage Voice Digit. Switching Total Cost
Type (millions Rate(millions (millions (millions
(number) of dollars) of dollars) of dollars) of dollars)

1

Circulit Switched
Voice/ Packet
Switched Data .2416 2.34 1.26 3.842

2
Packet Switched

(combined Voice

Interactive Data
and Bulk Data) .1208 2.64 420 3.131

3
Packet Switched
(combined Voice
and Interactive
Data)/ Packet
Switched Bulk
vata .2410 2.38 .340 3.962

Simplified
voice [runking

Model L1208 2.34 L2309 2.699

In cost analysis {t was {aportant to note that these fi,ures only
Jave a general ldea of a ratlo comparison of tne threc networks. The
first network cost was larger than those of the other networks

pecause of the Increased switching costs. The third network exceeded

89
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B0 the second network because of the additional milage and switching

Wiy TR
ha‘ Qﬁb nodes of the second path.

?.’ Conclusion

B The results of the three network topology analysis was compared
K] to the results of the Simplified Voice Trunking Model analvsis.
Using average delay time and throughput the performance criterion

¢, power was determined and displaved iu Table 17.

e, TABLE 17

W POWER COMPARISON

2 *All networks have a P equal to .75,

Ky *Total arrival rates for networks 1 through 3 equal 20 pkt/sec and
éﬁ *the arrival rate for the SVIM is .34 pkt/sec.

» pu.-

. Network Average Through~ Power Cost

f' Type Delay put (pkt/sec- (millions
3? {number) Time(sec) (pkt/sec) sec) of dollars)
L B AR LL LI N
7 1

pr Circuit Switched Voice

) Packet Switched Data 01942 3.22 165.81 3.842
e,

ﬂj Packet Switched Voice

o Interactive and Bulk Data .02210 3.46 156.33 3.181

L 5
1 Packet Switched Volce

e and Interactive Data
;;t Packet Switched Bulk Data .02070 3.51 169.32 3.962
- Simplified vVoice

. Trunking Model 07260 5.00 69.0 2.697
o3
[

\

l'.

L’ Iable 17 shows the results of the metwork analysis and the solution
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i

MUY to the hybrid switched Simplified Voice Trunking Model(SVIM). The
Wy ,

ﬁﬁ} 8$b SVTM results show a network with a power rating of 69.0 packets per

second-second.

The threc networks analyzed In this reseuarch use similar arrival
rates to that of the higher SvIi scenario as compared to the other
scenarios. Network 3, a digital volce and interactive data packet
switched netwcrk with a separate packet switcheu path for bulk data,
had the highest power rating other tnan the higher SVIM. The third
network exceeded the first network in performance because of the
higher throughput which occurred through the two packet switched

paths versus a packet switched path and a circuit switched path., The

third network surpassed the second network, voice and data integrated

-

b‘i'

A

- AR
i J‘.“o'

-
LG o

over a single path, due to the lower utilization of the path. The

third network was not as saturated, therefore the delay time for

-
L

f'-:“
s A packets was lower. The disadvantage with network 3 was its high cost
{': and inefficient utilization on the bulk data packet switched path.
N | :
g : The next highest power rating i{s the first network, a network using
A
separate digital voice and digital data paths. The disadvantage of

gy

b
% this network was the ineff{icient use of the circuit switched path as
i $‘
"
a} discussed in the first chapter and the highest cost of all three
kot
‘--. networks. [Ihe secoand network, a single path integrated digital voice
)
L)
;* and data network, had the lowest power ratiny but was the most
) ¥
:\ efficient of the three networks. The second network did not have the
[al )
e poor utilization caused by the circuit switched voice network or
‘ ! 1]
:;'» waste of rescurces as in the third network caused by the bulk data

§

0
".’i path,
‘,J F Of the three netuorks the second network was the best overall
L) :o .:'i' |
)

5:' ¥l




choice of the network topologies because of the lower costs and

efrficient use of network resources, however 1t does not allow for

o future growth without increasing capabilities. Overall the hybrid
éﬁu switched SVIM with circuit switched digital voice using the same
channel as packet switched data provided the better cost results.

‘§§ The power measurement of 69.0 packets per second~second was the
lowest power rating because of the large delay time. The large delay
. time is attributed to the time data packefs must walt for the
transmission of voice. The use of a network designed after the
Simplfied Voice Trunking Model would be beneficial to an environment

A with a decreased number of voice calls and high data input.
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%ﬁ% V. CONCLUSIONS AND RECOMMENDATIONS

3}52 The final chapter of this research discusses the results,

&%; conclusions and recommendatlons. This research was accomplished in

ft?: order to determine the best switching approach with or without voice
%ﬁ% i and data integration would best meet DOD communications requirements.
;zgg Selecting the appropriate switching techniques for DOD

" communications was very difficult if not impossible to accomplish.

$§$ Due to varied requirements and needs it is possible there is no one

¥)

%g% means of switching technique which is best for DOD communications.
:S‘ The difflculty In selecting a switching approach was in pinpointing
f‘z specific communications requirements. The scope of the problem was
’:\‘:}: narrowed to evaluating specific input data presently used over the
" (:: Defense Data Network (LDN) to determine the better switching approach

"for voice and data communications.

I e e
(B 2 it
W LA

conclusion

, h

o

’Q? The possible approaches to use in finding a solution to this

94 )

'55; problem was circult, packet or hybrid switching techaiques over an
fﬁ'J fategrated or nonintegrated communications path. [hree network

Toyrs gt
PR

topologlies and the 3isplified volce lrunking Model(SVIV) from Rome

Vevelupment Center were analyzed in this rescarch., [he flrst network

1->
u“ o

topoloy nad separate path lor digital volce and digital data.

)
Y

A

"™t

AL

vigital volce was trangmitted over 4 clrcuit switched network and

Y

digital data was traasmitted over a packet switched network. The

P
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second network consisted of a single packet switched path for
&g& tvansmitting digital voice, interactive data and bulk data. The
third network topology also used two separate paths. The first path
R
9‘ﬁ was a packet switched path to transmlt dlgital voice and digital
o K 8
"3'1' '
i ‘
gﬁ; interactive data. The second path was a packet switched path for
g .
. f transmitting digital bulk data. The SVTM simulation used a single
th ath for transmission of digital volce and digital data.
l’!‘l' P
{
*"“‘
S&g The first point of consideration was whether to use voice and
'n"‘ﬂ
data integration or to use separate paths. Based on research and
vy
ﬁﬂ growing technology voice and data integration is the direction for
1
K
}iﬁ future communications. From this research, integrated voice and data
R R
® networks using the packet switching techniqua showed better
]
£
: ) performance results than separate voice and data communlcations
b
‘{H networks or hybrid switching technique. This agrees with the
’ A ‘ A
(_ research accomplished by Gitman and Frank(30) which found volce and
1450
e .
:4&- data integration was the best approach to take for DOD
: ; communications. This research confirms the need for DOD to direct
Vil
D) efforts towards integrated networks because of the more efficient
e
ﬁ%m handling of voice and data.
féfg The second point of consideration concerns the type of switching
.i;. :
(" technique best for the DOD switching techniques. Tiils research
,\%' agrees in part with sitmao and Franks(30) final conclusion that
7
f.j' packet switciring {s a better approach for DOC communications. From
< this research the packet switcninyg technique with a single path for
LW
'
% X digital volce and Jigital data provides the highest power value with
DO
sz lower cost than the separate puths for volce and data or the hybrid
EX ) )
+ &
( P - switehinz network. Significant to this conclusion {s the necessity
e S
; » L]
;-:-}
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of crecatinz an integrated voice and data packet switched network
capable of allowing for future growth. Tils {s important because the
network which uses separate voice and data paths allow for future
growth but the network which uses a single packet switched path for
voice and data is already saturated when using the same input
parameters., [he hybrid switching network represented by the SVIM
showed the lowest power rating out this was mainly due to the lower
average arrival rate. The hybrid switching network could be
efifective especially for those networks requiring higher percentages
of data transmissions and priority voice transmissions.

Because of the potential of the network using a single packet
switched path for voice and data and the network using a hybird
switched path for voice and data the consideration of an integrated
voice and data network should not be overlooked. Although this
research did not show the capabllity for future growth'in the voice
and data integrated networks, their lower cost and higner throughput
have a nign poteantial for meeting the future needs of increasing

communications, lower costs and better use of resources.

Recoumnendation

fhe recommendatiors from tais research are ter continued analysis
usfng the simulation models and creation ot a simulation model
network using the 5v1M sinulation results. lhe recommendations
tnclude aunalysis of all performance varlables as well as evaluation
of =zitrfer2at assunptious.

[t 1s ra2commended that continued analysis of the simulation
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, i models include evaluation of performance variables maintained

4t

g§z qu constant in tils research, Specific parameters which should be

A altered and evaluated include packat size, channel capacity, number

i:ﬁ of servers, arrival rates, path algorithe, and utilization. Packet

-‘h

5;: size should be varied to determined the packet size and arrival rate

%3 wsich maximizes the system, Altering the chaarnel capacity and number

;;; of servers provides information on transmitting packets

%;' simultaneously over a channel. Altering the path algorithm requires

if evaluating the percentage of shortest path algorithm and making

g} modifications to the simulation model to create variable alternate

g%g paths. f{nis modification requires a much larger model with

: additional nodes. The other limitation of this modification is the
+

‘E increased number of entities in the simulation system required by the

e
AT e

additional aumber of nodes.

\
R [he other recommendation is to create a network model to
p) ) .
\ represent the results of the SViM node simulation. A network with
jt‘ exact replicat aodes as used in the SVT! would be extremely time
D) , _
;4& consuming in evaluatinz results, because of the extensive time
A
§
|
:q rejuired to run the single node evaluation. dowever, a network
‘O
L
pOn simulatioa using a linited version of the 3/1'Y node would be
s seneticial to an overall pertorrance evaluation ot the hybrid
iy
Wl
okh switcehing network. [his analysis should {nclude the range of
§
hh
h pertormance parameters discussed in this research,
w
o
[
o
3
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Circuit Switched Siaulation .lodel

e circuit switchad simulatica sodel calculates delay tiae and
througnput Lor the voice trausaission of the Circuit switched
voice/Packet suitcaed data network snoun ia Figuras 1 and <.
Praesented ia tails agpeadix is tite flowchast aad tae sLAY languaze
simulation ceoca ror caalyziag the civcait switched velce path. [hz

ey actricuies are

icatiocn dede
i

23t
Attricutayd)= Servica late ftor Lesecvation Sigaal
attrivuteis)= Scovice date for dessaze lraasmlssica 3ignal
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;4 %338 switciled etworx rfor the traasuissicn ¢l analop voice, by raserviag

o4 the entire putn prior to transaissicn of the message. [ae entire

patir i3 not reieas=ad until the message is couplerted.

&

Q: fAUJUSIAZLE PARAAETERS:  Arrival rates, scurce/destiaction nodes,

2‘ queve laagtns, ovlocik/balk specifications, trafiic intensity wnd

?\ servica rate.
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W REMWUR;
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QUEUE(L53),0,1,0AL(P3);
Acr/15,,1,35;
QUEUE(19),0,0,BLUCL;
ACI/16,ATRLE(2);
GUULI, L

Cily  ALREB(1).EQ.5,03;
ACT, ,ACRIB(1).Gi.5,C5;
QULLE(LT7);
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destinatica is reacned tihe message 1s serviced and 1/6 oi the
ties are sent to the CJLCT aode for statistics to oe ccllected.
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ACU/ L7 ATRLIS ) ,1/3,004;
w3 Guauel do),9,0,5L0C;
AC{/13,,2/3,0;
ACIL/13,,1/3,341;
B0 QULUE(L)),0,1,8ALL(20);
ACI/L3,,1,40;
GO QUela(29),u,0,0L3CK;
ACT/20,0080B(2);
S0, 1;
ACT, ATRIn(L).EG.9,05;
ACT, ,AIRL3(1).ol.0,BEXT;
06 GJON, 13
Acl, ,ATRIB(4).E£Q.1,049;
* Only allows packets from Scurce node 1 to be precessed. ML cthers
are tarainated,
ACL, ,AZRIZ(S) .
UTo QUZIUZ(21),3,0,B8L00x;
ACi/ 2L ,AT216¢0)
ca is serviced and chaanal opeaned for further

Gada,l;
ACL, ,1/4,301
#Zatities are sent to COLSI aode for statistics. Oaly 1/Z of 2ntities
are procuossed. [ha others arz terainated.
ACT,,1/2,eX);
Tidig
Jui CoLll, Lai{3),soul Tlui;
% jnis codilect tace statiscics oa delay time and throughpat for
processed entities({packats).
ILL{.X;
Pl COLCT, BLiWLE., L2531
itis collacts aay packets that are rejected at the first noda.
2LU331 denotes location where packet less cccurred.

Tediis

Pz COLUL,3LIWEEd,PLIS3,;
Tadt
P COLUT , BELWELL, PLISSS;
redes
P COLUT, 3L [ALES,PLOSSS
LERAg
) CoLul,LEiwisd,PLOSSS;
JORR .
Po COLCT,oiiWwbid, L0530,
' 2303
Eal LERM;
* [ais 1s usaed to terainate 2xcess entitiles.
Cobs
I18,9,100
% lodel run tlme of 100 tiwme units,
FLN;
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APPESDIL 5
PACKLT SWITCHLD HODEL

Appeadix B provides a rlow chart and SLa:di simulation code for
analyzing a packet switched network with siagle arrivals per aode.
fhis is the simulatica model used to calculate deiay time aad
throaghput for the data flow of the first netwcrk as showa in Figure
and the bulk data of the third network shown in Figure 5. Ilhe key
attributes are

Actrisute(li)= Source Designztica dode

Attricute(2)= Service Qutz
Actriovuta(d)= Destianation Hdode
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A ]
ﬁ‘
i
0}'0
LA
v
'q'i
NN . ke ey A o . . . .
"Q #ORIGRAY FUNCTIOd: This siwulation model represente thne ilow and
AT, . : . RN . l - . .
hb ﬁgﬁb oulputs Of 4 pacseat switcheg dizital data network. Flow is tased on
A source aad Jdestiaatica node specificatioa.
oo *ADJUSTAZLL PARACCEILRS:  Arcival rates, sourca/destinatica nodes,
¥ queue lengchs, block/balk specitications, pata algorithm trafiic
3 Y . Y .
A intensicy and service ratas,
o
iy ey @ TAT e
i 84,8 JALKER,JELL3,7/15/385;
. LL:iL13,23, w,juJ,
Y NILJGL
3! CRUATZ, 25204, 03), .43 % Arrival rate and arrival code
;, 3234 ALIRIS(1)=7; <+ Destination aode
}f Ivﬂ,ALRLJ(Z)—.de; % Service rate
D¢ ASS GA,ATRIB(2)=1; *¥ Source node
ACT,,,81; % Jode fcr simulation arrivals
O CRiAlL, uA-Jl( 05), .43
) ASSL33,ALRIB(1)=7;
§§ ASSIGS AL&ID(')—.JQj;
0 ASSISN,ArxIS(3)=2;
ne ACl,,,B2;
™ CREALZ, Zap09(.U3),,4%;
ey, ASSISGN,AIRIS(1)=7;

#\DJLUA!,ALRLL(Z)--GUB
ASsIG: ‘,-\Ln;u(j) 3;
ACT,,,25;
CAZALTL,EaPOu(.05),,%;

( ASSIZH, AvRIS(1)=7;
LT :\aala.,Al.\Iu(Z)—.JOS;

PR T XA AKX
e S

o
0§ ASSIGH,ALRL3(3)=5%;
5y ACT, 043
%' CRUATL, LA 3) 4,493
0 ASSISN,AT2IB(1)=7;
D) ASSIU,ATIB(Z2)=.0u;
ﬁy ASSLGH,ALRIB(3)=5;
i# All,,,80;
:;' \u L.C\[L-,L-I\P\)H( \):)),
' ) ASSIS. I,:\I.\[‘)\l) 7;
"V' .A.).)L.n\ AL.\L3( )-- ;
( ASSLSN,AIRIB(3)=0;
q Acl,,,B0;

bl Gueda(l),o,1,BALS;

% Balking used to deteraine the number of rejected
ACL/1,,,GlL;
¢l GUIUE(2),0,15,8L0C%;
* Bloucxing used to prevent packets froa enteriag the syscen until
buffer capacity is available. (f buffer space is not immediately
availavle tne pacikat will balg(reject). 15 Is the maximun aumoer
k allowec in the queue at any one time, see faple 3.
§ ACI/2,A0R08(2),0.75,03;
y * pPatn slgoritnn percentage used to 75 %4 of packats ovar shortest
path to destination and 25+ of packets over a patn with one
X 1Y Al o i he pat
: e additional nocue ia the path.
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,’f:: % ACT/ 2, ATALE(2) 0. 20,028
3 @:}? .2 GUadE(2),d, 1, baL{Ld);
o ‘\Cr/:j,,’\'-)-;
QL QULuiL(4),9,7,5L3CL;
X -\bx/-&, & l{[—l\f,),
: SJIN,. L
iy ACE, ,ATRIB(3) . 8g.4,03;
%}2 23 QUede(3),0,1,84L(L3);
Y ACI/3,,,43;
Y {Js QUELSE(0),u,1,3L2CL;
N % [uis is ctne first wodz for possicle output,
Lo ACL/0,40215(2);
:"5 Suud,ly
p?; ACL, ,ALRLS(L) . 23.3,u5;
) * if tiils is the destinatica then entities are sent tec Ui,
. AT, ,aralB{l)y.30.53,33;
A * lf tnis is nct destinucion then eatities centiaued oo tliccush the
Lol neLuwcrk,
% Jo ROV
p\:‘\& . \b-,,\lnl.}(}) el ,JL‘J;
% Ondy entitles cowiay froa nede 1 are allcued to procass,
GLs QUELL(7) ;
W ACL/7,,L/0,0UL;
X ) -ACf//,,J/U,EAf; .
3 # 170 of eutities are processad if titis is the destination nodz2 and
h\ S/G of eatities are termianted
' ) Guod, 1
] . ACL, L,ALRLU(3) . 001,805
‘3' T « 1t cestiunation Is not rescaed 2atities contiaue on to next queue.
s Cis QUILE(S),0,1,20L00K;
oY ACI,’(),.S/?,QQ;
:& ACL/c,, 1/ 5,04t
; < galy >fo of entitics ace allowed to cecatiaue to next queue aud L/5
.) of eatitias are terainated.
N 2 QUECL(4),9,1,uaii(Li);
"\ ACLTS 24, ,ud;
"{ P WUELE(1J),9, 1,000
:, ACT/ 1u,AL2Le(2);
5 Gyl
"% ACL, 58 &LoCh).bde,04s
ﬂ Acl, ,ALL3(1).5T.4,C4%;
! U4 SO, 1,
AL, ,ALRIT(3).£0.1,00;
Y Orl3 Quale(ll);
~ ACL/LL,,1/3,0UT;
e ACL/ LY, A/ 5, BT
:':, Ch 34,1
,":. ACI, ,nTRLB(3).5q. 1.8y
e_::’ Cid QUE&U;“.(\LZ?,\{,*,BLJ».W
Lo ACL/ 1,805,005
- ACi/ L2, ,1/5,EXK;
‘3‘ RS 35 ;}i{;urﬁ(1;):.:)31,5.'«14\{\1,5);
4 2 :L;‘ ACT/13,,,35;
K]
"

1"‘ 11l
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:g’ ‘l' -l/..l

L s

1y sLouds

y AL \.[u\../,

Qs Quadi(l+),J,
acl/ L
NI N I H
ACL,,ai’Ia(l) . 0,05
ACL,,ar2I8{1).51.3,.0;

VD) SUda, 1
ACL, ,ALRLIo(5).30.01,015;
Gud QUEJL(1D);
Al L5, , 174,000
ACL/15,,4/5,8700;
o) SUdi, 1
Avd, JAraias(3).3001,000
Cis WLk Llo),0,1,3L0C;

ﬂux/lJ,,J/4,*0.
ACI Ye, 1S, Dars

b

2o Leadnl 47y ,30, , 0ahatu)
AL/ Ly, 000
QU aLebo(13),0,2,8L00K;
ACT/ L, AT203(2);
Soud, 1
AL, ,ad2l8(L) . dyen, N0
ACT, ,AIRIN(1).31.0,V0;
30 300w, 1;
A0, JATRIZ(3) .80 1,010
ol QUEUE(LY);
ACL/ LY, 175,001
ACT/ 1S, ,273.4n1;
Co eI, Ly
AL, ,ATQRLM(3) . 241,000
Civ £(230),9,1,5L03%;
AL/ 20, 205,00
AL/ 20, 15, End
Y] \(ux..‘!u\él/ J,1,840.(L7);
ACu/ 2L, , 0T
vy Quilieie£),3,3,00L305;
At ia.ﬁfilo\ﬁ);
Guuay b
Ay, A ln(1).e3.7,07;
o7 GUULiy 1}
ACT, A ald(0) . 8g.1,0107;
* Jaly eatities senl from acde
Oi/ Quodaidl)g

Acif253,,1/2,0Lr1;,
.IVL/MJ,’l/AQLn\L'
/2 uf eatictias alleiea prec

are teraiaated.
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dus Cobel, Loa(a),uuch dLMds
# Inis node collects statistics ou delay tise and tiarcugaput
processed entitizs wuieh nove aa arrival code ot 4.
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APPESDIN C
SQULPLZLE AQRILVAL 2ACS T SUIDUIED HODEL

{kis appendix provides tae rlowcuarc anld SLAY simuiation code four
analysis of multiple arrival packet suitched networis. Lais
particular coda was used to aunalyze the dijitized veice, ifateractive
data and pbulk data netwerk. & wodiffestion of this sisulacion cedo,
2liminatiasz tie oulk data arrivals, allows use of tnis siaulation
coeu2 for analysis ef tho digitized voice and iuteractive »urtion ol
tne tioird netuork. [lihe attricutes are

sttrivute(l)= Source Lasisnatica acue

Attribute(<i)= Servicz 2arte
Attviouce(l)= Jestiaatica wcde
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n} ®PudexAd FUACLIoE:  This simulation medail

AN . - . .

' sJitcaed uatwork walch transamits iccegrated
T L ]

o fnis is

)

AUJUSIACLY PARAIETERS:

¥ PRI LR 3
}ﬁ quege lengoi, vlocek/balx specificetioans, path algoriths, traific
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:Eb iataractive and oulg data and
5

Wy

”L Ui, 3daLILL,HETZL,5/ 30/,

] . .

e LL;I13{4W, 3,34l

oy! BoLwlaAl

o CHLAVE, Eardd(.03),,4;
.@r

Jﬁ; ASS[J&,AIK[B(1)=7;

’ ASSIS,ALXL3(Z2)=.001;
ac3ISE,AIRIB(3)=1;
{q& ACl,,.v¥1;
iy CRIALL,Za20a(.112),,4;
e
v:;:

o A3SIS4,ALKL3(1)=T7;

*; A3313 H Aldlu(2)=.u01;
v ASSIGH,ATIE(3)=1;

¥ Ay:,,,bl,

- CREATZ,EXPON(.0Y1), ,4;
[

" Rl R - e

J 1‘\ob£o.i,Ar.{LL‘)<l>=7;

< &38IGu,ATRIB(2)=.u0l;
. (;;, A3SISH,ATRLB(3)=1;

éf ACL,,,1[1;

CAEALL, Ea20u(.03),,4;
ASSLGH,ALRLL(1)=7;
v .ubluJ,nlllb(Z)-.Ool
ASSIGH,ATaIs(3)=2;

si ACF,,,VZ;

ay, CRGATE, Eaon(. 112, ,4;
e ASSE3U,AT2IN(1)=7;

QQ 433130, A0I8(2)=.001}
i- AS3IGH,ATRIL(3)=2;

e Acl,,,BZ;

ﬁ; CREALE,LXPON(.09L), ,4;
s \""oU,AEKIu(l)‘I'

: AS3I0,ATRIE(2)=.001;
[N ASSLot ATRIZ(3)=s;

-2 ACE,,, 023

~ CRLATE,EX25:3(.035),,4;
o ASSIGH,ATRLE(1)=7;

s ASSLSH,AIRIB(2)=.001;
hé‘ AS3IGd,ATRIB(3)=3;

& AC19:7V3’
{Li CRLATE, EX204(. 112), ,4

ASSISu,ATRIG(1)=7;

- e e e
. al
..

-
-

A

-
~

an example of a multiple arrival packat switched network.
Arrival rates, scurce/dastination nodes,

o2 inteasicy, percentages of voica and data, percentages of
sacrvice rates.
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re presents a packat
digital voice and data.

Arrival rate fcr volic2 and arrivail

code

Jaestinatioa node

Service rat

Sourcs node

Node for voice simulatioa arcivals
Arrival rate for vulk data aud

arrival codz

bulk sinulaticn arcivals
gructive dzta

Node fer
Arrival rate for iu
aad arrival cod:

doua for {ateraccive sirzulation
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A
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S

ASS I3, ALRII(2)=.001;
ASsLou,ArRIS(3)=3;
All,,,33;
CREALE,E520:8(.0v1), , 48,
ASSIGH,ATRLG{1)=7;
AS3iSd,a’Is(2)=.0ul;
ASSIGH,ATALB(3)=3;

Al y, lj;

CulAlk, ciPoa(.03),,4;
ASSISH,ATRIS(1)=7;
!‘SJLJ:",[“\.{‘{?‘{:S(J.):.\.;J.l;
ASSISA,AL2L3(3)=4;
ACD, V4

CREADS, ExPon(112),,4;
ASSISH,ATRIS(L)=7;
ASSIGH,ASRIB(2)=.001;
ASSL3H,ATRLL(3)=5;
ACD, ,,04%;
CREATE,ES2Dui{.0u1), ,4;
ASSLon,ATRLS(1)=7;
ASSITH,ALL3(2)=.0ul;
AUSISGA y .'A\-:;‘."\ar.;)( 3 ) =4 M
ACD,.,,14;
CALATE,ExPUS(.03),,4;
ASSIGN,AY&10(1)=7;
ASSEGu, alnli(2)=.0ul;
ASSISH,AIRLB(3)=3;
ACL,,,VD;
CALATE,L4BuN.112),,4;
ASSIGN,AVRIB(1)=7;
ASSISa,ALAL3(3)=5;
acl,,.83;
CRUEATE,£n204(.091), ,5;
ASSLGH,ALRIB(1)=7;
ASsidu,Afzis(2)=.0J1;
403 IS, AT2L3(3)=5;
acl,,,I3;

CREATE, EalOu(.03), ,4;
ASSISH,ATRIS(1)=7;
ASSIGH,ALRIS(2)=.001;
ASSICH,ALRLB(3)=5;
ACT,,4,V0;
CREALZ,Exi0d(.112),,4;
ASSIGA,ATRIS(1)=7;
ASSIG.,ALRIE(2)=.001;
ASSL34,ATRIB(3)=4;
ACi,,,B6;
Cnﬁﬁfﬁ,ﬁAPJN(.o3l),,4;
A5SIGH,ATRIB(1)=7;
ASSIGON,AIRIB(2)=.00l;
ASSTISA,ALRIH(3)=0;
ACL,,, L0

¥ e
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CIZAlS,ELpC. o630, .03

6'(‘ ¢ .

s @ Assza.~a,z«.x.\£u(z)—7,
L ASSISA,AIRLIS(2)=.001;
’ AS3L15.,A0RTB(3)=7;
ACl,,, V73

-
éi, CREATL, EXBUa(.112), .43
D] ASSISH,ALRIZ(1)=7;
::, ) ;xsqu.w,A[iiLE(2)=.Jz)l;
uﬁh ASSIGA,ATRIS(2)=7;
Yy ACT,, 873
9 D Ol I fxe] it e
24‘: \'n\.:nis._,c.:t.j-.}u( . le? a4
B ASSIS,afLle(l)=7;
Q i ASSL3H,ATRIB(2)=,UU);
&r? ASSIGH,A02I8(3)=7;
ENA ACL,, 4,173
V1 Quirda(l),u,1,38LX(271);
el * First voice arrivas acde, calking used to collect the ucuker oL
Rl rejectad volica pacsots.
.f.:.. ACEL,, . 75,4l
P ACE/ L., .25,V
iqﬂ’ w Allucates the parceatage of volee aliowed intu tne systoa. {house
® eucliies not allowed iatc tne systaa tite 3ystaw are reroutad v4acg
¥ by throu,_ h tioe voice node.
‘A ‘él CUE(2),0,1,8AL(2E1);
A # First ovulx datu arrival acde.
3’, ASLIZ,,.25,01;
5{';‘ ACL/2,,.75,81;
c;;; * allocates tne percantage of bulk Jata ellowed inte the systea.
:i;‘g' v 11 QUEUS(3),u,1 D:\L;(RII);
qu' * First Iatceractive data arrival noda.
:{;:‘ ACL/3,,.75,01;
;l:“l ACLf3,,.25,11;
ﬁk! * Allccates the perceataze of iuteractive data allowed inte tne
SYStau.

$§r Cl CULUE(),0,1,8L0CL;

¥ s . . : - .

b % Iais provides tae clocking for bulk and iatoractive data arrivals,

‘ If ouftar capacity iz not availavle a packet is rejectad.
ACt/4,,.25,491;

!.[.l ~r f 3 5.
! ACL/ %, ,.75,01;
'y # [nis allocctas tne percentage of teotal data into the systam,
'.-, Gl QUEUE(S) ,1,15,3LICK;
vﬁf‘ % [als noude blocks voica and total data packets is the buifer
s capacity is tull. The maximum queu2 length is 13 per Iablz 3,
e ACI/5,AIRIE(2),0.75,23;
3 ACi/o,AIRLE(2),0.25,Q2
% Patu alsorithn percentages. 757 take the shertest path and 254
(%] p I

X take tuoe route with one additional node inm it.
DY ¥ 2 QULdL(d),v, 1, BALa(Pv2);
.;t ACL/O,,.75,Q2;
Vi ACi/v,,.25,V2;
R L2 VEUE(T),U,1,BaLL(¥B2);

. ACL/T,,.25,02;
i;' ;JJ; ALTIT7,,.75,82;
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i QuUalifils), 0,1, 2ala( e 12);
ACL/o,,.73,02;
@ ACI/5,,.23,12;
9é QULUL(Y), U, 91, BLOCS

ACI/I,,.25,02;
ACL/3,,.79, JL,

g2 Quadin(liv),i,7, we
ACL/IO \meu\j) l Q:;
V3 Quavs(ll),d, 1,_\LA(3\3);

Abx/ll,,.7),q¢,
Avilll,..ho,v3;

A‘f/l;,,.75 53,

I3 Quale(l3,,0,1 ,pq;n(PI3),
Acc/13,,.75,03;
ACI/15,,.253, IJ;

29 guiui{l+4),0,1,0L08K0
Abl/i4,,.AJ,RJ,
ACt/1la,,. 73,0353

Q3 QUETE(1Ls),1,1,8L3CL;
Acl/15,A02168(27;
onJ,l;

SCLL, ,ALRIE(1).00.5,03;

ACL, ,ATRIS(1).50.3,03;
% Packet is servicad aci sent to the appropriate location. 1f
cestination is this node toea 03 elsz tne packet coatiayes througd

tia system,
@ o QUESZCLo);
- ACL/ 15, ,1/0,304;

ACL/1o,,5/9,EX0;
% 1. pacsat ihas reacnted dostiaation thea 1/o of eatitizss are oulpuc
to tae collect. 5/0 of =2ntities are teraminatad,
L QUEGE(L7),06,1,8LULE;
ACL/17,,5/06,Q4%;
ACL/17,,1/0,Ex1;
# [f pacset nas anoc reacned destination then 5/6 of entitles continuc
and l/v of entities are terminated.
va QUEUE(13),0,1,BALL(PV4A);
ACL/13,,.75,Q4;
A‘f/l&,,.?i ‘q;
BALX(P33)

jox QuhUu(l)) ,
/lv,,--3 f;
ACE/IJ,,.73,LA;
I3 GUEUL(2U),0,1,BALK(DL4);

ACL/26G,,75,D4;
ACL/20,,.25,14;

4 GUEUE(21),9,1,BLOCK;
ACi/2d,,.25,Q4;
ACI/21,,.75,0%;

Q4 GUEUE(22),0,1,BLOCK;
ACL/22,ATRI3(2);

., Gaon, 1;
LS
-




thy!
1.7,
yhogd VAT ke o e
f’:"': '\\.L,,Al e (l)-qk".-v,u-',
343 ASD,,AREE(L) 305,04,

KM !
52.‘ Ja QUMJL(LJ),

e 2 N
RN ACL/25,,1/5,0010;

ACL/ 25,405 ,Eal;

>§§~ Cs QUECz(23),9,1,8L0C;
ACT/ 24, ,40 3,803

T ACL/24,,1/5,051;

;_2- VH QGET=L23),0,1,BALK(2V3);

R AR aCI/253,,.75,G5;

V) ACE/)J,,.-a,va-

“sS5 3 CUZUE(23),0,1,BALI(PBS);

: .(\' Aul/lo,,.-),.)),

o5 ACT/20,,.73,85;

‘SERe 15 GUIUE(27),0,1,32L(PL5);

hial ACr/27,,.75,D5;
acr/27,,.23,15;

s SP) Quela(io),d,1,8Luls;

o ASL/22,,.25,495;

) ACL/26,,.75,05;

. 05 QUEUE(2J),0,1,BLICL;

) ACE/ 25 ALRIS(E)

® GwIud, 1

A ACL, , MR (L),08.3,00;

o ACL, ,ATRLi(1).30.5,C5;

S J5 GOLUE(39);

R AL/ 39, ,17%,0U;

oy — ACL/30,,3/ 4,540

. (@,@ ¢35 QUESA(31),0,1,50L0C0

N e ALD/5),, 304,05,

f ] ACL/ 3L, , 174,580

TS Qo GUICE(32),0,1,8aL(ev0);

oA ACT/32,,.75,Q03

V6o ACi/34,,.40,vu;

) 26 QUEGE(33),,1,BAL(P50) ;

f%x AbA/JJ,,.ZJ,UJ,

’ggﬁ aCi/33,,.75,85;

.‘.' iv Rl 34) ,9, L, Al 21o);

1:4?: ACUf 34, ,.79,0u;

"W AUl 39, ,.253,00;
el vy s H

(" Do QULUE(45),0,1,3L00.;

S ACL/3D,,.45,30;
"y AC{/35,,.73,00;
> 0 CUaui(39),0,2, 5L

R ACTf o, A0iBd(2);

»p GUd, 1

v ACL, yATQREIB(L),EQ.5,00;

i ACT, , ALRIB(1) 306,065

sl ~ WUEGE(37) 3

¥ A (W) FIVRVIS] H

w ACI/37,,1/3,00I;

gﬁg ACL/37,,2/3,EX1;

Ry Co QUEUE(33),0,1,8L0CK;

ﬁh‘ ) ACT/33,,2/3,a7;
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Aol o, b5, 280,
i7 Abedie(3¥),9,1,0akalri7);
A Idy, 75,305
ACU/50,,.23,407;
o7 (UEUS(49),0, 1, 2AL(PET) ;
avl/av,,.40,u7;
Acllau, . 75,875
17 wUell(-1),0,1,3A0L{2L/;;
Aci/al,,.75,07;
Acl/al,,. 25,107,
C7 Quallla2),d,1,3L005;
ALt/ sd,,.45,0u7;
avi/al,, 70,07 ;
</ Cbhui(as), 0,1, bLoud;
ASD/43,A0015(2);
oudn,lg
Sl A ldio(l) . Eu.7,u7;
< Jaly entities destined for node 7 are nrocessed,
S Ouda, l;
ACL, ol lio(3) 83.1,0:7;
~ only 2vtities which criginated at node 1 are preocessed.
S RIVITRIOL Uy
AL/ 45, 172, udT;
AR S I U AR OR
% 3o or antitios processed are sent to tha collectiou node and 1/2

are terwiacted.

JPIRE ~
JL L COLUT i (), 8000 TEHE;

# Ianis aouz cellocts statistices oa celay time aad througaput for
procassed eatities which have an zrcival code of 4,
Lot
Vi CILor . Sulviia, vy L350,
< yoicoe packet rojection fov acde 1 is collected nerz.
JEIRE
Yol Cutly , DulVLER, BPLL;
* Lyl pazcxet rejectiocn for acde | 1s collected ucra.
FPUREN
1 COLCH,uiini i, I2L;
Interactive pacsat rejeccion for nosa 1 is collocted nzra.
LER.05
ev2 COLCL, Ll viELs, VL,
[ERY
Pal COLCl,BLiWiid, 820,
TuR iy
Pr2 COLOT,BELWEEL, I2L;
TEXH;
Pv3 COLCL,BETWEEN,VPL;
TERM;

21
X

Pas CULCL,BuTWiEN,BiL;
PEORN

213 COLCI,BilWEEL, I2L;
TR
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This analysis deternined tae best approacn and switehing
technique for usa ia DO cormunications. [ue approach and switchiag
tacuaniques ceasidered were lategrated and nonintegrated voice and
data networks using circult, packet, ani nybtrid switching., [Ihe
Simplified Voice Truaking “odel(SvIt) from ere Air Development
Centar was us2¢ as the ne'worh using hybrid switching for voice aaéd
data integration.

The analysis was acccuplisted with a network analysis of various
performance criteria using different approaches to voice and data
communication netwecrks. The vetwork anulysis was performed using
mathesatical aaalysis and simulation models. The simulation models
createqd were o circuit switcned model for analog voice, a packet
suitched model for dizital data, a packet switched model with
multiple arrivals fer digital vcice, interactive data aad bulk data,
and a packet switched model for digital voice and interactive data.
Trhe simulation models allowea for changes in perceatage of voice and
data, arrival rates, service rates, nath algorithm, percentage of
interactive versus bulk data, queue lengtins and distance ¢l message

ravel. The results of the network analysis were also compared to
the results of tha Simplifiea voice Truaking Model. Lhe results of
this analysis indicate that DJv needs to instigate inteasive research
late integrated vcice and data ccamuanications using packet and hybrig
sditeninz tecnniques. [his aualysis showed the bast apprecachk te DOD
communications w#as witih use of voice and data iategraticn and hybrid
switcniag as used in the Siwmpliried voice lruakiag Meodel.
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