AD-A164 876 DEVELOPMENT AND INPLENENTRTION OF THE X25 PROTOCOL FOR 1/3
THE UNIVERSAL NETH. . <U) FORCE INST

. HRIGHT-PATTERSON AFB OH SCHOOL GI,, H N NEBER

UNCLASSIFIED OEC 85 RFIT/GE/ENG/85D-52-VOL-1 F/G 9/2

NL

\




. L2
- =] Py

"EFEEE

EEE
*FE

Er
13
F¢

Sl
»

S

o x>

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS-1963.A

J s

) o,
-
¢

e n et e - Sy LA
AR SN ‘n‘f;‘ ¥ T T R R R -" Ry “_, A “.'f\'l

\ itk - CR e e - B

q -y - Jw\-(’<

qn o ‘- LY Gt 3 L) "\\‘. .‘.'.‘-'_. o 1\ .. __1\4.‘— Sty
‘{l’. RIS SO N aiﬁ;&&d.ﬂ USRI ,,m LT " 2 T T




[T e ey e

AD-A164 076

DEVELOPMENT AND IMPLEMENTATION
OF THE
X.25 DPRoTOCCL
FOR THE
UNIVERSAL NETVOR INTERFACL DEVICE (UNID) II
Ve I CF 11

This s

L ) IR LN -
A We W20 Y

Captain

( » i
<. [ Y ™
/.. — Vo e v ] ~ :
{ T e 3 K
! *

feo 1S 1986

i v}
‘e

N

DEPARTMENT OF THE AIR FORCE
AIR UNIVERSITY

E ‘
AIR FORCE INSTITUTE OF TECHNOLOGY :

A

TG FILE copy

¢ﬂ5¥;§|!Lf{

Wright-Patterson Air Force Base, Ohio

[Thls dococin. &3 ¢ wppeorsd
gt . L . ¥ '."‘?.Z_f ‘.‘
3 ..i

-------

a4y

By T e ST

A



P
u
PO R ORE

T
a <, *
o S D I L

-

ki
e

S A

Py
-

o DeT

5 -
R e e sk P

. - N o8 NS Tl
. ~’.¢ bt n"h_.‘!é Do ;5!'

rereeTe T o vovey

AFIT/GE/ENG/85D-52

L~

DEVELOPMENT AND IMPLEMENTATION

OF THE
X.25 PROTOCOL
FOR THE
UNIVERSAL NETWORK INTERFACE DEVICE (UNID) II
VOL I OF II
THESIS
AFIT/GE/ENG/85L0-52 Mark W. Weber
Captain USAF

DT!F

¥ et ey
£

B e
> FEB 1 S 1986

i

E

Aforoved for Public Release; Distribution Unlimited

L )

P .
-,

" )



= AFIT/GE/ENG/85D-52

0 .
v

- ¥
Ly
-
v

~ DEVELOPMENT AND IMPLEMENTATION
OF THE
X.25 PROTOCOL
. FOR THE
UNIVERSAL NETWORK INTERFACE DEVICE (UNID) II
'«.:." VOL 1 OF II
LY

‘ko 5 THESIS

|
b P
o Presented to the Faculty of the School of Engineering
f\ \ o
et “‘L of the Air Force Institute of Technology
i: Air University
“
L) .~
‘.:: in Partial Fulfillment of the
Sk
=™ Requirements for the Degree of
-#: Master of Science in Electrical Engineering
ane
-
_.-,,}‘ Accession For
( ¥ UTIS  GRA&I
o DTIC TiB
'.:-_; Usrroan \(,.\a D
-.‘:‘,{ p< or
. Ju mo_ ]
Y
Ny S
{:é Mark W. Weber, BS LE ' P
[P Pigupe it )

-
4
!
"
<
\
—
I
“

LA X

Captain, USAF r Codes
jﬁvu:; cut/or
Dist Srovial

December 1985 4 -

SN

e
L T

v
[
0

s
~
CO Y

3
& SN WY Wi A

A

S
&

Lo o,
) .'j;.'.-.

> -
5 S A

oA

22

[}

€A T PR
4T T WRIS NN
b".a."'\.{-\.' \'f_\. _\'l;& Ll 1':1"7:;




PRy
LA,
n.—"

o 3
. " y v
p A =y

a

i ;
el
e
o _,A“’
L}

(O
- LA I

o
A alE A

e

%

ek 4 Il

e
Sat s

]
LI

]
o .
[ S

LR
.

V.7
Do

l‘ *
s
. » .
..- ‘O'
PR R R

RN
KM
v '
e

Lo -
Al

a

o
N

%

F2 L
.‘-"'J'a.-’

.
“
2N

& LU PR Pl S P -
FOSEER PN S Ve

. e e e SN et
Cod ol a s T

PREFACE

This research effort describes the continued development of an
improved Universal Network Interface Device (UNID II). The UNID II's
architecture was based on a preliminary design project at the Air Force
Institute of Technology. The UNID II contains two hardware modules; a
local module for the network layer software and a network module for the
data link layer software and physical layer interface. Each module is
an independent single board computer (SBC) residing on an Intel multibus
chassis, complete with its own memory (EPROM and RAM), serial link
interfaces, and multibus interface. The local module is an iSBC 544 and
the network module is an iSBC 88/45. This research effort expands the
Consultive Committee for Telephone and Telegraph (CCITT) X.25 protocol
in the UNID II design. This report updates the documentation for the
detailed hardware and software design, test, and integration of this
system.

I wish to thank thank all the people who helped me through this
challenging project. First, there is my thesis advisor, Dr. Gary Lamont,
for guidance and advice during my periods of confusion. My thanks as
well to Major Walter Seward and Dr. Hartrum for their assistance and
guidance. I greatly appreciate the assistance from Mr. Orville Wright,
Mr. Charlie Powers, Mr. Dan Zanbalm, and Mr. Robert Durham for their
technical and supply support. Capt Ken Cole gets a special thanks for
pointing me in the right direction an many different occasions. Finally
I reserve my highest thanks to thank my wife, Melissa, for her

patience and never ending support given during these 18 months.
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Abstract

This research effort describes the continued development of an
improved Universal Network Interface Device (UNID I1). The UNID II's
architecture was based on a preliminary design project at the Air Force
Institute of Technology. The UNID II contains two main hardware
modules; a local module for the network layer software and a network
module for the data link layer software and physical layer interface.
Each module is an independent single board computer (SBC) residing on an
Intel multibus chassis, complete with its own memory (EPROM and RAM),
serial link interfaces, and multibus interface. The local module is an
Intel iSBC 544 and the network module is an Intel iSBC 88/45. The
network layer software supports the CCITT X.25, datagram option,
protocol and the data link layer software supports the CCITT X.25 LAPB
(HDLC) protocol. This report documents the further implemtation of the

CCITT X.25 procotol in the UNID II design.
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Aty .
:1‘ Introduction and Background
'.",e‘:
:-Q- This Thesis describes further development and implementation of the
:“ International Consultive Committee for Telegraph and Telephone (CCITT)
’i: X.25 protocol standard in the Universal Network Interface Device (UNID)
[
'\: II. This chapter provides introductory information and background
& material on UNID, UNID II, and the Digital Engineering Laboratory
e, X
L Network (DELNET). Background material for this thesis effort comes from
x:‘__\ material contained in the master's theses of Phister (93), Matheson (84)
-»‘\
B . . .
and Childress (15). Phister and Matheson detail the development and
'ﬁ. logical choice of the multi-ring structure chosen for UNID. Childress
.d,, summarizes early UNID hardware and software development and presents the
e
L'
u, Q.m current UNID and DELNET status.
.~:‘_.- The following sections in this chapter give the background, problem
:‘T::: statement, scope, current status, assumptions, standardsm approach, and
o equipment necessary to conclude the Thesis effort.
O Background
5 :
" ; Requirements for the UNID first came about in 1977 when the 1842
4
0
' . . . . Lo
j Electrical Engineering Group (EEG) identified the need of a local area
;c-_. network (LAN) to interconnect base-level data processing equipment. A
b3
.:o.‘ v report, "An Engineering Assessment Toward Economical, Feasible, and
el
b My Responsive Base-level Communications Through the 1980's (1), to the Air
(e g
yoot Force Communications Command (AFCC) concluded that high capacity commun-
\
<
\:4: ications could be achieved through the use of a multi-ring computer
3
&
J':; metwork structure. The multi-ring structure would meet typical base-
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'(b level requirements by providing flexibility, easy expansion, and high

%

. capacity at low costs. The original concept identified five different

functional devices needed to interface various base dala processing
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equipment. These five fundamental groups defined the services that the

-
»
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LAN would provide. Figure 1-1 shows the original multi-ring concept.
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Following the 1842 EEG's report, Rome Air Development Center (RADC) was
tasked by AFCC to expand the multi-ring network concept and further
define the required interface devices.

RADC's investigation of the functional interface resulted in a
generalized interface device, performing all functions required by the
multi-ring LAN. The device depicted by RADC's studies would connect a
highly variable group of host processing equipment to form small closed
rings and then connect the separate rings to form one large, base-wide
multi-ring LAN. The name given to the device to accomplish all inter-
connections between host elements nodes on the multi-ring network was
Universal Network Interface Device or UNID. According to Phister (93:1-
4) the multi-ring network concept, and hence UNID, was incorporated into
the RADC post doctorial study program. Several research efforts from
AFIT came about through AFIT's association in RADC's Post Doctorial
program.

The original 1842 EEG concept as modified by RADC prompted a series
of AFIT thesis efforts that produced detailed studies of a multi-ring
network environment and hardware implementing the findings of those
studies. Past thesis efforts include the works of Sluzevick (107) and
Ravenscroft (96) in 1978; Brown (10) in 1979; Baker (5) in 1980; Papp
(93), Hobart (34), Gravin (31), and Geist (30) in 1981; Cuomo (19),
Palmer (91), and Hazelton (33) in 1982; Spear (108), Phister (93), and
Matheson (84) in 1983; and, most recently, Childress (15) in 1984.
These interests at AFIT forged two directions. First, development

proceeded on a device to meet the criteria established by RADC using 2-
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80 based architecture, This device became known as UNID I. Second,
further development proceeded using 16 bit 8086 based architecture.
This device was called UNID II.

Overall, the plan was to develop evolutionary hardware and software
designs of the UNID architecture. Ultimately, the UNID designs would
be used inside DELNET for educational purposes associated with computer
network courses and for continued research in LAN design. The first
Master's level thesis efforts came in 1978 and are briefly discussed in
Childress's Thesis (15). The following material comes mostly from the
introductory material of Childress.

In 1978 Sluzevich (107) and Ravenscroft (96) began their efforts on
conceptual hardware and software designs of UNID and DELNET respec-

tively. Sluzevich defined four phases of the UNID design (15:1-4).

Table 1-1. Phases of UNID Design

' X 1. Define the functional requirements of the UNID. “"H—"V—___T
| X 2. Translate functional requirements into system
design.
X 3. Design UNID's hardware.
-~ 4. Design UNID's software.
X: Phase completed

: -: Phase incomplete
P

To date, only the last task remains uncompleted. The design envisioned
by Sluzevich consisted of three separate modules: one module would

interface the UNID with host equipment, a second module would interface

1 -4
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o, e the UNID with the multi-ring LAN, the third module would provide neces-
Q{F sary data processing and control for the other modules. Ravenscroft
%%.é centered on design of a LAN for the Digital Engineering Laboratory
};%ﬁ (DEL). This network evolved into what is presently known as DELNET.
{]; In the following year, Brown (10) expanded the processing
'}?% capability of the basic UNID architecture by providing separate parallel
= ~
ﬁiﬁkﬂ processors for the Llocal host side and the network side of UNID. To
. facilitate data transfer, the two processors would share common memory
.}§ blocks. 1In 1980 Baker (5) developed more software, expanded the
‘if hardware capability of the existing UNID, and performed system
: intergration tests with commercial fiber optic communication links.
ﬁ 2‘ In 1981 Papp (97) implemented an operational hardware structure and
a 3Q began initial hardware testing of two UNIDs in a DELNET configuration.
[ Y

. <_ His work formed the basic hardware components of what became UNID I.
:iié Work continued on DELNET with Hobart's conceptual development of
.SES required software (34). His structured amalysis and design techniques
C; (SADTs) formed the initial data flow diagrams of the network. Also in
G&% 1981, Giest started protocol development on UNID. His protocol
j):i structure used the IS0 Open Systewms Interconnection (0S1) seven layer
s model as the basic structure for data flow and program development.
€£$E In 1982 Cuomo and Hazelton began their efforts with UNID and DELNET
{Eﬁ; respectively., Cuomo (19) refined hardware design of UNID I by expanding
ii% data ports available to hosts on UNID, reducing transient noise through
ﬁgw rewiring the UNID I, and refitting the UNID I with static Random Access
w5
%’ . Memory (RAM). Hazelton (33) improved Giest's protocol by implementing
n:"l )

¥ software according to the Consultive Committee International Telephone
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and Telegraph (CCITT) recommendations. At the data link layer, he
started implementation of the Link Access Protocol (LAP) and, at the
network layer, he began implementation of the CCITT X.25 network layer
protocol.

In 1983 Phister and Matheson continued their respective efforts on
UNID and DELNET., Phister (93) continued development on the data link
layer and network layer software for implementation of the X.25 protocol
layer using the datagram option. He alsou started development of the
transport layer software based on the CCITT X.121 and Transmission
Control Protocol/Internet Protocol (TCP/IP) standards. At this point
DELNET standards were established to interface UNID at the transport
l2vel, Phister's work was the last effort on the Z-80 based hardware
1:sign known as UNID I. Matheson's work centered on the Intel SBC
86/12A single board computer (SBC) which formed the basic design of UNID
1I. Figure 1-2 shows the DELNET architecture according to Phister's

design.
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Figure 1-2. DELNET Architecture (93)

UNID Il's development originated in 1981 with work by Gravin (31)
on an improved UNID IT design based on 16 bit architecture components.

Design criteria for UNID LD required complete compatibility with the

UNID I implementation. [n 1982 Palmer implemented a hardware design ;
asing 31 8035 based single board computer (SBC) 86/12A and Intel

viitihas card cages DBoth local and network aslales were started, but

10ii completed, Matheson's design in 1983 continued implementation of
1 -7
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\:33.-' Palmer's design by completing the local and network modules. Matheson

Py .

.

then started the translation of software developed by Phister to the PLM

P
13 .
i ' e B

86 programming language for the 8086 based UNID II.

Il ) {l

5.5

In 1984 Childress (15) implemented the host and network modules of

-

)i

_,_7. UNID II with two off-the-shelf SBC's. The Intel SBC 544 was selected as |

‘":. the local module implementation and the Intel SBC 88/45 was selected as ‘

A

::: the network module implementation. Together, these two boards

e eliminated the requirement for a separate processing module and provided

‘":é;.' reliable, proven hardware components for the UNID II design. Childress

é then completed the translation of Phister's software into PLM 86 and

( tested the local host SBC 544 board software., While software was

‘:Et developed for the SBC 88/45 network board, the software was never
::\1.- embedded on the board and tested as with the SBC 544 local board. At

: " (: this point Childress concluded his development of UNID II.

*:(,; Current Status

1383

;-j A hardware design using Intel SBC 544 Intelligent Communications

3%

5_ Controller and SBC 88/45 Advanced Data Communicatons Processor Board

E}:_‘ exits with software embedded on the SBC 544 board. Software for the SBC

EC:E; 88/45 board exits, but has only been tested in modular form and has not
o been embedded in Read Only Memory (ROM) on the SBC 88/45. Test programs
‘.5 exist on the Intel System Implementation Supervisor (ISIS) and on a CP/M

};:' based operating system. These simulation programs implement the minimal
-,

;':-: amounts of transport layer protocol necessary to validate accurate data
‘; transmission by UNID II. Implementation of the network layer protocol

consists of the data communications state of the datagram option of the

CCITT X.25 (1980) protocol standard (115:133). Publications since 1984




indicate CCITT will drop the datagram option (105:41). This has no

ﬁ:‘,:" significant impact in development of the X.25 protocol within UNID II
since planned development eventually includes full implementation of
X.25 protocol.
Problem Statement
The intent of this research effort is to expand the CCITT X.25
protocol service within UNID Il by implementing the data link software
on the SBC 88/45 and expand the existing datagram service.
More Specifically:
1. Remove the current timing problems within the UNID II
interrupts.
7 2. Install and validate the data link layer software on the
SBC 88/45 network board.
-: 3. Further develop and implement CCITT X.25 network layer
S ‘v— protocol standards for full datagram service and permanent
:-{ virtual circuit service (PVC).
A
-": 4. Research current implementations of the transport,
:) session, presentation, and applications layers of the ISO seven
A
"}:.. layer model for DELNET and UNID application.
o The SBC 88/45 and SBC 544 board architecture will be investigated
":-E' for an alternative method of disabling interrupts on incoming packets,
o
:}.: The five signalling lines of the RS-232C interface, not yet fully imple-
L Y
- mented, but necessary to emulate the X.2l(bis) protocol, will be devel-
' oped. The software loop on the data link layer will be used as a bias
::'. for developing the data link procedures. Ultimately the procedures will
oy
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o then be installed on the SBC 88/45 board. The data link receive ready,
receive not ready, reject, set asynchronous balanced mode, disconnect,
unnumbered acknowledgement, and command reject response frames will be
implemented. Finally, an investigation of commercially available soft-
ware packages for the upper four layers of the IS0 model (Transport
through Applications layers) will be performed.

Assumptions
These three assumptions made come from Childress (15:1-9) and
remain valid for this thesis:

1. It is assummed that the local and network boards
work properly.

2, It is assummed that the local software design
previously developed, translated, and implemented

functions properly.

3. It is assumed that the network software design as
‘A: developed functions properly.

Summary of Current Knowledge

Childress' Thesis describes the most current development of UNID

and DELNET (15). Both Childress's Thesis and Phister's Thesis give
detailed summaries of past development of UNID and DELNET. Phister's
Thesis provides further aid in developing the Transport layer
interworkings.
Standards

Standards for this Thesis effort coutinue unchanged from the works
of Childress (15:1-10), Phister (93:1-23) and other past research

efforts (10, 19, 31, 33, 34, 93, 94, 92, 96, 107, 108). As such, these

standards contain:

I. 1SO Open Systems Reference Model DP-7490
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“}J 2. CCITT X.l, X.2, and X.95 for Class of Service
3. CCITT X.121 for routing control
4. Transmission Control Protocol/Internet Protocol
(TCP/1IP).
5. CCITT X.25 (1980) for network control
6. 1SO 3309-1976(E) for data link control
7. High Level Data Link Control (HDLC) protocol
8. CCITT Link Access Control B (LAPB)
9. RS-232C, RS-422 and RS-449 for physical layer
protocol
These standards reflect current international agreements for public
data communications networks. Furthermore, these standards maintain

compatibility with DELNET and UNID I. The compatibility within DELNET

Q.‘ between UNID I and UNID LI allows the UNID devices to perform their

basic function as a truly "universal" interface device between networks

and computer hosts.
Approach

First, the UNID's timing and interrupt response when processing
multiple datagrams will be examined using the HP 4951A protocol analy-
zer, A simulated host will send multiple datagrams to UNID II. The HP
4951A can monitor activity on the physical, data link, and network
layers within UNID. Changes required to the interrupt structure will be
made at that time.

Second, examination of the physical layer protocol will determine
changes necessary to implement the CCITT X.21(bis) protocol as its RS-

232-C and RX-422 equvalent. This implementation will require the HP
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R 4951A and Intel System III acting as hosts on the UNID II.
g
. Third, software for the data link layer will be installed in the
3 SBC 88/45. Should RS-232-C implementations functions require i
¢ |
- . . . . |
N alterations of the data link software, the software will be 1installed :
! and tested before any other alterations are made.
LS
» Fourth, with the data link software installed, remaining datagram
=
- functions and CCITT X.25 permanent virtual circuit packets will be
. developed and implemented. Software will be developed on the Intel
- Series II1I computer using ISIS software development tools.
g
3:. Finally, dependent on the time remaining, software packages imple-
P menting transport and higher layer software functions will be
1;: investigated.
‘._. .
W Equipment
) G. Software program development and host simulation requires use of
}ﬁ the Intel Series III micro computer. Further host emulation and proto-
- |
e - . . !
N col analysis requires use of the HP 4951A protocol analyzer. Word-
= |
Y processing and Programmable Read Only Memory (PROM) requirements will be
\ satisfied by the Intel System II/210 micro computer and Bytek PROM |
o i
‘\; programmer. PROM programming will be necessary for embedding software
'\Q on Eraseable/Programmable Read Only Memory (EPROM) in the SBC 544 and
N
ON SBC 88/45 boards.
k: Other Support
:; A workbench, desk, and technical manuals for all hardware and
-
- software development tools will be required. Also, specific EPROMS,
{: ROMS, integrated circuits (ICs) cable harnesses, and miscellaneous
.wi administrative supplies will be required.
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Conclusion

Chapter I, the introduction and backround, began with a brief pre-
sentation of the ordering of material contained within the main body of
this Thesis. Background material followed which gave a brief history of
the UNID and DELNET development. Chapter I presented brief summaries of
the current status of UNID II, problem statement, scope, assumptions,
standards, approach, equipment and other support. Chapter Il gives the
UNID II and DELNET requirements pertaining to this Thesis. After
Chapter II, the system design, hardware design, software design, and
validation efforts follow in succeeding chapters. Chapter II1 details
the system design as viewed through the protocol. Chapter IV details
the current hardware design of UNID II, and Chapter V presents the
current software design of UNID Il. Chapter VI gives the Design and
Implementation of the X.25 protocol features implemented to date.
Chapter VIl presents the final conclusions and recommendations of the

Thesis.
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Chapter 11

UNID II and DELNET Requirements

Introduction

This chapter summarizes UNID II and DELNET requirements. Though

the requirements have changed little since initially conceived (31, 84,

93), the degree of their functional implementation has varied greatly.

None of the requirements were changed by this thesis effort. It is the
objective of this thesis to further the extent of the implementation and
not research new or different requirements. As such, the presentation
here comes mostly from the works of Gravin, Phister, Matheson, and
Childress. First, the UNID II functional and hardware requirements are
given. Following UNID requirements, DELNET short and long term require-

ments detail UNID II and DELNET interactions. Next, the protocol

requirements for UNID and DELNET are discussed. Then the validation of
software and hardware/software integration are reviewed. Finally, the
requirements integrating OpenNet products into the UNID and DELNET

environment are presented for completeness.

UNID II Requirements:

Sluzevich, in 1979 developed the following general criteria
(107:14):
1. The UNID should function as a store and forward
concentrator and have message routing capabilities.
2. The UNID might require specialized 1/0 ports for
unique communications requirements.

3. The UNID should be capable of interfacing to

various network operating systems and protocols.

3
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4., The UNID should provide an eunvironment for computer

communications studies.

These criteria formed the preliminary design goals of past UNID II
development and remain valid for current UNID II development. In the
final form UNID II will be incorporated into DELNET, and, within DELNET,
UNID II will act as a research tool for analyzing design characteristics

within Local Area Networks (LANs). Functionally UNID II will

operate as a gateway switch and local cluster network incorporated in

one device. As a gateway switch, UNID II will perform necessary proto-
col conversion from a host to a high speed dual ring network formed by
other UNIDs. Separate dual ring networks will be linked by special
UNIDs having the country code '0' (93:2-9). As was shown in Chapter I,

These UNIDs will form the multi-ring LAN. The local side of UNID per-

forms much the same as a concentrator node. Each UNID II will have the

software capability of addressing as many as 256 hosts. As currently

implemented in hardware, each UNID II acts as a concentrator node for up

to four hosts. The hardware allows for possible expansion of the number

[}
4

of hosts a single UNID II may support, Figure 2-1 shows the general

concept of the UNID II operation. As shown UNID consists of the subnet

- ﬁ—::;g}‘:’.' ’

Aab

or bottom three layers of the I1SO Reference Model plus the internet

o

protocol. The local side of a UNID II may address up to 255 hosts,

LT
&t
¢ 4l

while the network side of UNID II supports up to 16 UNIDs within a

s

single dual ring network.
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Figure 2-1. UNID II General Concept.

The UNIDs having a country code '0' have not been implemented in hard-
ware, Figure 2~-2 gives their general concept. As shown in Figure 2-2,
a UNID II, country code '0' (UNID II (0)) is simply another UNID II with
the addition of a second dual ring network interface. This gives UNID
11 (0) added control and responsibilities ~#ithin the network. One of
the features discussed by Phister was the use of UNID (0) to perform
"wake up" programming of a ring of UNIDs upon activation of the net-
work. Each non=-UNID (0) (UNID (N) where N is any element of the set |
to 15) member of ring would have capability of transmitting and receiv-
ing packets on the ring. Higher level functions would be contained
within UNID (0) and upon activation of the network UNID (0) would

program each member of the network. Thus all flow control, catastrophic

failure actions, and normal network configuration information need
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reside within only one UNID, the UNID (0) of each ring. The final
requirements and specifications for UNID (0) have not yet been fully
developed and remain as follow-on investigations for further UNID devel-

opment (See Chapter VII for recommendations).

DELNET NETUORK MODULE

i r—

DELNET NETWORK MODULE (2) Rs-42p
A
(2) RS-422 *3

[ —
»

Figure 2-2, UNID II, Country Code 'G' General Concept,

In defining the architecture of UNID II (0), consideration must be given
to have all protecol changes in all UNIDs accomplished at the software
of firmware level rather than changing or redesigning hardware. This
will require hardware configured by software access within UNID. The
following UNID Il requirements summary supplies more details into the
hardware requirements of UNID Il and comes in part from Matheson (93:2-1
- 2-3).

llardware requirements were developed from existing EIA standards

for electronic interfaces. The electrical path of the local and network

stdes of UNID Il forms the lowest level of the protocol implementation.




<
[ )
A VY At this level, the physical level, UNID Il will use R85-232-C (24) and
}. RS-449 (25) standards. The characteristics of these two interfaces are
K7y
&). covered in the physical layer discussion of the ISO Reference Model
o

2
[ presented later within this chapter. The host to UNID local interface
\

., will use the RS-232-C interface as it is among the most common used by
!
d%‘ peripheral devices within the United States and conforms to higher
i

<

) . . .
:h* level protocol requirements. UNID to UNID network interfaces will use
;: the RS-449 interface. Upwardly compatible with the RS-232-C, the RS-
‘ .
&)

;é 449 interface allows the higher data rates required on the network side
\A
I8 . .

}' of the UNID. The RS-232-C and RS-449 interface protocols will enable
.; the higher levels of protocol at the data link layer and above to be
)
)
: ﬁ independent of the physical characteristics of the network. Therefore
Eh X

'ﬁ changes may be made at any of the higher levels without requiring design

Qé- changes of the physical layer.

Ny

- Sluzevich's structured analysis and design techniques (SADTs) (107)
-4

-} developed the original UNID design requirements. From these require-

ments, three separate modules were identified:

P
T;i l. A local input/output module for interfacing the UNID to
O, the user's computers, terminals, or modems.

“-.

99 2. A network module for interfacing the UNID to other UNIDs
s over the network.
1
::: 3. A dual processor module for matching the local 1/0 to

. the network environment (107:154-155).
.-
. --' . . »

o In 1981, Gravin (31) began design on an improved UNID based on 8086
@

components. From the original functional requirements (107:33) used for
UNID I, data flow diagrams (DFDs) were used to produce a new functional
b requirements model for the UNID II. Table II-1 lists those original

o) - requirements used to produce the UNID II. The DFDs arrived at a similar
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design as did Sluzevich with one fundamental difference. Two function-

ally similar groups of requirements were identified similar to two of
the modules identified by Sluzevich. One group handled messages between
hosts on the local side of UNID. The second group handled messages
between UNIDs in the network. The difference lay in that a third module
was not identified by the DFDs. However, Matheson's design for UNID II
continued Sluzevich's three module concept by partitioning the control-
ling facilities outside of the local and network modules., Childress,
however, altered the design by implementing the intelligence within the
local and network modules, A third processor module then was not
required. The original DFDs developed by Gravin are reproduced in
Appendix A. They were the basis for the UNID II design and remain valid

for the current UNID II implementation.
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e TABLE 2-1: UNID I1 REQUIREMENTS (84)
:‘:} — et e e et et £ 2 ammime = e e e e e s <o e
- ' I. 1Interface a side variety of network components and
5§ { handle various topologies i
hs [ A. Accommodate dissimilar computing equipment :
- : 1. Accomplish code counversion ;
:-j | 2, Perform data rate speed conversion f
.- i :
] - | B. 1Interface peripherals and user terminals to the :
%_: | network
s C. Interface host computers to the network
;4 D. Provide a network to network interface (a gateway)
N
,ij I1. Perform independently of network components
g1 A. Handle network data transmission and reception '
RN 1. Accommodate network throughput requirements
;f. and flow control :
?}: 2. Adapt to different protocols '
.fj ) a) Handle both synchronous and asynchronous
e T communication
. messages
L:ﬁ c) Unpack a message
] d) Perform parallel to serial and serial to
:‘:; parallel data couversion
' e) Handle error control functions such as
C) message acknowledge, no acknowledge,
repeat and time out
Q{h 3. Perform error checking and recovery procedures
.'_:
:?} b. KRelieve host computers from network specific
. functions
'f l. Provide a buffer to smouth message traffic
. 2. Poll communications lines if they are
multidropped
3. Handle interrupts
4. Route messages to desired destinations
5. Conllect performance, traffic and error
. statistics !
2% III1. Provide a test bed for computer network studies and
- rescarch
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::::: . DELNET Requirements
’Lu < The system requirements outlined in the original thesis (101)
fE became the basis for a series of additional investigations. As the
i::' system requirements evolved, further refinement of the DFDs was accom-
::\‘ plished (34), followed by implementing standards, developing software
\‘E: procedures and writing the necessary code (30, 33, 84, 93). At the same
K

}: time the UNID hardware design was refined (5, 19, 84, 108) to correct
" ) known problems, improve reliability and create the dual ring topology of
\: the UNID network (93). Demonstrations of the DELNET were accomplished
4.3: in 1981 (92, 1983 (84), and 1984 (15) but were limited to the use of
J single UNID due to the lack of an operational second UNID and a complete
3‘_: software implementation of the network layer.

%)

:é: Hazelton in 1981 determined functional requirements for DELNET by
R P performing a survey (33). Matheson summarized these requirements {(84:2-
t: o 3 -~ 2-6) and, as in Childress' work, they remain the basic requirements
‘RS

*_: for DELNET., The requirements as summarized by Matheson are:

-
. 1. Ability to transfer files across the network.

".; 2. Ability to share peripherals attached to the hosts

v+ on DELNET.

‘ 3. Flexibility with respect to the network topology,

[ protocols, and transmission ports,

:: 4., Performance monitoring capability.

3‘: 5. High percentage of availability.

\; 6. User transparency to network configuration and

" specific operating systems at a time.

ﬂtz While the above features state requirements for initial UNID func-
E; tions, Hazelton questioned potential users for long term design goals.
I:' His results indicated long term UNID development would implement “
i)

:::“ '3"? 2 - 8
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b ele® functions to:
' l. Permit software tool sharing.

. l
2 2. Perform distributed processing.
k' 3. Use distributed databases.

' i
\ .
. 4. Incorporate fault tolerance.

5. Provide a means to connect to other networks such as
X ARPANET and the planned AFITNET.

6. Connect to the local Cyber and DEC VAX 11/780 mainframe
\ computers.

7. Provide data privacy.

'E §. Provide security for classified projects.

o In consideration of the last item, though very desirable, the
DELNET and UNID are considered separate from systems implementing secure
. data communications. At present, no attempt will be made to develop the
(ii complex and detailed criteria required by the Electronic Security
o Command (ESC). Under existing conditions ESC will not approve a secure
: network in the AFIT environment due to: lack of physical security; lack

of TEMPEST approved equipment; and lack of trusted computer software,

.

Lalx

1

and it's associated hardware, validated and approved by the National

S,
s
Y T

Security Agency (NSA). However, providing data privacy, including user

Wl

authentication, and verification procedures for the DELNET users are

desirable goals and possible within the scope of the DELNET and UNID.

Recommendations in this area have been made since Hazelton's initial work

LA AAL AN

-

and continue as recommendations for future thesis research (See Chapter

o

VII for recommendations).

Utilizing the user generated list of functional requirements, a set

,‘,$ -

of requirements for the DELNET hardware and software was established. A
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ring topology was initially selected for the DELNET connections with each
node providing a star subnet to the local users. This was the same
basic configuration recommended in the 1842 EEG Technical Report (l) for
base level communications systems. However, the report indicated a
single user at each network interface while the DELNET requirement was
for multiple hosts (up to four in the current design) on each network
node. The chief advantages in using the ring topology was the develop-
ment of easy routing algorithms and simplified system expansion
(112:Chapter 7). The simple routing within the dual ring allows con-
nection of new nodes to the network without changes in the routing
algorithms.

In summary, the requirements for DELNET follow Hazelton's work and
essentially remain unchanged. Phister has added details to the require-
ments by implementing the IS0 Reference Model as it would be applied
Hazelton's original DELNET requirements. Matheson and Childress both
summarize these same requirements and, as such, the requirements for
DELNET remain unchanged for this thesis as well.

X.25 Network Layer Protocol Requirements

In 1981, Giest (30) reviewed various protocol standards to deter-
mine the 'best' suited standards for DELNET. From his studies the CCITT
X.25 packet switching recommendation was selected for establishing the
protocol standards within DELNET. The criteria for 'best' sought to
include long term durability and an international scope for the
standard. These criteria have been achieved as demonstrated by the
lncorporation of the X.25 recommendation in the Institute of Electrical

and Electronics Enginecrs (IELE) LAN specifications (IEEE 802) and the

2 - 10
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' current wide usage of the X.25 recommendation in industry protocol.
5%{ Specifications for the X.25 Network Layer come from CCITT X.25
:jﬁ recommendations contained within the Yellow Book (1980 revisions),
Vo
l‘)‘ volume VIII. The X.25 subnet consists of the X.21 or X.21{(bls) recom~-
ok . . . . . . .
oeR mendation for the physical protocol implementation and initial circuit
Tt
-
$E~ establishment., The data link layer protocol consists of LAP B proce-
" dures or equivalently the balanced mode operation of HDLC. At the
‘3f packet level, the X.2Z53 recommendation specifies a minimal set of
'ﬂ;f required functions and services (115:73):
”." l. Call set-up and clearing.
o
= 2. Data and interrupt.
‘.‘-',“_‘
"t 3. Flow control and reset.

g“ 4. Restart procedures.,
5. Diagnostic information.

Optional functions are given in the recommendation and may be

implemented at the users discretion. These options may be summarized

o as (100):

'!': .
;)%_ l. Packet window size or flow control negotiation.
\ ’)'.4:'

L .

*, 2. Packet data size.

AR 3. Datagram service.

o 4. Fast Select Service,

~ ’:~,

;{Q 5. Throughput class negotiation.
‘ﬁ'; 6. Closed user groups.
K-

P!
XS ~ .
S 7. One-way logical channels,
{ '._}"v
:;6{ Certification of an operational X.25 packet network can be made
£
A - through the use of network protocol analyzers which meet CCITT criteria
B S

s .

d".{:'

e 2 - 11
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for X.25 packet network operation.

Test and Validation Requirements

The previous sections contained the requirements for UNID II,

- ekl ol b
e b AL

DELNET, and the X.25 protocol. Not mentioned was the criteria used to

3
R . . .
& measure how the final design fulfills the given requlrements (29).
s
0: Within this Thesis, the term "validation" will be used as a process
¢
demounstrating the degree to which the design fulfills stated require-

-

" ments., The term "verification'", often associated with validation,
W implies un entirely different process, the process to measure the degree
)
‘i a design doesn't fulfill requirements. Tests for software and soft-

ware/hardware integration will be tests limited to validating the
software and will not attempt verification,

Phister developed a comprehensive test plan to validate UNID I
) . operations within DELNET (84: Chapter 3). Childress developed a
similar test plan for UNID Il and validated portions of the UNID 1I
software and DELNET/UNID II interface. Table 2-2 shows the test phases

developed by Phister and Childress.
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Table 2-2: UNID I and UNID II Validation Tests

P;ése Phister for UNIéwih—«——‘m‘—< T
|'x 1 % UNID Local Side Data Transfer o
P 11 ; UNID Network Side Data Transfer
éx ¢ IIT { Local-to-Network and Network-to-Local Data
: Transfer

X v E Local-to-Local Loop Back Data Transfer
x iV | Local-to-Local Data Transfer
X ? VI Network-to-Network Loop Back Data Transfer

5 VIL Host-to-Host Data Transfer via 2 UNID Network

i VIII ; Host-to-Host Data Transfer via 18 pair Cables

i IX : Host-to-Host Data Transfer via 3 UNID Network

Childress for UNID II

x 1 ‘ Validate Inter-module Interface
‘i; X é 11 j Validate Module Integration
b I - Validate Host-to-UNID Il Data Transfer
18Y% Validate UNID II-to-LSI-II Data Transfer
\Y Validate UMNID 1I-to-UNID Il Data Transfer
‘ X =~ indicates the phase was fully completéd ~

——

The testing in both cases was incomplete due to unavailability of
hardware for an additional UNID., From both their test plans, uscful
guidance for test procedures validating UNID I1l may be extracted. The
following paragraph presents the most distinct requirements necessary

for software validation.

The stages of software validation should be partitioned by each of the

layers of protocol used within the UNID ITI: the physical layer, the

2 -13
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data link layer, the network layer, and the internet layer. Each layer
should have as a phase of validation: individual module interface
validation, software configuration testing, system configuration
testing, and system configuration testing. In the chapters that follow,
Chapter III presents the system or protocol design of UNID II, Chapter
IV presents the hardware and software implementations of the design, and
Chapter V presents the validation of software and hardware/software
integration.

The following sectiou concerns the implementation the UNID II and
DELNET within the structure of the ISO Reference Model protocol.
Protocols

Use of the IS0 OSI Reference Model (21, 112) was proposed (33) for
the overall DELNET protocol design. Since that time, protocols for
DELNET are made by specifying their functions within the IS0 Reference
Model. With the Reference Model in mind, Phister developed specific
protocols for DELNET (93) using the following standards and
recommendations:

1. CCITT X.25, LAPB, in the data link layer.

2. CCITT X.25, datagram service 1in the network layer.

3. CCITT X.121, internet description in the transport
layer.

4. TCP/IP in the transport layer for datagram service.

5. Federal Information Processing Standards (FILPS)
and National Bureau of Standards in the transport
layer for virtual service.

These specifications and recommendations make specific references
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W R to the following associated specifications and recommendations(103:298-
Y 301):
0 _".‘x
=.¥ 1. X.l, specifies the class of service for users in public
L
i data networks which offer with respect to operating
1
ﬁq: mode,transmission speed, and permissable character code.
LS
f{ 2. X.21, Draws on X.l, X.,24, X.26, and X.27 to specify the
b
PO . . . .
W, electrical and mechanical characteristics of a DTE/DCE
& interface,
i
4 3. X.24, specifies the logical definition of ten interface
B\
bm circults used across analog comraunications clrcults.
| J — . —
r 4, X.26, specifies the electrical characteristics of the
N
e DTE/DCE interface.
»
35{ 5. X.27, specifies the electrical characteristics of the
. A
-y Q‘ DTE/DCE interface for speeds up to 10 mbps.
v .P
{: Implementation Issues in the ISO Model
- Manufacturers of computer network interface equipment often set
>
;); standards unique to their own product line and often over looked
P -
Sy interoperability between different the equipment of different
.\.‘:"
. . . . .
iﬁ manufacturers. An example of this situation is IBM.s System Network
_' Architecture (SNA) and Digital Equipment Corporation's DECNET. 1In
Q.‘_-n
1% reaction to these many incompatibilities, the International States
%
L - N
:§_ Organization developed a communications nodal reference model, commonly
F referred to as the IS0 Reference Model or 150 Model. This model clearly
" \/
P defines a standard international computer communications interface. The
! : development of a common reference model was in part to promote a high
*‘
. degreeofintercompatibility between different networks, to simplify
:' .':‘:-
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interface technical details, and to maintain fair business relationships
between large and small equipment suppliers. Establishment of a model
for interfaces within networks was a major step forward in developing an
acceptable world-wide industry standard for metwork architecture. At
this time the ISO Reference Model was established, several networks were
already in wide usage. Among them were ARPANET, IBM's System MNetwork
Architecture (SNA), and Digital Equipment Corporation's DECNET. While
the shaping of these particular networks do not fall precisely within
the framework of the Reference Model, but they do provide a "close
approximation' to the functional layeri'ng of the model. Figure 2-3

shows an approximation of how these existing networks fit into the ISO

leference Madal,

ddhere, at least 1in principle, adhers to the seven laver

1
A TSN

Layer ISO ARPANET SNA DECNET
7 Application User End user
Application
6 Presentation Teinet, FTP NAU services
Data flow control
-] Session {None) {None)
Transmission control —_—
| Host-host .
4 Transport — Network services
Source to destination IMP
Path contrcl
3 Network Transport
IMP-IMP \
2 Data link Data link control Data link control  {
t
1 Physical Physical Physical Physical :
]
Tioure 2-2. approximate Correspondeace Setween the Various Netwars.
clile22).

Siace the advent of the [50 Reference Model, new area networks

model.

>rodliems Jo remain, specifically with the adoption of the CCITT

R
aee . alld

wn

recommendations for the subnet lavers which were developed Helor:
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general use of the reference. Some manufacturers approached to this
blurring of the subnet layers by marketing all-in-one packages which
implement the physical and data link layers as a single product.
Examples of this are Intel's Ethernet and STARLAN and IBM's PC Network
(46).

One of the basic concepts behind standardized components and systems
architecture is to increase compatibility between equipment from differ-
ent manufacturers. Intel, IBM, and MicroSoft have developed the OpenNet
tradewmark as adjoint cooperation in standardized components. Use of
this trademark is restricted to equipment conforming to the ISO
Reference Model. Presently OpenNet products exist for seven layers of

the Reference Model. Common implementation of the physical and data link

layers use the 82586 or 82568 single chip LAN in conjunction with the
80186 microprocessor to create a LAN essentially in two very large
scale integrated (VLSI) chips. The complexity of networks using these
LAN chips varies greatly, but in general conform to carrier sense multi-
ple access/carrier detect (CSMA/CD) protocol using IEEE 802.3 standards.
Ethernet and STARLAN are both examples of CSMA/CD network technology.
Above the subnet come software implementations of the transport and
higher layers. The transport layer is where UNID II will interconnect
with the world. OpenNet products currently make use of Intel's INA 960
transport layer software (68). The package actually implements both
network and transport layers, but for the present, the network layer
functions only as a null layer at present. Routing of message traffic
goes directly from the data link interface to the transport layer

software. Future releases of INA 960 (68) will include a functioning

2 - 17

T AT e et R O S R R I S IP I RL Lt A e . o
T R R e e e A i;\l, LR AT 4'\.*\'-'. .('::.‘ -
DU VRN Y5 S PR VAT R W S B RV RSN VRIS AN 1 AN N BN,



Lo i o o e aae Ba a0 oo boaieh e Aguak S s luc Aat Mia Al hiiar 20 ARa-Anardia o seri A A A Aol B h ek ' Sk diuk Rl Jisk JieF e il

network layer for multiple users. Figure 2-8 shows the conceptual

details for INA 960:

e

i

— - — e
! |
g™ n
un‘ol’!:o(;v NTERFATF MODULE X
T :
NTERFACE o I ' I o |
! [} 1 ol
TRANPORT LAVER . .
pesd oh "f” CAtAGRAM VIRTUAL CACUCY ‘; )
: r 5¥ '
g:’ ) A w80
) ! i ;
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Lave | '| ;
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LAYER - rAte INTERFALT - |
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T
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i_ o P —

DATA LMK AND
EHYGIC AL LAYERS

\uaARDWARE

'
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Figure 2-4. INA 960 Conceptual Diagram (68:27)

As shown above, the INA 960 has datagram, virtual circuit, and direct
access to the data link layer. These access implementations compose
horizontal slices of the transport layer. Intel's INA 960 is intended
for general usage with non-Intel products. A tailored version of INA
960, INA 961 is designed specifically for Intel's own product line and
meets the newly released IS0 8073 transport layer standard (46).

OpenNet normally constructs the session, presentation, and applica-
tion layers located above the transport layer as a single product. The
MicroSoft's XENIX operating system performs the operating system fun-
ctions, and with the XENIX-NET software also performs transparent net-
work access functions. Transparent network access allows the user to

treat all interactions on the network as an access to a file. The

ro
I

18
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XENIX-NET software memory maps the file location in the network with the
file name. XENIX-NET network functions include remote file access,
network management, and communications with other operating systems.

Another OpenNet operation systems 1s Intel's RMX (68). The RMX
operating system serves LO:

l. Monitor system peripherals.

2. Control I/O with system peripheral devices.

3. Provides a user configured environment using

multiprocessors.,

4. Support common programming languages and software tools.

RMX is specifically designed for Intel's 38086, 8088, 80186, 80286

microprocessor product line. The OpenNet products for XENIX and

RMX (XENIX-NET and RMX-NET respectively) provide interoperability
between XENIX and KNMX.
MicroSoft's MSDOX has also come into use within OpenNet through

MSNET software (46). MSNET software allows personal computers running
under MSDOS or PC DOC to run as an applications package to either XENIX
or RMX operating systems. Thus, OpenNet products support the full
seven layers of the 1S0 Reference Model and implement communications
between different nodes and different networks using the XENIX, RMX,
MSDOC, and PC DOS operating systems.
Conclusion

This chapter introduced the requirements for both UNID Il and
DELNET. Data flow diagrams from the SADT design of UNID 1 were
referenced for UNID II requirements. DELNET requirements were

summarized in Table 2-1. Then X.25 network recommendations were
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presented as the ISO reference model protocol requirements for UNID II.
Test requirements for validating software and hardware integration were
then briefly described through the association of design implementation
with the functional specifications of the ISO Reference Model. The next
chapter, Chapter III, discusses both early UNID II hardware design and
the current UNID II hardware implementation in the multibus system using
the SBC 544 local module and SBC 88/45 network module. The chapter
concludes with the discussion on the UNID Il software as developed by

this Thesis.
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o Introduction:

‘_ This chapter presents the protocol design structure used by UNID
i

L 11. The protocol is consistent with the design requirements given in
N chapter Il. Specifically the design is developed from X.25, X.21l(bis),
. and V-24 recommendations and incorporates physical equipment operating
.‘P

?: under EIA RS§-232-C, EIA RS-422, and EIA RS-449 standards as well as the
)

’i general constraints imposed by the ISO Reference Model. The first
l.

L section in this chapter gives a brief synopsis of the UNID II and DELNET
T

‘I design by detailing the method UNID II will be incorporated into DELNET.
L~

.. The following sections elaborate on the UNID II protocol implementation
o s

(’ by discussing each of the layers of the 1SO Reference Model. The

‘54 . . .

tz application layer, presentation layer, and session layer are discussed
\

|~ . - . . . .

i only briefly as they have no rigid definition by CCITT and are not
1)

a actually incorporated into the UNID. The discussion continues with the
'} transport layer, the layer that will communicate with the UNID. Next
"':l

:J the Internet protocol is discussed. The Internet protocol is
L implemented to facilitate communications between the transport layer and
: the network layer. The subnet layers follow the Internet protocol
L

?$ discussion and represent the basic building blocks of the UNID II
; protocol. Their order of presentation is the network layer, the data
{: link layer, and the physical layer. The network layer provides for the
;; routing capability of the UNID. The data link layer controls the
o

;’ transfer of bits across the communications link. The chapter concludes
Q
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: ' with a discussion of the physical layer implementation within UNID 1I.
i: Synopsis

33; As with DELNET, UNID II will support the ISO Reference Model.
.:: Incorporation of UNID II as a node within DELNET will occur at the
1

'ﬁ transport layer. The UNID will implement the network, data link, and
‘ﬁ physical layers. Hosts for UNID Il require transport, session,
;' presentation, and application layers. The host and UNID II layered
iﬁ software will be linked by an intermediate layer between the network and
:E transport layer known as the internet layer. The host and UNID will
‘S implement the internet protocol as described by CCITT X.121 internet
f: specifications for the TCP/IP transport layer datagram service.

:; In applying the CCITT recommendations, X.l specifies the user class
;; .. of service and X.2 specifies the user services and facilites required in
w (’ public data networks. X.25 specifies the DTE/DCE interface between
ﬁ; packet mode public data networks. In specifying the DTE/DCE interface,
{S X.25 references X.21(bis) for non-digital circuit operation at the data
:' link layer., X.21(bis) in turn references V.24 (115:44) for the func-
P!

i? tional characteristics of the physical layer. V.24 references the V.28
;% (115:44) for the electrical characteristics of a 25-pin interface and
’: X.26 for the operation of a 37-pin interface. Within the US, 25-pin
:. interface protocol is handled by the EIA RS-232~C interface and the 37-
C; pin interface protocol is handled by the EIA RS-449/442 standards.

_i A summation of the ISO Reference Model as it applies to DELNET and
'5 UNID follows. The material, in part, comes from Childress (l5:Chapter
)

;§ 2) and Phister (93:Chapter 2), and Tannenbaum (112).

:§
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150 Reference Model

The ISO Reference Model provides the framework for developing
communicatioas protocols for end to end communications between open
ended systems. Each of the seven layers within the model group relates
activities within a common layer. The model then assigns the layer of
dctlvities a hierarchy within the system to form a network. Each layer
partitions 4an activity into easily defined tasks. The layers are
stacked on top on one another to form a node within a network. The most
fundamental tasks appear at the bottom while the most specialized tasks
required of the user appear at the top. Organizations such as CCITT and
the National Bureau of Standards have tailored their specifications and
standards to be compatible with th= OSI model (38, 39, 40, 41, 42, 43,
44). However, some existing standards, such as the CCITT X.21 and CCITT
¥%.253 recoamaeadation were established before general usage of the 0S1
model and do not "conform very well" to criteria established by the
model., In fact, as shown by (3), these two recommendations must be
divided into vertical, horizontal, and temporal sublayers to adequately

fall within the OSI model.
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: z T Layer Connect ion Connection | X.25 Correction | Correction :
Est. Phase Est. Phase | level 3 Release Phase Release Phase
iy ' t |
% 1
AN Data Link|X.21 LAP B LAP B LAP B Xe21
::‘_ Layer Connection|Connection Connection Connection
o ¥ Est. PhaselEst. Phase Release Phase|Release Phase |
. Physical |X.21 Xe21 i
¢._:- Layer Connection Xe21 Connection &
-‘._: Est. Phase Release Phase] !
o | | ! ;
“ !
‘-*.‘ |
- TIME, t >
‘_{;: Figure 3-1. Temporal Order Sublayering in CCITT X.25
[ "'; Recommendation (3:22).
e
W
.., Figure 3-2, below shows the seven layers of the 0SI1 model as it
) would be implemented using four UNIDs to form a dual ring.
)
: 6' Level Layer Layer Unit
b Host A Host B
:-: I 7 Application -- - - - - = = - - - - - - - - Application Msg ;
_:- ; 6 Presentation - - - - - - - - -~ - - - - - - - Presentation Msg i
D _ 5 Sesslon e T Session lisg
Pt 4 Transport - - - - - - - - - - - -~ =« - Transport Msg
“_‘W
A I 1
e 3B Internet - - = = = = = -~ - - - - - - - - Internet Msg
\ 1 I
A Network - - HNetwork - - Network - - Metwork Packet
2 Data link - - Data link- - Data link - - DPata link Frame
; 1 Physical - - Physical - - Physical - - Plysical Bit !
UNID (====mmmm— > ENLD {====-- > UNID {(--==--- > UNID
- - - - Virtual communications between peer layers
: o _ Physical comnunications (hard wire, optic cable etc.)
i
i e . PO - I -
Figure 3-2. 1SO OSI Reference Model Implemented With UNID (15:2-7).
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Actual communications takes place horizontally (between hosts) at
the physical layers (solid lines). Remaining layers form the same
equivalent functions between nodes and communicate horizontally via a
peer process. The dotted lines within the figure represent this peer
process as virtual communications between layers., Messages travelling
through a node must first trav:l vertically through different layers,
21ch performing its specific task. Once at the physical layer, communi-
cations proceeds horizontally (DTE to DCE or DCE to DTE) to the next
node. At the destination node, the message again proceeds virtually
with each layer performing the reciprocal function of its associated
peer process. In the specific case demonstrated in figure 3-2, Host A
is separated from Host B by four different UNIDs within the DELNET.
Host A and Host B may be on the same DELNET ring or on two separate
rings in which case the inner two UNIDs would both have country codes of
.

The application layer process specifies user requirements, and to a
large extent consists of a multitude of horizontal sublayer partitions
within the application layer. Horizontal sublayers may coasist of
several user options such as file transfer, interactive communications,
ot 2lectronic mail transfer. Once both nodes (near and distant ends)
have agreed to jointly support the designated sematics, a single hori-
zoatal partition within the applications layer is selected and communi-
cations proceeds to the presentation layer.

The primary concera of the presentation layer is with the repre-
sentation of the information given by or to the applications layer.

Thus, while the applications layer concerns its self with the sematics

T
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Y or meaniag of the message, the preseatation layer defines the syntax of
the message (36:1403). The syntax may vary from graphical representa-
tions to various international character sats or may oae of 4 varlous
number of bit representations of sematics.

The session layer, and all layers helow, are concerned primarily
with the movement of the message and not its representation, Specifi-
cally the session layer performs the top most addressing functions
within the host and the first structuring of the message syntax or
Session Service Data Units (85DUs) which segment the data (26:1397).
Within the SSDU, Session Protocol Data UNITs (SSPUs) carry data or
control information to and From the apper layers of the model., Below
the session layer comes the transport layer which is the first layer
having a clearly defined structure and format for operation within

Qe DELNET and UNID.

fransport Layer

Portions of the transport layer information presented comes from

the previous work of Phister (93), Childress (15), and Hunt (37).

The transport layer is the only layer within the IS0 model control-
Tig the transfer of data between open systeas. The transport layer
structures the message from acceptance by the lower three layers
(subnet) for eventual transmission across the network. At the virtual
communications level within the model communications with the apper
three layers proceeds at a specified or at least known quality of ser-
vice., Functions provided by the transport layer included flow control

procedures, ordering of message packets, and error checking. The opera-

tion of the traasport layer nay Y described in three phases: connec-
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tion establishment; data transfer; and connection rolease.

During the first phase, connections establishment, th: transport
lay2r provides a means for a pair of hosts to locate one another through
the many possible physical connection schemes between them by the usa of
a user identity code. Th-= completion of this phase establishes data
transfer bhetween users.

The second phase, the data transfer phase exchanges Transport
Service Data Units (TSDUs), which as with the session lay:r mAay coantain
Transport Protocul Data Units (TPDUs) (37:187). The TPDUs establish in
the connect phase the following classes of service: sequence, blocking,
concatenation, segmentation, multiplexing or splitting, flow control,
error detection and/or correction, aad error recovery. Finally the data
transfer phase must allow expedited packets (high priority packets) to
move ahead of other packets in the system.

The third phase, the release phase, simply terminates the transport
layer connection in an orderly fashion. Fuactions provided in this
phase consist of notification of reason for release; identification of
the transport connection released; and additionally requested informa-
tion, 4s may be specified by existing protocol.

The transport layer as applied to DELNET follows both datagram
services ant virtual circuit services. For datagram service, the TCP

protocol provides reliable service between host processors and the

network nodes. The TCP interfaces between the applications layers and
the subnet layers. Within DELNET, TCP will make up the lowest layer of

the host and interface with the protocol structure embedded in UNID.

The traasport layer in DELNET will provide the Internet Header Format
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(IHF) which forms the (latagram header. The IHF resides in the host and
not UNID so as to allow UNID the option of both datagram and virtual
clrcult servica,

The virzaal circuit operation for DILNET is defined in FIPS (38,

39, 40, 41, 42, 43, 44), As stated by Phister (93:2-17) "The reasons

-~
-

for this selaction ara: ca1he ohtained to run on the VAX fron
the National Bureau of Standards (NBS) and (2) if AFIT can fully iaple-
ment TCP in UNID, the NBS will certify it."

Shown below in Figure 3-3 1is the transport header alone. The

transport header consists of 24 bytes and is placed in the datagram data

section following the IP header bytes.
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10 | 1 ! 2 | 31
101234567189012345167890125314567890 11
R e D aa ittt R e L LD L L DL Pt D |
| SOURCE PORT | DESTINATION PORT !

IDATA | TULAIPIRISIFY |

IOFFSET! RESERVED IRICISISIYIII WINDOW I
I I IGIKIHITIYINI ! ;
Jmmmmmmmmmmmmmm e : j
! CHECKSUM ! URGENT POINTER 1 i
OO | |
! OPTIONS I PADDING I Z

URG: Indicates use of URGENT POINTER field
ACK: Indicates use of ACKNOWLEDGEMENT field
PSH: Push function
RST: Used to reset the connection
. ! SYN: Used to synchronize sequence numbers
. : FIN: Indicates no more data from seunder

—— e e s e

Figure 3-3. Transport Header used with DELNET (78:C-20 - C-25)

As of this time DELNET does not operate in the virtual circuit mode
due to the incomplete implementation of the subnet layers within UNID.
The TCP implementation within DELNET is more completely described in

(93: Appendix C).
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The following section describes the Internet layer through physical

+ f‘ l‘ 'l

layers as applied to DELNET and UNID. This material updates the pre-
vious work of Childress (15:2-8 - 2-15).

Internet Protocol

"The IP protocol is usually implemented between the transport and
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network layers to interface networks with different protocols and data
entity formats through a common standard protocol (112: Chapter 8). The
most common implementation of the IP is where two different networks are
connected through a gateway. A gateway is a set of computer hardware
and software programs through which two different networks can communi-
cate. The most common implementation of a gateway is where the
functions of the gateway are divided in hal. and implemented at nodes of
the two different networks., The IP protocol is implemented as the
common protocol between the gateways and the next higher and lower
layers, the transport layer and the network layer, respectively. The IP
protocol is effectively sandwiched between the transport and network
layers, forming another layer that could be called the internet layer,
layer three-and-one-half. The sandwiched layer representation is shown
in Figure 3-4 as applied to the IS0 Reference Model in the UNID and
DELNET. Although the IP is used between two different networks, it may
also be used between a host and the host's servicing packet switching
node. The 1P protocol is implemented in the UNID and the DELNET

(93:Appendix C, 15:2-8 ~ 2-9),
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> Levellayer Layer Unit
Host A Host B
7 Application =- - = = = = =~ = = = = = = - - - Application  Msg
6 Presentation = = = = = = = = = - - = = = = =~ Presentation Msg
5 Session - - = - = - - == - = - == - - Session Msg
g Transport — - - = - = = = = = = = = = = = Transport Msg
3B Internet - - - - == - - = - - - - Internet Data-
1 I gram !
I 1 7
3B Internet - = = = = = =~ = = = - = = - - - Internet Databram
3A Network - - Network = - Network - - Network Packet |
.2 Data Link - - Data Link - - Data Link - - Data Link Frame E
1 Physical ---- Physical =---- Physical ---- Physical Bit l
UNID =-=-———- UNID --————-- UNID ------- UNID l
Figure 3-4. 1SO OSI Reference Model with the Internet Protocol (IP)
(15:2-9)
- The figure below shows the IP header format. The IP header is 32
-

bytes long as is the transport header and starts in the datagram data
section as the first byte of data. Hence, the maximum of 128 bytes of
data allowed for a datagram has 56 bytes of transport header and IP
header information leaving at mpst 72 bytes of data for user messages.

Implementation of IS0 layers above the transport layer also require

additional bytes for their respective header formats.
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~-:’:: Figure 3-5. Internet Protocol using in DELNET (78:C-20 - C-25)
“ Subnet

® . .
e The physical, data link, and network layers form the lowest three
S

- layers known collectively as the subnet. Subnet functions route mes-
SO

.",:’ . sages to and from specified hosts. Once above this level, message
k__ traffic moves between a single host pair. Within the subnet, messages
e
:‘\ from any of the nodes on the network may be present, awaiting final
S

~n . . . . .
. ., delivery to either a host at the existing node or another node in the
_ LAN. The subnet protocol specified for UNID and DELNET is defined by
D JRY
[~ - the CCITT X.25 recommendation. The use of the X.25 recommendation came
S

S
S about through DELNLT's requirement for high compatibility between the
L] . . :

O many diverse computer systems and networks currently in existence. The
DAY . : . :

X.25 recommendation defines conditions of interface between packet
'_-'_‘ switched networks and has come into general acceptance by the
L .
QN international community. The X.25 recommendation specifies the protocol
b!.-:\

:.' of the network and data link layers of the subnet and refers to the
":‘\
‘. Y
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CCITT X.21 or X.21 (bis) recommendation for the physical layer and link
access protocols.

Network Layer

The top layer of the subnet, the network layer, directs message
traffic within the subnet towards the designated host. To perform this
task, the network layer must provide routing centrol, sequencing, and
flow control. In networks with provision for only one host, the network
layer often does not exist in its full implementation. For the true
X.25 network, the network layer must determine which of may possible
paths a data packet will travel to reach its destination. Implementa-
tion of static routing tables affords a simple solution to the routing
decision process within the network layer. More complex methods require
the node to update dynamic routing tables in an effort to optimize the
network data flow.

The 1980 addition of the CCITT X.25 recommendation allowed three
types of services: virtual call, permanent virtual circuit, and data-
gram. Virtual circuit service requires call establishment and release
during each session within the network and is the most complex service
in the network. Permanent virtual circuit service dispenses with call
establishment and release by maintaining a completed circuit at all
times. Datagram service provides even simpler communications by never
actually establishing a session between nodes. Each packet is its own
complete session without requirements of a call request packet prior to
establishment of the session. Within the virtual circuit session a
feature known as "fast select" allows the call request packet to contain

data for the designated host. In the years between 1980 version of the
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X.25 protocol and the revised 1984 version of the X.25 protocol, only
the fast select option was implemented by a national carrier Nippon
Telephone and Telegraph, Japan (NTT) (105:41), hence, the X.25 (1984)
recommendation as described in the CCITT "Red Book" dropped the datagram
service altogether, yet retained the "fast select" facility. The cur-
rent implementation of the X.25 recommendation within UNID Il has only
datagram service. However, full compliance with X.25 protocol is
planned for the final evolutionary stages of UNID II.

Datagrams are packets containing all address information required
to route the packet to the eventual host. Moreover, datagrams contain
the standard default of 128 bytes allowed for data within a packet and
form the basic element of communications berween two hosts without the
required overhead for establishment of a virtual circuit. While fast
select service also contains data in the call establishment overhead of
a circuit, it is roughly 33% less efficient due to requiring three
packets to complete a single data packet, while a datagram on the other
hand takes only two packets to complete a transaction (8:18). More
information on datagram service may be found in (8, 93, 112).

In all services (datagram, virtual circuit, and permanent virtual
circuit), the X.25 recommendation specifies a common flow control proce-
dure. Flow control is used as a means in delaying with congestion in
the network. As pointed out in (112}, flow control messages may provide
information on the amount of available buffer space, a busy condition in
the node, or a simple acknowledgement of data. Flow control packets
have not been lmplemented within UNID or DELNET at this time.

The X.25 recommendation specifies a priority for messages destined
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for the transport layer. The network layer provides a prioritized queue
where transport messages jump to the front of other message traffic.
Should the queue become full, the network layer does not accept any more
packets until space in the queues is again available., Once vacancies
occur, flow control packets acknowledge packets received in the queue.

The following figure shows the network header specified for a

datagram data packet.

N L

«

D36 0 WY WG SRR

0 1 1 l 2 1 30
1001234567189012345167890123145678901]
ommmemmm e cee e S |
IGF I ! LGCNI LCN IP(R) 10IP(S) 10IDCE SRCIDTE DSTI '
1 ] ! ! (A | tLENGTH ILENGTH | i

| 10 0 0 010 01 FACILITY | FACILITY (VARIABLE) | '
! | ! I LENGTH | |

| BEGINNING OF DATA SECTION: DATA <= 128 BYTES 1 i

GF! - General Format Indicator LGCN =~ Logical Group Channel i
LGN - Logical Channel Number Number i
P(S) - Send State Variable P(E) =~ Receive State Variable ;
OST - Destination SRC - Source

Figure 3-6. Network Header Detined by CCITT (115:100)

Data Link Layer

While the network layer deals with the exchange of messages in the
form of packets, the data link layer's basic unit of exchange is the
frame., The frame consists of control, and address information in addi-

tion to a complete packet. Services provided by the data link cousist
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S
~x of (18,112):
I. Initialization.
2. 1Indentification of sender and receiver across the data
link.
3. Synchronizing the decoding and encoding mechanisms.
4. Segmentation and delimiting the frames.
5. Data transparency.
6. Flow control.
7. Sequence and Error control through use of the cyclic
redundancy check (CRC).
8. Abnormal recovery functions,
9. Data link termination.
10. Data link activation, deactivation and monitoring
functions.
o The data link uses a restricted set of the High Level Data Link

Access Control (HDLC) called Link Access Procedure B (LAP B) as speci-
fied by the X.25 recommendation. LAP B allows only the balanced mode of
operation contained in HDLC. Figure 3-7 shows the frame format speci-
fied by the X.25 standard., Figure 3-8 shows the X.121 format used by
Hazelton, Phister, and Childress implemented inside the datagram header
in lieu of the format specified by the 0SI X.25 recommendation (15:2-
13). The format will be changed to accommodate the X.25 format imple-

mented in DELNET and UNID II.
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N - size of information in bytes
(First bit transmitted is right most bit)

Figure 3-7. Data Link Format Defined by CCITT (115:25)

I< FRAME >\
] I
i< PACKET > I
14-71 6 | 5 | 4 | 3 ! 2 (I I 0 I
| DATA | SPARE | SPARE | SEQ # ! SOURCE ADDR | DEST ADDR | CONTROL |  UNID 1
1¢128 1 0 | 0 1 0 I CH IUNIDI CH | UNIDI Y XI SORC I DEST | |
MSB/ Lo LS8 !
/ T .
/
( T
I<-DATA=> |<=TCP=> [< [ s
| |
[ ! ! [P DESTINATION ===mm- P P —— SOURCE ====mmmmmmmmmmme e >
l .
| 134-63 1 62-39 1 38=27 126 1251 24 [ 2% 1220201 20 1 19 1187 1.
1 BYTES 1 BYTES 1 SYTES ¢ 19 118 | 17 | 16 1151141 13 t 12 | SYTES !

b 127-56 1 5532 1 31-201 PC T HC INCITCCICT I PC ITHC 'HNCICCICT I 1N1=-01

MSB LS8

Figure 3-8. Previously Implemented Frame Header Information (15:2-11)

The figure represents a composite of the LAPB protocol, ¥.25 proto-

col with datagzram service option, and the TCP/IP header used in the
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.:_-.;_ ,-. software implemented for both UNID I and UNID 1I. The TCP/IP, developed
for standardized use in the Department of Defense computer networks and
AL , ,
A a required protocol for DoD (2], 22). Computer networks, is partially
\.-":-
:‘1{ implemented in the transport layer of UNID I and UNID II. The source
W,
‘;)" and destination addresses are shown for each of the frame, packet, and
DAL
)
\ ? datagram services where each structure is broken down into smaller
-
2' segments to show its respective contents. The control (CT), country
l.A
. (CC), network (NC), host (HC), and port (PC) codes are shown for the
-
W . . . .
] «);- implementation of the CCITT X.121 standard in the IP header used with
%)
O . L
v 'J-.: the UNIDs. A more detailed description of the header structure and
._ ]
‘ contents is in Appendix G (l5:appendix D) and (93:Appendix C).
4
\".3 Figure 3-9 shows the current frame format used for a more compatible
LR
:‘.: implementation with the IS0 X.25 recommendation.
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5?} Since the data link layer can receive bad data from the physical
~-
}}; layer, an error detection capability is included. A set of 16 bits
!T based on cyclic redundency check (CRC) calculations, called a checksun,

1s appended to the address in the frame as they are sent. The checksum

.
P

is compared with the locally generated checksum at the receiving node.
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Wx}- ~ When the checksums match, the received frame 1s assumed correct. A
difference in the checksums indicates bit errors in the message. The
CRC generator specified by the X.25 recommendation detects all single
bit errors, double bit errors, odd number bit errors, and all 16 bit
burst errors with some additional error detection capabilities
(112:132). More details on CRC calculations may be found in (112, 80).
Figure 2-3 does not show the flag or checksum bits, even though they are
present, as these are automatically calculated, added, and deleted by
the digital transmitter and receiver hardware at the network physical
level. The flay bits are also appended to the data link layer frame.
These flag bits are used tor syncronizing the hardware to the beginning
and ending of the data. Both the flag and the CRC bits are usually
appended and deleted automatically by the physical level hardware. This

ﬁf: hardware process is implemented in the UNID Il hardware.

Physical Layer

The bottom-most layer of the subnet and of the IS0 Reference Model
is the Physical layer. It interfaces directly with the transmission
median and is the layer most dependent on the type of transmission
medium employed. The physical layer provides physical, electrical,
mechanical, functional, and procedural services to define the physical
interface between network nodes. These services include (81:1373):

1. Physical connections established at two or more data
points.

2. Physical Service Data Units to preserve the data
identity from one end of the link to the other.

3. Physical connector end points to terminate each end of
the link.
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Identification of data circuits which transmit and
y recelive bits.

¥

Sequencing the bits on the data circuit.
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6. Fault condition notification by the physical layer.
7. Quality of service parameters.
The CCITT X.21 standard comes very close to establishing media indepen-
dent protocol procedures., However, the standard is defined for true
digital communications and has not come in wide usage due to the lack of
truly digital systems. The X.2l(bis) recommendation on the other hand
was created for digital equipment interfaced by a synchronous modem
communications equipment. Electronic Industries Standard (EIA) RS-232-C
and RS-449 contain similar procedures. EIA RS-232-C specifies 21 inter-
change circuits, their electrical characteristics and use. EIA RS-449
was designed to replace the EIA RS-232-C interface by providing improved
(? performance with longer interface cables, higher data rates, additional
functions, and a tighter specification of the electrical standards. RS-
449 specifies the protocol for 39 interchange circuits. The actual
electrical characteristics are defined in RS-422 for balanced communica-
tions and RS-423 for unbalanced operation. An important characteristic

~

of RS-449 is its compatibility with the more widespread RS-232-C inter-
face (7). Within the United States, the EIA RS-232-C is the most often
used of the standards and was chosen as the interface for UNID II's
local module. The EIA RS-449 standard offers significantly higher data
rates (up to 10 mega bits per second) and was selected for this reason
for UNID II's network module. Original UNID II development (101)

included a 20 milliamper (ma) current loop (part of the original RS-232a

standard). This feature was not retained for UNID Il operation as the
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RS-232-C standard establishes slightly different electrical connections.
Most of the older equipment employing the 20 ma current loop have been
replaced with newer RS-232-C specification. This has also occurred in
the military communications environment with adoption of MIL-STD-188.
Appendix B shows the actual RS-232-C and RS-422 signals to be used in
DELNET and UNID II (l5:Appendix B).
Conclusion

This chapter began with a synopsis describing how UNID Il's proto-
col falls within the IS0 Reference Model. The sections that followed
described each of the layers of the IS0 Reference Model as they would be
implemented within the UNID environment. The application layer, presen-
tation layer, and session layer were discussed only briefly as their
implementation is independent of the UNID construction. The next sec-
ticon in the chapter discussed how tlhie transport layer operated using
Transmission Control Protocol. The section following the transport
layer described the Internet Protocol's interconnection between the
transport layer and the network layer. The last sections in the chapter

cover the subnet layers, namely the network layer, the data link layer,

and the physical layer. The network layer implements the routing capa-
bility within the UNID while the data link layer implements the control
necessary for transfer of frames across the communications networks.
The final section in the chapter covered the physical layer and detailed
the electrical characteristics of the interface used to interconnect the
network nodes. The following chapter, Chapter IV continues with a

detailed look at UNID II hardware design software implementations,.
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CHAPTER 1V

HARDWARE DESIGN

Introduction

This chapter presents the early UNID II hardware designs developed
by Gravin (31), Palmer (91), and Matheson (84) and the present hardware
design developed by (l5). The first section describes the early hard-
ware development., The next section details the present hardware design
developed by Childress (l15:Chapter 4). No changes in the hardware
configuration have been made to Childress' design as the objective of
this Thesis is to broaden the base of the software developed for UNID
II. Three separate sections present the detailed composition of the SBC
544, SBC 88/45, and the SBC 86/12A, The last section of the chapter
discusses how the RS-422 interface connects to other UNID IIs,

Initial Hardware Design

Gravin's Thesis in 1981 studied developing a UNID design with
performance characteristics superior to the existing UNID I design based
upon eight bit Zilog Z80 architecture. Based on Intel 8086 l6-bit
architecture, Gavin's design became known as UNID Il. The objectives
within the design were to the improve delay and capacity characteristics
of UNID through the use of l16-bit components and to ilncrease design
flexibility through the use of relocatable code. The preliminary design
Gravin arrived at had two subsystems, a network subsystems and a local
subsystem, operating from a common system bus known as a multibus. The
8086 and 8089 processors along with a private bus, memory, and 1/0

hardware comprised the architecture of the network module. A separate
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8086 with four channels of serial 1I/0 made up the local module.
\

Gravin's design placed a strong emphasis on maintaining a high degree of 1

functional and physical separation between local and network subsystems. ‘

The network subsystem's private bus allowed handling network I/0 sepa- w

rate from activity on the system bus. The local subsystem then could

make use of the system bus to handle local 1/0 activities. Interconnec-

tions between the local and network subsystems occurred through

restricted system bus activity and a block of common memory. The common

memory facilitated processor-to-processor data transfers through the use

of first-in-first-out (FIFQ) buffers separate from the transmit and

receive buffers. Control of data transfer and synchronization within

the the common memory occurred through the use of pointers and sema-

phores inside block memory headers. Cravin's functional analysis of

UNID requirements led to development of data flow diagrams (DFDs) given
in Appendix A. Though Gravin's original design has gone through many

ilterations, the DFD's provide accurate and useful guidance for all

following UNID II development. Further information on the DFDs may be

T

found in (31).

‘.
A

The hardware implementation of Gravin's design became three circuit

h.or ou 2
& 4,
k3
- aT

cards within an Intel multibus card cage. Figure 4-1 shows the hard-

~Te

ware construction.
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An Intel SBC 86/12A processor was used as the local processor
controlling the multibus to both the local and network subsystems. The
remaining portion of the local subsystem and the network subsystem were
constructed from wire wrapping components onto multibus cards. The
parallel port off the SBC 86/12A was used to connect the four channel
serial 1/0 card required for the local subsystem. The network
subsystem, the 8086/8089 card, originated from an Intel applications
note (72). Host-to-UNID data transfer would make use of one of the four
serial channels on the local subsystem. The SBC 86/12A would perform
packet construction and then place the messages into the common system
memory. After the message was placed in common memory, an interrupt to
the network subsystem would activate processing by the network

Qf- subsystem. The 8086-8089 card would then perform the final frame
construction on the message and send the message to the 8089 network
I/0 hardware.

Though 16-bit processors were manipulating the data, all data
transfers were essentially eight bit data transfers. Data transfer
between the SBC 86/12A and all hosts was through eight bit universal
synchronous/asynchronous receiver/transmitters (USARTs) and the eight
bit parallel port of the SBC 86/12A. Communications between the SBC
86/12A and 8086/8089 card was through 16-bit multiple protocol communi-

cations controllers (MPCCs). These l6-bit controllers, in fact, handled

4

only eight bits of data with each data transfer. The remaining eight

bits was used for status information (27:5-267). The end result was

that all data transfers between local and network subsystems, the host-
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to-UNID interface, and the UNID-to-UNID interfaces were all eight bit
data transfers (15:3-4). A review of available MPCCs in late 1984
showed no commercially available MPCCs capable of 16 bit data transfers,
other then a few specialized, but otherwise unsuitable integrated cir-
cuits. Nonetheless, the implementation produced a functional, though
only minimally operational system.

Palmer's continuation of UNID II development was hampered by wiring
errors in the network subsystem. This was discovered in the network
board checkout phase (79:Chapter 4). At the conclusion of Palmer's
design implementation, the only software developed for UNID II was for
testing circuit boards and not for implementing any of the required
communications protocol.

Matheson continued development of UNID II in 1983 (84). He deter-
mined that the original design would not function as specified. The
main problems were in the 8086/8089 network board (84:3-11). The
8086/8089 network board could not handle two MPCCs as originally
believed. Each MPCC required a separate interrupt to operate the tran-
smit and receive buffers in the full duplex mode. Matheson's solutions
was to replace the 8086 on the network board with another 8089. With
this design modification, the two 8089s acted as a cluster I/0 processor
with sufficient interrupt capability to handle both MPCCs. Another

problem with the network board was an incompatible memory address map-

. ping of the network card with the local card. This was corrected by
N
4
& placing memory and I/0 ports of the network card in the system memory
-4 space. Matheson's final design is shown in figure 4-2 (84:1-9)
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After redesign of the network board, Matheson places a monitor program
into the SBC 86/12A's EPROM to minimize the time consuming process of
loading the system memory with the in-circuit emulator (ICE) 86 (43).
He also translated UNID I software developed in PL/Z to PL/M and con-
cluded his work with the functional validation of the local subsystem
hardware and software. The UNID I code converted to PL/M, however, was
only cursorily validated. It was left for (15) to validate all network
and local software converted to PL/M.

Childress' Design

Childress' design used a architecture structure similar to
Matheson's design, but took an entirely different approach in the imple-
mentation through the use of off-the-self SBCs. The design consisted of
multibus card cage and power supply, an Intel SBC 544 board to implement
the local subsystem functions, and an Intel SBC 88/45 board to implement
the network subsystem functions. The SBC 544 board comes complete with
four 8251A USART channels which may be configured as RS-232-C interface
ports via software. The 88/45 board has two high speed serial ports
which may be configured as RS-422/499 ports. The choice of Intel compo-
nents is a matter of convince and availability and not an endorsement.
Other manufacturers, such as Advanced Micro Devices (AMD) and Inter-
phase, manufacture similar equipment. One particular board, not avail-
able at the time of Childress® selection for hardware design, completely
implements a token ring passing node from the physical layer all the way
to the transport layer (Interphase). As with UNID, most of the commer-
cially available hardware makes use of the ISO X.25 recommendation for

subnet protocol. Figure 4-3 shows Childress' UNID Il architecture.
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network module, as indicated by the functional analysis performed by
Gravin.

The SBC 544 local module consists of an 8085 processor servicing
four interrupt driven 8251A USARTs. Up to 32K bytes of memory may
reside on the SBC 544, Up to 16K bytes of this memory may be located in
common with the multibus system memory. The board is implemented as a
stand along processor requiring minimal assistance from the system bus.
Resident within the SBC 544 module is the network layer software and
network layer tables, pointers, and semaphores. More details for both
the SBC 544 board software and SBC 88/45 software are given in
Chapter V.

The SBC 88/45 network board consists of an 8088 processor servicing

Q.. two high speed multiprotocol serial controllers (MPSCs) configured as

two RS-422/449 ports. Direct memory access (DMA) operations between the
central processing unit (cpu) and MPSCs allow data rates up to 800 K
baud. A total of 64 K bytes of memory is available on board with up to
12 k bytes of memory shared with the system memory. Resident within the
SBC 88/45 memory is the data link software and data link local tables.
Each of the two SBCs provides the spare counter/timers necessary for the
time-out clocks required by the X.25 protocol. Specific details of SBC
544 and SBC 88/45 operation may be found in (57, 58).

The use of the SBC 544 and SBC 88/45 allows simplification of the
design procedure. The hardware test and debug phase of development may
be assumed complete as all hardware is a commercially available piece of

equipment. Moreover, software development aids operating on the Intel
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System 230 and System 310 are available. Tuese software development

aids include a full screen text editor; PL/M compilers, linkers, and
assemblers; and program debugging aids to assist in program developr.nt.

Detailed Hardware Descriptions of the SBC 544 (58)

The SBC 544 communications controller (58) is designed as an intel-
ligent slave to a system processor. The board provides four serial (RS-
232-C) ports, one parallel port, seven programmable timers, eight pro-
grammable priority interrupts, and an on board 8085 processor. The four
serial I/0 channels provide programmable character length, sync
character (for synchronous operation), baud rate, parity, and stop bits
(for asynchronous operation) through the use of four 8251A USARTs. Two
8253 Programmable Interval Timer (PIT) chips provide six count down
timers. Four of the PITs are used for the USARTs while the remaining
two are available to generate interrupts or as auxiliary transmit
clocks. The programmable interrupts are generated from an 8259
Programmable Interrupt Controller (PIT); a Flag byte in the base memory
address of the SBC 88/45; carrier detect interrupts to the 8085 CPU;
ring indicator interrupt, also to the CPU; multibus interrupts, and
timer interrupts to the 8085 CPU. The SBU 544 supports up to & k bytes
of ROM/EPROM. Currently, the 6 k bytes of program code resides in two
2732A EPROMs. The code location is from the base memory of the board
with the dual port dynamic RAM located beginning at 8000 H. If
required, the SBC 544 may access additional system memory for its own
use. The SBC 544 has up to 16 k bytes of dynamic dual ported RAM. The
dual ported RAM allows access by either the SBC 544 CPU or a multibus

master processor. The dual ported RAM is mapped into system memory

4 - 10
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beginning at location 10000 H. In addition to the 16 k bytes dynamic
RAM, 256 bytes of static RAM are available on the 8255 PPI beginning at
address 7F00 - 7FFF H. The start address of the dual ported RAM is

"~ xed at 8000H.

Detailed Hardware Description of the SBC 88/45 Advanced Data

Communications Processor Board (ADCP) (57)

The SBC 88/45 is based on the 8088-2 8 bit processor and supports
Serial Data Link Control (SDLC), High-level Data Link Control (HDLC)
with data transfer speeds up to 800,000 baud. The SBC features the
following characteristics:

1) 8088-2 CPU operating at a clock rate of 8 Mhz

2) 16 k bytes of RAM with up to 12 k bytes allocated for
dual port operations

3) Up to 64 k bytes of ROM/EPROM

4) Three serial interfaces capable of RS-232-C or RS-422
operation (only channels A and C are capable of RS-422)

5) DMA access for up to two serial channels

6) Asynchronous, bisynchronous, SDLC, HDLC protocols

7) 9 levels of interrupt detection

8) 6 programmable counter/timers (4 are dedicated to the
serial I/0 port)

9) Compatible with RS-232-C, RS-422 and CCITT V.24
interfaces

10) Operates as a bus master or intelligent slave

The SBC 88/45 has an internal bus for on board memory and I/0
operations which allows for parallel processing when used as part of a
multibus system. The dual port RAM may be located at any 16 k byte

boundary addressed by the on board CPU. The three serial interfaces are

4 - 11
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MPSC. Channels A and B can achieve data transfer rates of 800 k baud in
synchronous operation and 19.2 k baud in asynchronocus operation.
Channel C can achieve data transfer rates of 64 k baud in synchronous
operation. An 8237-5 DMA controller provides DMA operation for two
channels of communication with the SBC 88/45 board. Of six available
count down timers, four are used for programming baud rates while two
remain available for user programs. An 8259A PIC provides eight levels
of programmable interrupts. A non-maskable interrupt is provided for
catastrophic error recovery as would be required by a power failure.
There are seven large scale integrated (LSI) devices that require

- programming on the SBC 88/45: an 8255A PPI, an 8273 protocu. control-

ler, an 8274 MPSC, an 8237-5 DMA controller, two 8254-2 PITs, and an
8259A PIC. The sequence of programming these devices may be found in
(57:Chapter 3).

The 8273 protocol controller supports asynchronous and synchronous
operations in point-to-point and loop configurations. Up to 16 differ-
ent commands allow the 8273 protocol controller to perform DMA functions
between itself and the DMA controller. For data transmission, a begin
flag, two byte checksum, and ending flag are added to the out going
frame. For incoming frames these same bytes are removed. Following a
frame reception, the 8088-2 CPU must check the 8273 status register to
determine the frame checksum results. The 8273 protocol controller will

act as one of the two RS-422 high speed data channels.
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The 8274 MPSC has two identical channels which require the program-
ming of 11 parameter registers. The 8274 MPSC performs the basic
serial-to-parallel and parallel-to-serial data transfers necessary. The
8274 may operate in bisynchronous, SDLC, or HEDLC protocol. Channel A of
the 8274 MPSC may operate as either a RS-232-C or RS-422 serial port,
while channel B is restricted to RS-232-C operation. The UNID II design
will use channel A as one of the two RS-422 high speed serial ports to
the DELNET ring, while channel B will be used as a monitor port for
software development and for network capacity monitoring. More informa-
tion about channel B operation may be found in chapter V. The data link
layer software developed in Chapter V defines the UNID Il as having two
high speed RS-422 channels, channel A and channel B, Future references
to the physical channels A, B, and C will be through the data link
nomenclature used in Chapter V. Channel A data link software corres-
ponds to the channel A port of the 8274 MPSC. Channel B of the data
link software corresponds to the channel C port and is the 8273 protocol
controller. Note also that the software requires channel A be config-
ured as a DCE device and channel B be configured as a DTE device.

The 8237-5 DMA controller has four channels to provide direct
memory access for two of the three serial interfaces on the SBC 88/45.
Two of the four channels of the 8237-5 are dedicated to channel A of the
8273, while the other two channels may be programmed for transmit and

receive functions to either of the other two serial ports. UNID II will

use those remaining two ports for the 8274 MPSC for the second high
speed serial port. Two 8254-2 PITs are available on the SBC 88/45.

Two of the three timers/counters available on each 8254-s PIT are
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dedicated to the transmit and receive clocks of the 8273 protocol
controller and 8274 MPSC. The remaining timer on each chip is available
for a programmable interrupt.

The 8259 PIC controls the interrupt services to the 8083-2 CPU.
Interval capabilities include on board I/0, expansion I/0, multibus
interrupts, and the SBC 88/45 Flag byte.

SBC 86/12A Hardware Description (56)

The SBC 86/12A is currently used only as a monitor resource for the
memory operations performed by the SBC 544 and SEC 88/45 boards.
Current designs do not include it's use in a functional UNID II.

The SBC 86/12A has an 8086 16 bit on board CPU with an internal bus
structure for parallel processing functions on a multibus system. Up to
32 k bytes of RAM may be located on the SBC 86/124 of which all or part
may be accessed by an off board multibus master processor. Four
receptacles are available for up to 16 k bytes of ROM/EPROM memory.
Presently a monitor routine uses 8 k bytes of EPROM on the SBC 86/12A.
One serial R§-232-C port and one parallel port with 24 programmable
lines resides on the SBC 86/12A. Communications with the monitor

routine takes place through the serial port and a H-19 terminal.

AM 95/6445 Card Cage Description

N The AM 95/6445 card cage is a six slot multibus with a control
panel, 180 watt switched power supply, and two fans for forced air
cooling. The card cage allows priority assignment of boards residing in

the card cage. Presently, the SBC 86/12A board is placed in slot J-1

with the highest priority. Slots J-2, J-4, and J-6 are not used. The

next highest priority is assigned to slot J~3 were the SBC 88/45 is
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placed. No priority assignment is given to slog J-5 were the SBC 544
normally resides. When the SBC 88/45 is not tested, the SLC 544 resides
in slot J-3. Jumpef positions are given for the AM 95/6445 in Appendix
Ce.

UKID II Physical Layer Interface

The physical layer interface of the UNID Il consists of the two RS-
422 channels on the SBC 88/45 used to support two different UNID rimngs.
In full abstraction, The UNID II has two separate rings passing mes-
sages. One ring passes messages in a clockwise direction, and the
other ring passes messages ln a counter clockwise direction. Two
entirely different approaches are possible in the configuration of the
RS-422 interfaces. One is to dedicate channel A for processing mes-
sages in one direction and dedicate channel B for processing messages in
the other direction. This technique would have every channel A con-
nected to another UNID's channel A. Figure 4-4 show graphically how

this technique would work.

[ T e e e e e —— . .
R U R +
8 —m——=d>  Yemmeeee ISBC 88/45 l > A
Distant B R — | A Distant
End Local 11SBC 544 1 | Llocal End
UNID [R] t 1 UNID
I 11
B 1 [ A
8 e T t bl < A
B R S S

Figure 4-4. A RS-422 Inter-connection Technique for UNID II.
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This technique has two limitations. One UNID would have to have a null
modem interface built on both channels while the other UNID would have
no null modem interfaces on either connector. A null modem simply inter
changes the transmit and recelve signals, However, since a RS-422
interface has balanced lines, most of the signals used would have to be
interchanged. The result of this technique would be the creation of a
UNID designed as a DCE Jevice aud another UNID designed as a DTE device.
Moreover, every DELNCT ring would reguire an even number of UNIDs. The
other limitation associated with the interface is that it would be
impossible for hardware loop back on a single UNID. Such a capability
would be useful for trouble shooting hardware problems. Another
possibility would be to create a DCE interface and a DTE interface on
the same UNID. Thus, a UNID could counect to itself in a hardware loop
back or to any number of other UNIDS. This configuration would require
one channel to have a null modem on each UNID II and each UNIL II would

have an identical hardware implementation. Figure &4-5 shows how this

configuration would look.

R S ¢
B ~===> >==———==|SBC 88/45 | > A
Distant A I e — -+ | B Distant
End Local 11SBC 544 1 | Local End
UNID I (I UNIC
t 11l
A ] 1 B
B K (mmmmeeee || [ < A
o -+
|
l

Figure 4-5. The Implemented RS-422 UNID Interconnection
S Technique
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LA The present hardware and software configurations implement channel A as
a DCE device and channel B as a DTE device. Refer to (Appendix B) for

more information a null modem configuration.

Conclusion

This chapter presented the hardware design evaluation of UNID II.
First, the designs of Gravin (31), Palmer (91), and Matheson (84) were
briefly given. Then, the final hardware implementation developed by

Childress (l15) was developed in detail. The information discussed
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concentrated documentation of the current hardware implementation of the
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UNID II. The final section in the chapter discussed the hardware RS-422
interface as it is currently implemented on the UNID II. The following

chapter, Chapter V, describes the UNID II functional testing procedures

(i;‘ and the results obtained from those tests.
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CHAPTER V

SOFTWARE DESIGN

Introduction

This chapter briefly presents the design completed by the past
Thesis effort (15) and then presents the design and implementation of
the CCITT X.25 recommendation which followed. The contents of the
chapter focuses primarily on the design and implementation of a protocol
meeting the CCITT X.25 recommendation. This chapter is composed of the
following sections: previous development, program language selection,
data structures, UNID II network layer software development and
implementations, data link software development and implementation, and
physical layer implementations,

Previous Development

The PL/M programming language was used for development and imple-
mentation of the past UNID II software (15:4-1 - 4-2). The previous

selection of PL/M was based primarily on two key criteria:

1) It was the only high level language available for both the 8085

and 8088 processors used in the UNID II hardware.

2) The developer (15) had prior experience with PL/M.
Development prior to Childress made use of several different languages.
Among them were "C" (84) and PL/Z (93). The PL/Z software written by
Phister (93) was translated to PL/M by Childress, then modified for
operation in the current UNID II hardware design.

The PL/M code for the 8080 and 8085 processors (PLM80) did not have

the facilities for dynamic memory allocation. Hence, indexed arrays
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were used in lieu of pointer based linked-list data structures.
Moreover, previous implementations of the UNID I software had also used
indexed arrays. This commonality of UNID I and UNID II software allowed
the previous software modules and basic program design to be integrated
into UNID II's hardware. The overall effect was a savings in UNID II
development time.

Communications between the SBC 544 and SBC 88/45 was addressed
through the use of semaphores (Appendix E). The use of semaphores by
each processor eliminated the problem of two separate processors trying
to access the same memory location at the same time. This measure of
protection assured each processor only valid data would be manipulated.

UNID I data flow between receive and transmit tables (memory buf-
fers) of the network layer software was altered (15:Chapter 4) in the
s-* UNID 1I design. Local to Network tables (LCNTB), Local to Local tables
(LCLCTB), Network to Local tables (NTLCTB), and Network to Network
tables (NTNTTB) were eliminated in favor of direct memory transfers.
The removal of these four tables from the network software simplified
the software and decreased processing time for each message. Most of
the development was limited to the network layer TCP/IP routing soft-

ware. The data link simulation software did not contain flow control

changes implemented in the network software. Additionally, the Local to
Network and Network to Local tables remained in the data link simulation
software. Finally, the data link software also did not include the
semaphores developed for the network simulation and operational software

(see figures 5-1, and 5-2).
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Figure 5-1. Original UNID Data Structures and Flow (15:4-4).
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Figure 5-2. UNID II Data Structures and Flow (15:4-5)

The solid lines in the figures above represented data flow between
data tables. At the bottom of each figure, the approximate IS0 layer
corresponding to the data flow was labeled. The data structures passed
by each of the tables retained by (15) consisted of datagrams, packets,
and frames. The format cach of these structures was specified by
(93:Append C). The format for the datagram consisted of a minimal
implementation of the TCP/IP header within a 128 byte array. Processes

o operating at layer 4, the transport layer, format the bytes needed in
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the TCP/IP header and send the message to the UNID through the hardware

AL Lo |

RS-232-C interface. While the TCP/IP header used 56 bytes, only 22
bytes were filled out in the IP header and only 6 bytes were filled out

in the TCP header. This minimal implementation supported the necessary

¥ =
'iE:al F i I W B

operations needed by the lower layers within the UNID. The packet format
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developed by (93) added only five bytes to each datagram. Of these five

v
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bytes, one was for a source address and one was for a destination
address. The remaining three bytes were unused. This implementation
accomplished a primitive network header comparable to the CCITT X.25
recommendation.

Appended to the packet format were two more bytes used to form the
partial frame structure. The first byte was an address byte. As imple-
mented by (93) this byte contained the message destination country code
and network code for multipoint addressing. The second byte appended to
the partial frame format was a sequence byte. This byte used only one
bit to implement the sequence number functions. As mentioned above,
these two bytes formed the partial frame format.

The complete format structure included a beginning flag byte, the
address byte, the sequence byte for LAP B protocol, the packet struc-
ture, a two byte checksum, and an ending flag byte. Cf these fields,
the beginning flag, checksum, and ending flag bytes are handled by the
SBC 88/45 hardware. The user, however, must interrogate the hardware
status to determine the validity of the frame. This implementation
results in a frame structure of 135 bytes (excluding the bytes handled
by the hardware), a packet structure of 133 bytes, a datagram structure

of 128 bytes, and a user data area of 72 bytes (l5:Appendix ().
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Ao < In the network layer software on the SBC 544, transmit (LCOxTX)
"‘ tables and receive (LCxRX) tables are datagram size. (The "x' stands
"‘s"
, for numbers 1, 2, 3, or 4.) In the data link layer software, the
T‘-r transmit (NTOXTX) tables and receive (NTOxRX) tables are both the
)
oL, partial frame size of 135 bytes. The length of these tables had no
SR
\ analytical basis other than the length of ten datagrams, or in the case
Wod .
o of frames, the length of ten information frames. The number of ten
structures for each table came about from the hardware memory limita-
7
:;.‘ tions. When possible, communications between tables used pointers
‘A
b 2>
f::: rather than block data transfers. This approach reduced processing time
B e ¥
: 3 devoted to each message transaction.
'
W)
\ The network layer software design implemented corresponds to the
U
W
N\ \ upper portions of the ISO layer 3B (Figure 3-2). Layer 3B functions
- c. concern the IP header manipulation and channel routing for a multihost
Ay
s . . . .
ASE environment. The TCP/IP header implemented a variation of the CCITT
‘-'h\
i-"‘-’ . . . . .
'r::: X.121 internet addressing protocol (93:Append C). The variation applies
O to the 32 bits allowed for the source and destination addresses in the
N
,r_: IP header. The layer 3B software implemented determines the datagram
':?:: destination from the IP destination address and sends the datagram to
T
the appropriate host. If the host is located on the same UNID, the
WS
NS
S datagram goes directly to the appropriate receive table. If the data-
gram is destined for another UNID, a primitive network layer header is
':',
L constructed and the datagram is sent to the data link transmit table.
o
j,' The primitive software structure charts in figures 5-3, 5-4, and 5-5
b
. show the basic routing algorithm used to send and receive datagrams.
v . . .
More information may be found in (15: 4-5 - 4-17).
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[P
f, Figure 5-3 shows the highest level of operations within UNID I1
Iy
‘_ . software as developed in (15). Figure 5~4 shows the level break down of

the "route$in" procedure. The procedure "routeSin" first determines
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the address of a received packet with the procedure det$addr. The
3 procedure sendS$packet moves the packet to the correct location within
f: the target receive table. Procedure '"srvcStabShskp updates the receive
) table pointers. If the packet is determined for a local host from the
- data link layer (i.e. SBC 88/45) then '"det$addr$nl” and "moveStoSlocal"

are called to move a packet to the appropriate host.

el T
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e T T e

L [ NS
pa ! output mask
transmit interrupts
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|
3 , _ reduest J
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!

Qlﬁ Figure 5-5. Route$Out Procedure Structure Chart
\ sn (15:4-11).

Figure 5-5 shows the high level break down of the "routeSout" procedure.
Procedure "routeS$out" sends data to the appropriate receive table
through internet driven software handshakes. Figure 5-6 gives the
<o pseudocode for the '"routeSout'" procedure. The TR/TA handshake envolves

four boolean variables which prepare both the sender and the receiver

A N d

of a datagram for data transmission.
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i . disable interrupts
A mask receive USART interrupt off
i enable interrupts
v if datagram available and not sending then
. do
if TRTAShandshake and (not sending and not receiving) then
do
set transmit request true
set sending true
send transmit request
end
if not TRTAShandshake or (sending and not receiving) then
do
set sending true
disable interrupts
mask transmit USART interrupt on
enable interrupts
end
' end
| disable interrupts
i mask receive USART interrupt on
N\ enable interrupts
!
Figure 5-6. Route$Out Procedure Pseudocode
(15:4-12).
Figure 5-7 shows the TR/TA handshake process when the UNID receives
E a message from a host. The process for the UNID sending a message to
-
E the host is the same with the roles of the UNLD is host reversed.
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Figure 5-7. UNID/Host Transmit Request/Transmit Acknowledge Handshake.

(15:4-13)

More detailed information on the TR/TA handshake procedures may be found
(ir in (15:4-13 - 4-17) and in Appendix F The network layer as com-
pleted by (15) is referred to in this document as the network layer 3B
and serves primarily as a TCP/IP interface for the UNID and as a multi-
host server. Network layer 3A, also referred to as the packet layer,

performs the flow control, congestion management, and other functions

specifically discussed by paragraphs 4, 5, 6, and 7 in the X.25 recom-
mendation (115:75 - 12§&). The present condition of network layer 3A is

a "straight through" minimal implementation which addr sses the

manipulation of one byte of the ten byte network layer header. The

data link software implementation of previous work (30, 33, 93, 15)
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allowed only one bit for a sequence number and only processed inform-
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ation (I) frames with limited use of receive ready (RR) frames, and
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receive not ready (RNR) frames. The structure of the data link layer
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software was similar to the network layer software with "route$in" and
"route$out” procedure called to move data between receive and transmit
tables. The data link layer procedure "route$in" searched a table
(LCNTB) for a datagram destined to the data link layer. When a datagram
was present, the "route$in" procedure filled in the necessary frame
header bytes and sent the datagram to the data link layer tramsmit
table. Frames found in the data link receive tables (NTOxRX) destined
for the local host were sent to a local transmit table (NTLCTB) where
the network layer software continued further processing. Frames found
in the data link receive table destined for another UNID were sent to
the data link transmit tables (NTOxTX). The procedure "routeSout"
handled frames found in the data link transmit tables. Procedure
"route$out" created a software loopback and sent any frames found in the
transmit tables back to the receive tables. The two channels, A and B,
then had messages circulating from the receive tables to the transmit

tables. This simulated the DELNET ring of UNIDs which the data link

software accessed. The data link software Childress was able to imple-
ment did not use the semaphores necessary to communicate with the net-
work layer software on the SBEC 544, nor did the Jata link software
address the four individual receive and transmit tables of the network
layer software. The majority of the work 1in (15) focused on the 1P
network layer software and programming the SBC 544.

The final design developed by Childress presented the system memory

map shown in figure 5-8 for the UNID II.
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System memory consists of the memory locations accessible by all proces-
sors capable of accessing the multibus. Each processor board has its
own RAM available to the local CPU., Part or all of the available dual
port RAM may be made public to any device in control of the multibus.
The tables, pointers, and semaphores common to both the SBC 544 and SBC
88/45 were located at 10000 h in system memory. The memory addresses of
the RAM for on board use does not have to match the address used by the
system memory. In the case of the SBC 544, the local memory address of
the dual port RAM of 8000 h is "mapped" to the system memory location of

10000 h. Note in figure 5-8 that the SBC 544 may only address memory

locations from 0 to FFFF h, while the SBC 88/45 has access to an addi-
t?h tional 64 k bytes of memory above the uppermost limit of the SBC 544,

All the addresses in figure 5-8 are given hexidecimal (h).

Development Language Selection

As with previous efforts the language selected for this project was

PL/M. The use of PL/M over other available languages removed the neces-

sary step of translating operational software to another language for-

mat. In reviewing the language selection, the '"C'" programming language

was strongly considered for two reasons. It is more robust than PL/M in

features allowing for more control over data structures and operation at
a higher level of abstraction. Though Kernighan and Ritchie may dispute
to some degree that “C" is a high level language (76:1), "C" does allow
for more control over the basic data structures than PL/M., Finally the

wide spread popularity of the "C" programming language (78:1) allow for

a greater transportability than is presently shown with PL/M. however,

5-13
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PL/M and "C" share many common features., Both PL/M and "C" allow modu-
lar, self documenting code. Both languages allow manipulation of data
structures at the bit level and allow direct access to the hardware
ports. Other languages, such as Pascal, lack these features. Despite
the above short comings experienced by PL/M, the advantages in main-
taining PL/M as the "primary" programming language overcame PL/Ms inher-
ent limitations. In furthering the X.25 protocol implementations in the
existing software, many existing modules needed no changes while others
needed only minor alterations. This was the case for most of the IP
software developed supporting the SBC 544. The data link layer software
required a significant extension to implement CCITT X.25 data link
features. Even though PL/M allows the linking of object code modules of
different programming languages, the author has had no experience those
activities and could find no documentation in describing how separate
PL/M and "C" module could be linked together. Therefore, as with past
recommendations (15:4-2), "C" may be chosen for a more robust implemen-
tation of UNID software, but with current software implementation in
PL/M and the familiarity of PL/M over "C", leads the author to the
conclusion of maintaining PL/M as the primary programming language.

Some work in 8080/8085 assembly was performed as part of this
project. Previous software used an 8080/8086 assembly module for data
communications with the UNID software. This software was modified for
use with an 8251 USART, the Intel system 210 operating under CP/M, and
the Intel system 230, SERIES III operating under ISIS. While the
changes were minor in nature, they required the author to gain much

experience over two different operating systems and assembly code. The

5~ 14
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NN final result of the program modifications allowed the author to remove

all assembly code form the ISIS host software and replace the assembly
module with a PL/M module. The basic I/0 module remains separate from
the main host software to allow modular replacement of the I/0 module
when the code is transported to other hardware systems.

UNID II Data Structures

The data structures from previous work were continued over to the
software development of the data link software, While the PL/M sup-
ported by the 8086 (PLM86) offers other data types in addition to the
PL/M supported by the 8085 (PLM80), facilities for dynamic storage
allocation are not documented in user manuals. The use of indexed
arrays in the form of FIFO buffers continued as did the use of sema-
phores to control system memory access. The SBC 88/45 counterpart of

{%f the semaphore structures for the SBC 544 were implemented on the SBC
88/45 board. The header format structures used in previous works (15,
93) were altered for compatibility with the CCITT X.25 recommendations.
Restructuring the primitive network and data link formats required

adding five more bytes to the length of each frame and packet. The

first two bytes of the modified frame structure support the data link
layer functions within the X.25 protocol. The remaining 10 bytes, which
lead the 128 datagram bytes, support the network layer functions. The
reader may wish to review Figure 3-7 (3~16) and Figure 3-8 (3-17) for
the changes in the format structure of the frame and packet data
structures.

The packet header required the addition of five bytes to meet the

X.25 datagram format requirements. The format chosen is the fixed
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.'ge.‘ Y length allowed by X.25 (115:72, Note 2).
”’.‘ The first byte of the packet header contains the General Format
,j:i Indicator (GFI) in the upper four bits.  The GFI is used to determine
"' the type of packet being processed. Packet types include call set-up,
.. clearing, datagram, flow control, interrupt, reset, restart, diagnostic, }
_“:: data, and datagram service signal packets (115:91). Of the GFI formats, |
.‘n‘:' only the datagram format is currently used. The lower four bits of the
o first byte in the packet header are used for the Logical Group Channel
'-\ Number (LGCN). This number is defined by the user for identifying logi-
::‘4‘ cal counnections between node pairs.
-. The second byte of the packet header, the Logical Channel Number
\';E (LGN) uses the LGCN when an extension of available logical connections
“:‘_'; . is necessary. Presently, the LGCN is initialized to O h and not used.
. Q The LCN is the address byte 0 (Figure 3-7) of the previous work moved to
:,-'i the LCN byte location and is composed of the source UNID number in the
:“ l:i upper for bits and the destination UNID number in the lower four bits.
:3'; If the UNID's number does not appear in the LCN byte, the packet 1is
i looped back into the DELNET ring without further processing.
oY
&:‘ The third byte 1in the packet layer header provides the packet
‘> sequence number. This sequence byte functions identically to the I
:{ frame control byte in second byte of the frame header.
'._\'_
::(~ The fourth byte in the packet header denotes the number of "semi
‘ ~ octets" or bits in the source and destination address. The upper four
:‘_5 bits signify the number of bits in the source address while the lower
:_C}S four bytes signify the number of bits in the destination address. The
¥ exact composition of the source and destination addresses is not speci-
oo :[
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fied by the X.25 protocol. 1In the UNID implementation the values of
these bytes defaults to 088 h signifying 8 bits for both the source and
destination addresses.

The fifth byte of the packet header has the source UNID, placed in
the upper four bits, and the UNID channel number, placed in the lower
four bits. The sixth byte provides the destination address. The same
format used in source address is used for the sixth byte of the packe
header, the destination address.

The seventh byte is used strictly for padding and initialized to
00 h.

The eighth signifies the facility field of two bytes and is set to
02 h. The two byte facility length specifies the minimal facility
implementation used in datagram service.

The ninth byte is the facility code byte. The function of this
byte concerns strictly the network layer protocol of the X.25
recommendation. The coding of this field is discussed in length in
(115:114 - 128). Presently this byte is unused.

The last byte of the packet header, the facility parameter serves
to provide additional information when required by the facility code.
This byte is also unused at present.

A partial list of some of the functions of the facility bytes
follows (115:113 - 128):

a) closed user groups

b) bilateral closed user groups

¢) reverse charging

d) flow contrel

e) packet size negotiation

f) window size negotiation
8) datagram nondelivery indication
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h) datagram confirmation
All functions provided by the facility bytes are optional functions
(115:113 - 138) and are not required by any X.25 packet layer services,
The 56 bytes of the TCP/IP header which follow the packet header are
unaltered from previous works (15, 93). A detailed discussion of the
TCP/IP header format used by DELNET may be found in (93: Appendix C).

Network Layer 3B Design

The design as developed by Childress went unmodified except for
changes to the packet header format and the transmit interrupt proce-
dures. The design as a whole, is presented here for completeness.

The network layer interfaces to the transport layer through both a
hardware and software interface. The software interface consists of the
32 byte IP header format. The IP header format, embedded in the 128
byte datagram, serves to add features not supported by the packet header
or transport header. Presently, only eight of the 32 bytes are manipu-
lated in any manner. A detailed description of the IP header format may
be found in (93: Appendix C). The hardware interface serves to provide
the physical connection between the network layer and the host transport
layer. The hardware interface is a sublayer of the network layer and
not a true physical layer as would be found in a gateway node (Fig 3-4).

A "three wire" full duplex asynchronous protocol is currently
implemented. In lieu of the request-to-send, clear-to-send handshaking
found on the "typical” RS-232-C interface, software handshakes as dis-
cussed earlier (5-6) are implemented to alert the receive (either DTE,
or DCE) of incoming traffic. The four handshake variables were origin-

ally developed for interface with the NETOS LSI network and is
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:';::’ o considered adequate for the current development of the UNID. Final
LT -
SRS
development will require the full implementation of a synchronous RS-
232-C interface supporting the requirements detailed by the CCITT
X.21(bis) recommendation (115:44 - 51) Figure 5-9 below provides the
simple pseudocode for a synchronous half-duplex RS-232-C interface.
Further details may be found in (23, 28:928 - 961).
B, SO
cC CF DATA SET DTE PWR STATE  REQUEST CLEAR RECE IVED
0,0< >4,0< >4,1 READY TO SEND  TO SEND LINE
I oTE 1 ote 1 ore S1G DET
PHR PWR PWR
i | 0 0 0 0 0 0
} - -
U N 1 0 0 1
2,0< >6,0< >6,1 0 1 2 0 1 0
4 ¥ - - 3 0 ! 1
CA CA 1 0 4 1 0 o]
OPERATE -~ - 5 1 0 1
v < ¥ \ RECEIVE 1 1 6 | 1 0
“» 2,4¢=mmwmmm36,4 6,2 - - 7 1 1 1
Q x X x x x x
c8
- Not Applicable x Don't Care
, On 0 oOff
6,6 ——— OPERATE TRANSMIT
ON —===> A
| |
| |
\j <====  OFF
] Figure 5-9. Control Lead Sequences for Half Duplex Operation
A0S (27:956).
i_n.'..
; Figure 5-10 shows the allowed state transitions for a full duplex solu-
T : . . . . -
Lh'w tion using two-point dedicated lines. On transitions are noted by a
4.
k(- down or right directed arrow. Off transitions are noted by a up or left
s
E'}} directed arrow. Also a (xx) indicates an off transition.
-.w':
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‘&\ ! cc CF DATA SET DTE PWR STATE  REQUEST CLEAR RECEIVED I
o i 0,0¢ >4,0¢ 4,1 READY T0 SEND  TO SEND LINE |
el B DTE A ote SIG DET |
o A PHR PHR g
o 0 0 0 0 0 0 !
N oo CF J - - 1 0 0 1 ;
e 2,0< 6,0< >6,1 0 1 2 0 1 0 .
R ” , —_
s T A\ B - - 3 0 1 1
S cA | cA CA 1 0 4 1 0 0
>3 - - 5 1 0 1
A i oF 1 1 6 1 1 0
) 2,4< >6,4< 6,2 6,35 - - 7 1 1 1
Y 4 /r ] X X b x X X
j‘r"_-—' ;o |8 o:]
.r""; ' ; @ . - Not Applicable x Don*t Care ‘
- ./ CF § /7 ca 1 on 0 off §
G ;
! | 6,2 = 6,6< >6,7
o i CA A \
l \ .\-: ©OON mee> | OPERATE TRANSMIT AND RECEIVE
[\ ! [ ! !
#'\‘.- { ] <=-~~  OFF i
L 0 '
) ‘v.‘ b | \/
[\ A 5 s — - s e e bt et e
) Figure 5-10. Control Lead Sequence for Full Duplex Operation
-~ (28:955).
e ) . .
e The state diagrams show the variocus transitions which are allowed for
~_-\;-:'
W RS-232-C communications. Full duplex operation has the simplest
P protocol in that the overhead required to change direction is not
4--4‘\"
O necessary. Half duplex on the other hand allows the two way circuit to
g operate at maximum capacity in a given direction (28:935). The host-to-
o
E:; network layer data exchanges involve a fixed datagram length of 128
.'.r:_.
ﬁ*} bytes. Rapid turn around between transmit and receive functions would
o
i;: not be required if the transmission interval was comparatively longer
[ ] N . .
’N' than the turnaround time. Hence, throughput would benefit from the half
o
;ﬂ duplex implementation. This analysis, however, neglects the semaphore
*,.-‘ . .
%iﬂ polling conducted between the network layer software and the data link
= -
-ﬁ}i AN software., Moreover, as the baud rate increases from the present 9600
- '
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baud to the desired 19.2 k baud, the time duration of each datagram
would be cut in half and become less significant when compared to the
turnaround time. Further operational analysis would be required to
determine the hardware delays encountered by the polling of two data
link receive table semaphores by the SBC 544 and the polling of four
network table semaphores by the SBC 88/45. Figure 5-11 shows the
psuedocode developed for a the control of a simple full duplex RS-232-C
interface. Manipulation of the Signal Line Quality Signal for half

duplex operation.
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Initialize interface variables DTR, DSR, RTS, CTS
CALL TURN ON DTR /* for DTE */
CALL TURN ON RTS /* for DTE */
do while not DISCONNECT
do while not CLEAR
do while ((DTR ON and DSR ON and not (CLEAR or
DISCONKECT))
do while (CTS ON and RTS ON)
TRANSHIT AND RECEIVE DATA
END
END

PR SUNE—— |

END
END

function DISCONNECT(DTE): DTE sets DTR and RTS OFF
function DISCORNECT(DCE): DCE sets DSR and CTS OFF

function CLEAR(DTE):
Set RTS OFF, XMIT 'Q'
wait for DCE to set RCV to '0Q'
1f no TIMESOUT then Set XMIT '1'
AND wait for DCE to set RCV to 'l'
. - /* CLEAR DTE COMPLETE */
\ : else set call DISCORNECT

function CLEAR(DCE):
Set DSR OFF and RCV to '0'a
wait for DTE to set RTS OFF and XMIT 'l'
if no TIMESOUT then CLEAR COMPLETE
else call DISCONNECT ——J

Figure 5-11. Pseudocode for a Full Duplex DTE

The changes made to the transmit service routines are described in
the paragraphs that follow.

The transmit procedure disabled the receive interrupts when data
was detected in the transmit table. The transmit procedures would
disable the receive interrupt to the channel, transmit a byte, enable
the receive interrupt and wait for interrupt processing to detect the

.. next byte in the transmit table. Even though the receive interrupts had
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I priority over the transmit interrupts, the receive interrupt had to be
A\
= . . : : .
disable long enough to transmit a byte which meant it was also disabled

long enough to miss receiving a byce. Figure 5-12 shows the original

psuedocode used by (15).

if ((not trta) or ((txtr and rxta) and ((not rxtr) and
(not txta)))) then
do
send next character to host !
increment transmitted character count
increment transmit buffer index
if number bytes sent >= datagram size then
do
mask transmit interrupt bit off
reset transmitted character count
if transmit buffer index >= max index then
reset i
. reset txtr false
reset rxta false
: reset send false
) i end
Y : end

-
A ]

clear interrupt

* =~ removed when modified for this thesis

Figure 5-12. Transmit Interrupt Procedure (15:4-17)

The transmit interiupt procedures were enabled whenever the ROUTESOUT
procedure was executed. The ROUTESOUT procedure provided a means to
poll the software handshake variables and enable the interrupt transmit
routine when a packet of data was found. The interrupt routines would
then update the next-to-send (NS) pointer of the transmit.table as each
byte 1s sent to the host.
The modified ROUTESOUT procedure psuedocode is given in Figure

5-13. All disable and enable statements of the receive interrupt

routines are removed from the procedure. At no point in the data link
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software are the receive interrupt routines disabled once initialized.

% disable interrupts
* mask receive USART interrupt off
enable interrupts

if datagram available and not sending then

do

1f TRTAShandshake and (not sending and not receiving) then
do
set transmit request true
set sending true
send transmit request
end

if not TRTAShandshake or (sending and not receiving) then
do
set sending true
* disable interrupts
ok mask transmit USART interrupt on
* enable interrupts
end
P end

*

disable interrupts
mask receive USART interrupt on
enable interrupts

.

»

|
{
|
|
* - removed for this thesis %

’ %% - replaced with CALL SERVICESTRANS routine

i L_

N ; .

2,

o Figure 5-13. Route$Out Procedure Pseudccode

oo
p ‘h‘:-.

th The transmit interrupt routines were changed to polled routines called
Wy

| R
‘ﬁ{' by the ROUTESOUT procedure. All disable and enable statements in proce-
ﬁi?: dure ROUTE$OUT, along with all lines of code between them, were removed
J!f and replaced with a single call to polled transmit service routine.
A
b . Also, the dummy receive and transmit routines for channel one, the SBC

544 monitor channel, were replaced with operational receive and transmit

-~
S

v - procedures. Hence, channel one is both the SBC monitor port and an
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operational UNID port. The final network layer 3B software embedded on
the SBC 544 (under filename OP544.SRC) had the two byte data link layer
header, the ten byte X.25 packet layer header, four interrupt driven
receive channels and four polled transmit channels.

The network layer software in the SBC 544 primarily manipulates the
bytes located in the TCP/IP header. Within the ISO reference model,
this layer performs the network layer 3B (Figure 3-4) functions. Layer
3B's functions to provide multi-~host services, while layer 3A functions
to establish packet level management. The present datagram implementa-
tion requires none of the call set up procedures implemented in VCS and
performs only the minimum layer 3A functions necessary for communi-
cations between the network layer 3B and the data link layer. Hence,
the network layer 3A development within UNID II has a minimal implemen-
tation. As a minimal implementation, the only byte within the packet
header manipulated by UNID II software is the GFI/LGCN byte (i.e. the
second byte of the packet header). The remaining bytes supply either

redundant information or support facilities not implemented.

Network Layer 3A Design

The modules RCVSDATA and RCVSISFRAME of the data link layer soft-
ware provide the interface to the packet layer protocol as discussed in
paragraph 5 of the X.25 recommendation (115:85-90). Many of the func~-
tions provided by the packet header have nearly identical processes in
the two byte data link header. In consideration of the recommendation
given by Tannenbaum (112:245) and of the delay encountered relating to
the host-~UNID interface, the packet layer was not fully developed.

Presently, routing procedures in the simulation software examines the
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o packet layer LCN byte and sends the packet to either a local host of
back on to the network. Additional packet layer functions are not
necessary for simple datagram operation. Virtual circuit service (VCS)
and permanent virtual circuit service (PVS) do require additional packet
layer services, but fall outside of the scope of this thesis (115:92).
Further information on VCS and PVS services may be obtained in paragraph
4 of (115:75 - 85). The data structure developed for the packet layer
was described in (5-10 - 5-14). Appendix K presents the state diagrams
developed from paragraph 5 of (108) and Appendixes A, C, and D.

The Datalink Layer Design and Implementation

The previous implementation (15) left the data link layer simula-

tion software with the capability to transmit and receive information

frames. The use of data link control mechanisms was limited to receive

ready {RR) frames for a correct frame and reject (REJ) frames for incor-
rect frames. This software only existed as a simulation. The software
routed frames between data link tansmit and receive tables, between data
link receive tables and network layer transmit tables, and between
network layer receive tables and data link transmit tables. No hardware

initialization routines for the SBC 88/45 were developed, nor did trans-

mit and receive software routines employ the same use of semaphores as

«

did the network layer 3B software.

Vo
e g
. B

s
e sl

The references (106, 115) provided the primary background for
developing the X.25 design in this thesis. Additional material came
from (3, 23, 28, 81, 100, 116) for development of the LAP B data link
protocol. From (115) a set of primitive Structured Analysis and Design

Technique (SADT) activity diagrams were developed. The SADT diagrams
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assisted the conversion of LAP B protocol procedures from (115) to a
modular set of processes. From the SADT diagrams, structure charts were
developed (Appendix I) which defined the inter-module interfaces between
different processes., After several iterations where the SADT's and
structure charts were modified to eliminate inconsistencies with LAP B
procedures, the PL/M procedures were coded.

The design of the data link software complies with the DELNET
requirements presented in Chapter II. The previous implementation of
the LAP B procedures was expanded to include all data link command and
response frames except the optional asynchronous response mode (SARM)
command. Specific details on each frame implemented are discussed later
in this chapter.

While the design centered around modifications to the procedures
ROUTESOUT and ROUTESIN from the previous design, other modules were
modified to initialize global variables added to the design, accommodate
the revised frame and packet structures and to accept variable length
frame sizes. Global parameters added include SENDSSTATESA and
RCVSSTATES$A. These variables acted as the LAP B V(S) and V(R) variables
for channel A. SENDSSTATESB and RCVSSTATESB acted as the LAP B V(S) and
V(R) variables for channel B. Literal constant definitions required
changing to reflect the new packet and frame sizes. The constant
FRAMESSIZE was changed to four separate constants (ISFRAMESSIZE,
SSFRAMESSIZE, USFRAMESSIZE, CMDRSFRAMESSIZE) to reflect the different
frames passed by the data link software. The variable FRAMESSIZE was
then added to the procedures LAB$TABSHSKP and SRVCS$TABSHSKP.

The vari-

able FRAMESSIZE allows access to the indexing distance of the six tables
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used by the simulation software. Presently, I frames are a fixed length
of 140 bytes. The X.25 recommendation allows for variable information
frames, Though not implemented in the software developed at this time,
future implementations must determine the length of information frames
before the next-to-service (NS) and next-available (NE) pointer may be
updated. Finally the semaphore structures used in the SBC 544 for
communications with the SBC 88/45 were developed and implemented in data
link software.

In general, the program flow of Figure 5-5 (5-8) was changed to the
program flow portrayed in Figure 5-14 below. The STARTSDMSMODE of
procedure establishes the asynchronous balanced mode of communication
across the link. The STARTSINFOSXFER procedure is essentially identical

(t; to the main program of Figure 5-5, which calls the procedures ROUTE$IN

and ROUTESOUT.

main: do
do while FOREVEK 1is true
call STARTSDMSMODE
call STARTSINFORSXFER
end while loop
end main

Figure 5-14. Pseudocode for main procedure of data link software

Figure 5-15 below shows in more detail the START$SDM$MODE. The proces-
sing in the procedure assures both channels on a given UNID operate in
the asynchronous balanced mode and react to SABM commands as specified

by (115:66-67).
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oA set SABM mode false in both channels
" send message indicating in DM mode
. do while not in SABM mode in both channels
/* Channel A processing */
, if a frame is present in the receive table then
: do
‘ if not in SABM mode(Channel A) then
do
if SABM frame call RCV$SABM(Channel A, P$bit
else 1f UA frame call RCVSUA(Channel A, P$bit)
else send DM response frame
end i

end
/* end Channel A processing */

; /% <Channel B processing */
if a frame is present in the receive table then ;
do i
if not in SABM mode(Channel B) then
do
if SABM frame call RCVSSABM(Channel B, PSbit
else 1f UA frame call RCVSUA(Channel B, PS$bit) :
else send DM response frame !
: end '
R ; end
o 1 /* end Chaunnel B processing */
L

Figure 5-15. Pseudocode for procedure START$DNSMODE

Figur5-16 shows the details of the STARTSINFOS$XFER procedure. The
procedure is essentially the same as the main program for the software

previously developed (15).

set RNR MODE off for both channels
send message indicating start of procedure '
do while in SABM mode for both channels AND FOREVER is true
call ROUTESIN
call ROUTESOUT |
end while loop

e PV U —

Figure 5-16. Pseudocode for procedure STARTSINFOSXFER

The module ROUTESIN was changed extensively to add procedure calls

to the LAP B data link procedures. The calls consisted of send and
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»4' (RNR) frames, reject (REJ) frames, set asynchronous balanced mode (SABM)
5
3] ‘
- command frames, disconnect mode (DM) response frames, disconnect (DISC)
]
?' command frames, unnumbered acknowledgement (UA) response frames, and
5 - command reject (CMDR) response frames. The ROUTESIN procedure performs
AT both data link and network header evaluations. Datalink processing
".-
oy begins with checking for a frame in the receive data link tables. A
-; valid response continues processing the control byte. Figure 5-17 shows
Sy
N
"::' the pseudocode for the ROUTESIN data link processing.
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/*Channel A processing */
control byte = byte 2 of frame
p$bit = bit 5 of control byte
sequence number = bits 8 through 5
if not SABMSMODESA then
if control byte = SABM control byte call RCV$SABM(Channel A, PSbit)
else send DM response
else if control byte = I$frame control byte then
call RCVSISFRAME(Channel A, PS$bit)
else if control byte = UA control byte then
call RCVSUA(Channel A, PSbit)
else if control byte = RR control byte then
call RCVSRR(Channel A, PSbit, sequence number)
else if control byte = RNR control byte then
call RCV$RNR(Channel A, PSbit, sequence unumber)
else if control byte = KEJ control byte then
call RCVSREJ(Channel A, PS$bit, sequence number)
else if control byte = DISC control byte then
call RCV$DISC(Channel A, PSbit)
else if control byte = CMDR control byte then
call RCVS$CMDR(Chanmel A, PSbit)
else if control byte = DM control byte then
call RCV$DM(Channel A, PS$bit)
else service the next to send pointer /* dump the frame */

/*Channel B processing */

control byte = byte 2 of frame

p$bit = bit 5 of control byte

sequence number = bits 8 through 5

if not SABMSMODESB then
if control byte = SABM control byte call RCV$SABM(Channel B, PS$bit)
else send DM response

else if control byte = I$frame control byte then
call RCVSISFRAME(Channel B, PS$bit)

“else if control byte = UA control byte then

call RCVSUA(Channel B, PS$bit)

else if control byte = RR control byte then

call RCVSRR(Channel B, P$bit, sequence number)

Eelse if control byte = RNR control byte then

|
|

|
l

call RCY$RNR(Channel B, PS$bit, sequence number)
else if control byte = REJ control byte then
call RCVSREJ(Channel B, PS$bit, sequence number)

i else if control byte = DISC control byte then

call RCV$DISC(Channel B, PS$BIT)

'else if control byte = CMDR control byte then

call RCV$CMDR(Channel B, PSbit)
else if control byte = DM control byte then
call RCV$DM(Channel B, P$bit)

else service the next to send pointer /* dump the frame */

L

Figure 5-17. Pseudocode for ROUTESIN Data Link Procedure
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The network processing cousists of an evaluation of the LCN byte for the
destination of the frame. Figure 5-18 shows the pseudocode for the
ROUTESPACKET procedure. This procedure performs destination processing

of the LCN byte.

: do

if I frame has been received from network layer then

determine network destination )
i1f destination for channel A then
do
determine if information in transmit buffer A
if no info frame in transmit buffer then
do
build an information frame
service local buffer pointer

end
end
if destination for channel B then
do

determine if information in transmit buffer B i
if no info frame in transmit buffer then
do
build an information frame
service local buffer pointer {
end
end
end

Figure 5-18. ROUTESPACKET Destination Processing Pseudocode

The procedure does not load the transmit buffers with an I frame if one
already exists. This way the transmit buffer contains no more than one
I frame to send at any given time,

The X.25 recommendation specifies the address and control bytes
shall be transmitted least significant bit first and the two byte check-

sum shall be transmitted most significant bit first, The bit order of

transmission for the remaining bytes of the frame are not specified.
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Throughout this chapter and following chapters, the most significant bit
will be the left most bit of the parameter depicted, the least signifi-
cant bit will be the right most bit in the parameter, and transmission
will begin with the left most bit and continue to the most significant
bit. As an example, the X.25 recommendation presents the 'A' address
for the address byte of the frame as '11000000' binary. This repre-
sentation is least significant bit first. In this Thesis, the 'A'
address byte is given as 03 h or '00000011' binary,

The control byte is first evaluated against the appropriate SABM
mode status variable SABM$MODESA or SABMSMODESB. If the UNID has not
entered the SABM mode, then only a SABM wmode command or UA response to a
SABM mode command may be received. All other frames generate a DM
response frame and increment the NS pointer which effectively dumps the
frame., Once the SABM mode has been entered, all NE pointers, NS$
pointers, receive variables, and send variables are set to zero and the
UNID responds to all data link frames.

Evaluation of the control byte determines the receive sequence
number, N(R), and the send sequence number, N(S), and the poll/final
(P/F) bit. Only [ frames contain the N(S) sequence number. The N(S)
sequence number updates the receive state variable V(S). The receive
sequence number N(R) contained in I frames, RR frames, RNR frames, and
REJ frames updates the send state variable V(S). As RR frames, RNR
frames, and REJ frames act as both command or response frames, the
address byte must be examined to determine if the frame is an issued
command or a response to a command. Should the countrol byte decode into

a non-existent frame type the frame is treated as an invalid frame and

5 =33
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ignored. Currently reception of all CMDR frames simply reset the SABM
mode, however, evaluation of the three bytes of status information does
allow for more precise handling of rejected frames.

I frames are considered valid when the address byte is a command
address for the channel receiving the frame and the receive sequence
number is in sequence. Both the receive sequence numbers and the send
sequence number consist of three bit modulo 8 fields. The modulo 8
numbers allow up to seven frames to remain outstanding without a dupli-
cation of sequence numbers. Current software retains the limitation of
one outstanding frame allowed in the data link transmit tables. While
further development will wish to increase the number of outstanding
frames, (4) indicates a window size of only 3 or 4 frames achieves
optimum performance. Passed to the RCVSISFRAME procedure is the
received channel number and the sequence number, The RCVSISFRAME proce-
dure, as with all other receive and send procedures, consist of a case

structure as shown in figure 5-19.




do case

(channel)
CASE Channel A:

receive sequence number = upper 3 bits of control byte
send state sequence number = bits 2 - 5 of control byte
1f receive sequence number is in sequence then

do
RCVSSTATESA = send state sequence number + 1 mod 8
update the send state(Channel A) with the
receive sequence number
if PSbit = 1 then
1f 1 frame is next to send
bits 8 - 5 = receive sequence number
else call SEND RR(Channel A, PS$bit = 1)
DESTINATION = determine destination of Channel A
1f DESTINATION = network-to-network then
do
move frame from Channel A to Channel B
service next available pointer

end
else
do
move packet in frame to local host receive
tables
service next available pointer
end

end Case Channel A

Case Channel B
receive sequence number = upper 3 bits of control byte
send state sequence number = bits 2 - 5 of control byte
if receive sequence number is in sequence then

do
RCVSSTATESB = send state sequence number + 1 mod 8
update the send state(Channel B) with the
receive s( juence number
if P$bit = 1 then
if I frame is next to send
bits 8 - 5 = receive sequence number
else call SEND RR(Channel B, PSbit = 1)
DESTINATION = determine destination of Channel B
if DESTINATION = network-to-network then
do
move frame from Channel B to Channel A
service next available pointer

end
else
do
move packet in frame to local host receive
tables
service next available pointer
end

Figure 5-19 Pseudocode for RCV$SISFRAME.
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The evaluation of separate cases for each channel of the data link layer
simplifies building in the DCE and DTE properties of the X.25 protocol.
For receive I frames, and all other frames, channel A is defined as the
DCE device and channel B is defined as the DTE device. The arbitrary
definition is also carried out in the physical layer hardware. Channel
A sends all command frames with an 'A' address byte and expects an 'A'
address byte for all responses (108:65). A 'B' address byte on 2 frame
indicates a command to channel A from the DTE device. Channel B sends
all commands with a 'B' address byte and expects a 'B' address byte in
response frames. An 'A' address byte on channel B is considered a
command frame.

After evaluation of the address byte and the least significant bit
of the control byte, the receive sequence number is checked for a
receive state sequence number within a single frame window. A valid
sequence number updates the receive state variable of the channel
receiving the frame and initiates an acknowledgement of the received 1
frame. An acknowledgment occurs in one of two ways: Should the NS
pointer in the receiving channels transmit buffer point to an I frame,
then the I frame's receive state variable is updated to the current
receive state. Should the NS point indicate a frame other than an I
frame, a RR frame with the current N(R) variable is added into the
transmit queue. Future implementations of the data link software may
also use RR, RNR, or REF frauwes to update the N(R) variable. Once the
receive state variable has been updated, the time-out mechanism is
reset. Figure 5-17 shows the possible changes in state variables when

an I frame is sent.
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Channel A Channel B
' UNID II (2) UNID II (1)
\
Pov(s) = ¢ v(s) = 0
| V(R =1 V(R) = 0
1 frame (l,0)~~——-=mm-mmmmmmr e e >
v(s) =0
* V(L) =1
1 frame(l,0)
{mmmm e e or RR frame, N(R) = 2
or RNR frame, N(I) = 2
or * REJ frame, H(R) =1 X

“(S) = N(R)
MR 0 (unchanged)

(X,Y) - X is N(R)
Y is N(S)

* 1f the frame is rejected due to sequence number or an
invalid frame, the state variable V(S) would be '0O' and not 'l'

Figure 5-20. Example of a Received I Frame.
Figure 5-20 shows an I frame sent from a UNID (2) to the neighboring
UNID (1) inside a DELNET ring. Depending on UNID (1l)'s evaluation of
the I frame, one of four frames may be sent: another I frame if there
is one ready to send back to UNID (2); a RR frame for 2 successful

transfer, but not I frame to return the acknowledgement; a RNR frame for

' a successful transfer, but a busy condition at UNID (1), and a REJ frame

EEFS for an unsuccessful transfer, The N(R) variable sent by UNID (1) is
3w

V\E}\ then used to up dates the UNID (2) NS) variable. A reciprocal arrange-
N

."‘}_: ment occurs when UNID (1) sends a message to UNID (2).

Upon determining the destina:ion of the received I frame, the

process becomes a network layer operation., Procedure DET$DESTSONE
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{channel A) and DETSDESTSTWO (channel B) are the network layer proce-

dures which return determine if the framz goes to one of the local hosts
or if the frame goes to another UNID. Byte three of the frame (byte 1
of the packet) is evaluated for the UNID destination number. A match
between the destination number and the current UNID number moves the
frame's packet te the appropriate channel of the SBC 544, A mis-match
sends the frame to the opposing channel's transmit table. Channel A
will send the frame to channel B to move the frame in a counter clock-
wise direction around the DELNET, while channel B will move the frame
to channel A in clockwise direction around the DELNET. The final pro-
cessing performed by the RCVSISFRAME procedure updates the NS pointer
to the next frame in the receive table. The remaining seven frame
processing procedures perform similar, albeit, simpler processing as 1
frames.

RR frames are implemented only as responses and not as command
frames. The frame updates the send state variable of the channel
receiving the frame. The RNR mode condition, if set is removed. The
RNR mode allows the receive channel time to process existing frames
without any new I frames arriving. RR frames, REJ frames, UA frames,
and SABM frames remove the RNR mode condition. In addition to resetting
the RNR mode condition, the time-out mechanism is reset and the NS
pointer is incremented to the next frame in the receive table.

RNR frames function identically as RR frames except, instead of
removing the RNR mode condition, the RNR mode condition is set. At
present, RNR frames are not sent as the single frame window allows

receptic of only one I frame at a time. Future implementations may
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chose to count the number of outstanding I frames received and upon

passing a predetermined threshold, issue a RNR frame instead of the RR
frame acknowledgement.

REJ frames function similar to RR frames except, the receive state
variable returned indicates the next in sequence number expected was not
the one receive. The REJ frame functions as a negative acknowledgment
and does not update the time-out mechanism as implemented. When more
than the maximum allowed retransmissions occur, a CMDF frame is sent

which resets the link in the SABM mode.

-~ . . .
g_.;-, DM frames are sent as responses while the channel is not in the
- SABM mode of operation. The received frame is simply ignored.

SABM command frames function to set the channel's NS, NE, send

state variable, and receive state variable to zero. The SABM command

e also removes the RNR mode condition and effectively dumps any frames
A9

-,J' . 3 . . - . .

I:'_, awalting processing in either the transmit or receive tables.

R-38 L : -
N4 DISC frames sever the communication link. 1In a virtual circuit

' service link, the link would go to an inactive state, however in data-
Y

-:- gram service, the link merely reverts back to the DM condition. As the
>

::: set ascynchronous response mode (SARM) is not used or implemented in
" .

Aw®

L J current software, the link simply tries to reset the SABM mode.

158

\'-"‘: UA frames are set whenever a SABM or DISC command frame is
N

:‘:(:3 received. The RCVSUA frame procedure retrieves the last U command frame
W]

L3 received and initiates the appropriate processing.

o~ CMDR frames provide three bytes of status information. At present
o

i no analysis of the status bytes is performed to determine an optimal

error correction procedure. Upon reception of a CMDR frame the link is

5 -39

PR . e N e R
S S = > et g T e N
. < » o™ . . e
» “-‘"\".-,‘ o . TR T ? " AN -t




v - pi_Aas Mol diat ol Balk Sal B AR el ik Bl
ss ) T

-

¥ kz:-

.‘

reset using a SABM command.

The procedure ROUTE$OUT first evaluates the control byte of the
frame indicated by the NS pointer. The length of the frame (I frame,
S/U frame, CMDR frame) is evaluated and passed to the transmit serving
routine. No acknowledgement is awaited for S or U frames. All S frames
are sent as responses, not commands, and all U frame commands are not
acted upon until a UA response is received, I frames force the proce-
dure to invoke a time delay mechanism allowing up to MAXSRETRANS number
of retransmissions before an error is signalled. The variables
MAXSRETRANSSA and MAXSRETRANSSB are considered systems parameter and may
be changed to provide optimum performance.

Conclusion

This chapter briefly presented the previous design (15) and then
detailed the subsequent software design changes, modifications, and
further implementations, First, the programming language selection of
PL/M was presented. Next, the data structures, including the frame and

packet header formats were reviewed. Changes to the frame and packet

headers presented in detail., Modifications to the SBC 544 network layer
(layer 3B) software was presented. A brief presentation of the the
packet layer (layer 3A) was developed. The remainder of the chapter
concentrated to the changes and additions made to the data link software
ROUTESIN and ROUTESOUT procedures. Procedure ROUTESIN now calls
specialized procedures to handle the LAP B functions. Procedure
ROUTESOUT now handles all types of LAP B frames. The following chapter,

Chapter VI, presents the integration and validation phase of the soft-

ware development implemented during this thesis effort.
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CHAPTER VI

SOFTWARE INTEGRATION AND VALIDATION

Introduction

This chapter presents the test criteria developed to integrate
software into the UNID II design and validate the operation of the
design. The first section discusses the test philosophy used for the
validation process. The following section discusses the modification to
host software needed to test the UNID II. the next section outlines
the test plan. The remaining sections detail the test plan. Each test
phase first discusses the purpose of the test and then presents the
results., The chapter concludes with a brief summary of the tests
performed.

Test Philosophy

Software validation methodologies may be grouped into two
categories: validation and verification. 1In this thesis effort valida-
tion is interpreted as an examination of software for a given finite set
of conditions. Verification, in contrast, means a mathematical ‘'proof'
of the correctness of the software design. Often, and particularly in
cases involving long detailed programs, test verification becomes an
impractical burden on those resources limited in a software development

project such as time and finances. This Thesis effort considers the

validation approach not only pragmatic, but the only approach which

adequately balances available resources against the scope originally

defined for the software development.
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This design used the conventional top-down approach to overall

project development. Each task was partitioned based upon its relation
to the ISO reference model. For the network layer 3A and the data link
layer the abstraction at each level was then partitioned using either
existing state diagrams as given by the X.25 recommendation (l115:
Appendixes A, B, C, D) and the RS-232-C standard (24) or through SADT
diagrams developed from the X.25 recommendation. From the abstractions,
whether state diagrams or SADTs, structure charts were developed and
then pseudocode procedures were written for each module. As common in
software development cycles, the code implementation uncovered short-
comings of the design and several interactions between detailed design
and implementation were necessary.

For the network layer 3B and the physical layer, a simplified
approach was taken. The network layer 3B (TCP/IP protocol layer) had
previously been validated (15: Chapter V). However, the software was
configured for equipment no longer available for UNID II development.
In lieu, of redesigning all the host software used to test the UNID,
structure charts were developed and 1/0 dependent procedures were modi-
fied for equipment available within the Computer/Communications Labora-
tory (16). The physical layer design was treated as a single problem:
How were the UNIDs to interconnect within DELNET? While several possi-
bilities exist, it became evident from the data link software design
that the UNID would exhibit the unusual characteristic of having both a
DCE and DTE high speed interface channel. Further research (1l6)
provided collaborative support for the physical layer integration.

Integration / Validation Tools
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Test tools implement the methodology outlined by the test
philosophy. In the case of UNID II, path testing methodology provided
the necessary details to validate software. Path testing marked criti-
cal areas of the program flow. The tools used to implement path testing
consisted of diagnostic test messages, a host software program, a moni-
tor program, and finally a piece of test equipment called a protocol
analyzer.

The primary diagnostic aid used in the past works (15, 84, 93) and
the present work remains insertion of diagnostic test messages with the
development software. The messages primarily show path direction, but
may include error conditions or update status on key program variables.
Most messages demonstrate successful completion of a process by their
placement at strategic locations within modules., Some messages, on the
other hand indicate areas where erroneous paths may be taken or faulty
conditions occur. Some messages display current values of key variables
so as to document proper progression of counters, pointers, and sequence
numbers.

The display diagnostic messages requires a terminal attached to the
device executing the software. As messages are displayed on the termi-
nal, the observer analyzes the path flow., From this analysis, the
observer is assured the correct path was taken at the appropriate time.
The false occurrence of a diagnostic display or the occurrence of an
inappropriate sequence of diagnostic messages informs the observer of
improper software path flow. A trace of diagnostic messages then
locates the departure from the correct path. Failure of a diagnostic

message display, by itself may indicate one of several existing condi~
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\kv tions. The problem may exist in the hardware apparatus or software

associated with the diagnostic message. As mentioned by (15:5-4):

0y

"The lack of a display message is not conclusive
proof that a problem exists in the software as other
conditions may exist to prevent the display of the
message. The observer needs to look further at
the conditions of the test or even generate other
tests or diagnostics to determine if the
software is at fault,"

From the past thesis work (15), a CPM based host program was
designed for communications with UNID II. The host program sent mes-
sages to UNID II, received messages from UNID II, displayed portions of
the TCP/IP header, and effectively simulated the transport and internet
protocol required by a fully functional host attached to one of the four
UNID II ports. Use of the host test program allowed testing of UNID in

(J. an environment simulating expected operational conditions,

A monitor program developed for the SBC 86/12A (15) was used to
examine UNID system memory. Placing the SBC 86/12A in the card cage
allowed examination of the contents of the multibus system memory. The
system memory contains the four local hos: receive tables and two net-

work receive tables, as well as the pointers and semaphores to those

tables. All components involved in communications between SBCs must

have precise locations known to each SBC. Close examination of the
declare statements for the operational SBC 544 and SBC 88/45 software
(Appen H) will note the careful assignment of all pointers, semaphores,
and receive tables in contiguous memory locations., Moreover, the

centralized memory locations allows the SBC 86/12A monitor to access the

data variables in one localized portion of memory. The SBC 86/12A
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monitor found use where insertion of diagnostic messages proved
inadequate or a large number of data variables required display. This
tool provided a 'snap shot' window to the data exchange processes
occurring between the SBC 544 and SBC 88/45. The value of this trouble
shooting aid can not be over stated. For operational details of the
monitor software embedded on the SBC 86/12A refer to (iSBC 957 INTELLEC
- isbc 86/12A Interface and Execution Package USER's GUIDE).

The last diagnostic tool used was a protocol amnalyzer,
specifically, a HP 4951A. This device serves to monitor communications
between a DCE and DTE device or simulate either DCE or DTE interactions
using commonly implemented protocols. A simplified modular programming
language embedded on the HP 4951A allows specific tests tailored to user
needs., The HP 4951A supports the X.25 protocol as well as HDLC, SDLC,
and user developed protocols. The primary use of this device was to
observe the actual data hardware and software handshakes made between
the host device and UNID II. The protocol analyzer will serve an
increasing role as a test diagnostic/test validation tool as the UNID II
protocol is extended (34).

Test Outline

Testing was accomplished in four phases. Phase One testing con-
sists of procedure software testing. Individual procedures are examined
for operational suitability and completeness. Phase Two testing con-
sists of simulation software programs. The simulation software provides
a realistic environment for software modules and fully exercises speci-

fic tasks before their placement on target hardware. Phase Three test-

ing consists of an evaluation of operational software for the SBC 544
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o and the SBC 88/45. The evaluation concerns the operational testing of
the SBCs as individual units with additional software simulating the
presence of the missing SBC. Phase Four Testing consists of integrating
the SBC 544 and SBC 88/45 software and hardware components., The tests
examine the data exchanges between SBCs.

Phase One Testing

Modules from previous software development (15, 84, 93) were
assumed to operate correctly as stated in introductory remarks to this
Thesis (Table 1l-1). Given the conditions and limitations as stated in

(15) no module fault was ever attributed to the previous works. An

inconsistency, however, was noted between the simulation and operational

{; software. The simulation software reversed the bit order of the most
3

,1i significant bits and least significant bits in the TCP/IP header fields.
s

Ak

<.f- While this in no way impacted the actual operation of the software, it
did present interpretation problems. After investigation, the operation
software was determined to have the correct implementation (l4, 38, 39,
40, 41, 42, 43, 44).

The modules developed for the LAP B data link protocol were tested

either through individual drivers, or as groups of similar processes. A
'garbage collection' technique was used to accumulate functional proce-
dures. Procedures not under test were either not present in the driver
or commented out. Once a procedure was considered validated under Phase

1 testing, it was considered usable for validating other procedures

&

still in Phase I testing.

L
l‘l

In PL/M, modules are considered a set of one or more procedures

I
.‘-.

L A

properly identified with a module name. A program in PL/M must con-
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£3; sists of one module titled "main" and may have several modules with
names other than "main'". Variables and procedure declarations between
the main module and subordinate modules must be resolved through the use
of PUBLIC and EXTERNAL attributes to the declarations. Once created,
modules are compiled separately from one another. Hence, operationally
validated code need not be recompiled with every minor change. The
software developed for the data link layer simulation eventually
required three separate program modules. The software quickly out grew
the PLM86 compiler's symbol table during the development process. The
software had to be divided into four separate modules {(main, LAPBO,
LAPBl, PCKT) to resolve dynamic storage allocation errors. Presently
the modules main and LAPB are near the maximum size permissible in the
PLM86 compiler's symbol table. Further additions to the data link

( - software should be accomplished in a separate program module.

Phase Two Testing

Both the SBC 544 and SBC 88/45 used simulation software to validate

procedural aspects of each board's target software. The simulation
software was developed on the Intel System III under the ISIS operating

system. The simulation software lacked initialization routines for pro-
grammable devices and the receive and transmit procedures for the commun-
ication ports found on the SBC 544 and SBC 88/45. The simulation soft-
ware allowed testing and validation of key operational software proce-

dures in an environment facilitating change and modification. For

f:, example, the compilation of a 1000 line module normally takes 10 - 15
- ,‘«:

i:} minutes (all compiling is done on the 8085 processor for both PLM80
N

i}} and PLM86). Once compiled the time to change the file format to a CP/M
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hex file, program and install the EPROMs on the target system takes
approximately 30 minutes or more. Simulation software, on the other
hand, merely requires program execution with immediate results.

Once the operational software was validated through simulation,
datagrams, packets, and frames were known to correctly pass through the
individual nodal layers. Also, datagrams, packets, and frame headers
were all shown to be correctly interpreted and executed. Moreover, each
message unit, whether datagram, packet or frame was known to be
correctly routed to the intended destination. Even though the simula-
tion software required further integration with programmable device
intialization routines, I/0 drivers, and memory allocation assignments,
the simulation process installed a high degree of confidence in the

suitability and operatability of the target software.

Previous thesis efforts (84, 93) used the In-Circuit Emulator (ICE)
for software validation. The ICE system required installation of the
operational software on the target system before testing could begin.
The ICE system did not provide ease of access to the executing software
as did the Intel 230 under the ISIS 0S. Moreover, the ICE system was
more suited to trace hardware failures than tracing incorrect path flow,
or monitoring exchanges of data. Altogether, the ICE system was
considered inappropriate for the present level of UNID II development.

The general construction for the SBC 544 and SBC 88/45 software
was the same. A test message was used as the data section of the TCP/IP
header. The TCP/IP header was filled with dummy values, except for data
fields which effected the source and destination addressing. These

values were filled out through user responses to questions posed by the
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software. The user's response routed the TCP/IP, packet, and frame
headers in the simulation software. Global assignments within the
simulation software established the UNID as the second UNID of a DELNET
ring of three UNIDs. Messages sent to UNID anumber 2 were looped back
though software to one of the four host channels on the UNID under test.
Messages sent to the channel originating the message were displayed on
the terminal. Messages sent to the other three channels could be dis-
played by another host or simply by an attached terminal.

The SBC 544 simulation software had been previously shown to func-
tion correctly. The changes to the packet header were made on the
simulation software prior to modification of the operational software.
Once correct routing and processing was validated by the simulation
software, the operational software was modified. Figure 6-1 shows

graphically the operation of the simulation software for the SBC 544.
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Figure 6-1. Network Layer Simulation Data Structure and Flow
(15:5-7)

The simulation software loads O to 9 test messages to the LCOLRX
receive table on the host. The user could then select destination
network code (UNID number) and the host code. A '2' network code sends
the test message to one of the four transmit tables. llost codes range
from '0' to 'FF' h, Each channel's host codes consists of Q0 to 3F h for
channel one, 40 h to 7F h for channel two, 80 h to BF h for channel
three, and CO h to FF h for channel four. The Series III monitor
displayed the test message sent and the message received after routing

by the simulation software. Bytes 12 to 19 of the TCP/1IP header were
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ot displayed to indicated proper source and destination addresses., The
actual test message consisted of a field of 72 bytes loaded into the
TCP/1P data section. Within that field, a modulo 10 number identified
each specific message sent through the simulation software. As indi-
cated by Figure 6-1, once a'message was routed to the data link software
receive tables, a software loop returned the message to the local host
transmit tables (LCOxTX). Once received by the host receive table, the
message was displayed on the system monitor.

The SBC 388/45 simulation functioned similarly to the SBC 544 simu-
lation software. Test messages with modulo ten identifiers were loaded
into a dummy network receive table (LCNTTB). The network would examine
this table for a message and, if present, load the wessage on to one of
two transmit tables (NTOITX or NTO2TX). A simple routing algorithm

‘Ji based on a comparison of the destination address with the current UNID
number, sent the message to the appropriate data link transmit table.
The routing algorithm required the UNIDs sequentially numbered within

the DELNET ring. The largest UNID network code must then connect to the

UNID 'l' network code. The routing algorithm would then determine which
number was closest to the current UNID network code. When a UNID II
with network code '0' is developed, it will naturally serve as the small-
est network code in place of the UNID 'l' network code. Figure 6-2

shows the data link simulation software path flow.
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Flpure 0-¢ Datalink Layer Simulation and Data Structure Flow
(15:2-8)

To etfcectively simulate traffic on the DELNET, a software loop sent

messages sent from the transmit channels to the receive tables. The

receive tables then sent frames destined for the local host to a single

table (NTLCTB). Frames destined for another UNID were routed out the

appropriate transmit table. Figure 6-3 gives the pseudocode used to

querry the user for routing messages.
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send request to load test message
l read response .

if 'yes' then ‘
l do !
l ask for which UNID message is destined
1 read response
! if valid response then

i do
1 :
{&w i ask how many datagrams to load
&* read number
: if valid number then load number requested
~" end
end
f;i ask to load any control frames
'}iw read response
"}Q if 'yes' then
¥ do
® give menu selection
pd read number
;ﬂxj do case of number read |
e Case 0: send CMDR to both channels
" . Case 1: send RR to both channels
Lo oo i Case 2: send RNN to both channels i
' L~ Case 3: send REJ to both channels x
o Case 4: send UA to both channels
?x Case 5:¢ send DISC to both channels i
b : Case 6: send DM to both channels E
il : Case 7: send SABM to both channels
guﬁ i end case
) i end loading control frames
N e e e s o e e ot ot e a2+ e
o :
L Figure 6-3 Pseudocode for procedure READSLINE
0
WLt
i . ) .
® Unlike the simulation software for the SBC 544, the SBC 88/45
%
::i: required extensive changes to process the LAP B procedures. The soft-
!
< ware loop back procedures had to process channel A using DCE software
\" L]
b ,ﬂ':!l
. protocol and process channel B using DTE software protocol. Previous
:{i; works had failed to note the asymmetrical characteristics of the DCE
a8
"
:zi\ and DTE data exchanges extended beyond the physical layer into both the
§ A
p i}f&
" data link and packet layers of the X.25 recommendation. Appropriate
L S
\nﬂl Te modifications were required to the frame and packet structure, and the
o
L)

e -
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procedures ROUTESIN AND ROUTESOUT which envoked the LAP B software
procedures. The revised simulation software for the 88/45 significantly
aided the refinement of the final LAP B procedures. The final simula-
tion software displayed the test messages sent, the message received,
indicated critical flow paths encountered, indicated placement of NS and
NE pointers in the six tables used for the simulation, and created a
file (FILE.OUT) for a permanent recording of the sequence of events. To
fully validate each frame's receive and send processing, the simulation
menu was expanded to allow the user to send any of the S or U frames.
the hard copy print out of the output file allowed detailed review of an
entire session of exchanges between all six tables. The output file
procedure may be disabled by changing the literal declaration of
FILESOUT from 'Offh" to '0' as would be done in a similar 'C' program
with a preprocessor define statement.

The data link software was evaluated against the performance

requirements given in paragraph 2 of the CCITT X.25 Recommendations

(115). The testing made extensive use of the file created by the

‘I‘(
ey

simulation program, FILE.OUT, FILE.OUT records all messages sent to the

system console by the simulation program. Upon invoking the simulation

o
Bhlbh

- program, FILE.OUT reinitializes itself to an emptyfile, hence, data
{5{ never accumulates from previous runs of the simulation.

Or

3 Testing of the data link simulation in general consisted of loading

designated test messages into a table simulating one of the four

e

LS

SBC 544 receive tables. Messages were then sent to one of the data link

v 8
s

g transmit tables. The software allows specifying which transmit table
Ll

‘L through a querry in the READLINE procedure. The procedure READLINE

f‘t‘ e

.i' l"‘r\.
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asked for a UNID, "1" or "3", to send the message. A response of "1"
results in the software routing algorithm determining the shortest
distance from the current UNID, UNID {2), to UNID (1) as through channel
A. Likewise, a response of "3" results in the software routing
algorithm determining the shortest distance from the UNID (2) to UNID
(3) as through channel B. For simulation purposes, the message 1is
looped back to the receive channel of the UNID. Thus, a message from
transmit channel A returns to channel B; a message from transmit
channel B returns to channel A. Frames received by a channel are then
displayed by the READTAB procedure.

I frames destined for another UNID (such as UNLD (1) or UNID (3) in
the simulation software) would normally be evaluated, sent to the
appropriate transmitting channel, and then sent out into the network.
To avoid the network table from accumulating I frames, thesimulation
software dumps the I frames after determining the messages destination.
This was done by simply not moving the frame to the designated transmit
table.

1 frame protocol was tested by placing various combinations of test

messages in either or both channels and noting whether

:a 1) the frame was ever received by a transmit table

aﬁ 2) the sequence numbers were being updated properly.

%

s

F-'. . . > . .

o The testing of I frame routing brought out the crucialsynchronization

aspects not covered by the X.25 protocol. In general, whenever, a
frame, any frame, has been manipulated the next-to-service (NS) pointer

and next-available (NE) pointer '"must" be properly placed for
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?}5 manipulation by "any" following procedure. If the NS pointer for any of
the tables manipulated does not always point to the next frame to
service in the queue, conditions for program lockout exist, Likewise,
if the NE pointer for any table does not always point to the next
available location to load a frame in the queue, conditions.for program
lockout exist. As implemented "every" procedure in the data link
protocol to assumes the NS and NE pointers are properly placed when the
procedure is invoked. As such, the NS and NE pointers must be properly
positioned for every possible occurance within the procedure.

The DISC and SABM frames were tested for their ability to reset the
various varibles and pointers under their control. Both of these

frames tested successfully.

CMDR and DM frames tested succesfully to the extent of their
‘?— implementation. This implementation was briefly described in Chapter V.

RR, RNR, and REJ frames were tested as responses only. Both RR and

REJ frames were found to function properly. RNR frames would place the
link in the "receive-not-ready" mode, but the condition could not be
recovered without a link reset (DISC frame) or the SABM command frame.
Neither The RR nor the REJ frames would successfully return the link to
normal operation. This problem remains for further investigation.

Phase Three Testing

Phase Three testing required modifying the previously
developed host program for operation on the available resources within
the Computer/Communications Laboratory. Two separate systems were

implemented as hosts for the UNID. The previously developed (15) program

(SBS.ASM) served as the basis of three separate host I/0 driver modules
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for the main PL/M module. HOST1.ASM operated on the Intel 210 under the

rlr
- CP/M operating system. HOSTI.ASM allowed configuration of the baudrate,

parity bits, and stop bits for the 8251 USART used on the Intel 210.
HOST2.ASM operated on the Intel 230 under the ISIS operating system.
The mecdule operated under the default conditions of 9600 baudrate, one
stop bit, and no parity checking. No menu selection was included as it
was not considered crucial for the current stage of software develop-
ment. HOST3.SRC was simply the HOST2.ASM program written completely in
PL/M. HOST3.SRC simplifies the development process for any future
modifications to the host I/0 driver routines through the use of a high
level programming language (PL/M) without the usual requirement of

L writing assembly code., All three host modules are included in Appendix

::: K to show the simple process of converting an assembly written module to

L¥ .

t: fi one written entirely in PL/M. Further development of any I/0 driver

i routines for UNID II interfaces should carefully consider using PL/M in

--.'x:‘ lieu of assembly code.

::::: Once the host software was modified and verified in operational

\1) tests with the operational SBC 544 UNID II code previously developed

\:‘ (15), the transmit interrupt routines were modified for comsistency with

"':tg',; the CCITT X.25 recommendation. To embed the software on the target

EAE system (the SBC 544), two 2732A ERPOMs required programming. The pro-

»

_';' cess required moving an ISIS formatted object code file to the RAM

ot

?&f memory of a Bytek EPROM programmer. Intermediate steps in the process

. required changing ISIS hexidecimal formatted files to CP/M hexidecimal

§:§ formatted files. Specific details of the conversion process may be

.‘;i found in Appendix D.
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\
¥ : NS The operational tests used an UNID II with the original software, a
‘! d J‘"
IR 0 )
R second UNID II with the polled transmit routines, and the HP 4951A
(';". protocol analyzer., The protocol analyzer's program had a timer start
19 A

LN
\,'.\ when the last two bytes of a test message occurred and stop when the
> y g

b
kel
) first four bytes of the test message arrived. The Intel 230 host
-
ot
;t’::: software (ISHOST) was modified to send up to nine datagrams contin-
fk: uously to the UNID (DPHOST) without waiting for a response. The DPHOST
0
M

software had a menu selectable delay from 0 to 2.56 seconds between

LY Ay .
R'a X datagrams. When eight messages were sent, the protocol analyzer accumu=-
" "-
Ry L : .
‘9 “ lated the time for seven separate delays. The acummulated time divided
'
o
' by seven represented the average delay time between datagrams. A Hl9
Ve . . . .
::.:0‘:: terminal on the UNID Il received the messages. Errors in reception
N
:l':.. could be noted from careful examination of the H19 display or through
)

v ; . . . .
oy_o. (-’k examination of the actual memory contents using the SBC 86/12A monitor.
:.,-: The SBC 86/12A allowed precise location of which bytes were lost when
.:‘.
:“'i: receive error occured. The H19 display, on the other hand, allowed a
.F .|
'6 quick identification of improperly received datagrams. Both techniques
-:_: were employed in the final testing. Figure 6~4 shows graphically the
Sy

ig conditions measured by the test set-up and Figure 6-5 shows the test
g
b configuration used.
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Figure 6-4., Frame Delay Test,
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Figure 6-5. Network Layer Simulation with the CP/M System and H19
(15:Figure 5-3)
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3 The final tests show the original software lost bytes when frames
approached within 290 ms of une another. In all cases less then 290 ms,
one or more bytes were lost., The polled software showed no errors
during testing with the protocol analyzer and the DPHOST software.
However, the test software could only reduce the delay between datagrams
to 110 ms. At 9600 bits per second, this was approximately 141 bytes or
slightly more than one packet length. As the only change made to the
original software on the SBC 544 was in the transmit routines, the
transmit interrupt routines were determined to be the source of the
errors detected. The interrupt transmit routines contained disabled
statements for the receive interrupts. Since the polled transmit rout-
ines removed all disabled statements for the receive interrupts in the
host software, the transmit routines are no longer considered a contri-

s‘ buting factor to lost receive packet bytes. Nonetheless, considering
the delay between frames could only be tested down to 118 ms, there
still could exist other factors which could cause loss of bytes on
received packet.

With tests of the modified 1/0 drivers for the SBC 544 completed,

the frame and packet structured revisions took place. The UNID II was
then retested using the frame and packet formats compatible with the
CCITT X.25 recommendation. The test results were identical to the
previous tests.

The data link software was not ready for operational testing and

.

not tested. The SBC 88/45 software requires the addition of pointers and

RS

semaphores needed to communicate with the six tables located in system

SR ./. .

A A s

memory, declare statements modified to locate variables and tables at
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the same memory location found in common with the SBC 544, and, finally,
the hardware initialization routines necessary for operation of all
three ports on the SBC 88/45.

Phase Four Testing

Phase four testing consisted of only an examination of the SBC 544
in the LSI-11 network. The original SBC 544 embedded software was
configured in the network (see Figure 6-6 below) and data messages were
then sent through the network using the software TEST3 at node D, GATEKE

at unode K, and GATEUE at node A

P
o
e
‘ . —
/ .
C
\\i/\\\\\\\

| HP 4951A UNID . CP/M !

o ‘ LE T RN | Host |

- Node C of LSI-11 Network (Central System)
Node A of LSI-11 Network
- Node D of LSI-1l1 Network
: K - Node K of LSI-11 Network
H19 Terminal to monitor UNID II

o O
|

Fxgure 6 6. UNID 11 dnd NETOS Connectlon (1"5 14)

The UNID was inserted between node A and node K of the LSI-11 network.

Channel 3 of the SBC 544 was htooked to node A and Channel 2 of the SBC
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. 1 SR 544 was hooked to node A. The routing message for the gateway software
o . 4 g & y
DA KA

»
to send a message from node K to node A takes the form:

L
:;’~ "DXXIXXXXXXXX o o o XXXXXXXXX"
s"‘w.”
LS . . . . . . .
e where '"D" indicates node D is the source, "3" indicates the destination
N

and "x" are arbitrary numbers for the remaining message bytes. The

routing message placed the appropriate source and destination bytes in
the datagram sent to the UNID to route the message to node A.

As described in (15:Chapter 5) the first datagram was received
without error, but the second datagram was essentially “trashed" by the
network. The modified software for the SBC 544 did correctly receive
and pass the messages sent from node K to node A and the looping
messages sent from node A to node K. The protocol analyzer was used to
confirm proper handshaking between the UNID and the LSI-1l1 nodes and as

‘f. an additional validation tool for the accurate transmission of the
message.

Phase four testing was not accomplished on the 88/45 board software
was not fully developed for the target EPROMs. The following paragraph
describes the steps that would occur in Phase Four Testing.

The UNID II configuration consists of three boards in the six slot

card cage. Slot Jl has the SBC 86/12A. Slot J3 has the SBC 88/45.

Slot J5 has the SBC 544. The operational software on the SBC 544 must
have all loop back procedures, dummy calls, and dummy responses assoc-
iated with the SBC 88/45 removed. The loops on the SBC 88/45 remain
unaltered for the initial Phase Four testing.

The host software developed for the SBC 544 will send datagrams to

the SBC 544 network layer software. Successful exchanges between the
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g}: {{x two SBCs for packets destined for the same port sending the message

will result in messages received at the host terminal when the destina-
tion address is the host terminal. HI9 terminals may be attached to the
remaining ports of the SBC 544 to validate proper returns to the remain-
ing local host channels. The SBC 8A/12A will serve as a debugging tool
formessages not successfully transversing the system memory boundary
between the SBC 544 and SBC 88/45. For Phase Four testing, the SBC
88/45 transmit tables should be located in memory common between the SBC
86/12A and SBC 88/45. This will allow the SBC 86/12A monitor to access
the frames residing in the SBC 88/45 transmit tables.

After validation of data exchanges between the SBC 544 and the SBC
88/45, the software loops within the data link software should be
removed. The operational transmit and receive routines for the data

&’ link software will then be called o envoke the RS-422 physical layer
interface. A null modem on channel B's RS-422 interface will be
required to allow the the two channels to connect together for testing.
The host program will then send messages to the then fully operational
UNID II. Once the hardware interface has been validated as fully opera-
tional, the second UNID II software may be cuufigured for the first test

of an operational DELNET ring of two UNIDs.

Conclusion

This chapter outlined the test philosophy and methodology used to
validate and Integrate UNID II software. The test philosophy estab-
lished terminology and validation requirements. The chapter then
covered modifications to existing software testing tools., Next, the

chapter briefly outlined the test stages developed for the validation
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} ::r process. The final four sections of the chapter detailed Phase One

' . . . .

‘ module testing, Phase Two simulation testing, Phase Three operational

- testing, and Phase Four integration testing. Phase One and Phase Two

A

‘.: tests were both "successfully completed." Phase Three testing of the

"_ SBC 544 was also completed. The Phase Three testing of the SBC 88/45

\

was not completed. This then precluded Phase Four testing of the SBC

\

'

j 88/45. The SBC 544, however, was successfully tested in the LSI-11
network. The next and final chapter of this thesis effort discusses

5 the conclusions and recommendations of this thesis effort.
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Chapter VII

Conclusions and Recommendations

Introduction

This Thesis cffort sought to further the implementation of the
CCITT X.25 protocol in the UNID II. While cach of the tasks listed 1n
Chapter 1 were addressed, not all were completed. Table 7-1 lists the

tasks accomplished.

Table 7-1. Tasks Accomplished

l. The timing problem associated with bytes lost 1in
received datagrams was corrected and validated on the LSI-11

L. network.

2. The software necessary to operate the UNID II off an
Intel 210 and 230 development system was developed.

3. The frame and packet header formats were altered for
consistency with the X.25 recommendation.

4, LAP B procedures were developed to the point that they
may Le integrated into operational SBC &8/45 software.

5. The "living document" approach used in this Thesis
effort to provide sufficient and detailed information for
following efforts provided in additional documentation on
historical UNID II development and detailed procedures used
in software development, design, integration, and
validation.
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Conclusions

The UNID II design now includes fully operational TCP/IP and
datalink software. While functions in both layers may be considerably
expanded for a broader implementation, they do not now represent the
main focus of UNID II development. The functional simulations developed
by previous work (15) and considerably refined 1in this effort provides
validated modules for an operational UNID II. The SBC 544 software will
nowsupport datagram transfer between local host channels. The SBC 544
allows up to four separate hosts to access any other hosts on the SBC
544. The access to the SBC 544 requires the use of the TCP/IP protocol,
and the transmit request / transmit acknowledgement handshake.

The UNID II now has operational host test software on two separate
systems (Intel 210, Intel 230) and under two separate operating systems
(CP/M, ISIS). The modular design of the host software restricts
modifications to the I/0 module linked with the main program module.
The modules developed during this thesis effort support the 8251 and
8251A USARTs commonly used in serial communications. Appendix D of this
thesis discusses the details unecessary to transport the source code to
other devices. Appendix K of this thesis gives the three separate I/0
modules for the host software and demonstrates the simplicity in writing
the I/0 drives in PL/M as opposed to an assembly language.
Transportability of the host software was a key consideration in the
selection of the language used and the modular refinement of the
software. As such, the host software may easily be transported to the
such systems as the Intel 310 and Intel 330 under either RMX or Xenix

operating systems.
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The packet layer for the UNID II now nas the correct format for
X.25 compatibility, though the packet layer functions are not fully
implemented. The datalink layer for the UNID I1 now has the correct
header format and, to the extent implemented, performs correctly. While
a broader implementation may improve networking capacity and delay
characteristics, such development is not necessary for a functional
UNID II. The physical layer was addressed only in the design phase and
at this point in the development cycle represents one of the next areas
of development.

The major objective yet to be accomplished in the UNID II is
embedding operational software on the SBC 88/45 and the integration
testing, refinement, and validation of the SBC 544 and SBC 88/45.

Recommendation

As stated in previous UNID/DELNET research and development, this
author recommends development continue on UNID II., The DELNET and UNID
environment provides the developer a rich arena in networking related
activities. The scope of knowledge gained from the DELNET/UNID environ-
ment is rich with the same activities associated with the OpenNet,
ARPANET, DDNS, and other mainline networks. The software environment of
UNID spans the entire development cycle, hence, UNID development details
specifications, requirements, design, detailed design, implementation,
integration, and validation. The interpretations on the specifications
and requirements have been delimited more clearly as the project nears
completion. Design changes made from one developer to the next have

advanced and refined each stage of development. Integration of

previous software with the developers own design has provided the '"real
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world" exercise missing in much of the previous course work of an
educational environment. Test and validation techniques, rarely touched
upon outside of software engineering circles, have become the major
issues in UNID 11 development and have become the milestones by which
the developer is judged. Furthermore, each of these stages of
development forces the use of advanced design techniques (SADTs,
Structure Charts, etc.).

At the other end of the development spectrum is the hardware
related activities. The UNID II developer must have detailed
understanding of interrupt programs,hardware interfaces such as X.21,
RS-232-C, and RS-422. The details of converting the 'soft' code of
software programs to machine readable code on EPROMs cannot be
overlooked. At present, no less than four separate code conversions
must currently be used before a single machine instruction can be
executed on one of the SBCs.

The developer/officer directly benefits through the
commonalityof the UNID/DELNET design with current nodal processors and
gateway switches going into the Defense Data Network (DDN) (110). The
general strategy of these processes reflect the same approach taken with
UNID design: common, off the self, SBCs, a multibus type card cage
executing software designed using the 1S5S0 reference model. The UNID II
design gives the officer/developer hands on experience with technology
coming into the DoD inventory at this very time.

Specific recommendations are made in the following paragraphs.

l. Further development in the UNID II design should proceed with

completion of the physical layer hardware initialization on the SBC
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88/45. Seven ICs on the SBC 88/45 require programming. These devices

will provide two RS-422 channels and one R$-232-C. The RS-232-C channel

will be used to monitor operations within the SBC 88/45. One of the two

R5-422 channels will require a null modem. A null modem simply
interchanges the transmit and receive signals to allow interconnection

of the two channels. The null modem interface provides orderly addition !
of other UNIDs to the DELNET ring.

2. Once the RS-422 interface is fully operational, the UNID II

F)
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e

aln

shouldbe characterized to benchmark performance levels. Noted short

)
e

s u'a

comings would then guide further refinements to the UNID II software.

3. As now developed, further refinements to the UNID II software

»
o
s

i

would come as top down extensions of the network and datalink layers.
The network layer should have a fully functional RS-232-C interface.
The interface should use RS-232-C circuits BA,BB, CA, CB, CC, and CF.
The present software handshake sequence should then be removed.

4, For full datagram service, the minimal packet layer currently
implemented requires, expansion. Once packet layer software becomes
available, incorporation of virtual circuit service on the UNID becomes
a simple process of extending packet layer services.

5. The datalink software should have the current one frame window
extended to three or four frames. Intelligence should be 'built-in' the
datalink software to handle simple error conditions without resetting

the link.

6. Development of the UNID (Q) gateway switch between DELNET rings

;§ should be addressed. The UNID (0) acts as a true gateway switch between
; UNID rings within DELNET. The hardware configuration of UNID (0) is
O

b

& 7 -5

P40
MR

"".
PO

e - -

e R SR

RIS - .
NOLCHESS, ‘.)-“b-*" ” “.)-"h‘



W‘wxvl—w'w-‘vw

t;} simply two SBC 88/45 boards replacing the SBC S44 and SBC 88/45 board
pair. The datalink and packet layer software programs developed for an
operational UNID II would require only minor changes for UNID (0).
Features should be added to use one of the RS-232-C ports as a network
monitor.

7. Further development should seriously look at the use of the 'C'
programming language. While PL/M proves ideal for use in interrupt
routines, the PL/M implementation can not achieve the same levels of
abstraction as can an implementation in 'C'. Moreover, the available
I/0 routines in "C" greatly simplify the developers ability toextract
information from the test program.

8. It is the contention of this author that the next development

of the UNID II not proceed without the use of an advanced software

ﬁ; development aid such as the RMX operating system. RMX provides the user
a finite nucleus which may be embedded on the target EPROM of a SBC.
The nucleus can be upgraded through additional operating system layers.
Each layer tailors the RMX 0S for the specific needs of the target SBC.
The RMX facilities may range from a simple monitor type program to a
fully functional macro computer with compilers, editors, dynamic
debuggers, static debuggers, and a 'human interface'. No software need
be written to add any of these features, no further hardware need be
obtained. this author recommends use of the presently available SBC
86/30 board (128 k bytes on board RAM) as the target for the RMS
nucleus. The SBC 86/30 would then replace the SBC 86/12A presently in

use. Once the SBC 86/30 was in place, the SBC 544 and SBC 88/45 could be
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restrapped to use the system memory as location for their respective

"1 ]
e
.
v

PR
L AP

)

L}

o

e

N

» g

Pl

h
o5

. "t ", . RN | ’\." - "'.\"-‘.: ‘.“".“ e _.'..
‘}"i¢¥f£ "{ -\L.{ I?:l fq ly\ )(. l{ {\{&Mm\(&m};:{& " \lh&‘L k m- ’!:h:ﬂi‘&nh\-lmn_hr‘ Fa ill;;.:)“;mu FINN L_.‘MLAA{AL




Iy

@ Ky dl

J',J St

N

Do i
[ 2Ty o §

EArN

OO,

iy T
' .

Pafe?e™a2" 2",

«
.
al

gLATNE T

i

ar |

. 0
LACA AR

AT S

>

o’

.
.

T T T T T - TP TUT T B Y v d Vg v T v

programs. Then the software simply needs to be loaded into system
memory through the SBC 86/30's RS-232-C port.

9. A simpler recommendation to recommendation 8 would be to mount
the presently available 286 monitor firmware on the SBC 86/30. The SBC
286/10 menitor is partially functional on the SBC 86/30 and the SBC
86/30, unlike the SBC 286/10 has on board dual port RAM. The SBC 286/10
monitor hasroutines to up load and down load software from the Intel
230. In this fashion, the burning of EPROMs for each program change to
operational UNID 11 software could be eliminated.

Concluding Remarks

The UNID/DELNET project has provided the basis for many thesis
topics over the years. While the original palace of DELNET has been
superseded by various local area networks, the UNID/DELNET project
remains an invaluable educational resource. There is simply no
replacement for the 'hands on experience' provided by the UNID/DELNET

project.
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1980's. Technical Report TR 78-5. Richards-Gebaur AFB, Missouri.

"Theoretical Performance Analysis of Sliding Window Flow Control,"

Institute of Technology (AU), Wright-Patterson AFB OH, March 1983.
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RE=232C aand PS-422 Sinals

The netvor' layer {(SPC 544 or sitilac hardware fnteriace on Lae

[¢¥]

[}

local wost side ¢f the UVID II) «ill use the R3-232C staadar’ to
interface with toe host co.isuters or other DELNET anetvor's {(2Z:Chanter
1, Chapter 23, suct as tae IUTOS (32). The data liaw laver 7SEC 23742
or sicilar Lardwvarco ioterface or the nciwork sicde of tne UNID TI) will
use the RS-5%22 standard to iaterface one UNTD with anotuer UNID
{LT7:Chaprer 1, Chapter 23,
Cach standacd (24, 25) has a large nuaber of sizaals specilied not
all of walcan are used Ly the UNID ITs {33: Appendix 3). The following
i,ures indicat2 the si,nals that are inplemented in the UNID and
DELNET. Siynal dicection into or out of the UNID II is showun for the

R8=%422 interiace. 3i-nal direction into or out of the UNID T1 is not

suown for tue RS-232C interface as the SBC 544 hoard |1

o

Jusner
confisurcable for eithar a LTS or n BCY connection. e Jotfwls
confizaration tTor the ©B5-2720 oorts on the SEC 544 hoard 1s sct to a BCE

to allouw rost host coaputers and toerninals to directly cosnect to the

UNID LT oitrout Loe use o0 a nuail aodon,




b T TR v

DB=-25 Pin

b tiunoer Si, nal loscnziature

1 Frace Ground e
2 Tronsaic Data X
Z Raceive Bata X
4 Request to Send X
5 Clear to Send X
B Pata Set Ready e
7 Sisnal Sround X
9 Recaive Line Sional Detect 0
J Unassi;ned
14 Unassi med
11 tnassi jned
12 Scconcary Receive Sitnal Detect
13 Secondary Clear to Send
4 Scecondary Transailt Data
15 Trans:iiit Sitnal £leaenc Tioaln:
15 Scecondary Receive Lacdd
17 Receive Sijnal Nleaent Tindin
16 Unassineu
19 Secuonldary Request tou Sead
20 Data Terainal Rasdy X
2 Sisnal GQualicvy Tndicator
22 2la Detector (X
23 Cata Si:nal Nate Sclect (DTE)
'G" 24 Data Si,ual Rate Select (DCE)
) 25 Unassi o
L0TZ: Pias o and 22, warked (X}, are not recaired wheuw tiace UNTD
is vacd wired to a host coo.uter ov terinal,  These pins

o
C
[
-
—
—
<
<

wvould
to a

Fizure D-1, Ps=232C Pin Assiun.ents

The local side connected to hGst conputers or teriaals 21D ase

It is

*~
(¥
feps

|
—
.

the RS=232C siznals suown in Fi-

&

A e

interiace uses a standacoe DR-20 conacctor.,

T - &
L P IRICHN S . - M T e T e . {_'.‘.'."".::-..‘ ..

- LRI R e - -
s IR B N

PEERPR SR I, PR PR . PL I SRS TR PR PR, YR LV Y

- 1 Lo -
1 reeats

use. Wwarn a particular port is connecid

that the I'S=230C

TR TR Y

in DELYET




e el At A & 2 A bl S b sad Bafe Caleialh Sade Sl A0 Aac s D Ale-ANaCEEA At At A i e A kSl i ok Sal el S Sat sae AR e PRk abh- oS engrais-arh-and ablh pth gt e ain i

DB-37 Pin Direction
Liumber Signal Noaeaclature in Dut
1 Shield X
2 Sinal Rate Tadicator A
-
3 e

[ A

§) Receive Data A X

7 Pequest to Send A X %
o Recoive Tining A X KN
2 Clear to Send A ¥ {
L0 Local Loopnacic A

11 uata Mode A

2 Terninal Ready A A X
13 leceiver Ready A X X
14 Reaote Loontack

1> I ncoring Call W

Lo ¢lect Frequeacy Siynallin;

Rate Indicator

17 Tern:iinal Tiadag X

lo Test ciode A

1 Sijnal Grouad x
20 Raceive Countun
21 Spare A
22 Send Bata B X X
23 Sead Tinin; B X X
24 Receive data B X X
25 Request co Send B X X
25 Receive Timing B X X
27 Clear to Senu b b =
2% Terninal in Scrvice A
22 Data Mode 7§
30 leriminal Ready B ¢
31 leceiver Ready B X
32 Select Standly A
33 Signal Guality X
34 New Signal
35 Terminal Ti.oing X
36 Standby Iadicator
37 Send Conon

NOT@: The =A aad =B suffizes o tue sinal nouenclature refor

cOo tue non-inverted and davertea outputs; inpubts of gas D=

422 sinals 1s tae sisnals use a balanced sinallia

wetaod and a reversea connaction will invert the desirel
si-nal.
Fioure #-2. RS~427 Pin Assinients

Hno-

5 -
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The UNIDs are connectzd usii, thoa 0€=422 standar: o the Jdate Loans
laver (subnetwork) sid: ol the UNUTS, Fiiuce =2 s.0ws the i

assionaents and indlcates wiileno siaals are carveontly Lanlelcated in the

GELNET.  Tiothis 1 ure, tae direction
< v R aull od
Sa0Wa Lo CLarlyy Lae us¢e 0L 4 nd RACIW
It is5 assunteg

speoc actwork ports,

staundare DU=37 coanector.

20 roguired onoone of tae two ol

o “Rat g R - il '*-l"x""{"l"“l"lﬂ‘-'T

into and out of the CUNID i35 alsu

that the 25-422 interiace uses o
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Harcware Coundl nvatlon Jor tae UIID IT
Siis assendix jives tue stcapping caances nelesadry o drnerate Lo

A5, TNe eard cae as ot or e UTITDOIT.

coaw Losrowvla, plas dre laterconntecled eilulr LOcor 1, wire wod o
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* SR o I e oy
& =1 $9=-21 Yo-T4 105-104%
=20 R >.=17 lo2-100
1.-1+ 18=33 AV 127-12,
15-1v si=52 I1=7¢ l2v=120
17-1. 54%=5C 7.-.. L43-1454
1.=20 S0~-57 73-01 151-152
24=25 Sl=00 AR
A The DIP svitcies arz2 sot as follows Jon = 53 21010010 rn. 1 =
oo Ui avouve eoalijdration s for g SBC o/ 128% wvith tue Latel Sio 300
S
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e St 0 eEseasion Loacd. UPRACHs are placod (notaelr soclocts cccor.la
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Tae fuopers Joc tae SO0 L. rs s Dastalles s follous:

- -, 5~
B R
S o
Sl -2
Si=% ;=71
LA S v
-+ 3 P Pl
;o / N [ -
t. T N I P i)
B QUL AU Ji=
ST e Lulu) o=
= L oV Ui
LT 27—
A_ A -n
2233 Ji=73
- N - e . . R TP T TR
Cdeniy = TOGALOSS Oda b, guaipel scar ol as 3.410p2a Loadra
Lresovy, — orequlres recoviag JUNg 08r on as salnpei woar.

. . 1 ) - ] . IO .
Tae lead audaaers ou coancctors J1 = J4 doa't correspond Lo tuc A8
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Iapleseantacion in tie

ClID aas LU satus as a DCE, This roquires that che followin, leals to
oo Crussol:

Ixb, R

CTe, TS

LTR, Doy

The 307 'S soard roegnires the fullovin: sicappin s:
1-2 b.=4t 114-115 J7-130
3= 72-43 L17-112 A0=144 peoave!
7= Th=TZ L12-120 ‘add) 141-1%
13-14 7o-.7 121-122 ‘renove? 132-140
1o=22 02-93 123-124 155-157
21-2% 23-54 L25=-123 157-1s5
=2 S4=95 152-133 15U-155
S2=33 ISE IR 15,=-151 171-172
Z0=57 Le7-1c2 Loz-12¢ 172-17%
3.=2n 112-111 132-1520 Lo5=-1us
ERY 112-113 135-150
In coocrcal, Loe SIC o0 al is ostrapoe! correctly vita the  olnult
sotbin s,
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HOST SWETT D IOl TCATTY. FROCILUIES
Sowilla ) tae COI0 1L o aost o suslarce coenuives Lares 2oond oo w2 ol
AR ~ey . - PR PN - H B . . ~ * PR '
Jirst, eoatocnal enlls to the cunlaila, operatios ssste..  nsd Lo Cian o
. ~ t - -y B N ~ . 2 5 - * . e
to call outerani gsroceduras issocloated witio Lue aly oo2rating 3ysto
-~ ~ ' M 5 - H P . H ! bl LN - -
Second, the I/0 driver routines for taz aew serial T/0 loviez aust

srecran. {S50AST La Chrilleescees Thesis or la thls Thouls)
pulic rofercaces to coast, conln, ceacut, “dous, an !l ooxnit cayv ali oo
Cuoovee Do Brr sroavan £1lis ot tholn oolac the catire Tile o
szl eally couls o ceaiby o oritin o Do PLSD ool Laca duseooli,
BE

P rlvoe roucincs Db conted Lo Calldresst SRS Lo ca
Sty ert Lhe W00 LUD0 walvorsar asynoarssoue recelver/transoictes (UART,.

Toac /o driver routines taoie el ta BCOTLASY support Loae 001,

USANT,  BDue to tae covionslly Dotwe o e Luwo devices, tie only oo o

requiced in tive software was procor initialication of b USART.  Tlooe

eyt e YT E I S ARCE TR
LA connuter systans dsc Lae L3 TCRN as o
e vl ST s v cessart Lo et Lo T80 Tovel couticas oo onoo ol
. R PN .- ' .o
IR IRY (S U F VUL N QL B 1 TN SN T AR € O O

o=

SRR VIRPIARAE LW




Ll e e T L R T AR S TR gl i o i< B NS A B Tl - AT o v AT e A it RS, Aa Sadl Siat et et dei 4

SDATAN - Jerial data Loce udhds
SCONT - Serial control sact
SSTAT - Sosial status corc 2N

COULTER = Yode coatrol cort Jur

Tt (g -~ v R . - ' KN
CUTBAUD = Tau!l rite ~ort Jor tac FE
. M T I <. r)
Lo USART usel {or 40
NN . v e R R . e Ay NESC | RS
VAL LS L puarnfleses L el o wae YWorts S ol o I D R
. .- N M s . oo - PN [ndAr PN | ' PO, . - 1 W N .
Loy ool 21 y ety and 450 rodlils, DAG L L DWW DE Lol oL w2 O e CoY
SO W3=202-C comrunizations, of soccilia SOl SonaTre ot
A T . ~ ~ T - P 1 S~ 4 HER T e .
or UVID TI, 207 as i assoeclats ien the GOATT willo v ocuic

s 13 bl -
[Done tae hose (25,0 2roter RS-
ATOnULG Coe Gahicivioas., Tals
coolse
SADS Signal Geeandl
CEAY Transalt wata
. HARS B, Rocelive Data -
s
1 - SN N s . . "
(' 1 (CA) e uest Ly sond Yy
, s - .
14 TOLG Olear tou Send o
T DI - . . .
147 SCC Gata Set Neady L
1. 1y VAT " - - ra
. N SV Daty Teraiao, l.",
] Ct. Iuita Zharnel L
114 SUTY Traasoite i m5e
Ty fognN s e [N
1z ULy Tocogvor . L
- [ i ‘ : cy e O N .
T Lo TPy dinlicate Lue NG=200=-C nin ocoHrrecoonair L LU
. \ : . : C . - Lo Do~ T
V. L. Lo ocarentihicoses o iCiee Lo o SLEC YU L oD s, [
. - H i e ye i, L B o A A o - T oA Siiaks i . - . :
naoooer o oulbhoul crackets Lo Lcaaln s Lo Ve— g avem g Mol QCTTT osivouis
A 'siocatioan. y il PRI e Lraazaect taver
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Sl HINTER S ¢ U N LA
Y : yuro Yy ood )+
- ~ [N W PR L — PUI e
LY .- N :
sLoocnabion L ousunlioo Lo
canLaCLoLe sl .0 ¢
C iloy, liaeed, aud loc
- t Y * . \
RANY] R S, P [V ARE I N S
ISR ES , . s
NI R TR S W S SL 00
. . -~ . Lo -
S o s YL ureaey

oA . .
AL eo)olns
b N - .

Lot . e gy . .
as il Lo AV Co [RORR N
™. [N +

s Svorean (SN

IR DRI S

Syoud., A0 solluare wodules

cileasae U7 The file oo

Dadloaios Cher Lor. Sueleells

- - \‘ ~ * .
ICalr NI sel2 sl ions g
ioer I o [ AP
-t S T . LI P00

Locations

nwecutanl e

Jolos Avalla

R R R PP SN 11 EAR I

co TEE NN Jornat 1s Inso.

availatlc

= = = i
N P o] +
2 pIve L ) . L

[N : . .o -

R N T S AR O P T

aula.n

anoat locacion

aust o

2 RO

Caacoion ‘wvler JLL0

seculable o e

S M N - ~ .
aticairy Lo b2 oo

7

CPS ssste s aovaever

e locatas at location

- 41520, ard resave

Wt ey
o0 file,
. VAL - N
ta CP/7, in Yz s Ll
e Ve . RSN iel
Lot a0 ro [ N

T oo . : Lo
CI3LS ol feel Jile Lo 1

ITIONGIIY G ST VIR U U SOTN

[ R R Lora JURMIRN
COGTLVY nila DG i L .
. . woen
1z [ SR N Loy -

- Tea s Myl Fraot e 0t

cyLa S GO [N YRR S

sl Lo [MED I (s
~r1y f R . *

1 ? b ' l‘&.r\” -
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TOST SYSTL S IFICATIND PROCEDURIS

] cothe JUID LT hwst soltware recuires thivee chaa oy Le .oz,
'
b, First, oxtornal calls to the existing operation syster. st S0 Cnmn ool
“
.4’ R} kK . . Al . -
o Lo cail exteraal vrocedures ausocliatad wita Laz naw ooervatbin | syste,
.;
< Secuad, tue IO Jdriver routines for tae new serial T/0 devic. uacs
h

' reglace the previous IS0 driver voullues., Third, tae sofrvare aoeocus to

5

Be relocoted Lo a volot in systen mewory whers enccuiion 1s expected to

b

Pt W O

1 T

; ta<e dlace. In replacing, the BDOS calls Lo tae assewbiy companion

prora. (SBS.ASN In Chriluresses Thesis or HOSTL.ASH {5 rais Toeslis) tae

Py
A

2
X

sunlic retferences to const, conin, conout, cdos, nd exit may all be

<,

X

At thals roint the entire Tilc o)

o
(v
.

rocoved Troo thie prosraa (i

(X
cxternal calils could De easily wurictea ia PLYY rotier cher assenlly.
.
-3 .
e L botnrils
- EAS AL LS
S
> / N . . . 3 . PO T 3 ~ vy A vy I, N
A T/C Jrlver rfoutlines fapgleanented in Childress' SPS.ASY sve ra
supyort the 0 0250 unlversal asynchronous ceceiver‘transaitter [UART).
‘i
.,

- T T/0 Zeiver voutiunes faolevcted [ FOSTLASH suspory cie 231700514

-y

-~ ., R R L U . R I -
?4 ChaR Jue Lo thwe cononalty Lotuveen the Luo Jdoviees, fae oonly o an e
o

Q ceculred lo the softwvare was proger ioalclolicocice o0 Coe USANT. Gloce
2

.

. . o . . . ares - . - oo ’ B \ N - - -l 1 . ae oy DR
- mdlly Couputer svsteas ase Lhe 20U 0251N s gan secial totoertace osevice,
-‘h

. s . . . o » M ot TC 1 H H . IS N N B ' il
. tae wiley chndail,e aecessary Lo adeigbl e 150 levedr routines ©ooa e ol

Py t
. E
caodis e dn toe )OO curt el cessos woLoa o are as Collows

\
1
» o,
\d

a s

J-,—\ oA N




LA a . A dia sy o n o n i o A e a e e AL B it tog Ak Aho Lae La- Se- kR oad-ah- o Aatadd e o g

SOATA - Serial it poro [UFAC
RS CCoUT - Serial conirel puct -uFIeS
L] DR . . . e
W SSTAT - Serial stdatus pore WS

COUNTER = oge coaciul norct Lor 202 counter JGF3.
CUTBALD = Baua rate ot Jor Lud tioer associut @ with
the USART uscd for I/0 fupom)
Tae values Lo pircntaeses Dwiicats the ports rogulred Ly Lae Tatel
systuen (ldy 220, aad I35 aodels, Saould tihe srocucal Lo choacoa Lo
suppouri serial 5-4232-C connunicaticns, as specified by the re uirc.oais
for UNID TI, tue cosaaads associate with tae USART will re-uir:
aoditication, Curreatly, {ull duplewn, oue direction, asvacaronous
raon )

ceaavaications occurs botween the UNID and the nost {28, Proner 25-

220-C wrotocol calls for full duplew,

snehirontous coasaunications, This

bt
.
P

w111 require fopleenting the Jollovin, contro

152 “ALG Sicaal Ground P!

143 CBAY Transait Data 121

134 (GBRy Pocolive Data 131

LS CAY Pevuestl Lo send o

e rle LU (23 Clear o Send i 0
9 7 JC6) arg Set Roady 1O
P!

Los/2 0800 Bata Terninal Ready
oF, Ciidaael locelived
115 DUy Transcltter Sional Eloaert TLota

11z {LC) Roceivee Signal bBlewent  Ticdw.

-

i sata

—
~ WY -

]

Toe brscaets () Ladicate the RS=23Z-C pin corsesounaia Lo tac
si-aels The pareathoses fnalcats the BIA circuic Jesi:aation. Tao
aus boer o withioul brackats indicates tace V.24, X.21, A.05 CCITT circuit
Jesigration.,  Currently 41l conaunizations Hetweosa tiwe Lra.gport Laver
amd tae Lateract layer occur usin, oaly three sionals, which Ianleoooat

tue slaplest hardware iatorfuce Hossivle usia, a "28=232-7 protoc:!'.
Sor CTOY L a ol N T . s - s [
A e Ddse L adnlieis, Qrcuilion oelas at weors L L2588

Locatiar ol M, For svstor g aparatin g undor [8TS, [ stars locition

tast o be caloulated co taat IL does not taterfoce sita svicen Suffer




space.  The start adaress oy oo lever Lo cecory than 3100, 0 oL

tage code ray uvela a2t the Lhowe entiunsz! localiors Lace woiat ot

[

cxeoctition fs usvally oo v JiTJorent locatlon past thae daza Jeclaritiors

assuctated lT choe code sol et AfEor tue orora . codulos o
zonpeiled, linwd, and locaoted, the ISIS eoory ip function ‘under Sils
YT i cel 02y ives tuz start location of toe executalle cole. Tao
[OI8 cperucing systia recorys ituls vaiue antonatically {1 tie o

sroneat and no ofurtacc acticn aead be caxen. CP/M o svsirs honaver
require g junp instrouctiorn begilaain, at location ol 0% co tae acoual

point ui erecution. lence tue code seu2nt .ust e locacew at location
2LU3L, a4 Junp lastructloa added co locations wlola - Jla2h, and resaved

<

Usiu, tua "SAVE" co.oaana bto Jors an executable “CONT file.

T

Transpovitiay tice ssituvare froa TSIS to CP/, as dune with
HOSTLLASTY, reguires the followin, procaduro:

The file cust e in the Inte! RS forsac. This coi2s fros thae ISIS

funccion OREJLECN (Latazraz) ul

converts oo ISIS obhject file o 1

Iatel HUN filos Available on siale sidcd diswes vity tae lTatal 21

vl

seoete are softvare codules that Tirst chaase Intel UEX Joroat to aa 167

tori.at to CPY foraac. Tre Intel LK

LR

BEX for tat, thea caan: tae 1601

to ISE X fornat is Invocal by Jila T"iex” with the coiaas Toro U

filenanme ", The file nuae is <iven witaoul the wrive path ad.o e .o Shos

is requested inediately wfter the prora is

Ladicates tihe enu scloction  JTor coc Latel 55N Lo IS8 85N coaversion,

Jther renu selec

I

ions are availa®ble siaply by typing Micw”. Under Cais

fuc. of nro,ra entr’ 2 2ara socl 97 fie CP/00 systen is5 reculred Lo oxic

taw procran, Conversioa oi cae IS ki Jile o o CoJ Tite rogulees taw
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function

cowmmand the fil2 crealaed e the "iox” Juactiovn Ly chaned to the TP/
foraat and ranaqaed to tioe seeond file acoe lvea.s Dot nanes cay be o
Sic. AL tais ocuint a file exits ia che 820 {orat, Thar fite vill
cogulre coe Tload”™ MUHLOAD™ under ZCPR; con wand to focate th2 file at

Cue nroper .u.ory location of Ulo3a ("NLUADY roecuires & bias of ).

Flrally tue file will require tac asseraly Jjuno lastiuvciion to a2 polnt

J

Ve

oi execution (location «i55Ch for HOSTL.ASI)., The Iastruction .ay oe

Chan low byte nigh Lyte) or nacuine code

euterad either ia assenbly coue

el low byte hish byta).

Couclusions

from the abov  descristion, sioilar srocelures oay be developed for
other operatiay systae s, sucn as iSUOS, Ly adding o step Ll chantes
Lae CPJ7Y Coraatted orosras Lo the tarscet oouratiag systen forat,

systoo is required to oxlt toe nrozrra.n.  Coaversion of the ISO HEX filc

Lo oa C2,% Jile reculrzes tae function “iscl” {a the {or "iscel
obtadilonane ewoilenaae”. Jita tals cownand Lae [1he created bv cae

icn” Tuaction Is chan,ed to the CP/Il foraat ac! roacaad Lo Lae secoad
file 24 e Liven.  Both adasies Aay e tae sane. At Lads polnt o (ile
exits I tane CP/M format., That file viil reguire the "loal™ T7UHLOAD

uuder ZCPR) comwand to tocate tne {lle &l the aroper o .ot location oo

JLoda MLOADY requires a bLias orf 3N, Finelly tae Jile L ilD rcecuive to2

o asscabdly funp instruction to dhe poiat of enecutlon Tlocation 3200 Vor
B -t 4 ~
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require thie Tloadt (UULOADY uwntoer ZCPRD coriaand to locate

She wprover e oy locatlon of CLLDTC {MNMLOALY recalres a4 ias ol D0,

asseohly Tuon fastructioa Lo oche poilocn
of 2xoecutiorn “locaricn ¢55CH [or HOSTL.AGM)., The inscruction iav L

i asseably code (G low ovyte hich byte) or achine codco
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{c3 low oyte ni v bLyte,.

Coaclusions

fro. tac above Joscription, 5iiilac proceoures .ay be develoned for

other vroerabla) vystean, suca 25 1SD08, o,y aldin, a sten that chran 23

LY
‘ Lhe <20 Joacoatbel 0o ra s Lo Lhe tar ot epoarating sostoes for oac.
Aystoa bs regulroc to onit tae prosra.a. Coaversion [ the ISE dun [Tile
Lo 4 C2)/00 filc reoequices te2 puaction "iscl™ i che {ora "isce!

iloiace nevfiilenane”. Jith thdis covand the [ile creates b oo

’e

foriat ada renazced to tue s

iex” function is cnaned to tac CPy
rile nace Civen, Doth o nases oay Le tag sade. AL thils polat oo Tite

Jae

exits ia the CP/Y foraar, That fTile vill recuire the "Loald™ 7LD

under ZCPR conaand to tocite o JTile Gt oCae aroper Lacoory locatlon o)

1230 {"ULOADY requirves 1 blas ot L. Finaily the Tile il cocaire Lo
assenely fuon Instructics: fo Lo soilat o) oxecution lilocation JIICH lor
HOSTL.AS . The laLzuciion o an 0 entore! oltuer Looacseculs code | 0o

cowowybe ol batedy or oo lchlal cowe (23 lew byto oailLh o ostes.
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Tils aocendin cuplalus o o 12 U5C 07 SeLapiores as
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i leaenzed for the exchan.,e of infor .ation Letween tae 3EC 245 and 50C
SSAS beards. Tuls appenai-corizanally comes fros the previous .or:
Cl0iapreacin LY.

The use of senapuores is ceguired to protect 3 aritical retion ‘

170 ol pro,ran cxccution frow bein, distursed Ly othaer concurreat

[
W

srucesses Lo a nultipyprocens orf nulliprocessor eavirontent. As w
carlier aoted, the UVID T 2ad 1L are nultinrocassor and ultisrocess

systews. Data 1o the fora of pacikets are exchar ,od vetween tihe tWo

wn

stvcessors.  Tae process oa tae SEC 5%4 Lour! wilchr alerts the SBC 5U/4
N 2010 Laal a paciel s realy Jor the 3BC 50745 process 2Qusl eilsdro Ladl
i ; :

le

the SUC ou/49 procaess Is not conioulating che last scet of Jata left oy

c

ol el o T . IS ' o A
Lav 550 59%% orocess, otacrwise tae H53C 5%

Lioliacod, writc over the obla Jata witin the new data and causc

{naeverteat Jestruction of Jesired data 2G:773.
h' “
o w, 1. P : e L4 Ger e p S b a1 . :
oy Beuwally as Lapgortant, the SEC o0 /43 srocess nust zasura thal tihwe

SBC 544 nrocess is not aaaipulating data in the critical re-iow of

mesory wioen thae SBC 23/4% arocess vants azcess bte the cricical oo Do
J

Mo wethod to onsure a writooves frace; coadltion clocos ot 2xist ofton

favolves the as2 of 2 aad V otyne sombors onerator., J2inoo), R U LR

Vooperatars are often dnolencated wits low leovel mardvars opoeratios

seCh 15 UestAndSet chica in oaalled LOGT for the Tatel processoers, st

vITD dacerroate aoc o scbl o Tlay to easnce Lhat only one pcrocons e

Saniptutatin: aata Lo oo ocritical reLion of ecory ot cae tines Unlociu-
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natel ) as aeatioaned ia Chactir Three of tols thesis, the SRC 554 Loar

does wt have the TestAnnSet JLOCY cacebhilicy even thoush the 330 10 /40

hoard Joes.  The SEC 944 oary algo Jdoes not Lave the echanist 5 oo

allovw cae SRC Lo/45 board to use its LOCY o.erator. ‘Tacreiore wnotolr

Lol wns fevisel walch cllovs sotu boacds o saare certala sortionn of

Lor eovon syaten aesory waille allowin only onn processor and srodass

Cooageess Lol o sharad, oriticel wejion at one ti.oe, taus proventiag,

fuadverteat destructioa orf sata (2U:77,, Tihlis .ethoc uses o variaole

«Ithoonly tuwoe states, Desly ana Doae, as the scaaphore. Tac S3C 544

procass will checws tire variable for tae Done state, anc if Doae, will

upcate toe2 paciet polater and set e poore to tae Neady sctate. The

SLC 30/45 process cuecks for the dealy state, and if deady, will sove

R tae cacael to anotier bultfer for furtiaer processing aad sot the 2eqa-
\

anore to toee Loae states The SIC 2544 nrocess is allowed only to cuccen:

Lo 52 tapaore Jor Uoae Za. 32t the soaaphore te Ready. Tue S5C TN/ L0

sroCrsa s o ablowad enly Lo chact thir se rachore Jor Qoady ar! sot oo

jetananyd tie processyes Lo tals anner, tho

ST ess o and not anislete Jata until the

L1 process s aot allowed to v lL }
until the otuaer process Is coplotea; U will contiaue perior o, L
Cases o and WILD, o at sune later tico, recateor Lhe scuad2aoce testin

coufine. Tais wochanise {3 1llustvato! in Ul oure £=-1 cicn cae it

AT SN TUR W BN




i I Data-rasAvailable thc Doocess cxnecutel o BLC 3RS
, [{ Lse. = Done ca2n
? o3
' LPoincer = Locai:lcceivellioxttelen )
: L3ecs = owey
servicael . Localllcecive LoxtteSead,
snd;
If LSen = Ready taon Process 2necutel by 8C L /A5
Jog
sovel{LPointer, .Networklraasaic{Menthnpty), FacotSize)
LSean = Doae
load? . NetworiTransait{tiextErpty)
onds

1i:ure E-1. Pscudorcode for SHT 5344 to STC 1-/45 Packet [loveneat

Tuae fir.t section of pscudocode corresponds Lo the proC2ss on Lhe

SBC 5% Goard and the second seetion of sscudscode corresnonds to the

~

ILnQUrc2at procoss oa e SBC SN /45 board. DaucaranAvallaile is oan

Tadication thit a pacset s aveilacle Lo wove o the actwort Loar!,
Loolator Ds ppoicter to the avallavle pacacot, LSea 1s the sooanhure,

Duse ooory, JhetuwuralransaitdextEnoty; Is tae pointor to tuc

iUt cabry for oa pachiet in the S8C $3/45 aecory. LPoiater and
w2l oag e pacliet, are storac in Loe shared systen weaors,

orostines cservice' and fload' adust the wolatzrs witihdi the tables

" oroas oar cneents and tcove' coves a sporciitioed avount of ot [voo one
v

*d .t AN 1 b e . LN N ] . Lot

y wation to oo second locstion, TR realor sacull rocall thnat tac tabies

o o cte s Localttraas ity Motnoriiloceive and elwordiransalt ased Ia

L W

oIl s oary are clrcalar FIFD queues viiose first=in ntoer i
tooant Jicstmout wobnter Lo derinuSen,
Do voove db 5 Lovel code de o Livisinole Inte soaller sole of G0li-
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visible assennly lan;ea 2 oo, cacio of salcel car e loterru Lol L
uther processes ol the vespective SOC 544 or SLC LS55 Loar i, Toe
sections of code that can {atecrupsl fhe a0 ove LLocosscs, Orevelr, o not
cantlpelale sa, cabs used Lrothe aoove secoions ol sode, and will o tucco-
fore ast disturh te critical scetions emcent four {aducia . a o oriti-
cal i .o Jdalay. fooa sit, the re o calals, srocosscs o oa oo vl
aever .aniyulavs tue secagshore. Toe Localllocelve Lurioer 1o aased oy
otiier SEC 344 processes. Thesa o2 the host receive interrust coutine,
nerce tue tasle pelantoar sLy ls anlovlated, and toae seas o lata-

ras Frod local aost to locil aost routine where tae taosle sointer

LexttoSend Is oanipalated. Tac latter routia?, wulle anipulctling the

lesttoSend pointes, «~ilL only do so waen tae particular cata,rda. Is

tocal to local host movao eot. The parvvicucar routine of which Lue abuve
oue 1s oa part iatervo ates tae IP tae Yirst Jdatagra. olintoo

to v Nexttosena. [P otals warta rac Is for local Lost to local aust

OV oL, Lre Jatarrcat is o covaed gad the seonctoSend oholnter i
b i i

to n2tworh aovaentent,

doviever, 10 Lhe catasran is for local hosi

Firsi seoticn of aseudocode above s callzad, The pointor DowtzoSoal

JELT ounddy Lo oundated 15 the S8Z /450 is ready for saothor saciot,

otuerwise the nointer is lorft uatoucyd g e datasra., Lo cueslion is
t

;LILL at the top of the Localiocoive Lacle saitiag Lo Lo ouve o0 S0
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- table is oiny to the networn woen toe [icst wection of the jssculdocon :
is eutered.

It suould be aoted tuaat walle Lot processods aave the a-ilivy tu

ACCAEs the shdred sysiew dCwCly Al Lhe saae tioe, and will
dttermpt to o so, tuey cannot, ia {aci, rewld {or vrite, to tae s«
s.ared location at exactly tae sane instant, This -read at tae 547w
fastant' pheanoaena Ls urevented by the uardvare desisn of both Loards,

If zhe SBC S44 processor is in tae niddle ol a fetcn ‘ron shared aewory,

(=

the unardwvare desig

sno locks out access Lo tul Genory to otiier processors
wvita access to that shared wenory. TherelJore, the SEC 3:/45 board

cannot dccess bthe Jesired location until the SBC 544 board nas coapletad

[

its curroat iastruction, whercupon, the SEC JC8/45 aay thea 2ccass the

i ~

shared vcoory. Thie sane holds true for an acceess of saared nenory Ly

L v PREPSY .o~ H .- Lo} N - T M
5 Lie S5C 00 /45% board., Wien the SBC &S0/45 orocessor accesses share!l

130y, wbtiuer procossovs out fror accessing tac sans shace!
sovcy until o the §UC LI 55 has cumpleteld lts current lastructioa,

thae iastruction

U
[
[

Trerelfors, ©Lf tuce SBC /45 is uuocutin Lo

»

wi

LSent = Done', aad the SBC 544 is fetcuin, the <LSe.’ locaticn to inter-

rosjate for :zDonme', tuere will aol be a siultaneous access ol tae
location LSent' as explained auvove. Tunerelore tae SBC 544 interrocation
of zLSe." will find its value eiti.or Done' or LReuady' as eupected iad
2xecute the critical section accoreia;lw.

ey

The process corrunication Tron the SBC 045 hoard Lo Lhe SBC 55h

NI

ifeatical to that for tiue SYC 54% Lo SUC 30745 Yoard cuplatioad

above. T ovariable naocs are different so as te ooy the Lo [Jrocessas

et ion the sate and the

aba ruiaction, separatsd, Tue tve procosses |
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Trans:. it Reguaest. Transait Mlchaowled e Handshuate

Tais aeroadin 2n-lalns cae detalls of tae traus it cecuest/orans. it

aclhaovledae cechanisa Iuwnicaonted 1o tae 338 5446 local tost scitware,

conies Looun tae precivus wvor< {1S:Appendix Fl.

o, i
-

4
»

Tae transniit requesi/iransalt aclinowled e wechanis: Ls usc. co

- - e Vi
of Y
~

"“rjt.?/{

W

syncaronize tae UNID II wetwork layer soltwvare witlh 2 couparable process

on « local hwost., The aachanisa allows the ordorly traasaission of
datasrans between the aost and the UNID II. This 1llows the UWID IT to

c2liably send an roceive datarans fron a host tuat is slouver than the

(Y]
=
r-
fon]
[2a}
i

spezd of th T, waether the nost nolls the receive port or has a

sicu Interrunt response, or a host that does not have aa interrupt

.. arivea rec2ive zort froo tne UNID TI. This :techanisi, or soactaiac

siuilar suca as the DTR-2980 or RTS-CTS harlware handshalice, ouwst be

B ‘;":&"
LIRS
3N foplecents! to allovr the orderly traas:.ission of datagraus batwz2a the
LAY
-
o NI OIT ant its coarnected hosts. The particular iipleaentation

O

aunlained Halow was cuosden to acconnodate tae [IETCS JLSI-11) aetvor: in

o5 ’
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‘,h.'- . ST e A T ue o v}oae Cgm =t - N L PR Nty o v
» ae DELOET, vhich uses a softuare transalt request/transinit ackuo lad e
Y
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sClv.ae. The CETOS uses Joos not wse 4 aarweware aatoshias

N

o
&
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i
92}

because the sijrnals are aol iwmlcaented oa that sysces.  Ctaor

f" v
L

Cnld

vecnanisas, such as KOU-XOFF, aay we relatively ecasily Loclodenten La

7,
A,

2

E
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r

UNTID IT software to accowvodate si.ilar the mecuuanis is ia otaer

v
o
[
cr
-
<
~
o
w
.

e vacticular aechands.: used by the NETOS can bao lescribued as
TR

follevs (245, Wiea a dodo fa the NAETOS desires te scad a »ackel to

anctiucr code, it first seads a transnit request (TR, to ta2
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receiviing node tnow,

ready to receive a pacuet. T
fron taz recoiviag node, send

Tiere
acknowlad;e
tively

The process can

|

= .
o

—

()

Send TA

cnd a traasait acunoviad e (TA)

is no final acunowlaediye so

reduces 4 noraally full ¢

‘s tae data.

1t oy tu2

u

age diagraaned as showa in Fizure F-1.

-

Loow for
Batajra.:

Data ;ram

vac.

Srasy Lo

receiver

»lex channel to a

Recv Data;ran

alzes a TR was sent to ig,

to the soendor waen it

ae seadin, aode, whaen Lt racouizes tae TA

rocoiviay noda.

DaACk Lo the seader tu

A
nou2 B

5 e
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T
C
w
[

Datazraan

~-- Reev TA
---=  Scud Data.raa

e e S . e

Fizure F-1. LETOS Transuit Request/Teaascit Acknouled e landsiake.
The mechanism is i.apleceated in the UNID 11 software vith {our
boolean {laj;s for each host nort. TFour {lags are requirad since both

the YETOS roda and tae CNI0 will
TR/TA vecioalse, srovivding o Jull havdsinatke
ID ust oow walaell stace it Ls L oso taat
wita tue JETOS awde,  The four Tii:s ore
=
e € o T e " TaCa v a « ", e S AL PRI
1 O T e e e A S,

LU Cail

send and reoceive datacrass usin; the

sicectioa.

coiiwanicate

Traas. it traus.. it cequoest
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(TXTR), Receive transait achinowledre (RUTA), Recsive trousnit requestc

5
{RXTR), and Transait transait acknowled, & [THTA)., Lacl [la aas the

value TRUE or FALSE. The Initial stac2 lg all four fla-s TALSI.  J7 tae

15 possitle srates, tae {ive allowved states are suown In Fiju

,;L)'

repraesents FALSE and a 1" represeuts TRUC.

TXTA RATA PATR TRTA

U J U U Initial sLate
1 ] U 2 Latara.r to send
1 1 J J 0Ol to usend ddataca.
i 1 0 y Sead the lJatagrac
I
. - - 4
O 0 0 5] lleser the flags ajter i
seacia s Jata sran i
__________________________ e ;
0 2 1 G Data;ra, roclive requast

1,

{ to receive datagraen

&)
C
—
—

0 0] 1 1 Receive Jata.aras
J ] 2 £ Reset [las after
receiving Jdatagras

Fisuce F-2. UNID TR/TA Allowable Statoes.

Jote that the wechanisa starts ia tue all zero, or FALSE, state
sith no datasraas to send or receive aad returns to thez all zero state
at the completion of sending ur receiving o lJata,ran. Also, only vne
process of sending a data:iraz or receivin;, a datasran is allowed st one
tine., Vhile this is a raquircaent for the WETOS, and poscibly other
networis, the UNID software is totally interrupt driven and can seal wnd
receive a datasraa sinultaneously without this handsizie mechanisa.  The

frae

U'ID I1 local softvare on tue 544 board has been desizned taroush tae
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: use of a boolean flas labeled TRTA so that Lo THR/TA wid Juslex hoae-
304aKe way be used or aot usew on any Livea aont port Of Luae 594 board.
Thae cutire andsnaie process ey also e rojreseates 1o o stace Jiagra,
as saown in Fluoure
3 —m e —
\
b'.‘
(' i
|
Sead tecv i
Caitasraa batajra. ‘
“OTE: Tire four=-tuple [C, U, G, U), for oxauple, reprosents tie
state of the boolean variables {TXTR, RXTA, RXTR, TXTA).
e - C—
Fizure F-3. Statz Diagran of the TXTR landshake.
a.'\‘.‘
“.‘V
oo

VO e R o AN AT SN T T s T
SRRk ..} XN -.\\. r q.‘r'.. A




o

Xl

Rrd DELNET,UIs iounler Inloruation
Ll
r. _w
‘A This appendix exnands unon tae TCP/IP latsnra-y, paciet, an? fran
’.‘.‘
Py faad Ly casaata iefly in Chanter Ona / \yoyon i O
\ aRdder Lninraoation preseataec orielly la ancer Ona HAWRE 17U
)
R\ Nach byte ina conplete Jatazras, pacreet, and fracae Is snovna with the
L]
14
2\ appropriate vit information withia eaca bytes The nauwe of caclh dyte
|

D::g pusition, aloa with the arcay iundew neabar, is ,,iven for zach Lyt
R Thz subscrig.ts i and L refzr to acst significant byte aad leas
kl sijuificanc byte, respectively. Similarly, the subscripts 3, 2, and 1
!
3, indicate the .iost slagnificant byte, tue naxt sijnifiicant byte and the
)
o - . . . - -
: least sigjnificaunt uyte, respectively. The contents of 2ac. byte conforn
-',.' v Al . . v 2 ' v . ~ .
‘{ to tae standacds estavlishad 1a (24, 25, 23:Appendix €, 115). Eatries
)
i g . ft » . R} . . . . 3 t
X taat countala lettzrs vefer to speciliic hilcs that aust bSe initializad or
S .

sct accordiay to how and wien tuey are used., For erauple, tlhe paciet

-{‘.-I source adaress will be o constant that Jdorsends upon tha yarcticular UUID
&
o . . :
-\r e port nunbaer to vhich a wost is connected. The Tyvpe of Service Lyte
“ o pase D=2 fepends upon the prooceddnce, delay, throuoput and routing
R
S
o reoguiced bv the transport and iLhier level protocols. Those LIts an!!
ate
‘: -
. . . , . ;
\.:r' bytes that coatain letters avre vaciabliles that are Jata aal usor
o
" [P T; PR G L il st s b s v Aot vet used hv Ehe UNILD TI1
. wapenaent, nose D/teo toal aife @ 4L, are aot ye Usea av Lac FEI0 5 S
T N . T e e 1 Ji1led with zeros g “rticul s a1
N soitvare ana are current.y s Illec Wile Zeros. a2 partlcular sasplir,
x
" .n .
AVS saova was used for the testia. of tee TUIZ IT In tae LSI-11 [IETOS test.
4.
i Laca oyte s furtaer explaiacd in (G4, o5, C3:Appenlix C, 115},
“~
’Q
.~

-'¢h4'¢ -

-

AR

pk

xS

)
1
—

- - -
. X
‘.('-

Ay A

XX

5,1. -.'



L oo e T Lhaa S e o b o il Bade ek siai Sam Na- aa il sd o

e

ISP

e

. ane

. Tl AN

E\. naste Dits
, e Framae LS LS
L
kel : l .: rl s (,. ; (,‘ J G : |
; T
1 - N :
&ddressr Lap D ) Y N
w=1or 3 } :
Coatrol 1 ic cc ble ¢ e
b o= noll/Iiaal bit t s

¢ = couatrol Jornat for fraae

K> GFI/LGC 2 3 AR S-S N S U S
A 2 R . . .
o= 00Ul v for Jlatagran service g
@ 1 = defaults to O
w A

A LCx ; :

“?.{v\,
1A T m 1 |
P u = UIID i, 3 1 P ouwou ic c ¢ ¢
N ¢ = clurnal ¥ ; i
bl
L7
. T T
' o '
O Sequence 4 z {n a an aa o nl
\\_ﬂ:~ - T
LA Soure/Destionstion 5 3 7 -
S o \
Lo Len st .S 5 35 s ' Pod !
L] 1 .

sourcs -
= Jestionction

[
s

Jource Miureso
o= uald # : -
> = cnannel

- e ‘. : t '
] Destionation adde 7 5 4 u u uw;c c c <.
AL u = anid i -
O . C o
. . SO Caaanel v
O
:"Cl; 4
e Paddia, o o SIS RN Rt B R
) ;
Ll .
AV . O b
Facility Len;th 9 7 00 1 11 1
L = lengtn bit :
j S
Facility Code 10 by VIR VR AR v
{set to 0 ) -
. . - H -y " . - . N
Facility Paracoter 11 b SIS . o
752t to O) -




F.
. ’.
\r
Sk
y
~-l

N REIRE { Tits
\th‘ T = LB I S -3 LY e - o
» Fraie  Paciwel  dalas,ra. cloo LS
12 leader 12=-45  10=41 =51
Vers +#/IilLength 12 10 ¢ (0 TS IR RS R R '
Type ol Service 13 il 1 R N O S A
D = proeedance : -
p o= U0l = routine lata;rasn
v = 210 = Internct Control
. . . ) - ’y i EEUL PN ) -
Total Lea,thihd 4 12 2 e e O
o ' 2 - . N '
Total Leasta{L} 15 13 z 5 SN GV VIR SR C B G
-
" Usar Idont(H 15 14 4 ju u ouw ouw,u ot ouou
o N
e k -
i ’ . - - j ' (
Yo User Llent{L} 17 15 5 LU U U ouu oUW U
o . .
1- ; ;
W - . 5 - [ . 1
QN Fla;s/Fra., Off{lt) 12 1¢ N (A A SV I BV R O VAR VI
B Y N ) .
L J Traceene OF Teat (T v 7 O R o L s T
Frajrent Ofiset L) 1y 17 IR S RV A G B AV
AcS -4 8
12 Tiie to Live {86 2L 15 3 bo o1 1)1 1 9 6
o4 \ i !
'-"\- ; ‘
N Protocol 21 17 B P20 0 v e 1
\ A +
) 5 . . . U [ ~ v
\ leader Checlzu (H) 32 20 1o NIV VY O U
\ . , R - - [ ~ R . ,
HJeades Caecsua(L 23 z1 11 S O Y R S

Sourca Addrass:

N

(58]
(%]

) Control/Country 24 12 VIR : 1 o 2 1!

,
[
“

1
d .. . ~ra . \ ~ ! ~ N . .
nh:"; letvort Col2(UMIn ;25 23 13 ARG RV L T
,,;' vhast Codaliy :
| . {
] - [ XA ' D . . !
e Host Coce{L)/ 25 24 14 S T T O T R R O
4 Port Codoel2) : -
L)
", b
._". ;).rt C\)T"",l\', -‘\7 RS 15 ' - B . . - - . ~
) . fe] el - -2 r e P [ R o) o
.- ?oct Coceln)
v“-'
<:~"
-,:; bestiaation Allress:
Coutrol Coantrr e 25 14 Y VO A VR T VR G |

Cetworl. Cocc{CUIL )y ZL 27 17 T S L N T S
Host Couecid: ]
- .I
o
. c -

>
L

' :$?;
.(

»

NS LL

Tt e A TN T (s T \',_".\'\“
:_\--“. W\ ™ " "‘r.. NI \.‘ &
A

¥ LI £ .-



lost Code{L)/
Port Cocel2)

Port Culell)/
Pore Codely,

e
.
=
(1]
vl
I
-
c

TCC Field{2)

Te o

Source Port{L)

Destin Port(H)

Destin Port(L)

NYER
Soquonce #{1

b . .,
I} Sequeac: {0

32

Lo (9%
£~ (o)

(&%)
(V]

o

A
“4

o
9,

(A

Lo t o o ] R
[H IV S B TS SR AR
B
I L U v J / ] 1 % i
: -
N, e -~ .
[ V) 1 ¢ 1 1
0
.
1
.
B T
| '
H .
g t
\
H |
{ '
¥ :
' 1
1
] »
- :
; 7
! !
i |
.
0 i
' !
i |
? i
I
1
‘ !
[ L
. 1
i !
. L
' “ - . - - - .
U owoouu gooun




" B N TS - Am L -Ad ‘. =, o “W‘.W*"‘I‘IIW.““

N
"

Lo
l,'
)
i
by
': AT
LI .
:l. Eh hane Tidex Jits
" Fraine Packel Data:zrai TSE LSB
.‘. : ;
. Acknowledze #(3) 52 50 40 , ; |

|4 . .
:'\ IR ; e [ I ; | '
- Ackaowled e #{2) s3 51 41 ) ' ;
> ? ‘
. Acknowledue #(1) 54 52 42 f [ |
o : . *

. G “ 1
< Acknowledse #(C) 55 53 4% ] i \

: | .
o Data Orfsct/Resv 56 54 44 1 1¢,0¢C 0 0]
-

Reserved/Control 57 55 45 e 0 uwale s £

S ;

" ree o1 N o LA i : i

F) A0V Gt Su 56 D) 1 ; |

V\ : 1

D : . .
window(L) 5 57 47 ; .

_ ; ; :

‘ Chechsw (I} 60 50 45 . i |
4 . .
by T T
b Checksuw (L} 51 39 49 ' ;

) - F
) Urient Ptrll) 52 50 50 ’ 1
$ t 1

-
Je > Ursent 2tr(L) 63 61 51 1 § ‘,
te ,- !

X Option o4 62 52 ! i i
N 4 .
W : -
. Paddin,(2) 35 53 53 SRR VI VI Y RS B VI B
‘.! '1' T
Paddin (1) 56 64 54 P50 0 010 06 0 0
. Padiiag{0) 57 65 55 lo oo clo o 0 o

N B X
ty ; .
) X
o User Data 66-139 66~-137 50-127 PRow X XX % R
*‘ ; i
Figure G-1. DELYET/UNID Detailed leader Information
A9
\

o
M
‘J
o
" L%
) N
G-5

s

n W bl

- ."- ( O .;f ‘q',:-.‘,-.“‘,,'
- LI )
fi n.i.u a‘.‘h v \h A,

LURURMAS
ot

“n ‘-’r . ~ J'-.-f;;

L] ¥ -




ey T U PO N P rORN Y TR TN PR TR TR I T EFNT TN EFR TR AW ES s

5 Appendix H

Data Dictionary

o

R
f{ This appendix contains the data dictionary updated from
i; (15:Appendix H) for the four programs that comprise the network and
t
N data link layer simulations, the validation and test programs used
W
‘2 with the UNID II and NETOS, and the ISIS host simulation software.
18]
:‘ The simulation dictionaries are presented first followed by the
r dictionary for the software on the SBC 544 and the CP/M system. Each
¥
44}

? of the four programs has its own subdictionary which contains a

Y
L section for constants, variables, and procedures. Each entry is

e listed in alphabetical order.

?‘ The batch files used to link and locate the object code generated
T by the compiler are also included at the end of each applicable
> ey
. subdictionary.

- The appendix is subdivided into four subdictionaries which are
‘ listed as follows:

Subdictionary Page

. 1. Network Layer Simulation . « « « ¢« ¢ ¢ ¢ & « o « H=2
10

o 2, Data Link Layer Simulation « « « « ¢« &« ¢« ¢« « +» « H-7

_ 3. SBC 544 Validation . o« « o o o o o o ¢« o « & « » H-I5

~
- 4- ISIS HOSt- e ® e o ® e & 8 ° s & e+ e s ¢ e e o+ = H-lg
=
'Qt
L]
0
)
)

-
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u s H- 1
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o
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ns l. Network Layer Simulation

The purpose of this program is to simulate the network layer

software on the Intel Software Development System.

Constants

ASCII(*) - Array of ASCII characters used for converting binary to hex
and hex to binary numbers for display on the console,

DATASGRAMSSIZE - Number of bytes in a datagram (128) received from a
host.

DATASTABLESSIZE - Number of bytes within a data table.

“_a

LSRISDESTSERR - Local route in destination error.

- T
[ AL

-

LSROSDESTSERR - Local route out destination error.

ol T

MAXSCOUNTRYSCODE - Maximum number of countries operational on the
DELNET.

MAXSNETWORKSCODE - Maximum number of UNIDs operational within a
particular country.

PACKET$SIZE - Number of bytes im a packet (138).
PACKETSSINSTABLE - Number of packets in a packet table.
PACKETSTABLESSIZE - Number of bytes in a packet table.
RSCONN - I/0 handle number for ISIS console call.

STATSNBR - Number of the status entries to be included in the status
table.

SYSSMEMSBASE - Base address used to locate the shared table and
variables.

B
O
.

SYSSBASE - Base label used to properly locate the shared table and
variables. Used with SYSSMEM$SBASE.

Likaka
O ]
LI R

THIS$COUNTRYSCODE - Unique code indicating in which country
THISSUNIDSNBR resides.

Ol

a . -
« B B 3
AT

THISSUNID$NBR - Unique UNID number for the UNID performing the interface
- between local hosts and the DELNET.

TCP$DATASSIZE - Number of user data bytes in the TCP header.
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O TA - Transmit acknowledge character.

-~

»
a

()

TR -~ Transmit request character.

WSCONN - I/0 handle number for ISIS console call.

Variables
ACTUAL - Number of characters returned from I1SIS console read call.
BUFFER - 128 byte buffer used with ISIS console read call.

DESTINATION - Indicates whether a received datagram is destined for the
network or another attached local host.

DESTINATIONSADDRESS - Indicates the destination address of a datagram.
SOURCESADDRESS - Indicates the source address of a datagram.
ERRNUM - Number of the error returned from an ISIS system call.

LCOINE - Pointer in the array LCOITB pointing to the next available
position for a received datagram.

LCO2NE - Pointer in the array LCO2TB pointing to the next available
position for a received datagram.

LCO3NE - Pointer in the array LCO3TB pointing to the next available
position for a received datagram.

LCO4NE - Pointer in the array LCO4TB pointing to the next available
position for a received datagram.

LCOINS - Pointer in the array LCOLlTB pointing to the next datagram to
service,

LCO2NS - Pointer in the array LCO2TB pointing to the next datagram to
service.

LCO3NS - Pointer in the array LCO3TB pointing to the next datagram to
service.

LCO4NS - Pointer in the array LCO4TB pointing to the .~ext datagram to
service.

LCO1SZ - The maximum number of bytes in the LCOLlTB array.

LC02SZ - The maximum number of bytes in the LCO2TB array.

LCO3SZ - The maximum number of bytes in the LCO3TB array.




LC04SZ - The maximum number of bytes in the LCO4TB array.
LCO1TB - Local receive table for host port number one.
LCO2TB - Local receive table for host port number two.
LCO3TB - Local receive table for host port number three.
LCO4TB - Local receive table for host port number four,

LPTR$1l, LPTR$2, LPTR$3, LPTR$4 - Pointer to the current packet to be
passed to the data link layer.

LSEM$1, LSEM$2, LSEMS$3, LSEMS$4 - Semaphore used by the network and data
link layers to indicate the state of the packet transfer.

LSPARES1, LSPARE$2, LSPARE$3, LSPARE$4 - Spare memory locatioans used by
the SBC 88/45 for it's pointer transfer,

NPTR$l, NPTR$2, NPTR$3, LPTR$4 - Pointer to the current packet to be
passed to the network layer.

NSEMS$1, NSEM$2, NSEM$3, NSEMS4 - Semaphore used by the network and data
link layers to indicate the state of the packet transfer.

NSPARE$1, NSPARE$2, NSPARE$3, NSPARE$4 - Spare memory locations used by
the SBC 88/45 for it's pointer transfer.

TXOLNE - Pointer in the array TXOlTB pointing to the next available
position for a transmitted datagram.

TX02NE - Pointer in the array TX02TB pointing to the next available
position for a transmitted datagram.

TXO3NE - Pointer in the array TX03TB pointing to the next available
position for a transmitted datagram.

TXO4NE - Pointer in the array TXQ4TB pointing to the next available
position for a transmitted datagram.

TXOINS - Pointer in the array TXOlTB pointing to the next datagram to
service.

TX02NS - Pointer in the array TX02TB pointing to the next datagram to
service,

TXO3NS - Pointer in the array TX03TB pointing to the next datagram to
service.

TX04NS - Pointer in the array TX04TB pointing to the next datagram to
service.
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e ot TX018Z - The maximum number of bytes in the TXOlTB array.
> A o y
‘r|( TX02SZ - The maximum number of bytes in the TX02TB array.
ANy TX03SZ - The maximum number of bytes in the TX03TB array.
‘e
J“g\’..
T TX04S2 - The maximum number of bytes in the TX04TB array.
2 b$:-
-1% TX01TB - Local receive table for host port number one.
\
¢ 3 TX02TB - Local receive table for host port number one.
]
o .
y)f; TX03TB - Local receive table for host port number one.
L}
o &ﬂ
T TX04TB - Local receive table for host port number one.
{i'; MESSAGE(*) - Test message array.
??Ef STATUS - Error status of ISIS console I/0 calls.
L
oo
S
Y Procedures
3\;: DET$SADDR - Determine the destination of the datagram from the attached
k:i{ host.
>
e o DETSADDRSNL - Determine the destination of the datagram passed from the
N data link layer.
ﬁjf ERROR - I/0 error handler for ISIS operating system calls.
L")
-".‘h
3fb EXIT - Graceful method to end the simulation; returns to the ISIS
WY operating system.,

INIT - Initializes the variables to their initial states.

R INITSTAB - Initializes the network and data link layer tables and
i) pointers to their initial values.
)
&

LDSTABSHSKP - Housekeep a specified buffer table load pointer.

g LOOP - Simulates the semaphore check and set operation of the SBC 88/45
board to turn a frame around to the network layer.

. MOVETOSLOCAL - Move a datagram from a receive host buffer or the data

Loy link layer buffer to the local host transmit buffer,
: READ - Read a line of character input from the console; an ISIS
;ixj operating system call.
[ )8
.I\‘h
f} "~ ROUTESIN - Route received datagrams from the local hosts to the data
S link layer or the local host transmit buffers.
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ROUTESOUT - Send the datagrams in the transmit buffers to the local

hosts.

i(
; : SEND$PACKET - Transforming the user datagram into a packet for transfer
: ) to the data link layer.

]
oY
! \ SERVICESLOOP - Turns a frame around at the data link layer. The source
"' and destination headers are exchanged.
W SETSTRTA - Queries operator for which host channels will use the TRTA
c& handshake.
¢& SNDSEQ - Takes a message string from the calling procedure and outputs
e it to the ISIS operating system,

p g

.;; SRVCSTABSHSKP - Housekeep a specified buffer table service pointer.
e
ﬁs WRITE - Write a line of character information to the console; an ISIS
N operating system call.
4
@
Wﬁ Link and Locate Batch File (LNK544.CSD)
L
B CAUTION: Do not change address or other parameters in the
;~- following batch file. They are highly hardware dependent

on the System III and the ISIS operating system.

&

- -
e faga

LINK SIM544.0BJ,SYSTEM.LIB,PLM80.LIB TO SIMS544 .LNK MAP
LOCATE SIM544.LNK TO SIMS544 STACKSIZE(100H) ORDER(CODE,DATA,&
STACK ,MEMORY) CODE(5000H) MAP PRINT(SIMS&44 .MP2)

' TYPE SIM544.MP2
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:dﬁﬁ . 2. Data Link Layer Simulation
) ﬁ"k
"Jn’! i
The purpose of this program is to simulate the data link layer

v
%? software on the Intel Software Development System.

Q)
i

\

h.) Constants

\

o

[N

'ig ASADD - LAP B address byte for command and response frames.
1A%
B
:‘ﬂ ASCII(*) - Array of ASCII characters used for converting binary to hex
Y

and hex to binary numbers for display on the console.
BSADD - LAP B address byte for command and response frames.
CMDRSFRAMESSIZE - Size of Command Reject Frames in bytes (3).

CONCTC - Network monitor counter timer port address.

CONCMD - Network monitor USART command port address.
CONDAT - Network monitor USART data port address.
. DATASGRAMSSIZE - Number of bytes in a datagram (128) received from a
E host.

t;: DATASTABLESSIZE - Number of bytes within a data table.

50

o DISCSCNTL - Disconnect frame mask byte.
,:) ISCNTL - Information frame mask byte.

o ISFRAMESSIZE - Size of Information frames in bytes (140).
[) -

v
zé' LSRISDESTSERR - Local route in destination error.

:. LSROSDESTSERR - Local route out destination error.
A N
.fi MAXSCOUNTRY$CODE - Maximum number of countries operational on the
10h8 DELNET.
z : >

Ci MAX$NETWORKSCODE - Maximum number of UNIDs operational within a

2h particular country.
g MAXNOA - Maximum number of timing counts for network channel A.
L)
) . L.
fq"‘ MAXNOB - Maximum number of timing counts for network channel B.
?
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MAXRETRANSSA - Maximum number of retransmissions of a frame for network
N, channel B,

MAXRETRANSSB - Maximum number of retransmissions of a frame for network
channel B.

PACKETS$SIZE - Number of bytes in a packet (133).
PACKETS$SINSTABLE - Number of packets in a packet table.
PACKETSTABLES$SIZE - Number of bytes in a packet table.
PSBITSMASK - Mask for poll/final bit.

RSCONN - I/0 handle number for ISIS console call.
SSFRAMESSIZE - Size of Supervisory frames in bytes (2).
SABMSCNTL - Set asynchronous balanced mode maske byte.

STATSNBR - Number of the status entries to be included in the status
table.

THIS$COUNTRYSCODE - Unique code indicating in which country
THISSUNIDSNBR resides.

L THISSUNIDSNBR - Unique UNID number for the UNID performing the interface
(;r between local hosts and the DELNET.

TCP$DATASSIZE - Number of user data bytes in the TCP header.
USFRAMESSIZE - Size of unnumbered frames in bytes (2).
UASCNTL - Unnumbered Acknowledgment mask byte,

WSCONN - 1/0 handle number for ISIS console call.

Variables
ACTUAL - Number of characters returned from ISIS console read call.

BUFFER

128 byte buffer used with ISIS console read call.
CTCNOA - Progressive number of time counts for network channel A.
CTCNOB - Progressive number of time counts for network channel B.

DESTINATION - Indicates whether a received datagram is destined for the
network or another attached local host.

SOURCESADDRESS - Indicates the source address of a datagram.

P
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DM$MODE - Indicates when system in the Disconnect Mode of operation.
ERRNUM - Number of the error returned from an ISIS system call.

ISFRAMESQUE - The I frame queue for I frames being sent down to the
physical layer.

ISFRAMESQUESNE - The next available pointer for the I$FRAMESQUE.
I$FRAMESQUESNS - The next to send pointer for the ISFRAMESQUE.
ISFRAMESQUESSZ -~ The size of the array for IS$FRAMESQUE.

LCNTNE - Pointer in the array LCNTTB pointing to the next available
position for a received datagram.

LCNTNS - Pointer in the array LCNTTB pointing to the next datagram to
service.

LCNTSZ - The maximum number of bytes in the LCNTTB array.
LCNTTB - Local to network table.

L$PTR$1 - Pointer to host channel 1 for datagram to send to the data
link.

L$PTRS2 - Pointer to host channel 2 for datagram to send to the data
link.,

L$PTR$3 - Pointer to host channel 3 for datagram to send to the data
link.

L$PTR$4 - Pointer to host channel 4 for datagram to send to the data

link.
L$SEMS1 - Semaphore for host channel 1.
L$SEM$2 - Semaphore for host channel 2.
LSSEM$3 - Semaphore for host channel 3,
LSSEMS4 - Semaphore for host channel 4,

L$SPARESLl - Unused semaphre for channel 1.
~$3SPARE$2 - Unused semaphre for channel 2.

L$SPARES3 - Unused semaphre for channel 3.

L$SPARE$4 - Unused semaphre for channel 4.




o~ K

s

-

13
% R, NTLCNE -~ Pointer in the array NTLCTB pointing to the next available
by D position for a received datagram.
W NTOlINE ~ Pointer in the array NTQlTB pointing to the next available
! position for a received datagram.

A

i

. NTO2NE ~ Pointer in the array NTO02TB pointing to the next available
3 position for a received datagram.

1 NTLCNS ~ Pointer in the array NTLCTB pointing to the next datagram to
E service.

NTOLINS ~ Pointer in the array NTOITB pointing to the next datagram to
N service.

NTO2NS ~ Pointer in the array NTQ2TB pointing to the next datagram to

service.

*

ﬁ NTLCSZ - The maximum number of bytes in the NTLCTB array.

!

J

‘i NTO0lSZ ~ The maximum number of bytes in the NTOITB array.

. NT02SZ ~ The maximum number of bytes in the NTO2TB array.

9]

‘Q NTLCTB - Local receive table for host port number two.

1 ﬁ NTO1TB - Local receive table for host port number three.

N NTO2TB -~ Local receive table for host port number four.

[

: MESSAGE(*) - Test message array.

 «

3 NSPTR$1l - Pointer to current frame to send to packet layer from
channel A.

" NSPTR$2 - Pointer to current frame to send to packet layer from
channel B.

“~

A NSSEM$1 - Data link semaphore for channel A.

¢

N NSSEMS2 - Data link semaphore for channel B.

; NSPARES1 - Currently unused spare semaphore for data link tables.

P/

N

{ NSPARE$2 - Currently unused spare semaphore for data link tables.

o TXOINE - Pointer in the array NTOITX pointing to the

8- next available position for a transmitted datagram.

:{ RCVSSTATESA - State varible N(R) for channel A.

5

i RCVSSTATESB - State varible N(R) for channel B.
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RETRANS$SA - Progressive number of retransmissions of a frame for channel
A.

RETRANSSB - Progressive number of retransmissions of a frame for channel
A.

RNRSMODESA - Indicates when channel A is in the receive not ready mode
of operation.

RNRSMODESB - Indicates when channel B is in the receive not ready mode
of operation.

SABMSMODESA ~ Indicates when channel A is in the SABM state.

SABMSMODESB - Indicates when channel B is in the SABM state.

SENDSSTATE$SA - State varible N(S) for channel A.

SENDSSTATE$B ~ State varible N(S) for channel B,

SEQSBITSA - Frame acknowledge bit for channel A.

SEQ$BITSB - Frame acknowledge bit for channel B.

SEQNUMSA - Sequence number for the received channel A sequence number.
SEQNUM$B - Sequence number for the received channel B sequence number.
STATUS - Error status of ISIS console I/0 calls.

SYSBASE - Current base for location of embedded operational code.
THISSSEQSBITSA - Current sequence bit for frame to transmit in channel A.
THISSSEQSBITSB - Current sequence bit for frame to transmit in channel B.
TIMCHA - Current time count for channel A.

TIMCHB - Current time count for channel B.

UASACKSCHA - Indicates when an unnumbered acknowledgement is received
for channel A.

UASACKSCHB - Indicates when an unnumbered acknowledgement is received
for channel B.

USCMDSQUESA -~ Contains the oldest unacknowledged unnumbered command
for channal A.

USCMDSQUESB - Contains the oldest unacknowledged unnumbered command
for channal B.
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" MODULE NETX25:
-
:}f DQSDECODESEXCEPTION - External ISIS call to decode error exceptions.
q :M'
fts DQSCLOSE - External ISIS call to close an I/0 handle.
l s
t!z DQSDETACH - External ISIS call to detach an I/0 device.
‘ﬁ; DQSEXIT - External ISIS call to exit the current program back to the
) 0 ISIS operating system.
. DQSATTACH - External ISIS call to attach an I/0 device.
X
v “‘ .
f;, DQ$CREATE - External ISIS call to obtain an I/O handle.
_“.‘_,-
RS DQSOPEN - External ISIS call to open a file.
® DQSREAD - External ISIS call to read an opened file.
X
y DQSWRITE - External ISIS call to write an opened file.
A
o5
;* 1\ INIT - Initializes the variables to their initial states.
) INIT$TAB - Initializes the network and data link layer tables and
o pointers to their initial values.
”
i
.$2 LD$TABSHSKP - Housekeep a specified buffer table load pointer.
o
i)' LOOP - Simulates the operation of another UNID in the network.
{ ROUTESIN - Route received packets and frames from the network
1 layer and the network.
Y ROUTESOUT - Send the frames to the network or packets to the network
& layer.
::§ BUILDSI$SPACKET - Transforms the user packet into a frame for transfer
i¢2 to the network.
r\a

(0%

SERVICESLOOP - Turns a frame around in the network. The source

’t; and destination headers are exchanged.
[‘ff SNDSEQ - Takes a message string from the calling procedure and outputs
b it to the ISIS operating system.
}2 SRVCSTABSHSKP - Housekeep a specified buffer table service pointer.
e
[ 1
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Y
o
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MODULE LAPQ:
DSPLY$FRAMES$HDR - Displays the frame header for specified transmit or
receive tables.

FINDSUSCMD - Finds the outstanding unnumbered command in the USCMDSQUE
table.

PRINTI - Prints an integer when given a byte value.
RCVSCMDR Procedure to receive CMDR frames.
RCVSDISC - Procedure to receive DISC frames.
RCV$DM - Procedure to receive DM frames.
RCVSISFRAME - Procedure to receive I Framres.
RCVSREJ -~ Procedure to receive REJ frames.
RCVSRNR - Procedure to receive RNR frames.
RCVSRR - Procedure to receive RR frames.
RCV$SABM - Procedure to receive SABM frames.,
RCVSUA - Procedure to receive UA frames.
SND$CMDR Procedure to send CMDR frames,
SNDSDISC ~ Procedure to send DISC frames.
SND$DM - Procedure to send DM frames.
SNDSISFRAME - Procedure to send I Framres.
SNDSREJ - Procedure to send REJ frames.
SNDSRNR - Procedure to send RNR frames.
SNDSRR - Procedure to send RR frames.
SND$SABM - Procedure to send SABM frames.

SNDSUA - Procedure to send UA frames.
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MODULE LAPB1:

DET$ADDR - Determine the destination of the packet from the attached
host.

DETSDESTSONE - Determines the destination for frames in channel A.
DETSDESTSTWO - Determines the destination for frames in channel B.

DET$DESTSLN - Determines the local host destination for a frame going
to a local host.

READTAB - Reads the network to local table and displays to the console

output device,
TIMESDELAYSCHA - Time out mechanism for channel A.

TIMESDELAYSCHB - Time out mechanism for channel B,

MODULE PCKT:

ROUTESPACKET - Moves a frame to the appropriate local receive table.

Link and Locate Batch File (netx25.csd)

CAUTION: Do not change address or other parameters in the
following batch file. They are highly hardware dependent on
the System III architecture and the ISIS operating system.

run 1link86 netx25.0bj, lapbO.obj, lapbl.obj, pckt.obj, small.lib

run loc86 netx25.1lnk ad(sm(code(7800h),const(a500h),data(c400h), &
stack(ed00h) ,memory( £300h),??seg( £200h)))
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- 3. SBC 544 Validation

The purpose of this program is to operate th~ network layer
software on the Intel SBC 544. All the constants, variables and

procedures from the network layer simulation are used in this program.

Constants

BRFO, BRFl, BRF2, BRF3 - Data rate factor, USART 0, 1, 2, and 3.
SIMSMASK - Set interrupt mask mask.

MASTER - Port number for Master Mode.

SLAVE - Port number for Slave Mode.

8251A USART Constants:

USSPOSCMD - SERIAL PORT O COMMAND
US$SPOSSTAT - SERIAL PORT O STATUS
USSPOSDATA - SERIAL PORT O DATA
USSP1SCMD ~ SERIAL PORT I COMMAND
N USSPLSSTAT - SERIAL PORT 1 STATUS
USSP1$DATA - SERIAL PORT 1 DATA
USSP2$CMD - SERIAL PORT 2 COMMAND
US$P2SSTAT - SERIAL PORT 2 STATUS
USSP2$DATA - SERIAL PORT 2 DATA
USSP3SCMD - SERIAL PORT 3 COMMAND
USSP3$STAT - SERIAL PORT 3 STATUS
USSP3SDATA - SERIAL PORT 3 DATA
USSMODE - SERIAL PORT MODE
USSCOMMAND - SERIAL POPT COMMAND
USSRESETSCMD - RESET USART
USSDTR$ON - RTS, RXE,DTR, TXE
USSCRTSCMD - RTS,ER,RXE,DTR, TXE
USSTTYSCMD - RTS,ER,RXC,TXE
USSDTR$OFF - RTS,RXE, TXE 4
US$RXRDY - RECIEVER READY {
USSTXE - TRANSMITTER EMPTY
USSTXRDY - TRANSMITTER READY
PARITYSMASK - MASK OFF PARITY BIT

8253 Interval Timer Constants:
ITISCONT - INTERVAL TIMER ! CONTROL

ITISCNTRO - COUNTER 0, USART O
ITISCNTRlI - COUNTER 1, USART 1
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] ITISCNTR2 - COUNTER 2, USART 2
SRR IT2$CONT - INTERVAL TIMER 2 CONTROL
‘R IT2$SCNTRO - COUNTER 3, USART 3
IT2$CNTRL - COUNTER 4, CNTRS OR SPLIT CLOCKS
IT2SCNTR2 - COUNTER 5, RST 7.5
USARTSCNTR$M3 - DIVIDE BY N RATE GENERATOR, MODE 3, FOR USART CLK *
16, CLK = 1.2288 MHZ
B19200 - TIMER VALUE FOR 19.2 KBPS
B9600 - TIMER VALUE FOR 9600 BPS
B4800 - TIMER VALUE FOR 4800 BPS
B2400 - TIMER VALUE FOR 2400 BPS
B1200 - TIMER VALUE FOR 1200 BPS
B600 - TIMER VALUE FOR 600 BPS
B300 - TIMER VALUE FOR 300 BPS
B150 - TIMER VALUE FOR 150 BPS
B110 - TIMER VALUE FOR 110 BPS

b

8155 Peripheral Interface Constants:

PISPORTA - PORT A (OUTPUT)

PISPORTB - PORT B (INPUT)

PISPORTC - PORT C (INPUT)

PISSTAT ~ PPI STATUS

PISCMD - PPI COMMAND

PISCNTRSLO - PPI COUNTER LC BYTE

PISCNTRSHI - PPI COUNTER HI BYTE

PISCNTRSLOCNT - PPI COUNTER TIME CONST
e PISCNTKSHICNT - PPI COUNTER TIME CONST

. PISINITSCMDl - PPI INITIALIZATION COMMAND 1, A OUT, B & C IN, STOP
COUNT
PISINITSCMD2 - PPI INITIALIZATION COMMAND 2, A OUT, B & C IN, START
. COUNT
‘ PISINITSUSSINTI - USART AND INT CONT RESET
PISINITSUSSINT2 - USART AND INT CONT NORMAL
PISPORTCSSTAT - PORT C STATUS
PISPORTCSCTL - PORT C CONTROL
PISM2M] - A-MODE 1, B-MODE 2
PISOBF - OUTPUT BUFFER READY
PISIBF - INPUT BUFFER READY
o
o
o
-
e
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NN -y 8259 Interrupt Controller Constants:
RSN
d ICSPORTA - PORT A
o ICSPORTB - PORT B
A' ICSICW!1 - INIT COMMAND WORD 1, (A7A46A5) = 010; EDGE TRIG; INTERVAL
N = 4; SINGLE; NO ICW&4
b ICSICW2 - INIT COMMAND WORD 2, (Al5-A0) = 0
t ICSICW3 - INIT COMMAND WORD 3, NO SLAVE IN IR
- INITSMASK - '10101010B', INITIAL INTERRUPT MASK, OCWl; RECEIVE INTR
e ON, TRANSMIT INTR OFF
':—:‘. ICSEOQL - END OF INTERRUPT CMD, OCW2, ROTATE (PRIORITY) ON NON-
SPECIFIC EOL
"-_.\ ICSOCW3SSMMS - SPECIAL MASK MODE SET
C'f\; ICSOCW3$SMMR - SPECIAL MASK MODE RESET
S Variables
':-*__ BYTESSRECVS1, BYTESSRECVS$2, BYTESSRECV$3, BYTESSRECVS4 - Integer value
o indicating how many bytes of a datagram have been received from a
e host.
®
PR BYTESSSENTS1, BYTESSSENTS$S2, BYTES$SENTS$3, BYTESSSENTS4 - Integer value
s indicating how many bytes of a datagram have been sent to the host.
jf% CHARS1, CHARS$2, CHARS$3, CHARS4 - Place holder for the received character
s in the receive interrupt routine.
DY RXTAS$1, RXTA$2, RXTA$3, RXTA$4 - Boolean flag to indicate if a transmit
A acknowledge has been received.
.
- RXTR$l, RXTR$2, RXTR$3, RXTR$4 - Boolean flag to indicate if a transmit
e request has been received.
= SEND$1, SEND$2, SEND$3, SENDS$4 - Boolean flag to indicate when a host
S channel is sending data to its host,
S TA - Transmit acknowledge character.
5
.f\ TR - Transmit request character.
IS
J:J TRTAS1, TRTA$2, TRTA$3, TRTAS4 - Boolean flags to indicate if the
.j\j transmit request/transmit acknowledge handshake is in use.
-fff TXTAS1, TXTAS$2, TXTAS$S3, TXTAS$4 - Zoolean flag to indicate 1f a transmit
i;% acknowledge was sent.
A=y . .
s TXTR$!, TXTR$2, TXTRS3, TXTRS4 - Boolean flag to indicate 1f a transmit
e request was sent.
v
g
g
W
)
A
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o
f
:y Procedures
e 3
A ’ INITIALIZESBOARD - Initialize the hardware integrated circuits on the
SBC 544.
A
‘3 R$MASK - External procedure to read the interrupt mask on the 8085
%,; processor. Linked from PLM80.LIB.
“
‘; SSMASK - External procedure to set the interrupt mask on the 8085
', processor. Linked from PLM80.LIB.
‘:ﬂ
LS Link and Locate Batch File
‘ »
) CAUTION: Do not change address or other parameters in the
following batch file. They are highly 544 hardware dependent
o on the SBC 544 architecture and the network layer software.
3
b~ LINK OP544.0BJ,PLM80.LIB TO OP544.LNK MAP
‘g LOCATE OP544.LNK TO OP544 STACKSIZE(100H) ORDER(CODE,DATA,&
STACK,MEMORY) CODE(60H) DATA(0AOOOH)&
° RESTARTO MAP PRINT(OP544.MP2)
T TYPE OP544 .MP2
o OBJHEX OP544 TO OP544 .HEX
_):
‘o
b {- [N
‘.&:
W=
"=
"
o
“".
2
,*’:1
S
ﬂi
j&
1
L™
Y
o
B,
¢
. oo
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4. ISIS Host Simulation (15:Appendix G)

The purpose of this program is to simulate a host system to the SBC
544 network layer software. All the constants, variables and procedures
from the network layer simulation are used in this program with the
exception that the console I/0 now occurs through the either CP/M or
ISIS system calls and the actual character I/0 to the UNID II is

accomplished through calls to an I/0 module linked to a this module.

The following constants, variables and procedures are additions to

the network layer simulation.

Constants

ASCII(*) - Array used for converting hex to binary and binary to hex.
BDOS2 - BDOS call 2-console output (not used with ISHOST).

BDOS9 - BDOS call 9-print string until °$'(not used with ISHOST).
BDOS10 - BDOS CALL 10-read console input buffer (not used with ISHOST).
DATASGRAMSSIZE -~ Number of bytes from host.

DATASTABLESSIZE - Number of bytes in datagram table.

MAXSCOUNTRYSCODE - Indicates country codes in use.

MAXSNETWORKSCODE - Indicates UNIDs operational in the network.
MAXSRXTASTRIES - Maximum number of TA wait tries.

PACKETSTABLESSIZE - Number of bytes in packet table.

TCPSDATASSIZE - TCP data size.

THIS$SCOUNTRYSCODE - Country code where this UNID resides.

THISSUNIDSNBR - Unique address for this UNID in its country code.
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Variables

RESULT - Error value returned by BDOS function calls.
BUFFER(128) - Line buffer used for console input.

CHANSNUM - Channel number in which to load the test datagrams.
DESTSNETSCODE - Destination network code for the test datagrams.
DESTSHOST$SCODE - Destination host code for the test datagrams.
CHANSPTR - Pointer to the current datagram.

RXTA$TRIES - Number of received transmit acknowledge attempts.

TRANSS1SRDY - Indicator when the transmit software is ready to transmit
a datagranm.

RXOLINE - Pointer to next available space to receive a datagram.
RXOINS - Pointer to next datagram to service.

RX01SZ - Size of receive datagram buffer.

RXO1TB - Receive buffer for datagrams.

TXOLINE - Pointer to next available space to send a datagram.
TX01NS - Pointer to next datagram to service

TX01SZ - Size of receive datagram buffer.

TX0lTB - Transmit buffer for datagrams.

DESTINATION - Destination of the datagram for program control.
DESTINATIONSADDRESS - Destination address of datagram from IP header.
SOURCESADDRESS - Source address of datagram from IP header.

BYTESSRECV - Integer value indicating how many bytes of a datagram have
been received from a host.

BYTESSSENT - Integer value indicating how many bytes of a datagram have
been sent to the host.

CHAR - Place holder for the received character in the receive interrupt
routine.

RXTA - Boolean flag to indicate if a transmit acknowledge has been
received.
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RXTR - Boolean flag to indicate if a transmit request has been received.

SEND - Boolean flag to indicate when a host channel is sending data to

its host.
TA - Transmit acknowledge character.
TR - Transmit request character.
TRTA - Boolean flags to indicate if the transmit request/transmit

acknowledge handshake is in use.
TXTA - Boolean flag to indicate if a transmit acknowledge was sent.,

TXTR - Boolean flag to indicate if a transmit request was sent,

Procedures

BDOS - External call to the CP/M operating system to perform a BDOS
call (not used with ISHOST).

CHKSRXTA - Procedure to check the receive USART for a received transmit
acknowledge character.

CHKSRXTR - Procedure to check the receive USART for a received transmit
request character.

EXIT - External call te return to the CP/M or ISIS operating system.
INIT - Procedure to initialize the variables used in the program,

LDSTABSHSKP - Procedure to adjust the pointers to the next available
datagram position in a buffer table.

LOAD - Procedure to interactively load datagrams into a buffer for
transmission to the UNID.

LOOP2 - Procedure to send and receive a datagram.
RCV$1l - Procedure to read a datagram from the USART.
READ - Procedure to read a line of buffered input from the host console.

READSLINE - Procedure to interactively read and interpret a line of text
at the host console.

READSRXTAB - Procedure to read and display the contents of the receive
buffer table.

READSTXTAB - Procedure to read and display the contents of the transmit
buffer table.
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SCLRCM - External call to clear the USART receive port.

SCMCHK - External call to check the USART receive port for a character.
SCMIN - External call to get a character from the USART.

SCMOUT - External call to send a character to the USART.

SINIT - External call to initialize the host USART port,

SNDSEQ - Procedure to send a message to the host console for display.

SRVCSTABSHSKP - Procedure to adjust the pointers to the next to service
datagram in the buffer tables.

TRANSS1 - Procedure to send a datagram to the USART.

MODULE INFORMATION

MODULE HOST1.ASM - for use with the original CPMTMP.SRC code used on a
CP/M machine using an 8251/8251A USART (i.e. Intel
210 under CP/M).

MODULE HOST2.ASM - for use with ISIS operating system or any operating
system to which the host software has been transported.

The 1I/0 ports use 8251/8251A USARTs.

MODLE HOST3.SRC - same as HOST2.ASM, ecept the soruce code is written
in PL/M.

Link and Locate Batch File

CAUTION: Do not change address or other parameters in the
following batch file. They are highly CP/M system dependent.

For linking ISHOST with HOST3.SRC:

LINK ISHOST.OBJ, HOST3.0BJ, PLM8O.LIB TO ISHOST.LNK MAP
LOCATE ISHOST.LNK TO ISHOST STACKSIZE(100H) ORDER(CODE,DATA,&
STACK,MEMORY) CODE(103H) MAP PRINT( ISHOST.MP2)

TYPE ISHOST.MP2
OBJHEX ISHOST TO ISHOST.HEX

For installing the the linked and located code on the SBC544 EPROM,

refer to Appendix D.
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) w APPENDIX I
.‘% &
anh UNID II Software Structure charts
14
§,
L~
:.p 1. 1SIS HOST: ISHOST.SRC - Programs the Intel 230 to act
.\j as a test host for the UNID II. v ¢ 4 « « « o ¢ o « o o o = I1-2
K
| 2. OPERAITONAL SBC 544: OP544.SRC - Program resident on
4"' the SBC 5("4 ® 8 e & e e e * s & & & & 6 B e 8 s & s 0 & e o 1-7
DA,
o 3. DATA LINK SIMULATION: NETX25.SRC, LAPBO.SRC, LAPBl.SRC,
‘_". PCKT.SRC. ® e & 6 & o 6 e ¢ 8 " 4 e e ® s e 8 e & 8 e e e e I'15
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