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ABSTRACT

\Jihc procedures for analog Monte Carlo stimulation of
Markov processes are examined. Two variance reduction
techniques are then included in a nonanalog formu~
lation to increase the sampling efficiency for highly
reliable systems, and a method for incorporating
uncertainty in failure and repair rate data is
outlined., Models for three classes of component
dependencies appearing in reliability and availabtlity
problems are incorporated into the Markov formula-
tion, They are (1) shared repair crews between
components, (2) load sharing between components, snd
(3) standby mode. Results are given for a series of
model problems to demonstrate the efficiency of the
methods as well ss the effects of the dependencies on
syoten unreliability and unavailability.

I INTRODUCTION \\\

The estimate of reltability and/or availability
of systens with large numbers of components in highly
redundant configurations frequently is required in the
analysis of a variety of safety and protection gys-~
tems., The analysis most often proceeds by first

constructing a fault tree [1,2] to deterzine the
'g possible conmbinations of primary component failures
[? that will cesult in system fsflure. Then the relia-
1 bil{ty or availability of the system 1s estimated
b quantitatively {n terms of the fa{lure and repair
X rates of the components,

The quantitative evalustion may be carrfed out by
standard deterministic methods, provided the probabi~
lit{es of component failure and repair are mutually
independent, However, the task becomes prodigious in
the presence of component dependencies such as appear
with backup systems, repair crews shared between
components, or compoments with shared loading. In
such situstions the systea may be wodeled as a Msrkov
procesa [3-5]), for then such dependencies can be
properly represented, provided the faflure and repair
rates are tlme-lndapendent. It then follows, however,
that s system of 2 coupled first-order differential
equations wmust be enlved numericolly 1f a system with
N components is to be modeled. Since this represents
over a million differentisl equatfons for a system of

“Permanent Address:
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only twenty coaponeats, numerical integra:ion of other
deterninistic spproaches repidly becomes intractable.

Markov Moate Carlo sampling [6,7) provides a
means of circusveanting the detailed numerical solution
nf the coupled differential equations that can be very
effective, provided only & fevw fntegral system para-
meters, such as reliability and availability, are to
be estimasted. Moreover, for highly reliable systems
for which analog Monte Carlo sampling {s very
inefficient, powerful variance reduction schemes (6]
may be incorporated into Markov Monte Carloe to
increase computational efficiency by orders of magni-
tude. Finally, the large uncertainties that are
inherent to most failure and repair rate data may be
taken into account systematically such that the
variance of the result can be divided f{nto that
sssociated with data uncertainty and that due to the
fintite number of aonte Carlo trials.

In what follows we first aset forth the basis for
analog Monte Carlo simulation of Markov processes.
Two variance reduction techniques, forced failure and
failure biasing, sre then introduced to increase
computational efficiency. The treatment of data
uncertainty i{s examined, and the paper .is concluded
with numerical results for a series of exanmple
problems that differ by the types of component
dependencies that are taken into account,

2. ANALOG MONTE CARLO

Each of the 2“ Markov states for an N cowponent
systen is defined by a unique combination of function-
sl and failed componenta. The probsability density
function that a system 1n stute k' at time t' will
make 8 state transition at time t {9

£{t]e’ k') = expl—y, (¢t ~¢')]

where vy, , 1s the transition rate out of state k'.
In the cCase where there are no coeoponent dependen-~
cles, Yk {s the sun of the faflure rates of the
functional components and the repair rates of the
failed components. In the evert that there are
component deperdencies, certain of the failure or
repair rates will depend on the states of other

dr_u"

i



components. To sample cthe time interval

At = t = ¢' betwean state transitions we obtain the
cumulative probability distribution corresponding to
(1), set it equal to a random number £, that {s
uniforaly dietributed between zeto and one, and invert
to obtain (8]

ae = -L—1na1 - 0.
Yk'

Having determined the time of trsnsitfo:, we must
deternine the new state of the systea. The transition
prodability q{k]k') from atate k' to state k is just
1/y, , sultiplied by the failure or repair cate of the
component that must change states in crder for the
k' + k transition to take place. To sample the
transition, & uniformly distributed random number
£' 1s generated and the new state {s found by
deternining the value of k that satisfies the
inequality

k k+l
I qk"|x") <€ « ) qk"|k").
k"=o k™=0

The most general version of the Markov code
estimates either unreliability and unavailability froa
M independen:c trials. Each trial consists of
alternate ssmplings of the times of the successive
transitions and the state of the systea after the
transictions. For unavailability calculations the
trial ends when the design life T 1is exceeded. For
unreliadbility calculations the trial ends at the first
systen fatlure or when T {s exceeded., After each
transition, the system status is checked to determlne
whether the system is in an operational or & failed
state., Tallies &re required only after transitions
for which there {s a change in system status between a
failed and an operational state.

For purposes of determining {ts status, the
system is represented by an equivalent fault tree.

The status i{s then determined efither by coamparing the

combination of failed components to the tree's minimal
cut sets, which have previously been determined, or by
direct bottom-up logical evaluation of the tree {i}.

In snalog Monte Carlo the unrelisbility tally s
binomial, consisting of a one for each trial resulting
in system fajlure before t = T, and zero othervise.
Por the unavailabilicty, the tally is just the .:action
of the time T for which the system is in a feiled
state, Thus 1f M trials are carried out, and m of
them are found to result in system fafluyre, the
dinomial estimator for the unreliability is

Ur = u/M,
and the corresponding semple variance 1s
sty = 2ua - ).
r
Likewise, 1f T /T 1s the fraction of the timg, T that

the systea {3 In a failed state during the m  ctrial,
the unsvailability is estimated by

a=1
with & sample varfance cf

s’y - 2 { (—‘ vl

,r§%~|° é ! R S S paiy w“" 'ﬂ3

Then, according to the central limit theorem_the 682
confidence interval for the results s ULS//M,

VARIANCE REDUCTION

Even with the improved sampling that results from
the Lagrangian approach of the Markov simulstfion,
analog Monte Carlo analysis of highly reliable systeas
is likely to be very expensive, since only very rarely
will a trial contribute a nonzero tally. Fortunately,
powerful variance reduction techniques are easily
adapted to the Markov Monte Carlo formalism. These
techniques, which are analogous to the highly refined
importance sampling methods employed in neutron trans-
port calculations [8~10), greatly increase the compu-
tational efficiency for highly reliadble systems,
without biasing the results.

We employ two such techniques, which we refer to
as forced transitions and failure bilasing. In these
the sampling distributions are modified, first to
produce an artificlally large number of component
transitions, and second to fncrease the ratio of
fatlures to repairs. To each trial is attached »
weight, initialized to one, that is modified appro-
priately each time a biased sampling distribution is
used. Then by deffining weighted tallies, unbiased
estimators may be shown to result.

In forced transitions, we replace f(t|t*,k*') by

e -Y(t-t")
-y(T-t")

t' < e < T

Tele', k') = 1-
0 otherwise
With this, the uniformly distributed random number
€ can be used to sample the interval to the next
transi{tion:
- - !
At = - # tn {1 - E(l-e v(T-t )]. 0<At<T-t¢*,
causing the next transition to be forced before the
end of design 1ife. To compensate for the modified
sampling the trial weight w, 1r modified by
- -’

weuil - ¢ v(T-c )].
This technique ts only applied when Y{(T-t') ts snall,
and therefore there is only a samall chance of an ana-
log transition before the end of design life. When
there are large transition rates, due for example to
the presence cf large repair rates in y, then analog
sanpling 1s used. Conversely, when y(T-t') i{s very
small, a rare event approximation may be used to
slaplify the modified probability density function to

f(tlt'.k') - t'<t <T.

1

(T-t") *
Therefore AL can be sampled from a uniform
distribution, and the weight ts modifted by

w e y(T - t")w .

In failure bizsing the transitfon probabiiities
q(kjk') are modiffed to increase the ratio of faflures
to repasirs. This 1s necessary for efficient computa-»
tion, since normally the repair rates are an order of
magnitude or more larger than the failure rates. The
biased transition probabilities are taken as

g{k|k*)
T qk k) *
k7 ed

atk|k') = keA

..l!‘:\ ‘\' ; ,\.\"_\l & n\ }l') P\ #!’\‘i .., Y '.‘A ,;tl“.l‘hl';:t,':t‘ ._'
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Rere A is used to Indicate the set ©f transitions out
of state k' that result frow component feilures, and R
indicetes those that result from repairs. These
blesed probabilities are defined such that a fraction
x of the transitions are forced to be faglures.
Typically, we take x to be at least one half, which is
such larger than norsally would be the case with
unbiased saapling. To maintain unbiased results the
trial weight io wmodified by

1 -
veuws] qlxix")
ek

for component feilure and

A
v ey qlk"jx*)
1-:k2 R

for repair,

In using these variance reduction techniques, the
trisl weight 1s appropristely modified at each diased
sampling untl] the f!rlihsysten fellure occurs. The
weight w £ w_ for the » history 1s then tabulated,
the variance reduction techniques r ¢ turned off for
the remainder of trial, end the trial is coopleted
using snalog Markov Monte Carle. This combination of
biased and analog sampling 1s found to be ideal, for
it results in & substantial fraction of the trials
contributing nonzero tallies to the results. At che
same time the tally procedure for the unavailabllity
ts siwplified, and ane does not encounter the prodblem
of very long trails, with insignificantly small
weights resulting from many syster fallures.

With the foregoing importance sampling
procedures, the estimate for the unreliability 1s just

M

i §

Ur M i Vg o
el

The sampling varisnce ie¢ then

]
2 s 2
sy H-lmzllwn LM

The estiwste for the unavailability is

D G '
LewlT o
¢
th
where t_ /T fe just the fraction of the m triel for
wvhich the eystem is f{n & fajled state. For the

unavailability, the sample variance is

w1

M
2 1 m m
sfey eyl
w=l

2
T - U.] .

The positive effects of the variance reduction
techniques on computstional efffciency are most
pronounced for highly relisble systems. The im--
provement =3y beé measured in terms of the standard
flgaif of merit for Monte Carlo calculations:
1/5°T, where T is the time per historv, is & standard
weasure of Monte Carlo cowputatfonal efficiency.

Cacis AR (N )
RN AT N0 et
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lmproveme nts of more than three orders of magnitude or
pore are obtainable [6,7).

4. DATA DISTRIBUTJONS

The foregoing results are for poiat data on the
fallure and repair rates. Dats uncertainty can also
be factored into the celculations in a rational way.
Each failure or repailr rate is represented by a proba-
bility density function which 1s ssmpled at the begin-
ning of & batch of M histories. The cslculation is
then repeated for N batches and the unreliability is
deterained from

N
i 1
v =) v,
4 “n-l mn

where U.. 18 the estimate for the ath batch.
Likewiee, for the unavailability

N
1
Ua "% ) Uan®
n=]

where Uy, 1s thc unavailability estimate for the nth

batch. The corresponding sacple variances are given
by
2 1Y 2_ 2
s (ut) “n 2 Urn - Ur w

n=l
and

N |
2,0y 1Y 42 _ 42 |
s (ul) N 1 Ucn Ua j
n=1 |
An important point 16 that variance of either result
may be cast in the form [8)

s?edass,
provided that M, the nunber of trials per batch, 1s
large enough that the batch sverages form a normal
distribution. The first tern is due to the finite
number of histories per batch, and the second is due
to the date uncertainty, Thus the batch elizes need be
made only large enough that the second term domi- i
nates. For rhen the variance in the result is
governed by the dats uncertainty and not the finite
batch size. 1In reliability and availabiliiy problems,
where the dats uncertainties are often substantial,
quite moderate batch eizes often meet thie criterion.

RESULTS i
In 1llustrating the effecte of component !
dependencies on systen unreliability and una-
vallability a model problem is defined by the fault
tree shown in Fig., 1. This problem has been studied
in the absence of component dependencies using both
deterministic [11] and Markov Monte Cerlo 16) merhods.
The component faflure and repair rates are given in
Table ). Systep failure s determined by bottoz-up |
logical evaluation of the tree [1] after each !
transition.
For purposes of dependency modeling the compo-

nente are divided into four groups as indicated in
Teble 1. Using fixed" failure and repair rate data, we
examine each of the dependency types individuvally. 1n
all caces we calculate unreliabiiity using a design
11fe of T = 1,000 hours, and in the failure blasing a
value of x = 0.9 §s used. All quoted times are on &
CYBER 205 without vectorization,

5.
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ctews on the ungvailability and unreliadbilicy.
base case there are no dependencies since each of the
componeats has a repsit crew, Note that the great
increases in unreltability and unavailalility in the
problem result in gofng from two to one repair crew
per set, while practically no deteriotation results
{rom going from one to none.

In Table 3 results are shown for the case where
within each of the four component groups there is load
sharing, such that the failure of any one component
uithin the group fncreases the failure rate of the
reaaining components by 4.

In Table & results are glven for standdy
configurations. Component groups 1 and 2 are (2/3)
systems with the third coamponent held in standby,
while component groups 3 and 4 are (1/2) standby
systems. The e&fecte of various levels of the standby
fatflure rate, A", and of a switching feilure
probabiliry of 5% are shown. In all cases y , the
repair rate for switching failures, is taken®to be 0.5
he

Finally, in realistic calculatfons the data
uncertainty is likely to be large, contribucing a
variance to the results that oay be substantially
larger than that due to the fact that only a finite
nunber of Monte Carlo triala have been run. To
demonstrate this effect the system without component
dependencies is run with data uncertainties. For each
component the failure and repcsir rates are represented
by lognormal distributions. For all componernts the
uncertainty factor in both faflure and repalr rates is
set equal to three. The results are coupared in Table
S« In the calculations without uncettainty 10,000
trials were used, With uncectainty, 1,000 batches of
25 trials per data batch were ewployed. With this
level of uncertainty it 1is seen that roughly three
quarters of tte uncertainty in the results i{s due to
dats uncertainty, and not the limited number of Monte
Carlo trials, The results are altered very little if
increcased numbers of batches are used.

Unleas otherwise specified the foregoing
calculations each consist of 10,000 Monte Carlo
trials. For the example problems studied here the
presence of dependencies never increases the running
time by as much ss a factor of two, Without data
uncertainty running time 18 roughly ten thousandths of
a second per trial or a few seconds per run. With
data uncertainty, times of less than one hundredth of
a8 second per batch of 25 typically are tequired. The
code 1s also capable of treating problems in which all
three dependency types are present, a.. Iin which data
uncertainty i{s included.
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': Table 2. The Influence of the Number of Repair Crews
.':. on Unrelisbility and Unavailability
Nuaber of repair crews N
- Unreliability Unsvailability
o)
Y
:l' Group 1 Group 2
)
]
o _ - -
e 0 0 .3517.102 $4.15° .2335+30 2 84010"°
g N 0 3817207 200000”°  .2341.207 2840100
."
\ 0 1 3515420 2440007 L2186-2072840107°
B
|
‘ N N 0351520 244000™>  .2263.20 244200
N -2 -5 -2, -5
;: 2 1 349210 “24.10 «2260+10 “44.20
X
:: 1 2 .6323:10 “s5.1078 .1527-10434.10-6
i
[ %
R 2 2 (4396:20 %4501077 02436420 %25.207°
‘: N
N 3 3 4394020745207 .1436.107%25.207°
f
2
N Table 3. The Influence of Sharing Losd or
\ Unreliability and Unaveilebility
\
¢ 1)
I BN Unreliability Unavailabdility
¥ - - - -
1 0.2 .5278:10 445,107 .1800-107%47,10”7
N
D - - - -
; 0.t \6586-10 2610”7 .2209+10 %47.307%
! 7
0.8 .7929+10 %47.10” .2622.10 %48.107°
[
:
Y 1.0 .8778-10"%47.10”’ .2899.20 645,107°
k>
4 -3, . -b -6, -9
: 2.0 .1319:10 "%1.10 .42B0+10 49,10
¥
i .
X\
. 2
o]
)
:.
A
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Tabls 4. The {nfluence of fatlyres in gtanddby and of switching failures
an svatem Untellability and Unasvallability

n.0n 0.0C 0.03 0.05

Unreliability Unaveflabilicy Unreliabilicy Unavallabilicy

L2988 10" "33, 1077 29250410 7 33.10~7 .3864.10"242.10™" 4616:10 " 22.10”]

2326510 4441077 9762010 82.10”7  .2664.107242.1070 46600107 32301077

2

3563010 2401”7 1084:107%02.107°  .3790.107%47.107* L6213:10"243.10”7

—p—

L3857.10™ 4410”7 1193:207%9.507°  L3908.107285.507 4614020 240107

L8262:10"% 4401077 1265010 03,1077 .3808.107243.107" .3927410 243.10”"

.6629+10 % 25.10"7 1393-10%¢.30”7  .3823.107%49.107° .6279:20 02401077

Table §. Effect of Date Uncertainty on Unreliability and Unavailabilicy

Uncertaioty Vorcliabi)ity Unavailabiltty

~6 8

Mo 0.4394:20"%% 0.5.10 .1436:10% 0.5.10"

B ﬁ- ~7
0,5753.10-‘3 0.210 S R .3363o10-qg 0.2+10
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Fig. 1. Example Prodlea Fault Tree
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