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ABSTRACT

An algebraic approach is developed for multiple time scale
decomposition of a linear system using the Smith structure of the system
matrix viewed as the matrix of functions of a small parameter ¢. This
derivation makes clear that both the necessary and sufficient multiple
semi-stability (MSST) condition, which ensures well-defined multiple ..
time scale behavior and the time-scale~decomposed system structure which
approximates the original system are closely related to the so~called
Schur complements of a certain matrix. Furthermore, this decamposition
has been extended to a larger class of systems, satisfying the so~called

Iultiple ﬁm:amls pullstructure (MSSNS) condition. oy

The algebraic approach is also applied to examine the q\ieestims of

the feedback control of the linear systems. Specifically presents
results on time scal;e_ modifications by state feedback. /- I AP I
'L: ., ‘.-ﬂjll,’i_ }' D,g P Ipti’l}l i Ve mm e \'
sz The charactérization of the relationship among the eigenvalues of
A(c), its invariant factors and the MSSNS and MSST conditions has been
thoroughly studied. It is shown that the MSSNS condition is not only
equivalent to the non-singularity of the Schur complements of certain
matrix but also equivalent to 1) the eigenvalues and the invariant
factors having the same orders and 2) a condition which exposes the DA
relationship among the order of the gcd of all ixi principal minors, the I}Zq
i' order of their sum and the invariant factors. The MSST condition is -:*
1

r

AP

B equivalent to 1) the Schur camplements being Hurwitz and 2) a condition
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-. which reveals the connection between the MSSNS and MSST conditions and
. the eigenvalues of A(c).

Using the algebraic approach, a scaling procedure is developed to
transform a system having no uniform time scale approximation to one
which does. This procedure is applied to high—-gain feedback problems,
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CHAPTER 1  INTRODUCTION

1.1 General Description

The class of systems considered in this thesis are linear, time-
invariant systems whose parameters are subject to a small perturbation.

Mathematically, this can be stated through the system equation
x(t) = A(e)x(t) + B(e)u(t) (1.1)

Here x and u are n- and m- dimensional state and control vectors
respectively; and A(e), B(€) are nxn and nxm matrices whose entries are

analytic at e=0,
As pointed out by Coderch and et.al. ([1l], [7], under certain
conditions the undriven system

x(t) = Ale)x(t) (1.2)

will exhibit multiple time scale behavior, Namely, the state variable
x(t) can be "approximated"™ by a new variable z(t) whose components

evolve at several time scales with time constants proportional to




...............

l,l/e,l/ez,..... In other words, the undriven system which may have
very large dimension can be broken down into several subsystems with

lower dimensions, each of which focuses on different time scale,

The phenomenon just described is commonly referred to as a

consequence of the gingular perturbation of the system matrix A(e).
Specifically, as noted by Coderch [7}, the system (l.2) may have several
time scales only if A(e) losses rank as € goes to zerot, If the rank of
A(0) is equal to the rank of A(e), then A(e) is regularly perturbed and

has only one time scale.

The value of singular perturbation analysis for the system (1.2)
rests on the fact that it achieves model order redgction by separating
the system's time scales, that is by considering slow and fast phenomena
separately. Consequently, problems of analysis and control for systems
with very large dimension may boil down to several problems of smaller
dimension. In addition, there are situations in which the original
system is not singularly perturbed but in which the control which is

applied causes the overal closed-léop system to possess several time

*+ For most of the discussion in this thesis we will focus on the case
in which A(e) has full rank for € € (O,eol but is singular at e€=0. In
Section 2.8 we show how to extend our results to the case in which A(e)

itself is singular.
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scales., For example, singularly perturbed system can result
from the optimal control of a system using a quadratic cost functional
having a small penalty on the control [2], [13]. The results in these

references reveal the existance of multiple time scales in such systems.

There have been numerous papers dedicated to this subject ( see
survey [10],[24) among which Kokotovic et.al. have thoroughly studied the
two time scale case, Then Coderch, et.al. [1], [7] carried this idea to
the multiple time scale case and derived some basic results. In this
thesis we develop a new algebraic approach to multiple time scale
analysis which allows us to obtain a clearer and deeper understanding of
time scale decomposition for the general systems (l.1), (1.2). Not only
does this approach allow us to gain more insight into the nature of
systems with several time scales but it also provides a framework within
which it is possible for us to consider and solve several other
important problems, In this chapter we first briefly describe previous
work which forms the foundation on which our research is built. We then

give the outline of this thesis and summarize its contributions.

1.2 Background

The origin of the multiple time scale problem can be traced to the
so~called boundary-layer problem in ordinary differencial egquation

theory where a small positive number e is incorporated to allow

12

.‘\.' O

T

4,
x’

]

RS
"
.t ]

s
[ ] ‘ ‘.
OENN,

. Ay
,I

1

*
LN

IS
PR
[y




- LI M A A it T Tt L AT LT A S o it S e Ml Sl A S A e 00 ot e R S I A A Y i A S i P

perturbations, Typically such a problem gives rise to a boundary layer,
which is a narrow interval of time close to the origin where the
solution of the differential equation changes rapidly. The thickness of

the boundary layer approuches zero as e~->0. Outside the boundary

layer, in the outer region, the solution varies slowly. Therefore the

system presents two time scales. A simple example will show this

_ phenomenon., Consider the perturbed differential equation

ex(t) + (l+e)x(t) + x(t) = 0, x(0)=0,x(1)=1

,'.rﬁ e
S I A
. Pl ettt
ot v T

The exact solution of this problem is

e
.
)
sty

.
R e et
Ce_ata'atala va

=
c
n
|
g
]
™
15

Therefore this problem exhibits two time scales having time constants of

order 1 (slow) and order € (fast). In general, the boundary layer »
method is based on the fact that if a solution of a differencial
equation is slowly varying except in isolated boundary layers, then it i
may be easy to obtain a leading order approximation without directly M——
solving the equation.
Kokotovic and co-workers studied a special class of systems of Ev—v-

singular perturbed linear differential equations [4], [5]

13
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;(l(t) = Anxl(t) + AlzXZ (t)

' (1.3)
€Xo (t) = Azlxl(t) + Azzxz(t)
If we change the argument t to
t =t/e
then we have
1/6x) (t) = Ay1%p () + AjpXy(c)
Xp(t) = Bpx1(€) + AgpXsy (T)
Or
€A €A
x= 1 12}« = a(e)x (1.4)
A Az

Thus, (1.3), or equivalently (1l.4) is a special case of (1.2). If in
addition A9, and All-A21A22'1A12 have all their eigenvalues strictly in
the left-half plane, then system (1.2) has well-defined two time scale
behavior (see below) and the eigenvalnues of A(e) will fall in two groups

as € approaches zero, one of order 1 the other of order e. -
In the previous subsection we gave a verbal, intuitive definition gl

of what we mean by well-defined multiple time scale behavior, namely
that the system can be decomposed into several subsystems, one at each

time scale. The following is a precise statement of what we mean.

: E. -! o : s:
System (1.2) has well-defined multiple time scale behavior if there N

14
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exist constant matrices Ag; Ajseeesr Anj, T and integers koskls...SKn_l
such that

lim sup |lexp{A(e)t}
e~>0 t20

- Texp{diagleX0ay, eklay,...e1a ;111711 = 0

In this case we will frequently say that [Agseee,An1;T] defines
a time scale decomposition of (1.2).

It is clear from the definition, that if (1.2) has well~defined
time scale behavior then the state variable x(t) can be approximated
(after a linear transformation) by n components, each evolving at a
different time scale, Furthermore, the approximation is uniformely

valid on entire half-line [0,),

While Kokotovic considered the two time scale case, Coderch, et,
al. [1], (7] presented the first complete solution of the general case
(1.2). In this work they present necessary and sufficient conditions
for the system (1.2) to have weil-defined time scale behavior, Their

proofs suggest a procedure for extracting and displaying the multiple

* As point out by Coderch [7], exp{A(0)t} is a good approximation for
exp{A(e)t} on any finite interval [0,T]. Therefore the notion of
multiple time scale makes sense only when the concern is the whole

interval [0,%).
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time scale structure of (1.2). However this method is quite involved
and does not lend itself to easy interpretation or computation. For
example, the relationship between the complex results of [1], [7] and

intuitively simple results of [4], [5] is not at all apparent. Making
clear this relationship and obtaining a conceptually and computationally

simple solution in the general case are two of the objectives achieved

in this thesis,

1.3 Outline of This Thesis

The first ’portion of the research described in this thesis deals
with an algebraic approach to the time scale decompositibn of (1.2).
Specifically, in Chapter 2 we consider the Smith form of A(e) over the
ring T of all functions of ¢ which are analytic at €=0, and based on
this form we are able to obtain a more direct and simple description of
the multiple time scale decomposition. This derivation makes clear that

both the necessary and sufficient multiple semi-stability (MSST)

condition, which ensures well-defined multiple time scale behavior and

the time-scale-decomposed system structure which approximates the
original system are closely related to the so-called Schur complements

of a certain matrix. In doing this we also are able to make clear the L }

.1
et
connection between the general results of Coderch et. al. and those of j;_'-"_-'.j
-.'--_':‘
Kokotovic, Furthermore, having established this framework we are able 1
RS
to use it to solve several additional problems., In particular we are ﬁ

16
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able to extend our decomposition (with a modified notion of well-defined
time scale behavior) to a larger class of systems, satisfying the so-
called multiple semisirﬁple nullstructure (MSSNS) condition, and, at the
end of Chapter 2, we use our results to examine the questions of the
feedback control of the system (l.1). Specifically we present results

on time scale modification by state feedback.

Chapter 3 deals with the characterization of the relationship among
the eigenvalues of A(e), its invariant factors and the MSSNS and MSST
conditions. It is shown in this chapter that the MSSNS condition is not
only equivalent to the non-singularity of the Schur complements of a
certain matrix but it is also equivalent to 1) the eigenvalues and _the
invariant factors having the same orders and 2) a condition which
exposes the relationship among the orders of the gecd of all ixi
principal minors, the order of their sum, and the invariant factors.
These results provide us with a procedure for computing the orders of
the eigenvalues and invariant factors and for checking the MSSNS
‘condition, Also, in this chapter we show that the MSST condition is
equivalent not only to the Schur complements of a certain matrix being
Hurwitz (Chapter 2) but also to a condition on the orders of the real
and imaginary parts of the eigenvalues of A(e), which in turn reveals

the connection between the MSSNS and MSST conditions,

In Chapter 4 we use our results on the relationship between the ‘EI:_‘-L
orders of eigenvalues and invariant factors to explore the use of

amplitude scaling to transform a system matrix without MSSNS into one Y

17
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that does have this property. The analysis involved in this
investigation is rather delicate as it involves careful examination of
the orders of principal minors and the identification of key elements of
the matrix that must be scaled. The end result of our efforts is a
procedure for determining such a scaling matrix for systems satisfying
certain conditions. We then apply our results to interpret and
generalize recent results on time scale analysis of high gain or nearly

singular optimal feedback systems.

Finally, in Chapter 5 we briefly summarize the main results of the

thesis and discuss several directions for further research.

1.4 Main Contributions of This Thesis

We feel the main contributions of this thesis are the following.

1. We present a simpler and clearer picture of the multiple time
scale decomposition of a general perturbed linear system based on an
algebraic approach which allows further development in several

directions.

2., We make clear the connection between Kokotovic's explicit

approach for the two time scale decomposition case and Coderch's

18




elaborate multiple time scale results.

3. We thoroughly study the MSSNS and MSST conditions relating them
to the algebraic structure of A(e). By exposing the important role that
the orders of the invariant factors and eigenvalues play, the

interpretation of those conditions is clarified.

4. We develop an algorithm to extend time scale decompositions to a

larger class of systems which satisfy MSSNS but not MSST.

5. We present results on time scale assignment through state

feedback control.

6. We make clear the relationship between tbe MSSNS condition and
the MSST condition., Specifically, A(e) satisfies the MSST condition if
and only if it satisfies the MSSNS condition and the orders of the real
parts of its eigenvalues are equal to or less than those of the

corresponding imaginary parts.

7. We reveal the role of the gcd's of the principal minors (not all
minors as in the general case) in determining the invariant factors of a
system with MSSNS and develop an algorithm similar to that of the so-
called Newton polygon., We show that if the system has well-defined
time scale behavior (or more generally if A(e) just has MSSNS) then this
algorithm determines the orders of the various time scales and the

dimensions of the subsystem at each time scale.

8. We develop a procedure for amplitude scaling to transform a

19
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system which does not satisfy the MSSNS condition to a system which

I does. If the original system satisfies some conditions studied in this

thesis, then after scaling the resulting system will have well-defined

multiple time scale behavior.

PEREY T A VIR Bl

9. We apply the scaling procedure developed in this thesis to high-
gain feedback problems, leading to an interpretation and generalization

of results in the literature,
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ALGEBRAIC ASPECTS OF TIME SCALE BEHAVIOR

2.1 INTRODUCTION

As we pointed out in Chapter 1, the system we shall consider in

this thesis is a perturbed, linear, time-invariant system
x(t) = A(e)x(t) + B(e)u(t) (2.1)
and its undriven form

x(t) = A(e)x(t) (2.2)

where A(€) and B(e) are nxn and nxm matrices whose entries are functions
of a small parameter € analytic at e=0. Kokotovic and co~worker [6, 10]
have thoroughly studied a special case of (2.2) in the two time scale
case, which, as we discussed in Chapter 1 Eq. (l.4), corresponds to

A(e) having the special form

21
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€h1) €Ay
A(e) =
Ay Ay

. -1 .
with All-Alezz A21 Hurwitz,

Coderch et, al. [7,1] studied the general case of (2.2) and derived
necessary and sufficient conditions for the system (2.2) to have a well-
behaved multiple time scale description. 1In Section 2.2 we give a more
detailed review of their work and point out the limitations of their

results which have motivate our work.

In particular, in this chapter we develop an algebraic approach for
determining the multiple time scale structure of (2.2). This method
involves the examination of the Smith form of A(e) over a particular
local ring T. In Section 2.3 we give the definition and basic feature
of this ring. In Section 2.4, we introduce the so—called explicit form
of the perturbed system (2.2) which is closely related to the Smith form
of A(e). We also show that after some invertible linear
transformations, the solution of this explicit form is a good
approximation (in an asymptotic sense) to that of system (2.2) if in
fact the original system has well-defined multiple time-scale behavior (
a property we define in the sequel). Moreover, using the explicit form
we can define a straightforward procedure to check if a system has well-
defined time scale behavior. At the end of the section we provide an

overview of the major results along these lines that are developed in
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the following sections.

In Section 2,5, we give a first derivation of the multiple time
scale approximation. This derivation is in fact an extension of the
usual two time scale argument. Then in Section 2.6 a proof of the
asymptotic properties of this approximation is given based on making
explicit the connection with Coderch's results. It turns out that the
time-scale-seperated system which approximates the original system is
determined by a sequence of Schur complements of the system matrix in
explicit form. A major consequence of this is that the computational
procedure we derive is far more transparent than that proposed in [7].
The egivalence between the results obtained in Section 2.5 and 2.6 is
established in Section 2.7. This development makes clear the
relationship between Kolotovic's two time scale result and Coderch's
multiple time scale result. Finally, in Section 2.8 we review our
results in order to place our contribution in its proper perspective.
Specifically our approach establishes a framework that not only exposes
the essential nature of time scale decompositions in a very clear
fashion, thereby improving our understanding of such decompositions, but
also provides a starting point for posing and solving a variety of
problems that are not so easily posed or solved using previously
developed approaches. Chapters 3 and 4 contain several important
results of this type, as does the end of Section 2.8 in which we solve
several problems including one that had been proposed, but not solved,

by Coderch [7].
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2.2 PREVIOUS WORK

As pointed out in Section 2.1, not only is our work closely related
to Kokotovic's two time scale results and Coderch's miltiple time scale
approach, but it also establishes the clear and simple relationship
between these earlier results. Therefore at the start it is important
that we describe their work in some depth. In this section we give an

outline of their work and point out several issues.

2.2.1 Two Time Scale _Results'

The two time scale singular perturbation method developed by

Kokotovic, et.al [6.10] is based on a linear time invariant system with

a small constant ¢ on the left hand side of its state equation:

1
X Xq+Ay9X A X X
['j=[1*111 12j=[A11 lj[j=A[j 2.3)
€X A21x1+A22x A21 Az X X
There are two well-known results about this system for small c,

1. If Ay, and 511=A11—A12A22"1A21 are pnon-singular, then the
eigenvalues of (2.3) fall in two groups as e—>0. One group approaches

the eigenvalues of ;xn. The other approaches that of eAy,. The matrix
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;‘11 is commenly referred to as the Schur complement of Ag, in the matrix
A [3]. We will have much more to say about Schur complements as we

develop our approach in following sections.

2. If Ay, and 511 are Hurwitz, then the system has "well-defined
time-scale structure" as e-->0, The fast time scale is of order 1 and

the slow time scale of order l/e.

[ A
. L
Lo o

£

- !
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Mathematically, what "well-defined time-scale-structure” means can

be explained as follows.

v

»
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B AR

Define

T= (2.4)

and ,

yi0] [xm® .

=T )

ya(t) %o (t) L
Then under the condition that A5y, A;; are Hurwitz, we have E.«

y1(t7] [Cys(t) _
- +0(e), Ot (2.5) L

o (8) ] | ye(t/e

where the O(e) term is bounded uniformly in t on [0,%) as e-->0 and [:J,
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yg(t) and yg(t/€) are called the "slow" and "fast" states respectively
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and satisfy
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o
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AL L

Ye(t) =R 175(t), ¥s(0) = x(0)

Ye(t) = Agoye(t), ye(0)

. _'A"
LI
'

T
3,
a

If we define o -_".)

t

Aly Ay

Ae) =
-1 -1
€ A21 € A22

- in view of (2.4), (2.5) and (2.6), we have g

lim sup llTexp{A(c-:)t}’I"l - exp{diag[ill, 1/eAy,)t}] =0 Lr-
iy
S
Furthermore, if we change the time scale to t=t/e, we have t -

x (0] [eAry eBpp)xy(c) Xy (¢) 23
= =A(e) 2
;Kz(t) A21 ‘Az Xz(t) X2('C) L'_

Then similarly,

) “l
lim sup IlTexp{A(e)t}T'] ~ exp{diag [eill, Ayolt} =0 (2.7) >
e->0 20 ~
In general, as we defined in Chapter 1, if A(€) is analytic at e=0 '?""
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and Hurwitz for €>0 and there exist constant matrices A;, Ay, T such

that uniform convergence as in (2.7) holds, then we say that A(e€) has
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well-defined two time scale behavior. Obviously Kokotovic's results

o ‘\ 'l

provide a two time scale decomposition of a linear system. Moreover, as '.;2-
mentioned earlier, this approach has been proven to be useful in optimal ’
control [4], stochastic control [8), design of nonlinear regulators [5],
analysis of high gain systems [13], cheap control [2, 12, 13] and so on. E

The limitations of this method consist of two points, First, the

assumed form of Eg. (2.3) essentially implies that the seperation of

fast and slow state variables has been done beforehand. This is,

LI L I Lt T
¢ AN ot e
o e e e . v
4 . el e e e . .
. Sl A .
a PR AR KT e,

/

however, not the general case, especially for complex systems, where the

.

system matrix could be a more general function of €, and state

seperation would not be immediately available, Secondly, only two time

(]
.

scales are considered in this model., In the next subsection we

d a, 672,

l,,'l’ l’
s e latats
'l""l"

(]

introduce the result of Coderch, et.al [7, 1] which successfully solve

4,7,

1

the general problem of multiple time scale behavior of a perturbed

linear system,

2T P,
p et

2.2,2, Multiple Time Scale Behavior of Singularly Perturbed LTI Systems
The system considered in [7,1] is the singularly perturbed LTI L,
system (2,2) with a slight change in notation whose purpose will become
clear shortly.
=
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Xt) = Agle)x(t) (2.8) i

o

where the nxn matrix Agp(e) is an analytic function of e. For the P;
present discussion we assume that A,(e) is Hurwitz for e€(0,e5) although .x‘,‘
Cocerch allows slightly weaker assumptions. In Section 2.8 we will show ;_v
how our approach can be easily extended to this more general case. “
In order to present the results in [7,1), we need several Lu;
definitions, A matrix H is said to have gemisimple nullstructure (SSNS) E_{f;:
if its zero eigenvalue has geometric multiplicity equal to its algebraic \”
multiplicity. In other words, every zerc eigenvalue of H corresponds to E:;
a distinct independent eigenvector. A matrix H is said to be gemistable ﬁ:
if it has SSNS and all its non-zero eigenvalues have negative real !
parts. Suppose Aj(€) has eigenvalues Ajy(€)eeeesAy(€) where A; (€)->0, ""'-"it:
€->0, i=l,....,m$n. Then the total projection for the zero-group of l":—
eigenvalues of Ag(e), Py(€) is the projection onto the subspace spanned "'\
by eigenvenctors corresponding to z\l(e),...., Am(e) of Ag (e) [9]. t%:.
Since Ap(€) is analytic at e=0, it has a series expansion of the \
form \:
B

Aqle) =2 €PF
0 50 Op
It can be proven [7,1] that if Fop has SSNS, the matrix
Ay (e) = Po(e)Ao(e)/e

has a series expansion of the form

S el
b DRTEN
- ST
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0N
Ar(e) =D €PF
1 p§0 1p

If F1p also has SSNS we define Ay(e) as

B, (€) = Py (€)A; (€)/€ = Py (€)Pg(€)Ag(€) /€2
~n
=Y ePF
FZO 2p

where Pj(e) is the total projection for the zero—group of eigenvalues of

Aj(e). This process can be continued but it terminates at
Ap(€) = Py (€)A,_j(€)/e = Ppy(e)....Pyl€)Ag(e) /e

3 o
p=0 P
if the matrix Fpo Goes not have SSNS or if

rankFoo+rankFlo+. . .+rankao=n.

A matrix Ap(e) is said to satisfy the multiple semisimple null
structure (MSSNS) condition if the sequence of matrices Ay (€) can be

contructed up to a stage k=m with all matrices Fiq, k=0,e...,m having
SSNS and rankFgg+....+rankFpo=n. If in addition, all Fyp, are

semistable, then we say that Aj(e) satisfies multiple semistability
(MSST) condition,

The following results determines when an asymptotic approximation
to x(t), uniformly valid for t20, can be constructed which clearly
displays the multiple time scale behavior of x(t). The main result is
the following.
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1, System (2.8) has well-defined time-scale behavior if and only if

Ao(e) satisfies MSST condition.

2. If Ap(e) satisfies the MSST condition. Then
m
lim sup |lexp{A(e)t} - exp{ kEoFkoekt}ll =0

>0 t20

Furthermore, it can be shown that using a linear transformation T, which

is independent of € , we have that
TIF T = diag{0,0,...,0,8¢.0,...,0}, k=0,...,m

where each of the Rk is Burwitz, Therefore

m o
lim sup ||exp{Ag(e)t} - T'lexp{ETFkoT'lekt}Tll =0 R
>0 t20 k=0 o
or g
) ¢
lim sup exp{TAo(e)T"l} - diag{exp[Agt],....,exp[A €™t]} =0 g
e=>0 t20
(2.10)
In other words, to first order approximation, the original system (2.8) *
can be thought of as being composed of (m+l) uncoupled subsystems (after
certain e-independent transformations) ,"
S5
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d;k(t)/dt = gk;k(t) r k=0,....,m

each running at a different time scale. In this case we will say that

(T: Boe ase 2B,) defines a time scale decomposition of (2.8).

From this result it can be seen that in order to obtain the
uncoupled approximation one must first compute Fyy, k=0,ecc.,m, then
compute T. Although a procedure was proposed in [7], it really should
not be viewed as an algorithm, since the computational aspects of the
procedure have not been examined, and the procedure is quite involved,

For example, Fyo, Fpq, F3g Can be obtained by

F10 = Poho1o |

= PPy (Rgz=Rg1R00Ag1) PoPy

= P,P1P) (Bg3-Bo1B00 Agz-BozR0oAo1
+2g1200 01800 Ag1 -Bo2R10 P02 .
+hg2210%01200 01801200 01210720,
~Ag1200 *A01810*R01 200 P01 ) PoP1 P,

o]
[
o

[

3
w
o

[

where Pi=%imPi(e), i=0,1,2, and At is the pseudo~inverse of
-0

matrix A, The computation of F,q is much more complicated. The
complexity of these formulas makes it difficult to obtain a deep

understanding of multiple time scale behavior and the structure of Aq (e}

or to examine a variety of problems such as the consideration of the ':
effect of control on time scale behavior. ]
N .':‘-1

Having these background results we are now in a position to ﬂ
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introduce our main results. As we mentioned in Chapter 1 and earlier in
this chapter, an important element in our development is the Smith form
of A(e) over a local ring T of all functions of € analytic at €=0. 1In
8 ) next section we give the definition and the major properties of this

ring.

2.3 The Local Ring T

e o

I In this section we study the ring T of all functions of real

variable e which are analytic at e=0. In other words, we study the ring
- of functions which have Taylor series expansions at e=0. We show that | T
i ’ this ring have a Smith form. It is this Smit‘h forrﬁ that plays an Lw.:
y important role in this thesis. We state many of the results concering T . ]
and matrices over T without proof because they are immediate extensions

[y
. or examples of results which can be found in literature [3,11]. I—

Consider a set T which consists of all functions of € which are
'F analytic at e=0., It is easy to show that T is a ring. The units of T f !

are elemlnts of T which do not vavish at e=0,

U= { x| x€T, x(0)%0} 1

N &
re
1
i

Therefore any unit of T has the form

-
)
v
:

u = ao+ale+a2€2. eoe
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with aoko. Define the degree of x, a(x), to be the order of the first
nonzere term in its Taylor expansion. (For example, if x=a2e2+a3e3+....
and a,%0, then the degree of x is two). Then T is a Euclidean domain
with degree function a(x). If for some x, a(x)=i, then x equals ei

times a unit. In other words, each x is equivalent (modulo units) to

one of the element of set {l,c,ezl.....}. Let £ and g be two elements ‘
of T. Then it is easy to see tlLat i-:
RS

'._l

1. f divides g iff a(f)<a(qg). :1

2, f and g are coprime iff at least one of them is not i‘

equal to zero at e=0,

Let M(T) denote the set of matrices whose elements belong to T. Then

the set of unimodular matrices is defined as

U(T) = {GIGeM(T), IG(0)IX0}

Because T is a Euclidean domain, it is a principle ideal domain.
Therefore any matrix A€éM(T) can be transformed to its Smith form,

Namely for any matrix A€éM(T) we have ~ g
A=PDQ

where P,Q€U(T) and D has the form R

| Sl

- . T SR SR
. A )
PR A |
. o [
e )
A

A

D= diag {elllooo.' eir, 0,.-.0’0 }

' SO0
PN
PAASILE I

where the integers ij are ordered so that 0£iy<ip< «ee gipe The
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quantities eil, .. are called the jnvariant factors of A(e). The
| elementary row and column operations used in bringing A into its Smith

form have the form

1. Interchange of any two columns (or rows).

2, Addition to any column (row) of any other column (row)

multiplied by an element in T.

3. Scaling any colum (row) by any element in U(T). R

Let A, B € M(T) have the same number of rows. Then A and B are left

coprime

iff F=[A B] has the Smith form P[I 0]Q.
|- iff F has full row rank at e=0. : i—»

It can be shown that this ring is a local ring because its maximal N

I ideal, namely <e> is unique. L

As pointed out in Chapter 1, system (2.2) can be approximated by
its explicit form. Further work on our algebraic approach is bassed on
this form. Therefore in next section we derive the explicit form of

(2.2) using the Smith form of A(e). A
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2.4, THE EXPLICIT FORM FOR A SINGULARLY PEXTURBED AUTONOMOUS
LINEAR SYSTEM

2.4.1. Introduction i

In this section we show how a general system (2.2), with A(e) being
a matrix over T, can be put into what we term its explicit form. As
mentioned before, it is the explicit form that makes it possible to

connect the Smith form of A(e) with the multiple time scale behavior of

the system. This provides considerable insight into the structure of

such systems. Also, the explicit form permits us to develop an algorthm . §
for construting the time scale decompositioﬁ of (2.2) that makes use of
Schur complements and that makes clear the computations required to

determine the time-scale decomposition. This form also allows us to o
pose and answer a variety of questions in subsequent chapters and

sections of this chapter,
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b
I 2.4.2. Explicit Form
As mentioned in Section 2.3, an nxn matrix A(e) over T has its
. . Smith form
A(e) = P(e)D(e)Q(€)
E where P(e) and Q(e) are unimodular, namely |P(0)| %X 0, 1Q(0)| X 0 and
D(e) is
d, (e) '
‘ 1. O|\r

D(e) =

o : | I R Y [ S
. BRI}

Where dj(€)=€ij, j=l'-oo-,r, and os_ijsik, j_<_ko
consequently we can rewrite the system (2.2) as

x = P(e)D(e)Q(e) x (2.11)

Because P(€) is unimodular, P'l(e) exists in the neighbourhood of €=0.
L Later on we shall see that we can use P(¢) as a similarity
transformation on the state without affecting the time scales of the
system. In particular, multiplying by P'l(c) on the left of both sides
. of Eq. (2.11) we have
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P(e)~1x = D(e)Q(e)P(e)P(e) 1k

Let
y = P(e)"lx
Then
y = D(e)Q(e)P(e)y
i If we define
A(e) = Q(e)P(e)
we have

y = D(e)&(e)y

IR R
. . r . . . -

= diag{ Iy, €Ipreeees €11 1} K(e) (2.12)

Eq. (2.12) is called the explicit form because D(e) explicitly reveals
the time scales of thes system, Recall that Q(e) and P(e) are

unimodular, and therfore so is A(e€).

In the next section we shall consider (2.12) and find, under a
particular set of conditions, the time scale-decomposed approximation of
y (after appropriate similarity transformations). Before we do that,
let us overview some of the major results to be devoloped in the

following sections.

2.4.3 An Overview

What we are interested in doing is investigating the time scale
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decomposition of (2.2), or equivalently of (2.12). Coderch's approach
(Section 2.2.2) provides a general method for doing this involving the
computation of the total projection for the zero group of eigenvalues of
A(e) and of each of the subsequent system matrices Aj(€), Ap(€), oo
defined in this procedure. All of these computations involve using the
complete e-dependent projection matrices. On the other hand, as we will
discuss, if one has a system in a form analogous to that of Kokotovic's
treatment (Section 2.2.1), the computation of these projections is
straightforward and transparent, as is the check of the MSSNS and MSST
conditions. What our approach does is to transform the system so that
this straightforward construction can be applied. In this process, we

in fact throw away certain parts of the e-dependency of the system

matrices that are unimportant in obtaining a time scale decompositions
if in fact the original system has a time-scale decomposition. In a
sense what this does is to minimize the number of e-dependent
computations that must be performed, thereby making far more clear what

the critical e~dependencies are in A(e), its total projection onto the

zero group, and those of its successors (A (€), Aj(€), etc.).

To be more specific, let us assume, both here and in the next three b ‘
sections that A(e) in (2.2) is Hurwitz for e>0. Now, if we obtain a
time-~scale decomposition for y in (2.12), it is straightforward to ]

obtain a time-scale decomposition for x in (2.2) using an g—independent

similarity transformation, Specifically,
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Lemma 2.1:

Suppose that (T; 3.0, vosr Sm) defines a time-scale deconposition of
the explicit form dynamics (2.12). Then (TP71(0); A, ey Ap) defines

a time-scale decomposition of the original system (2.2).

Proof:
It is straightforward to check that this lemma states is equivalent

to the following, Note that
x(t) = P(e)y(t)

Define
x;(t) = P(0)y(t) (2,13)

lim sup |Ix(t) = % (¢) 1] =0 (2.14)
e->0 t20
That is, (2.13) is an asymtotically accurate approximation of the

solution of (2.2).

To prcceed, note that
Fix(e) = x(0) 11 £ 1IP(e) = PO 1ly(t) |
So that (2.14) will be proved if we can show that

lim sup |lyt) ] =M <@
e>0 t>0

However, by hypothesis
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yt) = Tldiaglexp[Agt], w. , explA €t]}Ty(0)

B
where each of the A; is Hurwitz®., Since ol
L
t:;i:::.
-~ : ~ o «
sup |lexp[Ajett]|] = sup |lexp[Ast]l] < eo E-l
t20 £20 b
the result is proved.
Note that one consequence of the lemma is that (2.2) has a time- "r;.:
scale decomposition if and only if (2.12) does. However, while this ;T‘i
lemma tells us a little bit about those e-dependencies that can be %
thrown out, there is far more that can be said. L‘
Specifically, recall that X(¢) in (2.12) is unimodular. e
Intuitively, what this means is that E(e) has no "structure at e=0", ih:

For notational simplicity, let us denote A(0) as A, and consider the
:;-j system Z::'C:Ajiﬁ
. z = D(e)Az (2.15a) ET
: i
;ff Let us also write A In block form compatible with the diagonal block t‘_l:'-:}
# sizes of D(€) i' ‘
; e
&
* That the ;si are Hurwitz follows from the assumption that A(e)
is Hurwitz for e€(0,€g]. g
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is in a form very similar to the form (2.7) considered by Kokotovic, We

call this the reduced explicit form.

As we saw in Section 2.2.1, the Schur complement play an important
role in defining the time-scale decomposition of the system considered
by Kokotovic. A similar statement is true here. Specifically, in the
next three sections we define a sequence of matrices 50, eoee im and a
similarity transformation T obtained by successive Schur complementation
of X, and we provide two derivations, one based on the approach of
Kokotovic, and a second making explicit contact with the results of
Coderch, of the following (again under the assumption that A(e) is

Hurwitz for e>0):
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Consider the original system (2.2) and the explicit form system E"“l
(2,12). These systems have well-behaved time-scale decompositions if :;;,:‘:
and only if the reduced explicit form system does. Furthermore, these LB
well-behaved time scale decompositions exist if and only if SO' e 7 Am k't
mentioned above all exist and are Hurwitz. In this case (T; 5‘0' vese \
Km) defines a time-scale decomposition for poth (2.12) and (2.15), and F-,
(by lemma 2.1), (TP'l(O); 50, ver 1 ;‘m) defines one for the original L
system (2.2). -
Let us make several important comments about this result. Ld
Specifically, once we have determined P(0) and A=Q(0)P(0), all of the
remaining gglgu_a;_;gm are ¢-independent. Thus, we have identified the
critical e-dependent conrputétions ‘as the determination of P(0).and Q{0) E, _

in the Smith decomposition of A(€). Finally, note that one point of the
Theorem is that if (2.15) has a well-behaved time scale decomposition,

lim sup |ly(t) - z(t) || = 0
e->0 t20 =

However, as is illustrated in Section 2.7, this peed not be true if a 5;;1'.'_-1'
well-behaved time scale decomposition does pot exist. In fact, while
A(c) is Hurwitz for €>0 by assumption, and D(e)A(€) = P'l(e)A(c)P(e) is -.3—

obviously Hurwitz as well, D(€)X need not be Hurwitz for €>0. Thus, if

the original system has a well-behaved time scale decomposition, we can

42




throw away the e-dependent terms in X(e). However, if such a time-scale
decomposition does not exist, the e-dependent terms of X(€) represent
critical components of the damping in the original system (2.2). In
Section 2.8 we use this observation to Gefine time scale decompositions
in a slightly weaker sense by pinpointing and keeping these e-dependent
terms in A(€) that are critical to system stability. This construction,
posed as an open problem by Coderch, is but one example of the problems

that our framework allows us to solve,
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2.5. DERIVATION FROM TWO TIME SCALE RESULTS

2.5.1., Introduction

As we stated in the last section (Section 2.4.3), finding the time
scale decomposition of (2.2) is equivalent to finding that of (2.12).
In this section we shall show that if the successive Schur complements
Kii are Hurwitz then (T; 511, cee o gmm) defines a time scale
decomposion for both (2.12) and (2.15), and (TP™3(0); Ayy, ewer Ap)
defines one for the original system (2.2). The proof is in fact an
extension of the well;known method used in the two time scale case,
Then in the next section we shall relate our approach to the multiple
time scale results obtained by Coderch et.al, and this will allow us to
prove the full version of Theorem 2.1, that is, that the gii being

Hurwitz is pecessary as well as sufficiant for the system (2.2) to have
a well-defined time-scale decomposition,
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2.5.2. Derivtion From Two Time Scale Results

The basic idea behind this approach is to block-diagonalize
A (e)=D(e)A(e). It uses well known two time-scale results repeatedly to
"oeel off" each time scale. So first let us review some of those

results, Suppose the system we are considering has the following form

:': = Ae)x
where
Ay Ay
Ae) =

€Ay €Ay

It is proven [17]) that if we define

I =L (€)
T(e)= (2.16)
eH(€) I-eH(e)L(e)

where H and L satisfy

Alz (e)-All(C)D"CL(Azz (C)+A21(€)L) =0 (2.17) :
H(Aq] (€)-LAy; (€)= Ay, (€)+Ag (€)L)H+eAy) (€)=0  (2.18) Rt
.-.‘.~ '\“‘:
=
We have
45
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All {e) A12 (e) Gl (e) O
T(€) 1(e)= (2.19)

€Ay;(€) €hgy (€) 0 Gy (e)
where

Gl (6) =All (€) -€L, (e)AZI (C)
Gy (€) =Ay; (€) +Ag; (€) L(€) (2.20)

AN OROENISAVS TS sl
. .
¥4

Solution to (2.17) and (2.18) exist as long as A;,(0) is invertible and

€ is sufficiently small. Note that under these conditions T(e) is

unimodular and, as e->0, L(e)->-All'l(0)A12(0), H(e)->0.

Now, consider our system in explicit form (Eq. (2.12))

1] N o~ -

Zl' All(c) eveses Alm(e) Zl

(2.21)

ém eMan(e) e (e)| | 2
L J L JL
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Let us apply this procedure m-1 times in succession to A,(e), where
: at each stage we "peel off" one of the time scales of (2.21), starting

from the fastest. We begin by assuming that Ay,(0) in (2.21) is

R COFRERERERL NS

invertible and apply the procedure just described to A;(€), with
"eA,, ()" identified as the large lower right-hand block matrix in (3.7)
and with "A;o(€)" and "eAr; (€)" defined in a corresponding manner. Thus

- we construct
I -Ll (e)
Tl(e) = (2.22)

€28 (e)  1-et?H) ()14 (€)

where, as e—>0, H(e)—>0, G;(e)—>A;;, and

: Ly(€) = [Ly2(€) euuslyp(€)]—>A1; " A50 0 e oByp]
;
Also
b Bgp(€)  eeveeenseees Agple)
: Gyle) =
eim'izimz(e) eim'izim(e)
3

. where

A = -1 =
Aij (e) = Alj (€) -AilLij (e) —>Aij-AilAll Alj = Aij

47
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We now see that if 522 is invertible we can repeat this procedure on

Gy(e). Continuing, we finally obtain

T 1(€) eeeaTy (€)A1 (€T 7 (€) 00Ty " (e)
= diag{Gj (€), ei2G2 (€)roee .,ei'"bm(e) }

provided that Aj) = G1(0), By = G3(0)serearBpy p1 = Gp1(0)

are all invertible. Define
R(e) = diag{illl 612;22' secey €m§n‘n)

We shall prove

Theorem 2,.2:

If in,...,g,m are all Hurwitz then (T; Kll' coer ﬁm) defines a
time-scale decomposition for both (2.12) and (2.15) and (TP'l(O),-

5\11:---: l‘;mm) defines one for the original system (2.2),
To prove this theorem we need the following lemma.
Lemma 2.2

Let E(e) be an nxn matrix with entries from T, If E(0) is Hurwitz,

then

lim sup ||exp{E(e)t} - exp{E(0)t}|| =0
e->0 t20
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Proof:
It is well known (9] that

explE(e)t} = -1/213§ exp(stIR(s,E(e))ds
r
where [ is a positively-oriented contour enclosing all eigenvalues of

E(e) and

R(s,E(€)) = (sI-E(e))}

Note that for € small enough E(€) is Hurwitz and [ can be chosen to lie
in the left-half plane and to enclose all eigenvalues of E(0) as well as

E(e). Therefore we have

|lexp{E(€)t} - exp{E(O)t}]| =
1/271 § expist}(R(s,E(e)) - Ris,E(0))]ds|]

< 1/2nexpl-at}||$R(s,E(e)) - R(s,E(0)) |lds
r

where a is a positive number. The uniform convergence of R(s,E(¢€)) to

R(s,E(0)) on[" [9] then proves the lemma.

Proof of Theorem:
As a first step we note that by lemma and the assumption that
gll’...'g-nun are HUIWitZ

lim sup |1diaglexp{Gy(€)t,eeee exp{e' (ert] -
e>0 t20 ! e me
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diaglexp{A; t}, ..., exp{el™A t}]1]

m ~
S lim X sup |lexp{G (e)t} - exp{A  t}I| =0
e->0 r=1 t20

Thus, since T(e) is unimodular, we have

lim sup |lexp{a; ()t} - T"1(e)exp(Ale)tiT(e) I = 0
e>0 t>0 L

From the proof we can see that this result holds not only for (2.12),

but also for (2.15). Thus we have proved the first part of Theorem 2.2. L»
To prove that (TP'l(O); xll""' imn) defines a time-scale decomposition -‘_:Z:_I

e
for the original system (2.2) we need just invoke Lemma 2.l.

As a final comment we note that the recursive procedure for peeling L R
off successively slower time scales actually yields a segquence of
approximations over longer time intervals if exp{A(e)t} is replaced by
diag{exp[illt],....,exp[ﬂrreirt], I,....;1}, we obtain a uniform

approximation over an interval of the form [0, el'i”l] (see [7] for a

similar comment).

The results in this section show that the Hurwitz condition is a
‘Z; sufficient condition for the system (2.2), (2.12) and (2.15) to have
? well-behaved time-scale and provide the actural time-scale ;1
g decomposition. As mentioned previously, in the next section we show,

based on Coderch's results, that this condition is also neccessary.




...........................................

2.6.2 The Schur Complen®nt

Consider the matrix

Bll Blz see oBm

B= seevsoveen

Bnl Bkz ooo.Bkk
where the Bjj, i=1,...,n are square matrices. Define

Bll Blz o.aoBlk
Yk= es o0 0GOS OO OS k<n

Bl Bra eeeeBgg

Then the Schur complement of Y, with respect to By, is

-1
Bk~ [Bgyeee By k-1] (¥g-1) " [Byg'ee By k'l

Bkk =
If we define
Sky = (Yey) IBiks i=1,ee0u/k-1 (2.26) i

The Schur coplement can be written as

Bkk = Bkk-[Bkl....Bk'k_ll [Skl""'sk,k—l']'

k-1

A number of properties of Schur complements are described in
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Appendix 1, which we shall find useful in proof of our main results.
In addition, there is one other relatively simple property of Schur
complements that we are in essence using in this section but whose
derivation is deferred until Section 2.7 where we derive other related
results, Specifically, in Section 2,5 we define the gii as successive
Schur complements, That is 1111 is simply the upper left-hand block of
A. Then we perform a Schur complement of A compatible with the block

structure shown below

All Alz soessece Alrn

A A A
21 22 seseve ZIn
- A G2

|2 By eeeeer Ay

So that
Caz = Cg2 - CAy Y0y,

and A,, is then simply the upper left-hand block of Cp. The procedure

then continues step by step. On the other hand, the Schur complement
gkk defined as in (2.27) if the B's are replaced by A's, is obtained in
one step, That these two computations yield the same result is shown in

Section 2.7.2. P
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- 2.6.3. Main results e
4
. e
. The main result in this section is the proof of Theorem 2.1, based };
o
l. * J
s on Coderch's results. The basic idea behind the proof is to construct @ b
-
the succesive projection matrices and pseudo—inversces used in Coderch's t,—_v‘y‘f
approach. By using the explicit form for these computations we can then E-.:'_f:‘.-'_i
directly relate the MSSNS and MSST conditions to the condition that all 'F_?;-Zij
-— A
of the S‘ii are Hurwitz., Since the p.oof is tedious we leave it in "‘i
Appendix A2 at the end of this chapter. One byproduct of this ,
computation is the explicit identification of the similarity ‘
transformation T needed in the time scale decomposition. Thus what we L‘*‘
actually obtain is the following:
Iheorem 2,3:
. Consider system (2.2) and its explicit form (2.12) and reduced
explicit form (2.15). Let the system matrices of (2.15) be
All Alz cese Aln _-::
A'__ 2000 GO POOOEER :l:..::'j
Anl Af12 es e Arl.n . .."4'
and define
A A
11~ e
- -~ 1@22 0 ." -.
~ A(e) = . "-'.\‘:"‘
. 0 . - -: ._.'
t""n--lAnn N
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where the Rjjr

before. Then we have

i=1,....,n are the Schur complements of A as defined

1. Systems (2.2), (2.12) and (2.15) have well-behaved time-
scale decompositions if and only if the gii' i=1,eeep

are all Hurwitz.

2. If the iii are all Hurwitz, then (T; 5‘11' cos g gnn)
defines a time-scale decamposition for both (2,12) and
(2.15), and (TP™1(0); Ayy, eves Apy) defines one for

the original system (2.2), where

I Szl S31 osee Snl .
0 I 332 seee snz
T =
0 o eeeescesce
.0 0 eeveoe 0 I

and the sij' i=2, eeey N, j=1, ey n=1 are defined in EqQ.(2.26) if we

replace B;; with Aj A direct consequence of this result is the

3 J°
following. s

Corollary:

The following conditions are equivalent:

1. A(e) and its explicit form satisfy the MSSNS (MSST) .~\Z:._Z:.
i
oondition. -

2. iii are of full rank (Burwitz).
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2.7 Relationship Between The Two Derivations And The Unigueness

Of The Time Scale Decomposition ‘
2.7.1. Introduction ‘"”"
In this section we show first that the 511 in section 2,5 are
nothing more than the Schur complements in Section 2.6. We then turn E:
our attention to the question of the uniqueness of the time scale
decamposition. Specifically, we show that although the matrices P(€) - :
and Q(e) are not unique (because of the non-uniqueness of Smith form | L
decomposition) the Schur complements of A=Q(0)P(0) corresponding t:.o ‘
different choices of P(e) and Q(€) are similar. Therefore different
i Smith decompositions give the same time scale result up to a similarity L
transformation at each time scale.

2.7.2. Recursive and nonrecursive computation of Schur

complements

To prove that S‘ii as defined according to Eq.(2.27) equals gii in [E"
Eg.(2.23) we need the following lemma,
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Lemma 2.3:

Consider an invertible matrix A

A1 BAyp A3
A= A21 A22 A23 (2.30)
A3y A3p As33
Define
Fij=Aij-AilAll-lAlJ [ i, J '=2 '3 (2 -31)

Then the Schur complement of Az is

Agy=F33FioFay P23 (2.32)

Proof: Consider the linear equation
Alx'y' z']'=[00Db']® (2.33)

It is easy to show that the solution is z=i33'lb. We can also

write the solution as

_
Y Ay By | A 110

-1
* Byy T (Ryp Ap3l
z| ([ B32 233] Pa1 b b

Faa F3 -1|| 0 S

| F32 Fa3 b o

..............




YT

Chon 2o coe o Al A A4 - v v v
B MRS PR

a1

or
F F y 0
22 23 - (2.34)
F3p F33]|z b
Solving (2.34) for z we have
- - -1 =1
Z-[F33 F3222 F23] b (2.35)

Ed.(2.35) is true for all possible b, Also the solution for Eg.(2.33)

is unique, Therefore we have proved the lemma,

Note that F33-F32F22"1F23 is nothing more than the 533 defined in
Section 2.,5.2, Hence we can conclude that ;\33 defined in Section 2.6 is
the same as that defined in (2.26). Repeatedly using Lemma 2.2 it is

easy to prove that this is true for all k=1,...,n. -

2,7.3. Similarity of Schur complements of different

decompositions

In this subsection we show that although for different PDQ
decomposition the matrices Q(0)P(0) are different, their Schur
complements are similar. We first show how the Schur complement of a
matrix is influenced by a left (right) multiplication by a lower
(upper)triangular matrix, Then we prove the similarity between Schur

complements of different decompositions.
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Lemma 2.4: Consider a matrix
- o=
- CD
where A is invertible, Consider the Schur complement
D=D-CA™1B
and suppose that D is invertible. Let
[Tl 0 ][A B] A Bl]
Sy = =
1
Ul Vl CD Cl Dl
b where T and V; are invertible, Let

= -1
Dy =D)-Cip By

Dl = VlD

[A B'J[Tz vz]_[Az 32]
sz—[c pDILO V, B c, Dy

where T, and V, are invertible. Let

Let

D, = D)~Cohy B,

D, =V,
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Proof:

Consider the linear eguation

A Bl[x 0
[ = (2.36)
C DJLb a
The solution is

a (2.37)

T 0

By left multiplying by 1 on both sides of (2.36) we
\Y \Y
1 1

have

= (2.38)

The solution of (2.38) is

y = Dy vja (2.39)
Combining (2.37) amd (2.39) we have

b = p7lvja (2.40)
Because (2.40) holds for all a€R", we have
b = By7lyy

or

D, = V;D
Now note that (2.36) can be rewritten as
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or

Let

T

v, ly = B,7la = v, 71p71a

Therefore

v
|

D2 = WZ
Suppose A(e) has two decompositions:

A(e)

P} (€)D(€)Q (€) = P(€)D(€)Qy(€)

L e on an 4 L8 P ad-am pa aa
LT e . e T e

D(e) diag{IO' eIl' .oo.} = diag{dl' Y1) 'dn} (2.41)
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Lemma 2.3:
The Schur complement of Q;(0)P;(0) and Q,(0)P,(0) are
similar.

Proof:
For simplicity, let us write D(e), P;(<; and Q;(e) as D, P; and Q;

repectively for i=1,2, From (2.41) we have

D=p ~1P,00,0 ™
M N
Therefore
M 1lp=DN
Or
(ML(e)) §5=a;/d; (N(€)) i 5 (2.42)
Suppose

dl=d2=o..=dso=1' dso+l=oo.=dsl=elooo'

dsrn—1+1=n . .=dn=€m, Sl.n=rl
Define

R0={1,...,So}, R1={so+l' oo.,Sl}'-oo' &n={%n_l+1'ooo'srn}

If i,J Ry, k=0,..., from (2.42) we have

(Mle)) 35=((e)) 4

or 1
(M72(0)) 34=(N(0)) 44
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If 1€Ry), J€Rgy, kjkkp then, because (M™1(0))j; and (N(0))jj are finite

. for all i,j, we have
i (N(o))ij=Nij-’-0' kq1<ks

(71(0)) ;4=0, ky>k;

Then N(0) and M'l(O) can be expressed as

n
11 0
n: n
. noy =] 2 2 (2.43)
‘ n‘n"'l,l oo.o.o-nnﬁl'ml
. m
n *
! w1 (0)= 22
- Tl ,ml
7 Hence
- -1
B m - 4
'_-', N2 .
: M(0) = . (2.44)
0 . -1
Dy, mel

By definition of M and N we have
N PiM = QpP)
Therefore in view of the special forms of (2.43) and (2.44), the k-th
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principal sub-block of Qp(0)P;(0) and Q,(0)P,(0) denoted by (P11 and
[QP,] can be related by

-1
n n
]..1 0 11

-1
Dpk Ngk

. [QP;1k 0 = [QPs]k (2.45)

Then applying Fact 1 to (2.45) we see that the k-th Schur complement of

[02P2] k = Bro is related to the ke Schur complement of [QP]y by
= -1

Hyo = DypHyiNgg .
Thus we have shown that for different decompositions P1DQ; and P,DQ,,
the Schur complements are related by

Ay(e) = UAj(e)U™L
where

U = diag{nll'tooo'rlrmn}

and nji, i=1l,....,m are the diagonal blocks of the matrix
N(0) = 0y(0)0;(0)™Y = diaginyy,eees,nypy)

From this lemma we see that although the Q(0)P(0) is not unique,

its successive Schur complements are similar. Furthermore, the time-
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scale decomposition is determined by the Schur complements and a
similarity transformation matrix T. Therefore the similarity of the
Schur complements explains the essential uniqueness of the time-scale

decomposition.
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2.8 Summary Plus An Extension

2.8.1 Introduction

In this chapter we have developed a new approach for determining if

a system of the form
1
x = A(e)x

has well-defined time scale behavior and for constructing the
corresponding muitiple time scale approximation. As we discussed in
Section 2.1, a major motivation for this work was a desire to gain
additional insight into the algebraic structure of systems with several
time scales and to perhaps develop an approach that is conceptually (and
hopefully algorithmically) simpler so that further study of these
systems might be facilitated., We feel that the approach described in
this chapter accomplishes this, since (1) we have been able to provide a
clear bridge between the general work of Coderch, et al. [7] and the far
simpler and more transparent results developed byKokotovic, et.al. [17]
for systems in what we have termed "explicit form", and (2) the approach
established in this chapter provides the foundation for posing and
answering numerous important questions about systems with several time

scales. In this section we first briefly review the main results of

66




R R . . . B BN AR A Al Sl Ak Sad bo el il e | gt

this chapter to support the first of these points and we then present
two additional results which support the second point. The remaining
chapters of this thesis provide further indication of the usefulness of

this approach to time scale analysis.

Let us first review the major result of this chapter.
Specifically, we have analyzed the multiple time scale structure of a

system of the form
x = A(e)x (2.45)

where Ale) is assumed to be Hurwitz for ¢ 6[0,60]. Our approach consists

first of performing a Smith deqomposition of Ale)

A(e) = P(e)D(e)Q(e) | (2.46)
where |P(0) %0, }Q(0)i%X0 and

D(e) = diag (ekOIO, eklIl,....,ekn'lln_l)

W2 then consider a similarity transformation on (2.45) which leads us to

the explicit form
y = D(e)A(e)y ¥
where K(€)=0(¢)P(c) and the reduced explicit form R
T
z = D(e) Kz (2.47) D
]
where 4
1
s
. ] _ S
S ,;':;“-;-;"~.."_ ............ e __‘_14) ------ e T AR - _';.- ................. _j
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A1l A1y ... Aln]

A [ N N ) A
X = %(0) = 2%..?%%.......2‘“ ‘

...l'...l‘..‘.

Ay App eees %J

(here the block dimensions are compatible with those for D(¢) in
(2.47)). We have shown that A(€) satisfies the MSST condition if and
only if each of the successive Schur complements gii (see Section 2.6.2

for definition) of & is Hurwitz. In this case we have then shown how to

oconstruct a similarity transformation T so that

lim sup || exp{A(e)t} - Texp{ﬂ(e)t}'r" lLijr=o0 (2.48) ;Z:,TEZ'{:
e=>0 t20 :-‘,x;.41l

where
Ale) = diagle®Ony,,eK1n,,, ..., KM IR )

That is, (Xll,....,inn;T) define a time-scale decomposition of the

original system,

Let us make two comments about this result., The first is that it
is straightforward to extend this result to the case in which we assume :
only that A(e) is semistable for ¢>0, i.e. that :';'j';‘!

P

lim exp{A(e)t} ]

exists (so that A(e) has no eigenvalues in the right-half plane and the Ej
'\'::ﬁ

---------------------------------
....................
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only eigenvalues on the jw axis are simple eigenvalues at 0), Under
this condition, the Smith decomposition of A(e) is as in (2.46), but

D(e) has the form

In this case the explicit form of A(e) is

(e) 0O]f a1(e) Ay(e)

D(e)A(e) =
0 0 0 0 E
Now A, (e) is invertible since the upper block corresponds to the nonzero \
eigenvalues of A(e). Furtﬁermore, as direct consequence of the result _:;4
in this chapter, A(e) will have MSSNS only if A;(0) is invertible, i.e. ~ -‘
only if Ay(e) is unimodulart. Therefore, let us assume this is the case
and define the unimodular matrix :E

1 N CING)!

R(e) =

+ By the assumption that lim expA(e€)t exists, then A;(0) is in fact
t=>00
Hurwitz.
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A coee A
K=A(0) = 2];00?%%0000000%11
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(here the block dimensions are compatible with those for D(¢) in
(2.47)). We have shown that A(e) satisfies the MSST condition jif and
only if each of the successive Schur complements gii (see Section 2.6.2
for definition) of X is "urwitz., In this case we have then shown how to
oconstruct a similarity transformation T so that

lim sup || exp{Ale)t} - Texp{A(e)t}T™! || = 0  (2.48)
e->0 t20

where
Afe) = diaglek0a,,ekln,, ..., K0 1R )

That is, (Kll,....,f\nn;T) define a time-scale decomposition of the

original system,

Let us make two comments about this result. The first is that it
is straightforward to extend this result to the case in which we assume

only that A(e) is semistable for e>0, i.e. that

lim exp{A(e)t}
t->e2

exists (so that A(e) has no eigenvalues in the right-half plane and the
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)
.-'_:.‘_':
S (€)ay(€) O g
‘ R Lliep@Aere = | 1oL =
b 0 A
> BN
: o
X Now apply the time scale cecamposition developed in this chapter to the "'
“ ks TSR]
. explicit form matrix Dy (e)Ay (e). If this does not have well-behaved tvwi
T time scale structure, then neither does the original system. If it does
. have well-behaved time scale structure, let (Ayq,eees,A iT) denote the S
—
time scale decomposition of this system. Then let L-ﬁ
: =
A(e) = diag{eX0a;;,...., 071, 0}
) T = P(0)R(0)T)
It is then straightforward to check that (;\(e), T) define the time scale
: decomposition of A(e).
‘ The second point we wish to make is that if A(e) does not satisfy
> the MSST condition (i.e. if not all of the A;; are Hurwitz), then (1)

the reduced explicit form (2.15) need pot be asymptotically egquivalent
to the explicit form (2.12) or the original system (2.2); and (2) the
origenal system does not have well-defined time scale behavior in that
sense that we have used so far -- i,e. it is not possible to satisfy
(2.10; for gny choice of copstant matrices iii (i.e. not restricting
attention to simply the definitions of these matrices as successive

Schur complements), Coderch [7] conjectured that it might be possible
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Let us show that this system does not have well-defined time scale

behavior in the sense we have been using so far., Substituting t=et we .
have ‘_‘.-..”'f
Xy (t) = xy0e” " ®Csint/e

1 10 (2.52) e

X5 (t) = xp0e™" €tcost/e T
Obviously x(t) does not have a limit as e->0 because of the rapid [‘_' ,1
oscillations. On the other hand, in order to have a well-defined time
scale approximation we require that there is some Aj so that ;f':'.;Lt_:'j
i e g

lim sup || exp{A(e)t} - Texp{Agt}TL || =0 e

e~>0 t20 o

If this were true, then the following should also be true: . LJ
lim sup || exp{A(e)t/c} - Texp{Agr/e}T™! (| =0  (2.53) e

e=>0 20 Sl

It has been shown in (2.51) that the first term does not have a limit as Ii
€ goes to zero., So the only way to have (2.53) satisfied is if the left ::jﬁ:;:i:'
hand side is identically 0, but using a constant Aj does not allow us to
do this. i’;
]

A further investigation shows that if we slightly change our ;"—'{;
definition of well-defined time scale behavior, then we may be able to - 1
extend our results to a larger class of systems. For example, if we use !'*-i
':.:: :-::;1

- 1 =

(e) = N

% -l -€
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to find an approximation in the sense of (2.10) even if A(e) violates
the MSST condition if one allows the Z“ii to be e-dependent. In the next
two subsections we show how to construct such an approximation which

keeps only those ¢—dependent terms that are needed to achieve (2.10).

Finally, in Section 2.8.4 we discuss the problem of using feedback

to modify the time scales of a perturbed system, Specifically, up to

this point we have considered the multiple time scale behavior of the

. undriven system (2.2). In 2.8.4 we discuss the driven system
h x = Ale)x + B(e)u (2.49)

with the state feedback

u=k(e)x (2.50)

The natural question here is to ask what freedom there is in assigning
the time scale structure by application of the state feedback of (2.50).

If we insert (2.50) into (2.49), we have
x = [A(e) + B(e)K(€)]x = F(e)x (2.51)

with

F(e) = A(e) + B(e)K(e)
As we have developed in this chapter, the time scales of a system like
(2.51) are determined by the invariant factors of F(e). Thus assigning

the time scales of (2.49) by state feedback (2.50) naturally leads to
the problem of jinvarjant factor assignment of F(e) by means of choosing
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i ' constant invertible matrix T such that

x lim sup || exp{A(e)t} - Texp{A(e)t}T™) || = ¢
e->0 t>0

b

"~ where

A(c) = diaglAg(e), €A1 (€) sveer A3 (6)]

Let us now study the relationship between MSSNS condition and the
eigenvalues of A(e) because a deeper understanding will help us capture
the essence of our approach. Recall, A(€) being Hurwitz for €p>e>0 is
an implicit assumption throughout this Chapter (except at the end of the
preceding subsection). We claim that if A(e) satisfies the MSSNS

oondition, Ajj

cannot have eigenvalues with positive real parts.. The
reason is the following, As we shall see in Chapter 3, Theorem 3.2, the
eigenvalues of A(e) are clustered in n groups, with those in the k-th
group lying within 0(eX3*l) of the eigenvalues of eijjj. Consequently,
if ;jj for some j has an eigenvalue with positive real part, then one of

the eigenvalue of A(c) must have a positive real part for € sufficiently

close to zero, This contridicts the assumption that A(e) is Hurwitz.
What can happen, however, is that for some iii the real parts of same of
their eigenvalues are zero. If A(e) has MSSNS (so that the gii are
invertible), we must then have that these eigenvalues are purely
imaginary (i.e. not equal to zero). The implication of this for A(€) is
that its corresponding eigenvalues have negative real parts of orders
that are higher than those of their imaginary parts. By keeping only

the dominant terms, then, we in essence throw away these damping
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effects. If we can somehow keep the dominant terms of these real parts,
we should still have a good approximation as we have seen in Example

2.8.1.

In the next subsection we introduce an iterative approach that
guarantees the retention of the dominant e-dependent parts of each mode.
This approach is based on the following observations, Consider the two
time scale case.

A B

Ae) = (2.54)

eC eD
where A is invertible, We have shown that there are a unimodular matrix

T(e) and two matrices Gj(e€), Gp(€) such that

Gl(e) 0

A(e) = T(e) T1l(e)

To really cumpute G;(€) and Gy(€) is impractical . In the previous
sections we used A and 5=D—CA'1B to approximate Gl(c), Gz(e). But, as
we just pointed out, if the MSST condition does not hold then this
approximation fails, and we have to retain some e—dependent terms. We
also know that G;(e) and G,(e) can be obtained by an iterative procedure
if A(e) satisfies the MSSNS condition [17]. As we show in the next
subsection, if we somehow know the orders of the real parts of the
eigenvalues of A(e), then after a specific finite number of iterations

the results capture the dominant parts and we can stop. In the next
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subsection, we first describe the iterative procedure proposed in [17].
Then we prove some lemmas which are used to determine the stopping
rules. Finally we describe our approach, which includes a method for
determining an upper bound on the orders of the real parts of the

eigenvalues.

F 2.8.3 An Iterative Algorithm for Extended Time Scale

Decomposition

As mentioned in the previous subsection, we have shown in Chapter

2, Section 2,5 that we can write A(e) in (2.54) in the form

(e) 0
A(e) = T(e) k! 1(e) (2.55)

0 eGyle)

There is an iterative approach to determine G;(€) and Gp(e) which

is presented in the foll wing Lemma,

Let us first define matrices Py and P, associated with a matrix F

where

Fl1 Fy2

Fa1 Fa2

(here F may be e-dependent but we suppress this dependency).
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Specifically
E: F117F12
Pl =
0 I

LA
»falal et
-

J

P, = (2.56)
2 -1
FaaFn1 7 T

if Fy; is invertible. Then we have

Lemma 2.8,1
Let

A(e) B(e) By (¢)

AO(O)

(0) = = =
E () =a(e) = | . =
0 ec(e) ed(e)| [ecy(®) epy(0)

(2.57)

where AO(O), Bo(o), Co(o) and Do(o) are generally functions of € and
Ao(o) is invertible at e=0, Define

Ei(j) (e)
= 2,32, Wp, () p (g (0 () (p, (1))-1,.,
(py (4N 1(p, (1)1 (p,(3))-1

Ai(j) eiBi(j)

(2.58)

etlg, () ep, ()

Then as i—>&, j—>w
Ai(]) —> Gy, Di(]) —> G,
where G) and G, are defined in Section 2.5.2 (see (2.19)) and P; (Y and
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Pz(j) are the matrices associated with Ei-l(o) (e) and Ei(j'l) (e),
respectively, as in (2.56). Again all terms in (2.58) including G; and

Go are functions of e.

Proof : See [17].

Note: From (2.56)-(2.58) we have

Ay (1) <, (3) 4 itdtlp, (G)c, (3) (a, (3))-1 (2.59)
Ai+1(j) - Ai(j) + ei+j+l(Ai(j))'lBi(j)Ci(j) (2.60)
Dy (31 = p; () - eitic; () a; 3))-1p; Bap ) B (261)

Thus, after the (i+j+l)-th iteration

O(Ai(j+1) - Ai(j)) 2 i+j+l (2.62)
03419 - a;3) 2 irin (2.63)
O(Di(j+1) - Di(j)) = O(Di+1(j) - Di(j)) > it (2.64)

Therefore we would expect that after a finite number of iterations
the Ai(j) and Di(j) would be "close enough" to Gy and G, so that we can
use them to approximate G; and G;. The next two lemmas give the
definition of "closeness" and provide conditions based on which we can
determine the number of iterations required, The first lemma states the
eigenvalue order relations for two matrices A;(e) and Ag(e) under which
exp{Aj (e)t} can be approximated by exp{A,(e)t}. Let ’\ij' i=1,2,
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j=1,...,N be eigenvalues of A, (€) and Ajy(€), repectively, and let O(x)

denote the order of x, then ( suppressing the e—dependence of A ;5 )

j

Lemma 2,8,2 If Ay(e) and Aj(e) satisfy
1. A;(0) = Ay(0) has SSNS.

2. O(Re(Alj)) = O(Re(Azj)) < O(Re(/\lj-/\zj)), L P | R

I3
Sqv and if rj_ZSj then

3. 0(Im(A14)) = O(Im(rz4))

Sj<O(Im(AlJ-X23) ) ’ i=l’ XX ]No

lim sup || exp{a;(e)t} - exp{As(e)t}i]| =0
e->0 £0

Proof:

Define R[A(€),A] = ()\I-A(c-:))'l as before., From Condition 1 we know
that the number of the eigenvalues whose real parts have orders higher
than 0 is the same for both A (c) and Ay(€). Denote this number by m
and suppose that the first m eigenvalues are these higher-order
eigenvalues. From the assumption that A(e) is Hurwitz for O<e<ep, it is
also clear that the leading term (i.e. the lowest order term) of the
real part of each eigenvalue has a negative coefficient. Now, write

R[Ai(e) 2] as

m Fi] (C) El(e)
R[Aj(€),A] = X + » i=1,2  (2.65)
3=l A-Aqy pj(4,€)
80
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N

where pjr€) = ()'"‘i,m+l) (’\"\i,m+2)"'('\”‘i,N) and Fij(e) and E; (e) are [T'i
functions of € only and are analytic at e=0. We know that . ':?
R
exp{A, (e)t} - exp{Ay(e)t} e
= § {RIA (¢j ;] - RIAy(€) 2]} tar (2.66) ;!E:i:f
C
DN
where C is the contour enclosing every eigenvalues in the complex plane. . :_j:'.f'_':'.;
Using (2.65), (2.66) can be rewritten as i

m Fyi(e) Fo. (€) E, (€) E,(€)

> 1 b 3 jertar +9 (2 - i ot
3=1 C§ A=Ay A=dos C' pi(rae)  pa(Me)

where Cj are contours enclosing eigenvalues ’\lj and "Zj' j=1,eeepm and
C'isa contour enclosing all '\lj' )‘Zj' j=m+l,...,N. Since
Re(Aij(e))->Re(Aij(0))<0, i=1,2, j=m+l,...,N, C' can be chosen to lie

entirely in the left half plane, Therefore, since

Ey(e) Ey(e) :.‘.-:::.

- —> 0, e=>0 (Condition 1) e

pl(Are) Pz(xre) -_-.::h:
=

Ej(e) Ej(e) ;i_;j;'

” { 1 -2 } ertaa||—>0, e=—>0 L
C'pl(A'e) Pp_(‘\le) ) .

e _

Ej(e) Ej(e) o

- d\ —> 0, e=—>0 (2.68) R

P1 (rr€) P2 (An,€) _-:..

c! S
Now consider only one term in the first part of (2.67): =
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C5 A=y A=Xoj

} ertan (2.69)

Let A'=)>/e’:j. Then (2.69) can be written as

Fy- Fq- . ,
s R —— s B SO 5 FUS PP S

C'j erl\'—)\lj er )\"‘Azj

Py Fo.
B S R = I T Y (2.70)
C'j x'_Allj A'_X'Zj

where

Nij = Aj3/€3, e=efIe, i=1,2, 3=l,....m.

Fram Conditions 2 and 3 and the Hurwitz assumption we have

0>Re(7\'13) = O(l) ’

Re(r'14-A'24) = 0(1), Im(A'34-A'25) =o(1) (2.71)

Therefore it is obvious that C'j can be taken as a circle in the left
half plane whose diameter is of order 1. Since the order of the
imaginary part may be lower or higher than that of the real part, this
circle may move up or down vertically as € changes but it remains in the

left-hand plane and does not shrink to 0. Also

Flj ) sz ~ (A'-/\zj')Flj-(l\'—hlj')sz
xl_Allj Al_Alzj (}"—Alj')(A'-AZj')
82




(15" ~%03 ' VP25~ (A =24 ") (Fpy7Fu3)
(A.-Alj l) (AI_Azj l)

(2.72)

On contour Cj', Alj'-—> "Zj" sz - Flj as e~->0 and the denominator

is bounded away from 0. Therefore the integrand of (2.70) goes to zero

uniformly on C'j as e-->0, Considering (2.68) we can conclude that

(2.67), and therefore (2.66), goes to zero uniformly in t as e—>0,

This Lemma gives us a criterion to judge how "close" the

eigenvalues of two matrices should be in order for one to be a good
approximation of the other. 1In the next Lemma we study how a

perturbation on a matrix can influence the eigenvalues. To develop a

corplete piéture of how perturbations affect the eigenvalues is beyond
the scope of this development, For our purpose of defining a stopping
point for our iterative computation of G;(e) and Gp(e), we only need the

following result.

lemna 2.8,3 :
Let A=B+e™C where A,B and C are NxN matrix functions of e. Let the

eigenvalues of A and B be denoted by *; (R) and z\i(B), i=l,...,N. Then

min O(*; (A)-2;(B)) 2 m/p > WN (2.73) RS

b

v

where p is some integer, 1<p<N. “:i
T

o

Proof : See [9]. S
1

::'..—_'j:}
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Combining this Lemma with (2.,59)-(2.64) it is clear that after the
(i+j+1)-th iteration the eigenvalue difference between the (i+j)~th and
the (i+j+l)-th iterations must have an order higher than (i+j)/N.
Therefore, as the number of iterations becomes larger and larger, the
ocontribution of each additional iteration becomes less and less. Thus,
a stopping rule can be established if we in addition take Lemma 2.8.2

into account. This result can be summarized in the following Theorem.

Iheorem 2.8,1:
Let
2 250 (e) By® (e) 0][ag® (&) By D (e) |
€) = = :
eco(o)(e) eDo(o)(e) 0 el Co(o) (e) Do(o) (e)J
= D(e)A(e)

satisfy the MSSNS condition. Define Pl(i),Pz(j),Ai(j) (e) and Di(j) (e)

as in (2.56),(2.58)-(2.61). Suppose the maximum order of the real parts

of the eigenvalues of A(e) is m, Then

lim sup || exp{A(e)t} - Tlexp{Al(e)t}Tl'l =
e->0 t20

r
AR

(2.74)

. PP IR
. £ C e m s e . . .
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and p+g=mN+l, where N is the dimension of A(e), p20,920 and Ty is a

constant matrix defined in the proof.

Proof:
For simplicity we will write aq(0)(0), By(9(0), (% (0), and

Do(o) (0) as A,B,C, and D, respectively. From Section 2.5 we see that

Gy(e) 0 1
A(e) = T(e) T (€e) (2.76)
0 @2(6)

and Gp(0)=A, G,(0)=D-cA™1B, It is also clear from By.(2.59)-(2.61) that
2,90 =a, p;3(0) = a1, i+l
Therefore

2y P (0) =61 (0), Dy (0)=6,(0)

and these matrices have SSNS. Furthermore, from Lemma 2.8,1 we know

that

On the other hand, one more iteration than p+g=mN+l will change the
eigenvalues of Aq(P) on the order of (mN+l)/N=m+l/N>m. Since the
highest order of the real parts of eigenvalues is m, we see that this
implies that Condition 2 of Lemma 2.8.2 is satisfied. Furthernore,

Condition 3 is automatically satisfied if erSj, since as we just
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argued, the order change introduced by one more iteration will be
higher than Iy and therefore greater than Sqe From Lemma 2.8.2, we
therefore have

Lim sup || exp(a, @t} - exp(Git} (1 =0 (2.77)
e->0 t>0

A similar equation holds for Dq(P) and G,.

Now define the product of the iteratively applied Pl(i) and Pz(j)
to be Tl'l(e) which is obviously unimodular and therefore contains no
information about the time scales., It is also easy to check that

T1(0)=T(0), where T(e) is defined in (2.76). Thus, we finally have

2. The integers p and q in (2.75) are not unique but their sum -~

Note: o
N

1. Since A(e) is Hurwitz for ep>e>0, the real parts of its ;Z{_Z{;
eigenvalues cannot be zero and are in fact negative., Therefore m is .E)’ E
finite, In fact, let the order of the determinant of A(c) be O3 Then o
S

0g20(I1A; )y i=l,...,N ia

R

2 2 2 o s oS

But | X 14=(ReA;)“+(ImA;)¢, Therefore it is easy to see that Ced
O

O1»; 120(Rexy), i=1,.ee,N. In other words, O4 is an upper bound on m. ‘:'j:‘_..:J
r
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the number of total iterations must be sufficiently large. It is quite
possible that the iteration can stop much earlier. Nevertheless,

ptg=NO3 is a safe bound for stopping.

3. In Theorem 2.8.1 only the first step of the multiple time scale
decomposition has been shown., But the general procedure is only a

simple extension of this theorem. The detailed procedure is as follows.

(1) Determine the Smith form of A{e)=P(€)D{(e)Q(€).

(2) Let D(=)Q{(c)P(e)=D(c)A(e) where

B} By eeeee By
GAzl €A22 sesee @Zn

A(e) = es0ss000000vsevesersoee

ela, e la, ... ela

(3) Compute the order of the determinant of A(e) and use it as an

upper bound on m,

(4) Similar to the procedure for deriving the multiple time scale
decomposition in Chapter 2, we treat A,; and the complement lower right
principal submatrix as Ao(o) and Do(o) in Theorem 2.8.1 and apply

ptg=NOg+l iterations to them

(5) Treat the resulting Dq(P) as the original matrix A(e) and go

back to step (3).

(6) Repeat this procedure until all time scales have been revealed.
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4. The result in the previous sections of this Chapter can be

frd B0

N viewed as a special case of the theorem in this section. That is, if @\-«'
L\ A
2 A(e) satisfies the MSST condition, then for each time scale, only one 4 ‘:'
3 .t"‘ll
N - iteration is required. But if we do not know if the system satisfies ——

MSST, we have to do the followin.., First we apply the procedure
described in the preceding section, which corresponds to performing

only one step of the iteration described in this section at each time

scale, If for all time scales the resulting deagonal blocks (i.e. aii
as we denoted before) are Hurwitz at e=0, then we are done. Otherwise, et
if at some step i, the resulting gii is not Hurwitz at e=0, we have to
::3 go back to the very beginning and perform the full set of iterations at

each time scale, . e

2.8.4 Invariant Factor Assignment When A(e) And B(e) Are Left

Coprime

In this subsection we solve the problem of invariant factor
assignment by state feedback when A(e) and B(e) are left coprime over

the ring T. To prove the main results we need the following Lemma,

Lemma 2.8.4

Let A(e), B(e) and K(e) be nxn, nxl and 1xn matrices over T and

A(e) ~ diag[allc~o'an] = SA
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where aj,....;a, are invariant factors of A(e) and "~" denotes
equivalence via multiplication (on the right and left) by unimodular

transformations. Let

F(e) = A(e) + B(e)K(e) (2.78)
Then for any K(c) € TR there is a R(e) € T such that

F(c) ~ Sy + B(e)R(e)

where B(€) is an upper triangular matrix and B(e) ~ 8(€). Furthermore

there exist unimodular matrices R and S such that

We know that there exist unimodular matricez P and Q such that

A = PS;Q
Therefore

A + BR = PSy0 + BK = P(Sy + P 1BRO™1)Q
and

A+BK~Sy + P B 2w (2.79)

Furthemore, by elementary column operations we can show that

'l‘i/,é. blrlel]
[ l‘ 'l". ., .

P~lBy = B s

where U is a unimodular matrix and B is an upper triangular matrix. -—-1"

89

R

.

T




........

g
m’
b _ 4
7 i
5 O
:: et
v i
i Therefore (2.79) can be rewritten as -
> T
':' - -1 '.-‘ u
X W = S, + BUIRQ X
= R
= 5
Let
S
R = ulggl Ly
We have
and the lemma is proved. \
_ What Lemma 2.8.4 tells us is that instead of considering the
- invariant factor assignment of F(e) we may work on Sp+B(€)R(e). Because . L
. of the special form of Sp and B(e€), the original problem becomes much :'_.'.'.:ff—
easier, We shall see this in the proof of our main result Theorem MR
- 2.8.2. S
: S
Iheorem 2.8.2 o
Let A(e) € TOXR, B(e¢) € TP, and let b denote the rank of B(0). Z;'-:-Z':;Z

Assume A(e) and B(e) are left coprime. Then

1., P(e) defined in (2.78) can have no more than b non-unit

invariant factors for any choice of K(e).

2. There exists a K{(e) such that F(e) has ejl,....,ejb as

h-, its invariant factors, for arbitrary non-negative integers

31reeserjp (With the convention chat €*=0).
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Note

1. The left coprimeness of %wo matrices A(e) and B(e) over the
local ring T means that if there are matrices D(¢) T, K(e) T ang
B(e) € ™X such that

A(e) = D(e)A(e), B(e) = D(e)B(e) (2.80)

then D(e) is unimodular. That is D(0) is nonsingular. A simple
criterian for the left coprimeness of A(e) and B(e) is to check if [A(0)

B(0)] is of full row rank. For example,

1 O : € 0
Afe) = ’ B(e) =
l e 1l
are coprime because
l1 0 0O
[a(0) B(O)] =
l1 0 01
has full rank, But
1 0 1l 0
A(e) = B(e) =
l1 e ’ 142 ¢

are not because there exists a nonunimodular matrix

9l

N .(l'v'!.l »,

v 5. ..-
v f
[AD™ LI AL

.

rr
r‘l"
D

[

rr
r)
P




D(e) =
l ¢
and matrices
1 0 l1 O
K(C) = ’ B(e) =

o
[
®

[

satisfying (2.80). Alternatively, we note that

1 010
[a(0) B(0)] =
1 010

is not full rank.

2. It is also easy to see that in order to ensure the full rank of

[A(0) B(0)], the rank of A(0) must be greater than n-b. Or in other

words, A(c) itself has at most b invariant factors other than 1.
Broof:
As in Lemma 2,.8.4, let
A =Psp0, B=plpy
where B is an upper triangular matrix. Consider
W=Sp+BK

Suppose A has n-m unit invariant factors.
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SA = diag[l,..,l, eil'....’eim] -
- v 4 L e . *
n-m m s eNd

>
.

Then in view of left coprimeness of A and B, B must have the form of A

X eeveenneees X |

n=m

B(e) = X seeccscsnce ;

o

—

where x represents and arbitrary element in T.

First, let us assume that m=b, Then we can construct a mﬁmdzlar '

matrix V such that

p— a—

X cecocvscnse X .;-_.:~~‘
. . n-m
ng X eevecscsscee X

Suppose gys...gy, are the desired closed-loop invariant factors. Let

0 o

Y
'~

~

-
-
Y

W
-
-

!
.

-

R=vV
0 G

where G; = diag[gl—eﬂ,... ,gm-eim]. Then
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Sy + BR =
0 Gy
where G, = diagl[gjseees9p] and W is some (r-m)xm matrix. After some

elementary operation, we can show that
SA + BR A’di&g[l,..,l,gl,...,gm]
By Lemma 2.8.4 we know that A+BK has invariant factors gjj...,gp where

K = URQ
Now, assume m<b., Then after some glementary column operations we
can always achieve
- sz Su =
x L BN B BN O BN N N ) x
kl 0...0 1 0 ..-0-0
R n-m

kz 0..0 l 0 o.'oooo

- x o0 OsOOSTONLNODS x

1
0 . m
1

Namely there will be b-m rows (say, rows Kjj,ee,Kp ) among the first n-

m rows, each of which has one unit and r-1 zeros. Furthermore if the

unit in kj-th row is located in the s;-th column, then sj%sp, if jxp.

J
That is, the units for different rows are located in different columns,

If gjs.eer9p are the desired invariant factors, we can construct a
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R in a similar manner to that used previously:

=
L}
<

o
8

where

- ky Kk

: 0 0..0..00.-.0 '
0 0.0...0.0..0 .,'-_'
Kl = 8 go.ioﬁg —1008 gz &'.
0 6 ooo:o:oo l ':':--:
and E
G, = diag| il —eim) : . 3:2:3:
3 = diaglgymy =€ reeeer® |
similarly we have | _ [_
K, k
N N o
0 Gy e
where T
: T X X eeeveen X i
Kz = 0....0 gl 0..0..0 ::
XeoooX X l XeooX ~,
. Q evse00s000 0 g& ' .:.:

. 4
- 1:::1
}:E Gy = diag(Gpge1reee+r9p) =
1 and Ky is some arbitriry matrix. After some column operations we have t’:
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SA + BK Ndiag[l,-oo'l'gllliooo'llQZIgb_nH.]_IOOOOQb]

By Lemma 2.8.4 we know A+BK has invariant factors gy,...,9,. This

proves the second part of Theorem 2.8.2,

Let N be the number of unit invariant factors of A. It is easy to

see, that
N = rank [A(0)+B(0)K(0) ]

Using Lemma 2.8.4 this is eguivalent to
N = rank [Sp (0)+BR(0)]

And as pointed out before
SA(O) + B(O)K(O) = diag[l,...,l,o,...,()]

g
x o0 e et oo XT

x [N N N R NN N RN ) x

+ X .eeee X | R(0)

1 S
0 . m T

b =

where x represents either 1 or 0. Since the rank of B(0) is b>m, there
must exist b-m independent column vectors in the first r-m columns in
B(0). Since left multiplication by K(0) is nothing more than column
operations and the rank of Sp(0) is n-m, adding B(0)K(0) to Sn(0) can
reduce the rank of 5,(0) by at most b-m. In other words, the rank of

S, (0)+B(0)R(0) is greater than n-m~(b-m)=n-b. Or

N>nb

96




N PP e i et ~ ey v TeTTyTTTe ) "y M S e -

R . Gt DU S St et S R e & b D F D AR IS B N e A RCNC L A L A M 251 B RN R R o Ae kAl AL g e s ) N i he T e ) 4
" ~
®

DACHOS A
o

which proves part 1 of the theorem,
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CHAPTER 3

EIGENVALUE AND INVARIANT FACTOR STRUCTURES

3.1 INTRODUCTION

So far we have shown that the MSSNS of a matrix A(e) implies that
the Schur complements A;; are non-singular’ and MSST implies that Ayq
are Hurwitz. In this chapter we shall introduce new but equivalent
criteria for the MSSNS and MSST conditions. These criteria are
important not only because they provide new insight into these
conditions and their relationship to the eigenvalues of A(€), but also
because they make it possible to introduce a new approach, developed in
Chapter 4, for defining time and amplitude scaling when the MSSNS

condition is not satisfied so that the traditional time-scale

* As in most of our development in Chapter 2, we assume here that A(e€)
is invertible and in fact Hurwitz for € €(0,e5]. The extension ofthe
results of this chapter to the case when this is not true can be

accomplished in a straightforward manner, such as in Section 2.8.
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decomposition method cannot be applied.

First, in Section 3.2, we show several equivalent conditions for
MSSNS., 1In particular, it is proven in Theorem 3.1 that the MSSNS
condition is not only equivalent to Rii being non-singular as seen in
last chapter, but also equivalent to 1) the eigenvalues and invariant
factors of A(e) having the same orders and to 2) a "no-cancellation"
condition, namely that for a certain set of values of i the order of the
gcd of all ixi principal minors must be the same as that of their sum,
together with the condition that this set of the gcd's uniquely
determines the invariant factors in a particular fashion. The
plausibility of the first result can be seen from the following
observation. Suppose A(€) not only has MSSNS but also has MSST., Then
it has been shown in last chapter that the time scales are determined by
its invariant factors. On the other hand, the eigenvalues of A(e)
determine its modes. Therefore we would expect that if the system has
well behaved time-scales, i.e. A(e) has MSST, the eigenvalues and
invariant factors of A(e) should have the same orders. Since the MSST
condition differs from MSSNS condition only by adding an extra stability
conditions ( which we shall touch on in a moment) MSSNS should also
ensure this purely algebraic equality. It is shown in Theorem 3.1 that
the equality of the orders of the eigenvalues and invariant factors is
not only a necessary condition for A(e) to have MSSNS, as we just
argued, it is also a sufficient condition., To illustrate these ideas,

let us consider two examples. The first one does not have MSSNS but the
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second one does.

Example 3.1,1
In this example we consider a system that does not have MSSNS. As
we will see, its eigenvalues and invariant factors do not have the same
orders either., The system considered is
p ¢ -€ 1)|x
1 1
' = = Al(e)x
Xy 0 -e|ixy
This system does not have well-defined time scale behavior which can be

seen directly from the solution of this system,

xl(t) = Xioe-et'+ Xzote—et

Xo(t) = xzoe"et

If we substitute t=et, we have

x; (t/€)
Xo(t/€)

X10€ © + Xyot/€e "

—-C
x208

It is clear that at the time scale t=et, the second term in the first
equation becomes unbounded as € goes to zero. As pointed out in (7],
this is an evidence that the system does not have well-defined time
scale behavior, It is easy to see that this system does not have MSSNS
either. Furthermore, the eigenvalues of A;(€) are € and €, On the

other hand, the Smith form of Al(e) is
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A (e) =

Therefore the orders of eigenvalues are 1 and 1 and the orders of the

invariant factors are 0 and 2.

Example 3.1.2

Now consider the system matrix

We already know that this system has well-behaved time-scales. It can
be seen that the orders of the eigenvalues and the invariant factors are

the same, i.e. 0 and 1.

Based on the proof of this result we shall observe that under MSSNS
the eigenvalues of A(¢) are clustered in n groups with those in the k-th
group close to the eigenvalues of ejkikk. This block diagonal dominant
phenomenon is expected in view of the appoximation of exp{A(e)t} by
'I‘exp{l‘;.(e:)t:}'I"1 if the system satisfies MSST. It is also true when MSSNS

condition is satisfied, This observation is summarized in Theorem 3.2,

......................................................

............................
.............................
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The second result in Theorem 3.1 first says A(e) satisfies MSSNS if

SHRRS < A%

and only if the set of gcd's (greatest common divisors) of all ixi

L)
L )

.’ principal minors, i=l,...,n uniquely determine the invariant factors and
in addition we have the no-cancellation condition mentioned earlier.
This is different from the general case where the orders of all ixi
. minors, instead of principal minors, determine the invariant factors.
An algorithm is also given to actually compute the invariant factors.,

This gives us another potentially very useful criterion for checking the

MSSNS condition.

In Section 3.3, we present Theorem 3.3, which defines conditions

equivalent to MSST. They include two known conditions, i.e. 1) the ;*ii

being Hurwitz and 2) the system having well-behaved time-scales, and 3)

a new condition which reveals the connection between the MSSNS and MSST

conditions and the eigenvalues of A(€). Specifically, if A(e) satisfies

MSSNS and the orders of the real parts of its eigenvalues are equal to

or less than those of the corresponding imaginary parts then A(e) has

MSST and vice versa,t This condition implies that in addition to MSSNS,

if the damping rates of the system modes are equal to or faster than the

oscillation rates, then well-behaved time-scales are ensured and vice

versa, For example, consider the following system,

* Because of our assumption that A(e) is Hurwitz for e€(0,€p],

we know that the real parts of the eigenvalues are negative.




T ;s

- 1

X (3.1)

5 e
"

-l -e
where A(e) is stable and satisfies MSSNS since

- 0 1

Ay, = A(0) =

11 -1 0
which obviously is invertible, Note, however that Aj = —etl. Therefore
the damping rate here is of order 1 but the oscillation rate is of order
0. Thus the condition we have just stated is violated so that the

system does not have well-behaved time-scales. Indeed, solving (3.1) we
have

Xl(t) = xloe"etsint
xz(t) = xzoe'etoost

Substituting t=et we have

x1(t) xloe""sint/e

X2 (v) XZoe-tCOSt/C

Thus the time behavior of x(t) as e-->0 shows oscillation but no

damping, while the process x(t) does not have a limit as e—>0
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because of rapid oscillations. Note, from the fact that Kn is not

Hurwitz we can come to the same conclusion.

In Section 3.4, we present an algorithm for checking MSSNS based on
the results of Section 3.2. Finally, in Section 3.5 we summarize our
results and present an additional result dealing with MSSNS and the

detailed eigenstructure of A(e).

3.2 Hguivalent Statements of the MSSNS and MSST conditions

In this Section we prove several statements which are equivalent to
MSSNS condition., We have already shown in Chapter 2. that the MSSNS
condition is equivalent to Z‘ii being non—singular. In this section we
shall prove two new equivalent conditions — 1) the orders of the
eigenvalues of A(e) being equal to the orders of the corresponding
invariant factors and 2) the orders of the gcd's of the ixi principal
minors of A(€), i=l,...,n, uniquely determining the invariant factors
and certain of these orders being equal to the orders of the gums of the
corresponding principal minors. As mentioned in Section 3.1, the
intuition behind the first result is based on the following
observations. We have shown that the invariant factors of A(e)
determine the time-scale structure of the system if the system has well-
behaved time-scale structure. On the other hand, the eigenvalues

determine the modes of a system. Therefore if the system has well-
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I. behaved time-scale behavior, the invariant factors and eigenvalues
should have the same orders. In this section we prove this is true if

and only if the system has MSSNS,

The second result is closely related to the first one. We shall

see that the orders of the sums of the principal minors uniquely

ﬁ determine the orders of the eigenvalues. Thus if these orders are equal
to the gcd's of the principal minors, in other words if there is no

complete cancellation of the lowest order terms in the summation, then

: the latter will determine the orders of the eigenvalues too. Therefore
from the first result we see that if in addition the gcd's of the

principal minors also uniquely determine the orders of the invariant

. factors then A(e) must have MSSNS because its-eigenvalues and invariant
factors must have the same orders. We show the first result in section

3.2.1. Then in section 3.2.2 we prove the second result and state the

. entire theorem,

3.2.1 Orders of eigenvalues and invariant factors

- To show the first result we need the following lemma.
3

.
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i A= 11 12
A1 A2
Then, if Ayy is invertible
i detA = detAlldetAzz
. where

P = -1
> Ayp = By Bp1Ay Ri2
’B Proof: see [ ].

Consider a matrix A(e) over the ring T, Denote the orders ofthe
eigenvalues and invariant factors by blgbzg_....ibn and aj{aglce.efap
respectively and the corresponding eigenvalues are AjjeecesApe The

smith form of A(e) is

a(e) = P(e)D(€)Q(€)

Let i
A (e) = PL(e)A(e)P(e) = D(€)Q(e)P(€) = D(e)K(€) "-‘,‘-'.‘1
1, N a1te)ee Bpte w ]
Klr Aoy (€) eesoBpple) ““}

ekl 1| Agp(e)eesiBpple)
L JL

-
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where IgresesrIn-) are ngxng, NjXNJseeeesNpo1X0og identity matrices.

Let gii' i=1,....,n denote the successive Schur complements of A(0) as

described in Section 2. Then we state the first result as the

following lemma, ;
b

Lemma 3,2

A(e) has MSSNS if and only if The eigenvalues and invariant factors

have the same orders; i.e, b; = aj, i=l,....,N, 2T

Eroof | | i
. :

Since Al(e) is similar to A(€), they have the same eigenvalues. -
Furthermore, because P(e) is unimodular, it will not effect the

invariant factors. Therefore we shall consider A;(€) instead of A(e) in {

our proof. We shall use the fact that A(e) having MSSNS is equivalent :‘.{::-

to the ;‘ii' i=l,..,n having full rank, a fact proven in last section.

We first prove the "only if" part.

Define

d(e,A) = det(e'ijl(e) - »I) o




N . . ¢

. e-kJAll(e)- I......-...-..G.kJAln(C)

‘:. = det Ajl(e).......Ajj(e)- Io.ooooAjn(e) (3.2)

3 e KITlp 1 () euennee €Kil (e)- 1

Lk and

; All(e)_ekj I.-ooo'oooo.ootco-ooAln(e) &\.-:.
A21(€) 000A22(e)-ekj-kl I.-oo-oAzn(e) .:‘

dl(e’A) = det Ajl(e).oo-.ooAjj(e)— I'.'.."..Ajn(e)

i e YT ORI i W CIESS

SRRSO
- -t
e
. 0

Denote d(e,A) and dl(e,x) by d and d, respectively. Then the difference o
between them is that in d; the first j-1 blocks of rows of the matrix
have been mutiplied by ekj, ekj'kl, ....,ekj“kj'l respectively.

Therefore
g = €'d
where
v = ngky+ny (ky=ky)+e. eny g (ky=ky)
Since € is a positive number, d; and 4 will have the same zeros.,
It is easy to see that d; is a continuous function of € at
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following inequalities hold. Given any —msitive number S there is an

cj such that

(3.4)
where
j-1
M =iz-1ni and Ayj4+i is the (My+i)-th eigenvalue of A (e).

Repeating this procedure for j=0,....,nr~1 we can finally prove that

for any $>0, there is an e,

€, = min{€pseeess €1}

such that if 0<e<eo then

Pyjei/3 = A By5)) <8, isl,..uny, (3.5)
j=0,...,n—l

Since Ai (ijj)xo, for j=0,4eee,n~1, i=1,.....,nj, these inequalities tell
us that there are ny eigenvalues of order kj-l’ These are exactly the

orders of the invariant factors of Ale).

Now let us prove the "if" part.

Suppose that A is not of full rank but Z‘ii' i=0,.e.y3-1 are,

3ed
Then from (3.4) we see that there is at least one eigenvalue of ;jj' say

"io(ijj)so and the corresponding eigenvalue of Ay(€), Ajorbas an order
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higher than kj. This implies that there are fewer eigenvalues with the

order kj than there are invariant factors.

Now, let us show the second result in Theorem 3.1 which relates the

invariant factors with MSSNS condition.,
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3.2.2 The Invariant Factors and Principal Minors of A(e€)

:; As mentioned in 3.2.1, in this subsection we investigate some

properties relating the MSSNS condition with the invariant factors and
principal minors of A(e). We prove in Lemma 3.4, that if A(e) satisfies
the MSSNS condition then the invariant factors will be uniquely
determined by the orders of the gcd's of the principal minors and these
N orders must be equal to the orders of the sums of the principal minors.
. In Theorem 3.1 we show that the reverse statement is also true., Also a
corollary of Theorem 3.1 shows- that if the gcd of the principal minors
are computed from the explicit form of A(e) then the following statement
is true: if the orders of the gcd of the principal minors uniquely
determine the invariant factors then A(e) has MSSNS., That is, in
explicit form the no—-cancellation condition is automatically satisfied
if the invariant factors are uniquely determined by the orders of the

ged's of the principal minors.

It is well known that the eigenvalues of a matrix are determined by

its principal minors of all sizes., Then it is obvious from the previous
subsection that under MSSNS the principal minors also determine the
invariant factors of A(e). For a general matrix A(e) (possibly not
possessing MSSNS) the invariant factors can be determined from the gcd's !‘,_
of all ixi minors, i=l,..,n. We shall prove that under MSSNS, the gcd o
of all ixi principal minors, i=l,....,n, determine the invariant

factors.
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To show this, we first prove Lemma 3.3. Then we show that the
orders of the gcd's of ixi principal minors and the orders of i-th
invariant factors satisfy the conditions of Lemma 3.3. Based on this

fact we prove the result.

h Now let us first state and prove Lemma 3.3,

LEMMA 3.3,

Given a set of real numbers p;, i=l,...,n, there is a unique set of

real nubers s;, i=l,...,n such that

m Sls_sz_s,o .o -S_sr\

J
F2 'x siSPj ’ j=l'ooo,n
i=1

F3 Xs;= P4 if sjksj_,,l or j=n.

This result is most easily seen pictorially. In Fig, 3.2.1, the
x's denote the py's. First, we draw a line starting from origin and
passing through at least one p; and leaving all pj's either on or above

this line. Obviously there is one and only one line
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which satisfies this requirement. Let p,; be the last of the Pj that
lie on this line. If pp=p, the procedure is terminated. If not, then
starting from p,; we draw the second line which passes through at least
one of the remaining p;'s (n2i2n,) and leaves the other pi's either on
or above it. Let p,, denote the last point through which this second
line passes. The procedure is continuned until some line created passes
Ppe We claim that the slope of these segr :nts are the si's. Namely,
51589%eee=81"P1/D1r Sp14+]=+ees=5n2=(Pn2-Pn1)/(ny=ny), etc. The points
Pnlr Ppor €tc will be called turning points.

We first prove that this is one solution. First, the slope of each
succesive line segment is always larger than the previous one because
otherwise the previous one must leave some points below it. This proves
condition Fl. Condition F2 follows from the fact that all p;'s are
either on or above these segments., Conditon F3 holds because, for

example, the segments op,; and p,jppp Mmust have different slopes by
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definition of these segments.
To show the uniqueness, suppose we have another solution

i
s'i, i=l,.e.,nn. Let z‘s'j=ri. Obviously, rn1<Pnie Otherwise

j=1
F2 will be violated. Suppose rp;<pnj. Since pjse..,pPp) are either on
or above opy,; by definition, the line or,) must be a straight line too.
If this were not the case, say, at some point n. the slope changed, then
Pnt Would be on the line op,, because of F3 and p,¢ would be pelow Oppj,
contradicting the construction of this line (see Fig. 3.2.2). In a
similar fashion we can deduce -that the curve O-ry-rjy-...~r; cannot
change slope at any point. But we know that our curve O-pp;-pyo... Meet
at the end since r =p, by condition F3. This contradicts the hypotheses

that r;,<p,;. The same argument works if rp;=p,; i=l,...,k-1 but

rnk<pXIk-

Pnt

Figure 3.2 : Illustrating a contradiction:
If r;1<Pn and if the postulated curve from O to rj; changes
slope, then necessarily py<p,), contradicting the

oconstruction of this line
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Note: It should be pointed out that the algorithm proposed in this
section is actually a "Newton polygon" concept. This is to be expected
in the context of the present problem, c.f.[19]. However, we have not
encountered in the literature a statement as simple as that given in the

Lemma or to be given in statement 4 of that of Theorem 3.1,

Now we turn to the relation between gcd's of principal minors and
invariant factors. We shall show in the following Lemma that their

orders satisfy Fl-F3 in Lemma 3.3.

Let us first define:

pj = the order of the gcd of all ixi pringcipal minors,

aj the order of the i-th invariant factor.

m
Mim, i=l,...,[ l, m=1l,....,n = mxm principal minors of A(e€).
n
Iy = Order(Z M.
i
Then we have

Lemma 3.4
If A(e) TPXM has MSSNS, then p; and a; satisfy F1-F3 (with the a;

playirg the role of the sj). Furthermore rg=p_ if agXap,; (the "no-

cancellation”™ condition).
Proof:

By definition,
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Also £ aj is the order of the gcd's of all jxj minors Therefore
i=1
p; and a; satisfy Fl and F2. To show F3, let us recall that A(e) having
MSSNS also means that the invariant factors of A(€) have the same orders

as the corresponding eigenvalues. In other words,
bi = ai' i=1'o..'n (3.7)

where b; are-orders of the eigenvalues, Aj.
It is known that

det (AI-A(€)) = A% = AVTH(EA;) + AP SA5g) Heeurt

Al..ctkn

=AD - AL = M) #AP2(E M2) 4l P
(3.8)

m
Where Mim, i=l,...,i 1, m=l,....,n are principal minors of A(€).
n

Compare the coefficients on both sides of (3.8) we see that

Now, suppose ap X ap.j. Under the MSSNS condition, in view of (3.6),

(3.7), we see that among all the terms on the right hand side of (3,9),
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A1eeAp has the smallast degree, say 4, and any term in (3.9) other than
AleeeA Must have an order greater than 4. Therefore
m
Ip = Order(E M;™ =4d; = X a4
i i=1

= order of gcd of all mxm minors = py (3.10)

Since the order of the gcd of Mim (i.e. pp) must be greater than or
equal to dy (since p is the gcd of a smaller set of minors), this
equality in turn means that p, is equal to &, That is
m
Pn=Z 2 i an %apy

n
This, together with the fact that X a; = order(M;") yields F3,
i=1l

and (3.10) gives us the no-cancellation condition.
Before we state and prove Theorem 3.1, we still need the following

lemma.

Lemma 3.5 The sets of numbers r; and bj satisfy F1 to F3, with the r;

playing the role of the p; and the b; the role of the s;.
Proof: The conditions Fl1 and F2 are obtained simply by cheking the
two sides of (3.8). The derivation of F3 is similar to that of (3.10).

Lemma 3.6 Define q; i=l,...,n to be the orders of the gcd of all ixi

minors, Then r;2p;>dj.
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Note: gj=a;+....+ay by definition of the invariant factors.

The proof is also trivial. Since the q; are computed from a larger
set of minors, the second inequality is then proved. The first
inequality is due to the fact that the order of the sum of some terms is

always greater than or equal to the order of the gcd of those terms.

Based on lemma 3.1 to 3.6 we can prove the following theorem.

Theorem 3.1
Suppose A(c)¢T™™X, Then the following statements are equivalent.

1. A(e) satisfies the MSSNS condition,

2. The ;‘ii' i=l,...,n are invertible.

3. The orders of the eigenvalues are equal to that of the
invariant factors, i. e, aj=bj.

4. (a) p; and a; i=1,...,n satisfy Fl, F2 and F3,

(b) rp=pn if ap¥any) (the no—cancellation condition).

1 <===> 2: This has been proven in the last section.

2 <===> 3: This has been proven in Lemma 3.2.

3 ==> 4: This is Lemma 3.4 .N‘
4 ===> 3: Define p;° the lower bound of the convex hull of pj. \
Refering to Figure 3.2.1, p;, i=l,...,n are the corresponding points f..-‘%
lying on the solid line in the figure. We will on occasion refer to pic -—T

120

I

r" ’
L’

NSRRI S




as the lower hull of pj. Then from statement 4a we can conclude that
pj©=aj+...+aj. But this is in fact the definition of qij. Therefore we
have proved pi°=qi. Define ric the lower bound of the convex hull of
ri. Then Lemma 3.6 and statement 4b imply that ric=pic. Using Lemma

3.5 and statement 4a we then have that aj=bj, for i=1,.ee,n.

Corollary If A(e) is in explicit form, then 4a implies 4b in Theorem

3.5, so that 4a by itself is eguivalent to MSSNS,

Proof: Since A(e) satisfying the MSSNS condition implies that its
explicit form Al(e) satisfies the same condition and vice versa, we

shall consider A;(e) in the proof. Let

All A12 s 0o Aln}no

k1l k1 k1l
€ Azl € A22 ecseeoe € Azn }nl

A (e) =

Lekn—lAnl ekn'lAnz vee.. €KO lAnn }“n—l

——d

Then from 4a we know

i
Z 3j = Pir  1gs ngHnys.eesnghe. ot N
J=

because ajg=an041¢ 3n0+n1=3n0+nl+1reeer That is, the order of the gcd

..............................

...............
.......................................




of all ngpxng principal minors is 0. The order of the ged of all
(ng+ny)x(ng+ny) principal minors is njij and so on. It is easy to see
that r g=p,,=0 since A;; is the only principal minor of order ng whose
order is 0. Similarly, the submatrix containing Ayy, Ajy, eilA21,
eilA?_z is the only (ng+ny)x(ng+n;) principal submatrix whose
determinant can be equal to njky. Thus r g, 1=Phg4n1e Continune this

argument we can finally prove this corollary.

Note:
Here is an example to show that in general condition 4a alone is

not sufficient to ensure the MSSNS condition. Let

1 -1
Ale) =
1 -1+€2
Here
pi = 0,2
ai = 0'2

So that P; and aj satisfy F1-F3. But A(0) does not have SSNS as is
easily seen by checking that both its eigenvalues are 0 but A(0)=0.

This is due to the fact that 2b is violated: ry=2%p;=0 while ajXa,.

From the proof of Theorem 3.1, especially (3.3), we see that if
Ale) satisfies MSSNS, then for any d >0, there is an €y, such that if

0<e<eo then

122

ATt 0 =BT A Wl A A D dded S *iad AR ("ol AR AW U e e ghe o'




Y
'_:9:‘_—?):
- o
| Ay, +3/€ —A{B)1 <8, i=l,...,n; i
MJ . . AJJ j=0,...,ng-l .l
!-4.":.
or :.':‘::_‘
D +1/K = AR5l =06, isl,..uns e
3T M A5 j=0,...?3—1 KA
i or ’
‘ - :
I My, o = Mi(e® Byl = oef5*L),  i=1,...,n
CRENE R 3=0, ... n2l
[ P
_i Therefore we have the following theorem, “
Theorem 3,2:
¥ If A(e) has MSSNS, the eigenvalues of A(e) are clustered in n i»

groups, with those in the k=th group lying within 0(ek3i*l) of the

eigenvalues of ekjijj. '

In Section 3.4, we use the results of this section to define an
algorithm to determine the invariant factors of A(e) from the gcd's of
its principal minors under the condition that A(e) satisfies the MSSNS

condition. Before doing that, let us first consider some equivalent

conditions for MSST. -
b
3.3 Bguivalent statements for MSST condition :
i
o

Having seen the eguivalent conditions for MSSNS, one would expect
to see the similar conditions for MSST. As we will see however, there

is one additional property of the eigenvalues that is required for MSST,
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and this allows us to gain a deeper understanding of the MSST condition,

Theorem 3.3:
The following statements are equivalent.
1. A(e) has MSST,
2. The iii' i=1,...,n are Hurwitz.
3. The system }'t=A(e)x has well-behaved time-scale structure.
4. A(e) has MSSNS and O[Re(A;)] < O[Im(A;)] for i=1l,...,n.

where the A; are the eigenvalues of A(e) and the
O[Re(Ai)] and O[Im(Ai)] are the orders of the real
and imaginary parts of the eigenvalues of A(e)

respectively.

Proof:

The first three statements were proven in the last chapter. Here

we only need to prove 2 <=> 4, First let us prove

4 ===> 2, ':1

!‘.-‘1

Since A(e) has MSSNS, from theorem 3.1 we know that the eigenvalues L

L

e of A(e) are clustered in n groups. Denote the eigenvalues of A(e) by i
S ,-.:.:J
§ ’ All’ YTy AlnllAzll oone ’Akl' esso Aknxr ssee ¢ Ann ’ Where' from ~d
o 124 e




Theorem 3.2 and the MSSNS assumption

Ayi = A (IAy5) + o(ekIM),  i=1,...ny

J
j=1’ocoln

Since MSSNS implies that Ejj is invertible, we see that

lim(Ass/ekd) = A (Ais) % O (3.11)

e->0 '\]1 . AJJ

Furthermore, since we have assumed the O[Re()ki)] < O[Imo\ki)], we can

immediately conclude that
c54 = lim(Re(/\ji)/ekj) = Re("i(gjj” X0

Since A(e) is Hurwitz for ee(o,eo) we have that °ji<°' which in turn

implies that Z‘jj is Hurwitz,
2 =>4

We have already seen that 2 ==> that A(e) has MSSNS, Since (3.11)
still holds and Re[A;(Aj)] < 0 by assumption, we immediately have that

OlRe(‘\ji)J XL O[Im(Aji].

As commented in Section 3,1, the fourth statement in this theorem J
states that if the system has MSSNS and if in addition the damping rate p__
is at least as fast as the oscillation rate (i.e. the orders of the

real parts of the eigenvalues are equal to or less than the orders of N

N
the corresponding imaginary parts) then the system has well-behaved t'::]_
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time-scales. The reverse is also true. 2
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Thus, in this section we have proven a result which relates the
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MSST condition with several other conditions. In the following section

s

we use the results of Section 3.2 to define an algorithm to determine

o
)
t

the invariant factors of A(e) from the gcd's of its principal minors

under the condition that A(e) satisfies the MSSNS condition.

o 126




..............................

(A At S S S

3.4 An Algorithm For Determing The Invariant Factors Of A(e)

Given certain real numbers Pir i=l,...,n, there is a simple
algorithm to determine a; which satisfy F1-F3 in Lemma 3.3. The
algorithm proceeds as follows. The first objective is to find the slope
of the initial line segment and the first "turning point". We do this
by computing for each p; the slope uj=b;/i of the line from the origin
to the point p;j. Then the initial slope is the smallest of the uj and
the first turning point corresponds to the largest value of i that has
this minimum value of uj. From this point we essentially repeat the
process by looking at tﬁe slopes of lines from this turning point to
" each of the p; corresponding to subsequent values of i. A flow graph of
an alg.rithm that accomplishes this is depicted in Figure 3.3. As
indicated in this flow graph, each subsequent slope and turning point
computation can be reduced to the original one by shifting the previous

turning point to the origin.
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qj = py/i

m: qn<qj

;=0

i=l'oovo,m

YES '
STOP

| o

1=l-m

P4 =Pine+j My

i=1,cooo'1

Figure 3.4.1 Flow graph of an algorithm
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The following are some examples showing how this algorithm works.

Exarple 3.4.1

In this example, p;=3,2,2,3,4,6 are as shown in Fig. 3.4.

!

— X — pi X :

- D W pHp OO
|
P4

The algorithm, illustrated in Figure 3.4.1, proceeds as follows

1. 1=6 |
2. q=3,1, 2/3, 3/4, 4/5, 1 L.

3. It is easy to check that m=3, qm"‘2/3- \
e
e N

5. m=n=6, Therefore continue, L

129




T T T N T T Ty

RN AU NI S AR A e I DA o AN pie s M-St Dhats o Bhe ate S fi LR R lviy O A 3 S by 35 4
..

6. l=6-3=3' pi=1'2'4o
7. Repeat 1-4, We have aj=as=l.

8. This time, 1=1, pj=2=ag. Stop.
So we have ai = 2/3, 2/3' 2/3, 1’ l’ 2,

The next two examples show how to actually compute the invariant factors

from a matrix satisfying the MSSNS condition,

Example 3.4.2
ezlce3
€ c 1 &
Ae) =
e 1 1 €
e e € &

The order of the gcd of Mil is obviously 0, because there are diagonal
elements of A(e) that have order 0. Since one of the 2x2 principal
minor is 1, we also have that p,=0, We then find that p; is determined

by the upper left 3x3 minor which is e. Also det(A(e))=cb. So that

P1=p>=0, p3=1, p4=5.

If we also know that A(e€) satisfies MSSNS condition (this is true for

this example), then using our algorithm we have 1“-‘5}]

aj=ar=b;=b =0
a3=b3=l ’ a4=b4=5 .
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This algorithm in fact also provides a way tc check the MSSNS condition.
We first observe that rj=pj. Then, since there is a 3x3 principal minor
whose order is 1 and there is no other 3x3 minor of lower order, we know
that the invariant factors are 0,0,1 and 5. The numbers determined by
p;j according to the algorithm are 0,0,1 and 5 which are equal to the
orders of the invariant factors., Therefore statement 4 of Theorem 3.1

tells us that A(e) has MSSNS.

Example 3.4.3

e 1 1 1
1 € e €
e 3o &
b ell el (11

A{e) =

It can be seen that

P1=l, pp=0, p3=3, py=14.

As in the preceding example, we can check that this A(e) satisfies

MSSNS, and our algorithm then yields the invariant factors:

a1=a2=0, a3=3, a4=ll.
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3.5 Conclusion

The new results in this Chapter are the following.

1. New equivalent conditions for MSSNS — 1) the orders of

3.

the eigenvalues being equal to those of the invariant
factors. 2) A(e) satisfies the no-cancellation
condition and the p; uniquely determine aj (Theorem

3.1).

A new equivalent condition for MSST — A(e) satisfies
MSSNS and in addition the orders of the real parts of
the eigenvalues are equal to or less than those of the

corresponding imaginary parts (Theorem 3.3).

If A(e) has MSSNS, then the eigenvalues of A(e) are

clustered in n groups (Theorem 3.2).

Based on these new results one can derive several conclusions,

1. The new condition for MSSNS does not require us to compute the

successive Schur complements to determine if a system satisfies this

condition. Instead, if the orders of the eigenvalues and invariant

factors have been computed, then we can easily see if A(e) has MSSNS as

pointed out in Theorem 3.1, statement 3. This result is in fact the

basis for our approach to scaling developed in the next chapter. This

scaling involves the construction of a non-unimodular similarity
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transformation so that the orders of the invariant factors can be

changed to be eaual to the orders of the eigenvalues (which of course
are left unchanged). If in addition the real and imaginary parts of the
eigenvalues of A(e) satisfy the order condition as stated in Theorem
3.3, then after scaling the new system matrix will not only have MSSNS
but also MSST., So that, as stated in Section 2.5 and 2.6,the system
will have well-behaved time-scales and the results in those sections can
apply. If this condition is not satisfied, then using the results in
Chapter 2, Section 2.8, after scaling we can still have the extended

well-defined time scale behavior.

The second approach for checking the MSSNS condition is to use
statement 4 in Theorem 3.1. Namely, we first check if rp=p, when
apNen41s(the no-cancellation condition). If the answer is yes then we
conclude that the system does not have MSSNS. If, on the other hand,
they are equal, we proceed to check if the gcd's of the principal minors
and the invariant factors satisfy F1-F3. The third method is to make
use of the corollary of Theorem 3.1. That is, we first obtain the
explicit form of A(e). Then compute the p; from the explicit form and

check if they and a; satisfy F1-F3.

2. The new condition for MSST is not only a new criterian for MSST,
it is also a bridge between MSSNS and MSST. In other words, if A(e€) has

MSSNS then we should only check the orders of the real and imaginary

parts of its eigenvalues to make sure if it has MSST.
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3. Theorem 3.2 provides a way to check the approximate locations

of the eigenvalues if A(¢) satisfies MSSNS. In principal, if A(e) does
not satisfy MSSNS, but we can find a scaling to bring it to MSSNS, then

i this theorem can still apply to the transformed system. It holds
regardless of the stability of the system. It also suggests a

connection to frequency domain consideration. That is, even if A(e€)

3

does not satisfies the stability condition of Theorem 3.3, as long as it

b
satisfies the MSSNS condition, we should expect, in view of its

_ clustered eigenvalues, well-defined multiple frequency-scales (cf.

l‘ [20],[21]). In other words, the frequency response of the original system
should be able to be approximated by the frequency response of a
decoulpled frequency-scale separated system as the one suggested in

i Chapter 2, Theorem 2,1.

This Chapter has dealt to a great extent with the relationship
between time scales, invariant factors, and eigenvalues. A natural
question to ask is the relationship between time scales and the complete

eigenstructure of A(e), In particular, let us point out one result on

the relationship between the Jordan form of A(e) and the MSSNS

condition. Let l'f}_i:
f Ale) = (@AM (o) b

where A(e€) is the Jordan form of A(e) and M(e) is normalized (i.e. the

eigenvectors are chosen to have the unit length). We then have the F"""i

following reault. Suppose that M(e) is unimodular. Then A(e) has MSSNS —“_',

= ]
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if and only if A(0) has SSNS (i.e, if it contains no diagonal blocks of
dimension greater than 1 with 0's on the diagonal). This follows from
the observations that (1) A(€) has MSSNS if and only if A(0) has SSNS
and (2) M(e) is unimodular. Let us give some examples and make several

comments about this result. Consider the matrix

Ale) =

In this case M(e)=I and A(0)=0, from which we can deduce that A(e) has

MSSNS., On the other hand, consider

e 1
Ag) =
0 €

In this case M(e€)=I but A(0) does not have MSSNS,

It is important to point out that there are many cases in which
M(e) is pot unimodular. In this case it is perfectly possible for A(e)
to have MSSNS even if A(0) does not have SSNS or for A(e) pot to have

MSSNS even if A(0) does have SSNS. Let us illustrate this with two

examples,
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Ex 3.5,1 Consider

e 1 1 e |le oll1 1/(e=€?)
Ae) = =
0 & 0 1 o €&2||o 1
M(€) A(e)

Here A(e) does not have MSSNS and M(€) is not unimodular, while A(0)

has SSNS.
Ex 3.5.2 The matrix

O I Y g

——————————

M{e) Ale)

satisfies MSSNS condition and has one time scale et. (This can be seen
by checking the orders of the eigenvalues and invariant factors. They
are 1 and 1 in this example). But obviously A(0) does not have SSNS and

M(e) is not unimodular.

As seen from these examples, the MSSNS condition does not require
A(0) to have SSNS or M(€) to be unimodular. It is an open questionto

investigate the full relationship between MSSNS and the eigenstructure

of A(e).

L I
.
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4.1.1 Motivation

Having seen the decisive role that MSSNS and MSST play, we now
consider systems that do not have MSSNS, 1In this chapter we show that
under specified conditions a scaling transformation on the states
produces a system that has MSSNS, so that the formulation in previous

chapters can apply.

We have already seen in Chapter 3 that, when the system does not

have MSSNS, the orders of eigenvalues and invariant factors are not
equal, and conversely. The only way to make the system have MSSNS is
therefore to change the orders of its eigenvalues and/or those of its
invariant factors. We choose the latter, since this will not change the
system's dynamics and is more direct to implement. In fact, a
similarity transformation through a pop~unimodular matrix has the

potential to meet this requirement, since it will not change the




.....

eigenvalues but can modify the invariant factors.

This can be clarified by a simple example that we have inspected

before, namely

- 1

Mo
L}
»”

0 -—-€

As mentioned in Chapter 3, Section 3.1, this system does not have MSSNS
since the orders {bj} of its eigenvalues are 1,1 but the orders {ai} of
its invariant factors are 0,2. This failure to satisfy the MSSNS

condition could also be deduced from Fig. 4.1, From this figure, we

see that the slopes of the lower bound of the {p;} are 1 and 1. Recall
that points on the lower bound of the {p;} were defined as pic in the
last chapter. Recall also that we defined r; as the order of the sum of
all ixi principal minors, and r;° as points on their lower bound. Since
in this example ri°=pi°, these slopes are also the {bj}. Also, the
invariant factor orders are 0 and 2, corresponding to the slopes of the
dotted line segments making up the plot of q; versus i, where we recall

that g; was defined as the gcd of all ixi minors.
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Figure 4.1 A simple example

Absence of MSSNS implies that the system does not have well-behaved time
scales., For this example, as we have seen in Section 3.1, X; (t) becomes

unbounded at the time scale et as € goes to zero,

However, if we apply the following linear transformation

- 0
S(e) =
0 1

which is simply a (diagonal) scaling of state variables, we obtain the

system
- 1
3'7=S:'t=s S"ly
0 -
, -€ € -1 1
or Y= y=e€ y
0 -€ 0 -1
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For this new system, it can be seen that the orders of eigenvalues and
invariant factors are the same, so the system satisfies MSSNS. It is

furthermore evident that the system satisfies MSST as well, so results

we obtained in previous chapters apply to it. Returning to Fig., 4.l.1,
we note that the orders {p;} of the gcd's of the principal minors are
unchanged by diagonal scaling, but the orders {g;} of the gcd's of all _L:.;
minors have been raised by scaling, so that the two curves now coincide.

The solution of the scaled system is given by:

Y1(E) = ex)(t) = ex1oe7® + xpgere™ o
yol(t) = x5(t) = x20e-€t (4.1)
Substitute t for et to get ,:,_.:::::
yy(o) = Cxloe_t + xzote"" Sy

ya(€) = x0€™"

Obviously this scaling has served to avoid the problem of the unscaled é.-':'f
system, in that the result remains bounded for time scales t and et as €

goes to 0.

The significance of scaling is two-fold. First, as we have seen in L_
Chapter 3, Theorem 3,2, if the system matrix satisfies the MSSNS
condition, then its eigenvalues can be approximated by the eigenvalues

of its successive Schur complements. Hence, if A(e) does not have MSSNS E:
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but we can find a scaling so that the resulting matrix does, then we can
still obtain a good approximation to its eigenvalues via reduced~order -y

computations, because scaling preserves eigenvalues., Second, since the S

[

E:-
" l. a a 8
2 Nty Bt

e scaled system has MSSNS, the procedure described in the previous chapter

A o]
.-.l<
!
.

will provide a time scale decomposed system to approximate it, provided
MSST is also satisfied. We conjecture that the solutions of this system -'lji':‘j
can provide a good approximation to those of the original system, in a

sense that will be discussed at the conclusion of this chapter.
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4.1.2 Summary of the Scaling Procedure

This chapter concentrates on the development of a scaling procedure
that can be applied to a large class of systems. The procedure involves
the following steps. The first step is to transform A(e) to its
explicit form, A (€) = P‘l(e)A(e)P(e) = D(e)A(c). This step does not

change either the invariant factors or the eigenvalues of A(e).

The second step involves identifying what we term a gkeleton in the
explicit form. A skeleton consists of n entries of A,(€), precisely one
from each row and colum, with orders equal to the orders of the rows in
which they are located. By the order of the i-th row, we mean the order

a; of the invariant factor of this row of the explicit form matrix

i
A (e). Each skeleton element therefore has minimal order for its row.
Since A(€) has full rank, it is easy to see that there is at least one

skeleton in Ag(e).

Now identify the skeleton above with the nxn permutation matrix
that has 1l's at the locations of the skeleton elements and 0's
elsewhere, It is really only this pattern of the skeleton's placement
within A,(e) that we shall be using in what follows, so we shall usually
talk »f the skeleton as if it jis the permutation. Any permutation can
be uniquely expressed as a product of disjoint cycles (see subsection
4,2.1). It follows from this that, perhaps after some re-ordering of
the variables associated with our system (which corresponds to

similarity transformation by a symmetric permutation), the elements of
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the skeleton can be brought to the positions occupied by the 1's in a

block diagonal caponical circulant matrix (BDCM), whose diagonal blocks
take the form:
0 1
. . 0

(@)
n
.
.
-

or simly [1] for a scalar block. This re-ordering of variables is the
third step of our procedure. Let Ei denote the order of the skeleton
element in the i-th row, followihg the re-ordering of variables, The

set {Ei} is the same, therefore, aas the set {aj<as<eegay} of invariant

factor orders.

For the moment, let us assume that there is only one block in the
BDCM, so as to simplify our introduction. Then, under some assumptions
on these integers Ei and on the principal minors of Ag(€), the following
scaling can be shown to transform the matrix to one that satisfies

MSSNS:

s, S s
S(e) = diag{e’}, €2, ... , e ¥ 1},  (4.2)

where

S{ =Sj4) +b; - &, sy=0

and the b; are, as before, the orders of the eigenvalues. The fourth

(and final) step of our scaling procedure is thus the application of
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this diagonal scaling transformation to the system,

In summary, the procedure for finding a diagonal scaling that
induces MSSNS is

1. Transform A(e) to its explicit form Ag(€).

2. Identify a skeleton in Ag(e€).

3

Apply a symmetric permutation T to Ag(€) so that the
skeleton of Ay(e€) = TAE(C)T—I corresponds to a BDCM.
4, Calculate S(€) = diag{CSl,...eSN} for Ay (€) so that
Ay (e) = S(e)A (e)S7 (e) = s(e)TA ()T 1571 (e)

has MSSNS.,

A precise statement of sufficient conditions for this procedure to
succeed, as well as the details of Step 4 for a system with a nultiple-
block skeleton, are given in Section 4.2, along with proofs of the main

assertions.

Note 1 We shall suppose in the remainder of this chapter (unless
otherwise specified) that A(e) is glready in its explicit form, i.e.

that step 1 has already been carried out.

Note 2 Rather than using the symbols {Ei} for the reordered set

{aj}, we shall from now on in this chapter use {a;} as generic symbols L;
for invariant factors, with ordering determined by the context.
e

Note 3 In the next section we shall state several conditions that o)

are together sufficient for our procedure to work. Before doing this, -'-'_t,"‘-,
144 e
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we first note an important pecessary condition for our scaling procedure 3
to succeed. From the description of the procedure above, we see that :“:.: .

only symmetric permutations and diagonal scaling will be applied to the

explicit form RAo(e). Obviously these operations have no effect on k
principal minors, However, from Theorem 3.1 we also know the condition
that pic =ri°, i=1l,...N, i.e. that the {p;} uniquely determine the {bj},

is a necessary condition for A (€) to have MSSNS. (This condition was E,,

called the "no cancellation" condition in the previous chapter.)

Therefore, if after scaling we have the MSSNS condition, so that the no

cancellation condition holds, it must hold for the original matrix. We

shall take this necessary no-cancellation condition as a gtanding

assumption throughout this chapter.

4,1,3 Outline of this chapter

Section 4.2 is devoted to filling out the outline above. In N
Section 4.2.1 we briefly discuss some properties of permutations; -.-_.;-_:I-;-:
further details can be found in Appendix 4A. Then in Section 4.2.2 we .
introduce the essential idea of our approach through a key example.
Section 4.2.3 deals with diagonal scaling for the simplest case where
there is only one cycle in the skeleton., Section 4.2.4 extends this

result to the more general case where the skeleton has several cycles,

Since our scaling procedure is derived under some assumptions, it
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ﬁ is important to know that there are interesting problems where these
' assumptions are indeed satisfied., We describe, in Section 4.3, the
application of our scaling procedure to high-gain feedback problems. In
i particular, we show that our procedure leads to scalings used by Sannuti

in [14]. (This paper, along with [15], motivated our study of scaling

in the first place.)
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4,2 Diagonal Scaling

4.,2,1 Introduction

In this section, we examine matrices A(e) with structural features
that cause them to not have MSSNS. We show that it is possible (under
certain conditions) to choose a scaling of such a matrix that induces

MSSNS.

Without loss of generality, it is assumed that A(e) is in its
explicit form (see Note 1 of Section 4.1). As mentioned in that
section, we shall be considering transformations of the form S(e)T,

where S(e) is a diagonal scaling matrix, T is a permutation matrix, and
K(e) = s(e)TA(e)T 1s(e)™1 = B(e)a(e)B(e) ] (4.3)

Note that A(e) and A(e) have the same eigenvalues but may have different
invariant factors if 3(€) is not unimodular. We shall show how 5(€) can
be chosen so that the invariant factors and eigenvalues of A(¢) have the

same orders, even when A(e) does not possess this property.

The development of our scaling procedure involves identifying and
manipulating permutation matrices that reflect important structural
features of A(e). Before we begin this development, therefore, let us

first review some properties of permutation matrices, i.e. of matrices

147




} obtained by permuting the rows and/or columns of the identity matrix I.

A permutation matrix, say

0 00100
0 00 001
01 0 00O
P=11 0 0 0 0 O
0 00010
0 01 00O

can also be represented in terms of the cycles that comprise it, For

the example above, the decomposition of P into cycles is given by
6, = (1,4)(2,3,6) (3)

This notation serves to indicate that if P is applied to a vector
%=(X),X2seerXg), then the following cycling of elements occurs:
[x1==>%4s X4==>%X1], [X9=—>%3, X3==>X¢, Xg==>X51, [x5-->x5]. Here®p
consists of three gycles, which are uniquely defined.

e -rv—rrvr'v-. - -

The canonical circulant matrix is a permutation of the form
Qc = (n’n-l’ n"2, ces 2' 1)

This corresponds to the permutation or circulant matrix

0 l 0 eresee 0
' 0 0 1 s0ses e 0
VL.'_ 0 0 0 cocecee 0 !’ ’:
: 0TS 3
: 1 0 0 srese e 0 ¥
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A block diagonal canonical circulant matrix (BDCM) is defined as
C = blOCk diagoml {c1’ Czlooo, Cm}
where C;, i=l,.., m are cancnical circulant matrices.

It can be shown (see Appendix 4A) that any permutation matrix can
be brought to a BDCM by a symmetric similarity transformation T that is

itself a permutation matrix:
P =T1Pr"l, P is BDOM form.

We shall call this transformation T a symmetric permutation. Each block

of P corresponds to one cycle of ep.

In the next subsection we introduce our approach to scaling through
an example that also serves to illustrate the role of circulant matrices

in our development,

4.,2.2 A Key Example

The essential ideas underlying the scaling approach proposed in
this section are exposed by the following key example., To proceed, let

us first recall some definitions from the previous chapter:
a; = orders of invariant factors, i=l,...,N
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bj = orders of eigenvalues, i=1,...,N
i
q; = 2 a
i =1 3

and, based on the no cancellation assumption, the points on the lower

bound of the {p;} are given by

A(e) = 2000000000000 00000000 (404)
0 0 0 0 ... &wd
Gan 0 0 0 evsvee 0 p

-

Note that A becomes the canonical circulant matrix if nonzero entries
are replaced by 1; we shall therefore say A has the structure of a
circulant matrix, It is easy to see that A is in explicit form, and
that the orders of its invariant factors are aj, i=l,...,n. (Recall
from Note 2 of the previous section that we are still using {a;} to
denote the orders of the invariant factors, but they may pot be ordered

as in earlier chapters.) Since the ixi pricipal minors with i<n are all

zero (this implies rj=pj=, i=l,..,n-1) and r,=p,=q,=aj+...+a,, we can
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draw the following picture:

4

Paf===""" | et
| SR
!
|
|

| p- .

I s

{1 | > b

{2---- n

Figure 4.2 A key exanple L
It is easy to see from this picture that the orders of the eigenvalues R

bj, which are determined by r;®=p;€, are equal to b=q,/n for all i.
This can also be obtained by checking the characteristic polynomial of

A, which is

,\n_ev

where v=q,. This again shows that all of the b; are equal, namely
bj=b=q,/n for i=1,...,n. Thus Awill not have MSSNS unless all of the

aj are the same.
Now let
S -
S = diag{e 1, esz, ceeny esn 1, 1

with

Si - Si+1 =b -~ ai, 1=1,....,n—l,
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Sp =0

Then after scaling

0 @ 0 0 eeeere 0]

0 0 €& 0 teeeee O
A=SAS_1— o900 OPOPOIOGIOIOPSTOIOIGIES

0 0 0 0 cevere €

|0 0 0 .eee. O

and the invariant factors of X have the same orders as its eigenvalues.

If A does not have the structure of a circulant matrix, but of a
more general permutation matrix, then we can apply a symmetric
permutatioh to bring it to block circulant structure. For example,

consider

0 o el
A={e2 o0 o0
0 &3 ¢

As with the last example, A is in explicit form and the orders of the

invariant factors are aj, a, and ajz. The orders of the eigenvalues are

all equal to b=(al+a2+a3)/3. Choosing the symmetric permutation matrix




we obtain

0 €2 o0
am=Tarl= |o o &4
B 0 o0

To bring A; to MSSNS, we can choose
S = diag{cS!, %2, 1}

where sy=2b-aj=~a;, sp;=b-aj. Applying S to A;, we obtain

0 &2 9 0 &Sl
starlsl=|eSl 0 of(af[eS20 o

0 0 1 0o 0 1
—— N —mm N
3 gl
0 & o
=851l=|0 o0 &
&£ 0 o

In general, the entries of A that were zero in this example will
not be zero, Nevertheless, the essential idea can still be carried over
to the more general situation, under some conditions. In the next

subsection we start with the special case where A has the form of
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(4.4), except that the zero entries of (4.4) might no longer be zero

(though they are still, in some sense, subsidiary). In other words, we
shall assume that there is a skeleton in A, as defined in Section 4.1,
whose elements correspond to the 1l's in a circulant matix with one
cycle. We move to the more general case, where the skeleton elements
form a permutation matrix with several cycles, in the subsection after

the next one.
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4.2.3 Scaling for matrices with one-cycle skeleton
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We shall now prove that the scaling procedure described in Section

4.1.2 works for the simplest case, where a skeleton of A(e) (in its \
explicit form, as assumed in Note 1 of Section 4.2.1) has only one :
cycle, We shall then move to the more general case where all skeletons E-~
in A(e€) has multiple cycles. Recall that the skeleton of A{e) having . T
one cycle means that, after a symmetric permutation, the skeleton will : .
be in BDCM form with only one block, while multiple cycles implies that L
the BDCM form will have multiple blocks. E’
Before stating the three assumptions which are retained throughout
this and the next subsections, we state some definitions that we need. Ewr
The dimension of a principal submatrix P of matrix A is the number T
of rows in P, The order of a principal submatrix is the order of its L
determinant, i.e. the order of the associated principal minor. A
diagopnal of a principal submatrix of dimension n is defined as a set of
n elements containing precisely one entry from each row and each column L_j
of P. The diagonal containing the entries am1,m2s 2m2,m37++++s3mn,ml
will be represented as the ordered set
S = (M, My, eeees M) g":
There are n! diagonals in P, If P is the matrix A itself (in explicit \‘
form), then some diagonals will be the skeletons defined before. The E:
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order of a diagonal is defined as the order of the product of all its
entries. There is one special diagonal of any leading principal

submatrix, namely

Sc = (1, 2y eees 4 D)

that will be called the canonical diagonal. A contiquous principal
submatrix ic defined as a principal submatrix with contiguous rows., It
will be represented by two numbers, the idex of its last row i and the E
index of its first column j, and denoted as M[i,j], with a subscript on

M to indicated dimension when needed. The gyerlap cf two contiguous

principal submatrices is defined as the number of common rows. It is an L /
\'..
integer ranging from 0 (no overlap) to my, the smaller of the dimensions ’ :3.;-' -

of the two submatrices, Finaliy, the closure of a principal submatrix M
is defined as the smallest dimension contiguoué principal submatrix L

containing M. ]

We can now state three assumptions under which our scaling [i
procedure is derived, and the two lemmas required to derive the scaling. -
P

Assumption 4.l. bj2ay, for i,j=1,...,N-1.

If we draw the curves for pic and q; as in Fig. 4.2.2, this
assumption means that the slope of pic is larger than that of q; except
for the last segment. Note that this is not a necessary condition for

A(e) to have a diagonal scaling. For example, consider Bg., (4.2.2). We
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A

have seen that the diagonal scaling defined in that section always work o
‘ : b ..
. no matter b (the order of the eigenvalues in this example) is smaller o
?1 . than a; or not, But this is the condition under which our algorithm has 3Ii~
- been shown to work. :

Fig. 4.3 p;© and q; for Assumption 1 ::':":'.:.f

Assumption 4.2: ‘ D
The order of any principal submatrix of A(e) is equal to the

smallest order of its diagonals.

This assumpotion serves to rule out certain cancellation when
suming procucts of elements in different diagonals, ensuring that the

order of any principal minor is not greater than the smallest order of

the diagonals that determine the principal minor. Again, this is pot a

necessary condition for a diagonal scaling to exest,

The third assumption is motivated by the following example,

Consider
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0 1 0 0 0 O
0.0 1 0 0 O
Ale) =|e 0 0 1.0 O
¢ 0 0 0 1 0
000 e 0 0 1
e 0 0 0 0 0

w O O
T

LLIJL

12345

Figure 4.4

There are two principal submatrices M, and My whose orders are 3. In
order to bring q; to pic, we ought to scale three of the 1's, e.q. aiz,
as3 and a3y, to € and scale the remaining two 1's, namely ays5r aAggr tO
e2, Since the diagonal scaling will not change the principal minors, we
shall end up with some entries of order less than 1, no matter how we
arrange the scaling, (After scaling the order of the gcd of all the 1lxl
minors should be equal to 1 since the order of by is 1 in this example.)
The source of the problem here is the overlap of two principal
submatrices whose orders are equal to p3c, where 3 is the first turning
point in the graph of Fig.4.4. To avoid this situation, we impose two

more assumptions,
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. Assutption 4.3: | )
‘ Suppose the order of an mxm contiguous Iﬁrincipal submatrix M, is *J"
\ gnc. If there is an sxs contiguous principal submatrix M, that overlaps §
: with M; and the overlap is t (an integer from 0 to min{m,s}), then the k”

order of M, satisfies
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Consider the previous example again., If A(e) satisfied this assumption,
i.e. if one of the M;, i=1,2 had order 1+2+2=5 instead of 3, the :
difficulty encountered in that example would have been eliminated. From L

this assumption we also can see that any contiguous M; whose order is

Pmi

order,

€ must be the unique contiguous principal submatrix that has this

Assumption 4.4:

For each i=1,2,.... the principal submatrix M; of A(e) whose

determinant is Pmic is a contiguous principal submatrix. Furthermore, M;

Mij4y1s 1=l,eee., i.e. the rows of the Mj are contained in those of the

Mi+1. ‘-'"7' . T

The following theorem now states that the scaling procedure

described in Section 4.1.2 does indeed induce MSSNS under Assumptions s

4,1-4,4, Since the steps 1-3 can be applied to any A(e€), we shall
suppose that the A(e) discussed in Theorems 4.1 and 4.2 has already gone
through these steps, In other words, we suppose that some skeleton of '
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A(e) already forms a BDCM of one cycle,

Define

m; : turning points of qjc.

N

principal submatrix whose determinant is equal to pmic.

rh
[
(1]

slope of segement of qjc between m;_; and m;.

Ij : set of row indices of Mj.

We now have the following theorem,

Theorem 4.1l: Suppose A(e) satisfies Assumptions 4.1-4.4, and has a

skeleton that forms a BDCM of one cycle, Then the scaling matrix
S = diag{GSl'oooQ' eSN} (4.5)
causes SAS™! to have MSSNS, where Sj ..., Sy are defined by

si—si+l=fj“ai' if ie Ij’ i=1,oo-'N-lo

SN = 00
Proof:
According to Assumption 4.4, the M; are contiguous. Now, consider
M; and M,. As a consequence of Assumption 4.4, M; is contained in My
and each entry aj § of M;, i>j, must belong to a contiguous principal

submatrix M[i,j] containing aj,j+1' eeeeer@i_] §r which are the elements
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of the canonical diagonal of the original matrix A and have orders

A5r8541r00003j] respectively. We then have

O(aij) a4y +agy) foeees v A5 2 (i-3+#1) £y, 13
The scaling defined in this theorem satisfies

sj-Sj+1 = fl-ajl'OO"l si_l-si = fl-ai_l

Denote the order of the (i,j)-th entry after scaling as O(‘éij).
Considering the fact that the diagonal scaling does not change the

principal minors, we have

(0] (513 ) + (aj+sj-sj+l) Feooot (ai_1+si_l-si)

The entry ajjr i<j, in the upper right triangle of M; has an order
equal to or higher than f; before scaling., After scaling, for i<j, and

considering £12air i=1,ee/N-1, we have

=0 (aij )+ (j-i) fl-ai-. . .—aj_l

Combining (4.6)-(4.8) we can conclude that, after scaling, every entry in

M) has an order equal to or higher than f;.
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Now consider the entries contained in M, but not in M; (see Fig.-

4.5). Using the same argument as before and the Assumption 4.3, we

have for ajje i>j, i¢1y,

( 4 M,

/M1

RE T

—f — - -

Figure 4.5

where t is the overlap of M; and M[i,j]. Since, after the scaling
defined in this theorem, there will be exactly (j—-i+l-t) canonical
diagonal elements of M[1i,j] having order f;, and t-1 having order f;,

from (4.9) we have
Arguments similar to those used in deriving (4.7) will prove

O('éij)zfl, i<j, i¢Ij. Repeating this procedure for Eij' i€I5\I;, we can

prove
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0(513) 2 f2, i€ 12\11

This procedure can easily be extended to M3, My, .. and finally

we can show

0(@@;5) 2 i, 1€, \I, 3

Since there is one set of ixi minors, i=l,...,N, whose orders are

exactly q; (the ay,i+1s i€, \I._y), the theorem is proved.

The following example illustrates our approach.

Exanple 4,1 Consider

e e & Q@
© S & e

S @ &
G @ e7_

Before applying Theorem 4.1, we have to apply steps 1-3 to A(¢). First

A(e) =

we identify the only skeleton, which comprises the circled elements in =
the matrix above, and corresponds to the permutation (1,2,3,4). To

transform this permutation to canonical circulant form, we use the

synmetric permutation 8;=(1,3). Then

VRN G IR
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A (€) = TA(e)TL =

Le5 98 e5 e7j

ThiS mtrix has ai=l,l,0,6' and bi=2'2'2'2. In Other words, m1=4, fl=Zo
Hence, using Theorem 4.1, we have sy-sp=f1-ay=l, sp-s3=fj-az=l, s3-

s4=f1-a3=2, or s1=4, $p=3, s3=2, 54=0. This leads to

(2 2 & &l
2 &S &2 &
Ay (e) = S(e)a)(e)S(e)™L = sTA(e)T 157! =
28 7R ERERE N
LCZ €5 64 €7J

It is easy to check that Az(e) has MSSNS, since its eigenvalues (which
are the same as those of A(e¢)) and invariant factors have the same

orders.

4,2.,4 Scaling For Matrices With Two—-Cycle Skeleton

We have derived the scaling of Theorem 4.1 for the case where the

skeleton only has one cycle. Now we shall extend this result to a more
general case where the skeleton has two cycles. From the results in
Section 4.1, we know that after some symmetric permutation A(e€) can

b always be brought to the following form
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Ale) = (4.10)

where the skeletons of Ay and Ay, are BDCM with one cycle and

Ay is an mxm matrix. We then have the following lemma.

Lemma 4.1:
If A(c) has the form of (4.10) and satisfies Assumptions

4.1 and 4.2, then

l. alzt)l=ooo.=§n=q-n = b (4.11)
2. a]_s_ai' qu'lloo.o' N-l' i=1'.o..'mo (4.12)
Proof:

From the assumptions of this lemma, we know that Ay, is a BDCM with
one cysle and that its determinant is a principal minor of order
aj+eetan. But any mxm principal minor must be equal to or larger than

BpC=by+bg+ee..+by. Therefore

aytessetan 2 Dyteseo iy (4.13)
On the other hand, from Assumption 4.1 we know that

a;<by, i,3=l, e ml (4.14)

Combining (4.13) and (4.14) we have (4.11). Using Assumption 4.1 and

{4.11) we have (4.,12).
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From now on we shall suppose that.A(c) has the form of (4.10) and
satisfies (Assumptions 4.1 and 4.2, and therefore) (4.11) and (4.12).
The required scaling for this case will be stated in the following
theorem. In order to prove this theorem, we need to augment Assumption
4.3 by the following Assumption 4.3a, We also introduce two new
assumptions, Assumption 4.5 and 4.6.

Assumption 4.3a "
Suppose the order of an mxm contiguous principal submatrix M; is :IEIT*
pmc. If there is an sxs principal submatrix Ny whose closure M; of L

dimension r overlaps M;, and if the overlap is t, then the order of Ny

satisfies S
O(Ny) 2 bryrot-g*ntr—t-gs1tes - Ppir—t~1 = 0

where the sum above that we have denoted by h is as marked on the f‘g

figure. o

Figure 4.6

....................




Assumption 4.3:
A(e) has the form of (4.10) and the diagonals contained in A,y and

Ay, determine the q;C.

This assumption implies that there is at least one diagonal of
order m; that is contained in A;; and Ay, and has the order of qmic for

each i.

To simplify our proof, we impose the following assumption.
Assumption 4.6:
me Mi Contain an-H,l'ml fOI i=2'3’000-

Note: We believe that without this assumption the proof still can be

extended but the notation will get very complicated,

Theorem 4.2:
Let Mj, mj, Ij and f; be defined as before. Suppose A(€) satisfies

Assumptions 4.1-4.6 and 4.3a. Then the scaling matrix is

s = diag{c®l,...., &N} (4.15)

X, 1i=m

S{75i+1 = {

fj—ai, i%¥m and ite

i-1
x=max {b; - £ (a,-b,.)+0(a;.)}
ey T kemtl kTkTTEL

jed,




- v
...........................................

Ay (e) = TA(e)T? =

Here a;=1,1,0,2, bj=1,1,1,1. In the following, we shall repeatedly

aplly Theorem 4.2 to Ay(e€). Since the skeleton forms a BDCM with ‘ :

hihg
three blocks, we start from the lower-right 3x3 principal submatrix, 'j;fj'.';-i
which consists of two blocks., For this submatrix, m=1, bj=1, 1, 1,

ai=l' 0, 2' b=b1=1' J1={2' 3}, J2={1}0

A
XX
et

i-1 S
x =max {b:~2 (a,-b,) - O(a;s)} =1, g=2, h=l.
ief2,3} ‘k=2 & K =
j=l

!

U
F 2l
1
PRIRT N}

"
v

N . v PR
] t
v
P .
P
Y .

.
e

Therefore a scaling for this 3x3 principal submatrix of A,(e) follows

'
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from the calculation

(4
I~

il-12=0 ’ 12-13=—X=-1 ’ i3-i4=b3-a3=l .

3, 4 b
v,

3

or i1=iy=ig=0, iz=l.

Applying this scaling to A, (e), we obtain

Aj(e) = diag{l,l,e,l}Al(c)diag{l,l,e'l,l} !
€ 62 € ez—l '_.’_:‘_‘_-'_.

e:2c:<~:e2

€ € € €

‘o
S
W
@
a
[§,)
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Now, apply Theorem 4.2 to A5(€) again. Taking the (1,1) entry as A;3
and the complementary 3x3 principal submatrix as A,o of Lemma 4.1, we
see that A,(€) satisfies the requirements for Theorem 4.2, Therefore we
have n=l, J1={2,3,4}, J2={1}, and
x =max {bj - O(aj3)}=0,
i,]

So the scaling remains the same, i.e,

S = diag{l,l,e,l}
and

By(e) = SAy(e)S7t = sTA(e)T 1571

€ 620 €2

€ 2€ € €

which has a;=b;=1,1,1,1. Therefore A;(€) has MSSNS.
Now, let us prove Theorem 4.2,

Proof:

According to Theorem 4.1, the scaling defined in (4.15)-(4.17) will

ensure that the orders of the entries in the i-th row of All'(where
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Aij' denotes the submatrices after scaling) have order equal to or gt

" _
= larger than f; and the orders of ajs'seees am-l,m' and ap,' which, in :2':'
Z:', this case, are equal to £j. The entries in i-th row of Ay5' have order ’-:..“'
- RES
b equal to or larger than b; and the orders of apyy p42'seeeerdy-1,N' and S,

aN,m+1' are equal to bpijseeessby. Now let us check the orders of the

entries in A21' and Alz"

It is easy to see that after scaling the order of the (i,j)-th L-
entry in A,y' is

i i-1
. O(a;s) = O(a;s) + I (ap-b,) + x
j 1 SURIEN

i-1 =
=Olagy) + Z (aby) E

i-1 ,
+ max {b;-0(ajs)- £ (ag=by)} I
FEE A Rt e
jédy t::::"'

1

WY

2 bi ’ ie Jl & .::f.

l

Also there exist integers g and h such that
- O(@g,) = by

Now define dij=0(§ij)-0(aij) and consider the entries in Ay,'. For

columns g+l,....,N the order increment dij are

: -1
.: dij = -k (ak-bk) - X, j=g+l,oo.¢,N

>
=m+1
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j=1

g-1
S (b-ay) -b,+ = ( ) + O(amn)
kqwﬂ.q(ak d lﬁmﬁlak*m gh

j-1
= (by-ay) - by + O(ay,)
k=gbkak g gh

-1
= kizgﬂ (by-ay) + bg =" + O(agh) - bg
But
O(agh)zag, by2ay, for any k
Therefore
dijzo
and

O(aiJ|) = O(aiJ) + di] 2 O(aij) 2 fl' i=l,0000¢N,
A jﬂ"'l'noo.'N
For the remaining part of A;,', i.e. columns m+l,....,g-1, we can use

the following arguments,

In this area aij

principal minor containing only canonical diagonal elements of Aj; and

and agh must be contained in a diagonal of some

Ay apart from aj4 and aghe In other words, if igh, the diagonal can be
expressed as (g,h,g+1l,eeeeri=1,i,3,j+1seeeerg-1), and contains h+g-i-j+2
elements. Since the principal minor is enclosed by M[g,h], its order
must be (according to Assumption 4.4) equal to or higher than

g
<
k=i+j-h-2
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; Therefore, it is easy to check that O(aij')>f1 after scaling, For the

case where i>h we can apply similar arguments.

The above scaling theorems have been obtained under rather strong
assumptions. It is therefore important to know that they are applicable
in certain situations of interest. In the next section we show how to

apply our results to the scaling problem in a high gain feedback system.

4.3 Scaling in High Gain Feedback systems

The problem discussed in this section is the time scale analysis
of feedback systems, In particular', we consider a high gain feedback
control problem, of the type studied by Young, Kokotovic and in more
detail by Sanutti. [14], [15], [13]. We shall see that the methodology
developed in the previous subsections serves to extend the scaling

results of these references to a more general case.

To simplify our discussion, let us restrict ourselves to the simple
situation proposed in [14], where an N-state, m—-input, m-output system

with output feedback is considered:

X = Ax + Bu

~ AN __\
y =Cx (4.18) DI
q = K(e)y




with 3, é, &, K(e) being matrices of appropriate dimensions.

It is assumed that system (4.18) satisfies
CAl-18=0, i=1,..,q
CA9B is nonsingular for some g>l.
Under this assumption, there is a linear transformation to transfer

(4.18) to the following form [14].

I

oo A Az eeeee g

el

y=[0I0.... 0]x

u = K(e)y

A Ap i A v A

— q -

Suppose that we have a high gain feedback problem where

K(e) = €91 = pd1, p=c1




— - *
A Agy 0 |§,
A(e) = |0 0 AN
I RN
A Aql Bgp eeeees Ag -\2-
8,

— LS
Pl

If we scale A(e) by €9 (which corresponds to time scaling) and denote
the resultant matrix as Aj(€), then we see that A;(0) does not have w
SSNS. Therefore a scaling is necessary in order to have a standard two- ;,:.'__»‘

time-scale form.

We can also see that Aj(e) is in the block explicit form with one L, '
cycle (i.e. the same form as that in the previous sections but now each i‘_\:'.i‘f_’.i

entry is a constant matrix multiplied by a power of €). Applying the

scaling in Theorem 4.1 but treating each block aé one entry of matrix

A(e) in the theorem, we can see that a scaling
s = diag{p9r,p91,p%11,p921,...,1}

will bring A(e) to

B Aoy 0
A(e) = sA(e)sL = | o 0
pI
P g P %y P Ay, ceeeel Ay
PP
- -
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I B Ag 0

. 0 0
. I

11| |eatla , 31 €Ay ceneen
i il Aq0 ot A2 Aaq

~

= D(e)A(€)
As in Chapter 3, we check the Schur complements of A(0) to see 1if Ay
satisfies the MSSNS condition or not. Note that there are two time
scales in this example so we need to check Aj ( i.e. the 511 in Chapter
3) and the Schur conplement of Ay (i.e. the 1122 in Chapter 3). Here we
only consider the case where Ay is of full rank. Otherwise the scaling

will be too complex. Since B, is full rank, we can see that the two

q
Schur complements are full ~x:ank. Therefore A;(€) has MSSNS,

Now consider a more general cases where K(p) is an analytic
function of p at p=w. This is a case that has not been considered

before in the literature,

Let us first consider the (n2+n3)x(n2+n3) submatrix

0 I

. . 0

. 0 . .

0 I
Aq+K(p)Bq XeoseooossoX

of A(e). Now suppcse the Smith form of I-‘.q+K(p)!3q is
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where P(p) and Q(p) are unimodular. Then by a linear transformation, we

get
A, = diag{Q,I,I,P71} A diagiQ™l,1,1,P}
. I 0
.0 I
0 P
B(P) x.oo.oo-xJ

0 a 0 e . p4
I-‘et Q= 14 P= ’ D(p)= .
b 0 £ 0 0 p° ;
Then ..*_.:::
[ ] i
0 0 0 a 0 0 0 O e
0 0 b 0 0 0 0 O o
0 0 0 0 1 0 0 O e
Ay=|0 0 0 0 0 1 0 O e
0 0 0 0 0 0 0 e RSN
00 0 0 0 0 O f£ O N
p 0. 0o o 0 0 0 O *
0o pB 0o 0 0 0 0 O
After some symmetric transformation we have ce
— = e
0 a 0 O o
0 0 1 0 0 .
0 0 0 f£
a'=pt 0 0 o ~
0 b 0 ©0
0 0 1 0O
0 0. 0 0 e
p8 0 0 o
L ]
177
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This is a two—cycle case. Applying Theorem 4.2, we have the scaling for

Al'
S' = diag{pg,pspp-':PGIPGrP"'rPch}
Then — BIR 7]
0 a 0 0
pI 0 0010 0
SlAllsl-1= 0 0 0 f
1 0 0 0
0 b 0O
0 01 O
0 p?I 0 000 e
l1 000

which has MSSNS. It is easy then to derive the scaling for the original
system (simply keep the (1,1) block unchanged) and find that the system
has three time scales. From this example we notice that, unlike in the
simple case considered just prior to it, the scaling is determined by
the structure of Q(p) and P(p). Therefore, in general, if K(p) is a
function of p, one should first apply the Smith decamposition on K(p) to
find Q(p) and P(p) and then use the scaling approach in the previous

sections on A) to obtain the necessary scaling.

From the results in this section we see that the algebraic approach

developed in this thesis not only gives a clearer picture of the scaling

proposed in {14], e.g. the justification of the scaling used, but also

provides a tool to treat the more general case where K(p) is an analytic
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function of p.

4.4 Conclusion

In this chapter we have discussed the situation where the MSSNS
condition is violated. We first observe that the lack of MSSNS is
equivalent to inequality of @:he orders of eigenval.ues and orders of
invariant factors. This suggests the use of a non-unimodular similarity
transformation that keeps the eigenvalues the same while changing the
invariant factors. We focus attention on a special transformation,
namely scaling, i.e. a diagonal similarity transformation matrix with

the diagonal entries being powers of e,

In general, diagonal scaling may not be successful in inducing
MSSNS if applied to the system matrix A(e) directly. Our procedure
requires us to first transform A(e) to its Smith form Aj(€). We then
identify a skeleton in A;(€), as defined in Section 4.1. The next step
is to apply a symmetric permutation to Aj(€) so that its skeleton forms

a block diagonal circulant matrix. The diagonal scaling can then be

derived fairly easily from this form, under certain assumptions.
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Several points should be made here.
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1. The scaling is pot unique. This is because, in the first place,

the skeleton is not unique, For example

v','xm
S

\
Telal

Ale) =

has two skeletons. One is Agor 137 A4 a34¢ which has the structure
(2)(3,1,4). Another is ajj, ag3s aA34s 41+ with structure (3,2,1,4).
For the first one, we need a symmetric permutation (2,1). After the

symmetric permutation we have o

—
€ € €

e 5¢ € € Sl
Ayle) = 4 L

€ €

€6 €2 €4 €

The scaling for Aj(¢) is S=diag{e,¢,€,1} according to Theorem 4.2.

Therefore the overall transformation is

- " -
e,
-
'.t.h\
N LA
havs
. > "
- —
ro
Lt
1™
e
RS
“
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On the other hand, for the second one the scaling is simply
S, = diag{e,e,g,l} = S

2. The approach stated in this chapter is of course not the only

possible one, For example, suppose

®
[

A(e)

o
®

Let

[
o
[
o

P= ' Pl = , unimodular.

Then

2¢ 1
olpp =
-~ 0
is in explicit form and the scaling is S=diag{e,l1}. The overall
transformation is
e 0 ¢l o 2 1

A = ¢
- 1 1 1 -1 0

By inspection, however, we see that Sy = diag{e®, 1} is also a candidate
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&
scaling for the original system, because e
aesps =] | el il i
T P 0 1 N
SN
where n>1 and A; has MSSNS. “V'
A
3. In general, a diagonal scaling may not be sufficient because Ed
diagonal scaling will not change the principal minors of A(e). As -
pointed out earlier in Chapter 3, the no cancellation condition is a
necessary condition for A(e) to have MSSNS, Therefore, if this E
condition is not satisfied, i.e. if there are cancellations among the ;
lowest order principal minors such that the order of the gcd of the -
principal minors is not equal to the order of the sum of the principa}. . [-
minors, then diagonal scaling will not work. The reason is that the \
diagonal scaling proposed in this chapter does not change the principal ‘
minors, so that after scaling A(e) still does not have MSSNS, Note that \
this cannot be remedied even if we first transform A(e) into its : .
explicit form Ag(€), as we have done in this chapter, since the explicit
form does not ensure this condition. ;
4, We have mentioned at the begining of this chapter that scaling
firstly provided a way to find an approximation of the eigenvalues ,

without computing them. The second role of the scaling is to transform
a system that does not have MSSNS to a system that does. We can then

(if the scaled system satisfies MSST as well) find a time scale
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decamposed system—denote its system matrix by a(e)-—to approximate the -
scaled new system using the procedure described in Chapter 4.2.
Intuitively, if we apply a reverse scaling (i.e. S~ 1) to this time-scale
decomposed system we should obtain an approximation of the original
system, Our conjecture is that the difference between exp{li(e)t} and

s™ 1exp{A(t-:)t}s must have an order higher than tae order of exp{2(d)t},

i.e. the norm
| lexpia(e)t}-s expia(e)tisi|

must have an order higher than that of |lexpA(e)t}|]|. Mathematically,

it may be true that the norm
| | T-exp{-A(e) t}s~! expia(e)tis||

approaches zero as € goes to zero, but further study of this

possibility is left for further work.

5. Assumption 4.4 can actually be derived from a revised version
of Assumption 4.3, which constrains the orders of the overlapped
principal submatrices (possibly several in contrast to two in Assumption
4.3). Unfortunately, the revision of Assumption 4.3 is almost impossible
to check in a practical situation and the subsequent derivation of
Assumption 4.4 is also very complicated. This is why we have stated

Assumption 4.3 and 4.4 as two independent assumptions in this chapter.

Several examples are given in this chapter, including the
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application to the high gain feedback control problem. The scaling
approach proposed in this chapter provides a better understanding and
approach to treat a more general case of the type considered in Section

4.3.
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o CHAPTER 5 CONCLUSION

5.1 Contributions of This Thesis

The principal contribution of this thesis is the development of an
algebraic approach to multiple time scale decomposition of perturbed
linear systems. Based on this approach, we have been able not only to
obtain a more direct and simple description of the multiple time scale
decomposition of such systems but also to handle number of problems that

are difficult to solve usihg previously developed results,

In Cﬁapter 2, using this approach we make clear the connection
between Kokotovic's explicit two time scale approach and Coderch's
multiple time scale results and in the process we provide a far more
straightforward procedure than that of Coderch that makes clear the role
of Smith decompositions and the Schur complements of a certain matrix.

. Using this machinery we are then able to extend the multiple time scale
result to a larger class of systems that satisfy the MSSNS but not the
MSST condition and to solve a feedback time scale assignment problem for

the system i=A(e)x+B(e)u when A{e) and B(€) are coprime,

In Chapter 3, the further study of the algebraic structure of A(e)

proved useful in deriving equivalent conditions for MSSNS and MSST. In
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Chapter 2 we had shown that the MSSNS (MSST) condition is equivalent to

the successive Schur complements of a particular matrix being full rank
(Hurwitz). In Chapter 3 we proved that the MSSNS condition is also
equivalent to the eigenvalues and invariant factors of A(e) having the
same orders. This result not only simplifies the interpretation of the oo
MSSNS condition but also provides a new and perhaps the only practical

criterion to actually verify this condition. Related to this result is

the relationship between the MSSNS and MSST conditions. We showed that L*
A(e) satisfies the MSST condition if and only if it satisfies the MSSNS t‘
condition and the orders of the real parts of its eigenvalues are equal ‘i
to or less than those of the corresponding imaginary parts. Therefore, Lq
to check the MSST condition we may first check the relationship between ‘1
the orders of the real and imaginary' parts of the eigenvalues of the ) t"
matrix., If they satisfy the condition we have just mentioned, then we L"’*
can proceed to check the MSSNS condition. The final and perhaps most \\}
important contribution in Chapter 3 is the clarification of the ‘_:i.;
relationship among the principal minors of A(e), the orders of the RS

invariant factors, and the MSSNS condition. It is shown in this

chapter, that unlike the usual cases, if the system satisfies the MSSNS

conditicn, then the orders of the gcd's of the principal minors of each
size instead cf all minors of each size determine the invariant factors.

Based on this observation, 1) an algorithm, related to the Newton

polygon, was developed to determine the invariant factors from the gcd's
of the principal minors when the system has MSSNS; and 2) an equivalent

condition for MSSNS was obtained which emphasizes the role of the
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principal minors and a so-called "no cancellation®" condition.

Therefore, if a system has well defined time scale behavior (or more
generally, A(e) satisfies the MSSNS condition) then we can use this
algorithm to determine the orders of the various time scales. Finally,
if the system has MSSNS, we provide an approximation for the eigenvalues
of A(e) in terms of the eigenvalues of the successive Schur complements,
As we point out in Chapter 4, this is a rather general result because if
the system does not have MSSNS, we may be able to apply some scaling so
that the scaled system does.

The results in Chapter 3 are used in Chapter 4 to develop an
amplitude scaling procedure to transform a system matrix without MSSNS
but satisfying certain conditions, into one that does have the MSSNS
property. The scaling procedure requires first identifying a skeleton
of the matrix to be scaled, that is identifying a set of critical
elements to be scaled. Then, using a symmetric permutation to transform
the matrix to a particular canonic form, we can determine the
appropriate scaling matrix, Finally, we use our result on amplitude
scaling to interpret and generalize recent results on time scale

analysis of high gain or nearly singular optimal feedback systems.

5.2 Suggestions For Further Research

l. The procedure developed in Section 2.8 for time scale

decamposition of a system with MSSNS but not MSST requires an iterative
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algorithm, A bound for stopping this iteration is given in Section 2.8

as the order of the determinant of A(e) multiplied by the dimension of
A(e). However it is possible-—and is typically the case--that the
iteration can be stopped much earlier. Therefore, one interesting
guestion is to find a tighter stopping point, Related to this is the
question of possibly developing a more efficient procedure for time
scale decamposition than that given in Section 2.8, In particular, if
the system satisfies the MSSNS condition, then only one step of the
iteration is needed at each step, Thus if all of the successive Schur
complements in Chapter 2 are Hurwitz, we are finished, However, if at
any stage one of these matrices is not Hurwitz, then we must go back to
the beginning and do the full set of iterations at each stage. It would
be desirable, if possible, to obtain a procedure with a more recursive

flavor than this.

2. Peedback time Scale assingment is discussed only for the simple
case where A(e) and B{e) are coprime, At least two extensions of our

result are of interest.

1) The consideration of the time scale assignment problem that we

study for the general case where A(e) and B(e) are not coprime.

2) A generalized cheap control problem, namely the problem of

minimizing
J =j x'Q(e)x + u'R(e)u

for the system
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X = A(e)x + B(e)u

It is possible that the Hamiltonian matrix for this problem contains
the neccessary information for the time scale decomposition, Also, it
would be desirable to make contact explicitly with the amplitude scaling
results of Chapter 4 and in particular with their uses in interpreting
and extending recent results on the time scale structure of more
standard cheap control and high-gain feedback problems, i.e. the case in

which only R(€) depends on € and in fact is of the form eR.

3. In Chapter 4 we derive a diagonal scaling procedure under
somewhat restrictive conditions. The reason for these conditions was
primarily due to the absence of simple methods for‘ calculating the
invariant factors for an arbitrary matrix, That is we have had to
impose conditions so that the scaled system matrix has a special form
and the invariat factors can be readily determined. Further research

could be directed in at least three directions:

1) Finding simpler procedures for calculating the invariant

factors.

2) Relaxing the conditions that were imposed on the matrix A(e) in
order to verify the validity of the scaling approach proposed in this

thesis work.

3) Considering the possibility of the non-diagonal scaling. In

this thesis, only the diagonal scaling of a system in so—called explicit
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form is considered. More generally, a similarity transformation which
changes the invariant factors but not eigenvalues can be represented as
a non unimodular matrix, By means of the Smith form of this matrix, the
general form of the similarity transformation can be treated as a
unimodular transformation plus a diagonal scaling. Therefore, an
interesting question is what role can be played by the unimodular

transformation before diagonal scaling.

4. In Chapter 2 we have given a definition of the well-defined time
scale behavior and an extended definition in order to include systems
that are Hurwitz for some ee(O,eol but do not satisfy the MSST
condition. The Hurwitz condition (or, as pointed out in Section 2.8, a
slightly weeker conditin that allows A(e€) to have some zero eigenvalues)
is a requirement throughout this thesis., However, intuitively it should
also be possible to define meaningful approximations for some unstable
systems as well. For example, the systems ¥=x+u ahd x=(1+c)x+u should
be thought of as being close. Although the difference between exp{t}
and exp{(l+e)t} grows without bound, the leading order temrms in the two
systems' dynamics are the same so that, for example, any feedback u=-kx
which stabilizes the leading-order term of one system does the same for
the other. For this reason it would be desirable to extend further our
definition of well-defined timre scale behavior so that a much larger
class of systems can be considered. Also another possible extension of
this definition is proposed at the end of Chapter 4 to define the way in

which an amplitude-scaled system approximates the original system.
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5. It has been pointed out in Chapter 3 that the eigenvalues of
A(e) are clustered into several groups according to the eigenvalues of
the successive Schur complements., It is possible that a frequency scale
decomposition, i.e. the decomposition of the transfer function of the
s system, could be achieved based on the machienary provided in this

a thesis.

6. As we have seen in Chapter 3, Section 3.5, if the Jordan form of

A(e) does not have nontrivial Jordan blocks having eigenvalues of order
higher that 0 and if the similarity transformation matrix M(e) is also
unimodular, then A(e) has MSSNS. However as the examples in that
section also have shown, the reverse is not true, In other words, the
matrix A(é) can have MSSNS but at the same time M(e) can be non-
unimodular and there can be a'nontrivial Jordan block whose eigenvalue
is of order higher than zero., Further research is required to
investigate the relationship between the Jordan form of A(e) and the
MSSNS condition so that a neccessary and sufficient condition can be

derived.

7. It would be useful to develop numerical algorithms for the time
scale decomposition results in this thesis., The crucial problem in this
regard is the development of a numerically sound procedure for computing
the Smith decomposition of A(e). Although an algorithm based on

Verhgese's result [18] can be constructed, further investigation is

still required to find a well posed algorithm, Note that thanks to the

results in Chapter 3, it is possible to derive an algorithm for directly
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determining the invariant factors of A(€). An interesting question is
the development of a Smith decomposition algorithm that makes use of

prior knowledge of the invariant factors.
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Appendix 1

In order to obtain a recursive method for the computation of the
Ski as well as the machinary required to prove Theorem 2.3, we introduce

some definitions and properties related to the Schur complement.

Consider a matrix A

A" sevecesse Atn

Aoy eeevenee Bnp

Define matrices C]-"-l and

where the A;4, i=1,...,n are square matrices. i3

n.Kel

i,5 0 as follows

k0

£ (A1.1)

n
o
[

- -
O
[}

(]

k-1,1 1,1
Ci,3" =Ciy3

3

k,1
Bir3

(A1.2)

k,1-1
Bit3

1,1 -1 kol
A, j-1-k+1 (CjL1-k+1) ™ Ci-1-k+1,3" (3.3)

kol - pkel-t
Ci73 = Bi3
- -1
- [Byyeeedy, oyl (g~ 35:% !

Bkrl‘1

kei7 (AL.4)

YO =i
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The following property states the relationship between C'{:% for

different 1.

Property 1

l—
cfrd = cfed-t

i,3

it B
= Cf, jm1-k42(C3 L1 k42) 1S

Her:eme<:’!e=r1otel”*k 1

-l+1,

jel+1 OV

~Z 9l
Yj=1l+1

Broof: By definition (At1.3),(A1.4)

ol gk

1J il

- -‘—K,l-a
= jl:]

(A “'Ai,

i1

+ (A,

ck Iﬂ

= A4, -1ty

-1 (a,

1—1)(Yi-1

ll.oo"&l l 1)(Yl 1

= ¢ l“(c

l...pl

TL{
lJ

=1

"{,

A
)-]

l"1,j

j=1

,1-1

yot
l-L\+2 \J‘j-1 —r\.+2

s 1= 2]

1-2

-

1,j-l-k+2

Ay, 3=l-k+2

‘jeml- &+2)

-1 { s1=1
J—l—x\+2

ISR

k r l- 1 N

tg |

=
*—J
)
=]

Il »w eseeciw
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U
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Based on this fact we can prove the following property that relates

the Si,j with .

Define

-1g1,x-2

4918 yig+l=1 (Al1.6)

&
ni»

e 4 5’ (:-1,!)-‘(:,1’]:'-;4-1
We have past w=i’ Yhed,icrlel

)
>
o
+
—

ol aE, ea, - A
.k = Mg T A T i=1AkiSk,k—i

which is the same as (2.27) in Chapter 2.

Proof: We proof this property by induction. Suppose for some ]<igk-2
we have

] 3 ‘Nl+1 i
;-‘l,']' - A -1 > .' :
~1%1,4

Helat,x+l

n] 1 -1nl+1 j
- Z:A, v s L ’d

Using the matrix inversion lemma, (Al.7) can be rewritten as
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Comparing (A1.8) and (A1.7) we see that (Al .6) is true for i+1, ;
For i=1, by definitions (Al. 1) and (Af1.4) @
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C1 ,1 = C\l+1 ,.1 :"
K=1,4+1 K=1,a+1

Therefore by (Al.3)

A,

1,5+l

1,1 =1.1,1 i

by ( 2 » "

* A1 gii=1 ‘Cli-’-1) ‘1:11 s K+1 oy
\Q

= al*1,0 Ay 1y=1,141,1 i
= Bieel A3 (Cl)TIG 0 (AL.10) -
- oi+l, f::-':f::'.
ST Yik+l R
Pe
Inserting (Al.10) into (Al.9) we have f

r Bl+1 ’ 1 A

clyl = A - A A ‘ 1) ’}.H'l \
Yk,k+l T Sk,k+l [ x1°°*° lc,k-al(yk-a) ! . ; Z-::I:‘
Calel,1 R
- “k+2,k+1 o
_ 1,1y=1.1+1,1 (Al.11) ‘
B k=1(Cc21) Gl i

which is the same as (Al.7) when i=l,

For i=k-2 we have from (Al.7)

RIS -1 1+1,k-2 K22 , e
IS B TS B LR S 32_11*:{,;;_3 |

ealaly=1.141,3 LR
S M T
This completes the proof of (Al.7). e
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Property 2 will be used to prove our main result, Theorem 2.3. For
the same reason we need the following. property.

Progerty 3:
Lyimi#l _ 1+1,i=l o 1,i-1 , 1.1.21.1 (A1,12)
o) = ~ ALyl .
el T Ykeik T CeliLee1(Gel1)7 G2

Proof:
Suppose (Al.l2) is true for i=l,...,m-1, we prove it is true for
i=m,
Let us consider G-?2 |, lca-1. According to (Al.2) and (AL.S)
. =iy
1,2 _ Al,1 1,1 Aly1y=1,1,1
Ck-,-m,k - Cl::m,k - C‘.f.-:m,k-l(“’k-’-l) c‘i-l,k
_ ~L+1,1 ~1,1 ~Tely=141,1
= Commoi = Slpe-1(%21) CGely ke

Similarly by (Al.5)

VRelyk © Ykem,i "::-m,k-l-‘l(ck-:l-1) Gl ok

Using (Al.2) to find an expression for #’f 1 e obtain
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- i ( 1,1 )"‘1.~1s1 (~1,1)-1n1,1
K=l yK=lwl’ “u=1=1 “i=l=l,x=1

kel k=1,

,,l+1,2- ,.,1,2 ( 1,1)-1,-.1,1
Yem, it T Vie=m,k=1'"%=1/ “k-l,k

1}

Then

2,4 3 A1, a1 y=1.1,3
“k:m,k Vk:m,k “k:m,k-l—a(uk:l-a) Ck:l-a,k

~*1,2 _ 41,2

. Ce 1.
w&-ln 95> -’l{-m ,A\-l

)-101’ - 1’1 ﬁ1’1 ‘-1,’Tl+1,2

1,1 1 ‘
(S 210 C21 w~Clnnm1-2(l12)  Fa1la):

1,1 A1 y=1.1,2 1 la=1.1,1
+ Clnum1-2(Cei1e2) Gellez,r-1 %ea1) Celln

- (‘l+1’3 - (71’3 . r‘1 ,1)-'1(.,1,1
YR=m, i TRemm 5=l Tkl Ykel,k

o3 s . oy
Similarly we nave for Ci’i 1+
=il g

a1l L, P11 1 1ye L, e
TR=T 4 & T VR=m,k jza“k-m,k-j k=] RIS P4

- ,-1,31-1 (,-11,1 -1ﬁ1,1

Ke=Ily K=l Vk-l) Yi=l,k

_ oltlgn=l  a1,m=1 1,1,=1.1,1
- b‘.—c-m:li ck:m,k-l(Q 2 ’K:l,k

Taus we have taat (A1 12) is true for i=m.
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Tor i=l+1 we have according to(A1.S5)

22 ;

,1 1 (n1,1)-1nl,1
wel=1,k T Ykel=l,k

1
el1-1,x-10Cc21) Rell

1]

Because

Lyl ~L+1,1

we nave

1,2 141,10 1,1 ATy1y=1,.0,1 )
Cellat,e = Je-1l1,x 7 Gclian,x-1(%l1) CGli,.e (]
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APPENDIX 2

To prove Theorem 2,3 we first need two lemmas. The first lemma
- provides an explicit form of the projection along the range space onto
the null space of a specific matrix A, It also displays the three
equivalent conditions for a matrix to have semi-simple null structure.
‘ This lemma is important because the results in [1] are based on the
eigenprojection of zero eigenvalues of the matrices E‘i,0 (see Section

2.2 for details).

Lemma 1

Let
ao|l ™ (A2.1)
0 0
where A€ R™M, A, € R™, gyppose that [A; Ag] has full rank. Then
the three statements
1, A; is nonsingular.

2. R(A) ® N(a) = RO,
3, A has SSNS.

are equivalent. Furthermore, if A; is nonsingular, the projection along

R(A) onto N(A) is given by

o -ajla,
PO = (A2.2)
0 I
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Proof:
1==>2:

»
ey
.

PO

It is easy to see that

5

-ytyyTV, W
P

E,'.

a1
AT

.Y

E R(A) = {x] x=[z' 0]', z¢ R}

8 If X €R(A), ¥X0, then

: w2 2] e
Thus
x ¢ N(A) => N(A)NR(QA) = &
and
N(A) ® R(A) = R follows by counting dimensions.
==>]1

If R(A)®N(A) =RPM phut Ay is sinqular, then there is some zX%0 such

that A;2=0. Let x=[2' 0]'. Then

Ax = 0 => x €N(A)
But because [Ay Ay] has full row rank, we can find a y such that

(A; Ajly=z. Therefore

Ay = [z' 0]' = x
or Oxx € R(A)NIN(A). This is a contradiction. ' 1
2=>3 See reference [1], [16].

Now consider the similarity transformation P ?
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We have that

-1, [, -1
QAQ‘l - I Al A2 Al A2 I -Al A2
0 I 1.0 0 0 I

[ -1
_ Al Az I -Al Az _ Al 0

OOLO I 0 0

Clearly the projeétion onto N(QAQ"l) along R(QAQ™Y) is

¢

Therefore

-1, ]
0 I

-1. 1

LO I

This lemma shows that if a matrix A has the form of (A2.1), A




having SSNS is equivalent to Ay being nonsingular. Furthermore, the
projection along R(A) onto N(A) is given by (A2.2). In other words, the
eigenprojection of A for the zero eigenvalue can be computed directly
and easily.

Lemma 2 computes matrices Fi,o' i=0,.0.,m.

Lemma 2
Define

Pi'o = Pipi-l" Py (A2.3)

where P; is the projection along R(Fi,o) onto N(Fi,o) « ..Then

i1 -

—m_1 _32 Neji+1

.ooo. Sl‘! Di1 ssee -511

E E 1 1 n=i+1

: :-SJ.Z :Slz XXX -Sia

. . . A2.4
].-'52 [ C) - : : - ::1 "ES 1 __,~r1-'j.'P 1 ( )

e B e Pipi-1

A 0

Oeesd

where the Si%j are defined as before. Also
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1,1 1,1 1,1 b
113 c , b

-
) . -
- I DR B I 1 41,1
s} / ~ ha ] o fad ’
700 Sirtii SurfijiereeeeSnCin
> R S R I IS T I I 1 A1,
- 1l 1 ’O E : Siaci:l Sizcl’i+1 LI ] 'Siacil’l »
: e : : i
: : 1 /'11’1 1 1’1 ol m‘,] '~':
E E Di,J"‘ ui’isi’ici’3+1oo.obi,j-1 uin (A2.5) _:.:..4
3eedd

Proof:
Let the Taylor expansion of A(c)-be

A(c) = F00+CF01+C2F02+. e

From the special form of A(c) we can observe that

A s0cee Aln ::E:::ti
FOO = 01%.....- 0 ':.‘\:
0 XX XY XY 0 :.'.::_.'.\\‘

X X eesese X AL
b 4 X esessee X LT ."

Fi,i-1 = |Af1 BAjp eeoees Ajy S
0 0 esscss O -
0 o [ X N N X ] 0 )

where x's represent some terms which may be non-zero. :: -

Now suppose that (A2.4) is valid for i<k. We would like to prove
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that if is valid for i=k+l, From the special form of (A2.4), namely the
first i-1 columns are zero vectors, and the special form of Fk,o shown
in Coderch's thesis [1] we can observe that

Fr-1,0 = Pxk~2Pk-3+«+-PoFQ, k~1PQ" ¢+ +Pk=3Pk-2
= Pg—2Pg-3++--PoF0, k=1Pk—2Pk-3+<<-P0
= Px-2,0F0,k-1Pk-2,0 (A2.6) =

The other terms in Fy_; o which are related to Fg x_j, Fg,g-3reeee r
vanish because of the special forms of Pr-2,0 and Fo,ir i=k=2,k=3/ecee g

Also Fk-l,o can be rewritten as

Fx-1,0 = Pk-2,0%0,k-1Pk-2,0 (A2.6)

.
c e e v, e ey
e 1 et e O]

. oteti
’ v‘ ‘;',-",A' .._\‘. .‘_ ..' .o

X where =

- rSy
o

_,-_. 0 0 esecse 0 . ::::..:.

= [ XN N J - !- "'.1

R P e -

0 0 eseee 0 ::-'.:}

Then using Eq. (A2.2) of Property 2 we have
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1,1 9 1,1

1,1 ~ i
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- Fre1,05%%-2,0
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g
PN 1
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Vo
v
LI LA S I sl el
90000 TRtk PG ker oo w5k Cn 7]
S R TR 1,1 1 1,1
I R L P L P et IR
2o 151 1,1 A1y
: : ik “hRyk+l *°°° Yi,n
s ?
O. [ ] .o O
which proves (A2.5).
Next we prove that the projection Pi_, which is the projection
along R(Fk_l'o) onto N('Fk_l'oi iz of the form Ty
ka1 S
™ ——— =4
1 1 T,1\=1.1,1 1 1,1.=1 1.1
Q o - .
1.. O uvxfl Sk1 (VI{}; ) k:k+1 L X st4‘ (C’.&}; ) c“n ._‘?:";_
.u . : : :::':::‘:1
- . =1 1 1,1.=1.1,1 o
= (o] 1 ‘:‘ ) s \, ~ 1 n] 1 /"11 1 O
Ky&=1 “k,k=1 (C':Q:i ‘ V'.&:li*-l cee 'S}i,k-‘l ( V‘,{:: )\’.v;:n ,-:"-'."_1
i;}".}
el ty=1.41,1 A1,1,=1 e
0 (Gi‘:’i ) c‘:c:k+1""""'-(“_&},; ) ’

It is easy to see that
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AR EAAA L A kAt E ae s (n St

Pk-% = Pey

Therefore P,_; is a projection. Also it is easy to check that
Pk-1Fk-1,0 = O
Then if we can prove that
xé€ N(Fk_,_'o) ==> Pp_1X=X
we are done. Suppose
Fi-1,0X = 0, X' = (X{.ccookp),
We have
RS OWET I e2.9
Then let
Y= Peyx= [y eeoayy']l”

We have for igk-l

Y. = X'+S A n-k(c1’1)-1c1,1 .y
S R ] JZ___] i) Uk ke 3Ry
P IR PO e I
X*5,1(80) j{ock:l(+jxk+j
- .(O

Because of (A2.9),

............. .
_..‘q‘.-.._..- ..... AP
LB S AR )




41 = Xq igk-1

For i=k

Y =-(C1’1)-1n-;k 1,1 .
X %l = O )ias L (A2,10)

Left multiplying (Ci’g)™! on both sides of (A2.9) and adding the
resulting equation to (A2.10) we have

Yk = X
It is strajghtforward then to see that
Yy = X4, mOi2k+l

Therefore we have proved that if x N(Fk—l,o) then P_jx=x, This proves
that the Py_; geven in (A2.8) is the projection along R(Fk-l,o) onto

N(Fk-l,o) .

Then using (A2.4),(A2.8) and property 3, Eq.(A2.7)
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Comparing (A2.11) and (A2.4) we see that (A2.4) is true for i=k+l. For
132'

A11A12...A1n

v
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O
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Using Lemma 1, we see that A;; must ‘be nonsingular, Under this

assumption and (A2.l1), (Al.l)
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which is of the form of (A2.4).

So far we have obtained the explicit expression for Fi—l,O'
i=l,...,n. Based on this result we are able to derive the time scale

decomposition. That is, we can compute

n-1

exp{ 2 Fyoet} (32.12)
k=0

as the approximation to exp{A(e)t}. In order to prove Theorenm 2,3 we

need only diagonalize (A2.12).

, Broof of Theorem 2.3: o
O
r: From the special form of F;_; o of (A2.5) and 71 as defined in 1

x Theorem 2.3, we see that the j~th column of Fi_; o (j2i) is nothing more B
than the i-th column of T~1 multiplied on the right by Ck,j' Because

any row of T except the i-th row times i-th column of 7! must be zero

and the i~th row of T times i-th column of T"! is 1, we have N
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The only row of Gy which can be non-zero is the i-th row. It is

easy to see that

- EL
" (G3)44 %32

and (63055 = 0, jei. R

Now consider (G);4, j>i. It can be seen that

(a)ps = clals! gl SRS
8055 = ¢4 Sig* 1,j+1sj,i+1+"‘*“i:j_1sj,j-fc

-~
.;\.:_.
o ]

|
j

- - 1"1’1 rv1 1 -1 1 j—i—1 .
eor = Ci1a(Ci0y) G ) .

- ghed=i 1,31

ij “i3 =0
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Gi = diag{O,...,O,;\ii,O, .00010}

Therefore we have

KA LR

n-1
Texp{ Y. Foekt}r?
k=0

n-1
= exp{y, TFT te’t}
k=0

-1
exp{ 3. Gjeke)
k=0

exp{diag [All, evee Ienxnn] t}

But we know that

i ey
lim sup |lexp{A(e)t} - exp{ Z Fkoekt} i1'=0 (A2,14)
e=>0 t20 k=0

_' Combining (A2.13) and (A2.14) we have

lim sup |lexp{A(e)t} - T lexp{diag(Ayy ..., M 1t}T]I=0

. e->0 t20
- which is Theorem 2.3.
‘ .
-<
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APPENDIX 3

In this appendix we describe some basic properties of permutation

matrix.

Lemma 1 If T is a permutation matrix and A is a matrix, then
1. Tar! is a symmetric permutation on A.

2. If TAQ is a symmetric permutation on A then =71,

Proof:
1. T can be expressed as product of finite number of 2 cycles.,
Suppose T=tj*t,*...*t;. Then it is easy to see that T'1=tm*tm__

1*eee*ty*ty and ATl is a symmetric permutation on A,

2. Since TQ=TIQ=I by definition of symmetric permutation, ‘1‘=Q'1.

Lemma 2:
Any permutation matrix can be brought to BDC form by similarity

transformation

TAT'-l = diag{Clqczloon'Cn}
where T is a permutation matrix and TAT™ lisa symmetric permutation on

A,

Proof:

We already showed that a permutation can be represented by its

218

.............................
............................




vt
cycles and this representation is unique, . E;
The idea behind this proof is similar to that of bringing a matrix b
into its Jordan form where a new basis which span invariant subspaces is
chosen. A linear transformation T serves as the basis transform, In
the new basis, the matrix will have block diagonal form.
A = 'H\T-l = diag{Jl'oooolJn}
where J; are Jordan blocks.
Similarly, here a simple reordering (a permutation) will do. For
example, suppose A has only one cycle,
0p = (x3,%X1,%3) (or 0p=(3,1,2) for simplicity)
Here Op is not a circulant permutation. But it is easy to see that if
we switch X3 and x5, then in the new coordinate system 0p will be a
circulant permutation. Namely, if
E=TaT"1
1 00|loo1{l1o00 010
=10 01 1 00 0 0 1|=40 01 R
010 01 0 010 1 0 0 T
b
Z
then 0x=(2,1,3) is a circulant permutation. ':I_-,J
In general if T is a permutation matrix which permutes x; and X5 .
and E=TAT! then it is easy to check that Ox will be the same as 0p [:j‘
except x; and X4 have switched positions. We also know that by finite ‘
o
219 o
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number, say m, of switches of two entries, we can "sort" an arbitrary n

entry array in the canonical form. Suppose product of permutation

matrices is still a permutation matrix, we proved the lemma if there is E..
only one cycle. ‘
If there are several cycles, one can first regroup the entries and i—

then use the same schema as for single cycle.
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