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SUMMARY

This Executive Summary describes IAT (Integrated Analysis Technique), its
rationale, development history, and current status. Work done during FY84
is summarized and placed in the context of the overall development schedule
(FY83-85). Technical achievements during FY84 are described and needs for
further work (FY85) are elaborated.

The technical work presented here 1is described at a high-level, emphasizing
what has been developed thus far, why it has been developed, and where we
need to go to insure that a viable and usable product results. In the present
document, tables and figures have been inserted to illustrate specific
techniques that were developed during FY84; further details describing each
technique can be found in TR-224, ALPHATECH FY84 Final Report [5]).
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1.0 INTRODUCTION

This report reviews ALPHATECH progress to date in developing an Integrated
Analysis Technique (IAT). Particular emphasis has been placed on technical
capabilities developed during FY84, and their role within the context of the
current three-year development period (FY83-85).

Development thus far has produced the component techniques and notational
formats that together will comprise a comprehensive analysis and design tool.
In order to see why these components have been developed and how they can be
integrated effectively, we shall first review the scope and background of the
current development effort [Sections 1.1 - 1.,2]., After identifying what types
of methods are required, and why, we outline the technical approach that
ALPHATECH has taken in developing IAT [Section 1.3]. Finally, we describe the
current status of methods development by summarizing technical accomplishments
to date and showing where these achievements fit within the current develop-~
ment effort {[Section 1.3].

Technical capabilities developed thus far are presented in more detail in
Section 2.0. Section 3.0 describes a preliminary validation of IAT methods,
based on those IAT components and techniques that have been developed during
FY83-84., Section 4 re—examines development status and identifies work
required during FY85 to insure the integration of all IAT components and
their applicability to the analysis of C3 systems performance.

1.1 SCOPE AND RATIONALE

1.1.1 Objectives for Developing IAT:

Why IAT is needed, and what requirements it must meet.

~—~- . | )IAT is being developed to provide quantitative information about
€3 human/system performance. This information can then be used
to gulde the analysis and design of new systems as well as the
improvement or reconfiguration of existing ones. & e

IAT as an integrated methodology

To meet these objectives, IAT must provide techniques to predict and evaluate
human/system behavior., Procedures are needed for analyzing and representing
the dynamics of system behavior (in performance models). Because performance
modeling depends on how well system structure can be described (in "static”
models), techniques must also be developed to analyze and display structural
elements and their interrelationships. In short, IAT must integrate: (1)
descriptive methods for building structural and performance models; and (2)
predictive methods, which can exercise these models to derive quantitative

information. Decision~makers and operations personnel will then be able to
use IAT to help answer questions about the structure and behavior of manned
c3 systems.




........................

IAT is also envisioned as an integrated methodology in terms of its use for
systems engineering purposes. In this context:

IAT as an analysis tool can —-

1) Describe the structure of C3 man-machine systems.

2) Represent the dynamics of human/system behavior,

3) Evaluate and predict human/system performance.

IAT as a design tool can be used to assess —

4) What aspects of a system should be improved and by how much.
(Information from #2 and 3 will make it possible to compare
achieved performance with desired levels of effectiveness,
efficiency, and system adaptability.)

5) What parts of a system design should be altered to achieve the
desired results. (The performance models from #2 can be used

to run sensitivity analyses once the criterion of interest and
magnitude of desired improvements have been identified.)

1.1.2 Technical Motivation

There are several important reasons why traditional systems engineering and
engineering psychology methods are insufficient for deriving predictive
performance data for c3 systems:

1) The characteristics of manned C3 systems are unique (e.g.,
timing constraints, authority/control in wilitary organizations,
nature of decision-making, mission objectives).

2) There is a need for organizing descriptive information about c3
systems in a format that faclilitates analyzing system structure
and modeling system performance.

3) The complete range of system life cycle development stages must
be addressed in analyzing existing systems and designing new ones.

Each of these issues is addressed below.

® Attributes of Manned C3 Systems

Manned C3 systems have characteristics that are difficult to capture
with traditional modeling tools. The activities associated with
assessing threats and reacting effectively have unique attributes, in
terms of time available (vs. time required) to make decisions. The
role of military organization and communications connectivity must
also be analyzed to understand their effects on functions like threat
assessment and resource allocation.

........

.......................
.................................
..........
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Traditional descriptive methods may indeed be used to analyze
physical composition (nodes) and connectivity, and to display the
result graphically in block diagrams or tree structures (1,2].
Functional analysis methods can also help to trace the flow of data
and processes (e.g., IDEF,, Operational Sequence Diagrams [1]). And
modeling languages like IDEF; [6] and SAINT [7] can represent system
dynamics. However, none of these methods has been designed to
analyze the effects that organizations, policies, plans, and goals
have on human and system performance. These become critical when a
c3 system must respond to attrition or destruction of its elements,
and must reallocate resources to maintain functional integrity.

There remains, then, the need for a descriptive method that can
capture aspects of human behavior within C3 systems (including, for
example, decision-making, goal setting/evaluation, span of control,
and task performance).

® Need for Organizing Descriptive Information

If quantitative information is to be used to help improve systems,
mechanisms must be in place to insure traceability backwards and
forwards, between high-level descriptions of system structure and
representations of human/system performance. Analysts and planners
need to see how quantitative changes in performance parameters impact
specific tasks, resources, decisions, span of control, and authority.
Unless a consistent syntax and semantics can be used as the basis for
both static and dynamic analyses, such traceability cannot be
guaranteed. Although many modeling techniques now availabie provide
internally consistent formalisms, none that have been evaluated thus
far [1,2]) permit the desired linkage between structural and
performance models (e.g., there i8 no automatic means for relating
IDEF, function diagrams with PERZ, SAINT, or IDEF; reprvesentatious).

® System Life—Cycle Development

Few methodologies, if any, from the disciplines of systems
engineering and engineering psychology can be used throughout the
complete cycle of systems development — from concept of operations
and needs analysis through design, implementation, test, verificatinn
and validation, user acceptance, maintenance and support. This
limitation is a consequence, in part, of the split between structural
analyses, which are especially useful for front-end planning and
re—design; and performance analyses, whose results become most
important for defining design alternatives and predicting their
outcome. Organizing descriptive information in the manner outlined
above for IAT will provide information relevant to a greater portion
of the life~cycle than the portion covered by any single descriptive
or predictive technique.

Figure l~1 presents the limitatlons of representative systems engineering
methods with respect to life-cycle applicability [11].

------
--------
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1.2 DEVELOPMENT BACKGROUND

IAT's development had its origin in a 1980 incident affecting operations at .
NCMC (NORAD Cheyenne Mountain Complex) MWC (Missile Warning Center). Because K
: of the human factors involvement in that incident, AFAMRL initiated a field
- study to analyze function flow in NCMC operations. IDEF, was used as the
descriptive analysis method [1], and its applicability to manned C3 systems
was compared with other systems engineering and engineering psychology methods
f1,2].

None of the methods which were evaluated in the FY83 time frame was found
adequate for describing either the structure or behavior of manned c3 systems
such as those at NCMC. Requirements were defined for a new method (IAT) that
would integrate appropriate features from existing methods, yet go beyond the
capabilities of any single method that was examined. In particular, IAT must
address human engineering as well as system engineering aspects of c3 system
performance.

1.3 DEVELOPMENT STATUS
Methods development for IAT has followed a four-phased approach:
1) 1Identify needs & requirements for IAT.
2) Develop IAT conceptual framework.
3) Validate IAT methods. :
4) Develop applications materials,
To date, work has been completed on 1, Portions of 2 and 3 have been comr~ .
pleted during FY83-84, and are scheduled for completion during FY85.% The k

emphasis for FY85, however, will be on 3 and 4; viz.,

- Use techniques already in place to analyze human/system behavior
in a real-world C3 system (e.g., NCMC MWC).

= Develop guidelines and procedures for applying the techaiques
and insuring that the structural and performance modeling
components of IAT are integrated.

Figure 1-2 summarizes the capabilities developed through FY84 and specifies
what remains to be done in FY85, Further details about each accomplishment
appear below in Sections 2 and 3., Section 4 will describe the approach to be
taken for the FY85 effort.

*Preliminary validation of IAT methods was based on SIMCOPE~1, SIMCOPE~l is
. a laboratory real~time simulation of a strategic Missile Warning Officer's
o crewstation in a hypothethical Command Warning Center (CWC).
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[ ] indicate relevant documentation, primary source
“TBC* = to be completed during FY8S

|1.0 Identify needs & requirements for IAT|

Develop/defined:
Questions about CJ human & system
perTormance (that AT must address)
C3 system %rformmce measures
useful in ‘addressing questions

10€EF description of function flow
(NORRD MCMC/MMC) @@

Data requirements of IDEF, and other
Systems analysis & design methods
Co-garnive analysis and critique of
systems analysis esign me s, to
evaluate relevancy for addressing C3
system performance

Set of desired capabilities for IAT

|2.0 Develop IAT Conceptual Framework|

STRUCTURAL MODELING

Review of systems engineering methods
applicable ‘or TAT structural analyses

Formal speci:icuton of:

* Decomposition process

- DiménsTons' for analyzing CJ systems

+ Data structures (frames
PERFORMANCE MODEL ING

Review/taxonomy of analytic techniques
relevant to 1AT questions

Use of Queueing Network Theory (QNT) models

QNT approaches to modeling human performance
Specification of QNT with respect to data,

unctional usage requirements

Dynamic performance analysis from static
descriptions

13.0 validate IAT Methods|

SIMCOPE-1: STRUCTURAL MODELING

+ IDEFy functiona) decomposition

« SHOR decomposition

« Frame representations

+ Application of recursive formulae to
- [DEFy Decomposition
~ SHOR Decomposition

SIMCOPE-1: PERFORMANCE MODEL ING

« Data flow diagrams (DeMarco)

« QNT Representation

+ Use of QNT to answer human/system
performance questions

NORAD: STRUCTURAL & PERFORMANCE MODELING

}4.0 Develop IAT Applications Materiais|

Procedures & guidelines for applying IAT
techniques

Documentattion (user's manual)

Figure 1-2. IAT Developments:
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A 2.0 METHODS DEVELOPMENT: SUMMARIES OF CAPABILITIES DEVELOPED TO DATE

The Conceptual Framework: An ldealized Picture of IAT Use

When fully developed, IAT will consist of a five-step analysis procedure:*

1) Analyze the structure of the system or subsystem of interest 1in
N terms of GOALS, ORGANIZATIONS, PROCESSES, RESOURCES, and their
5 constituent elements; build a structural model to show the
relationships among elements.

s

2) Extract data from the model in 1) and represent the derived
information in appropriate formats (e.g., matrices or frames).

3) Derive MOPs (measures of performance) and MOEs (measures of
’ effectiveness) using the structural model from 1) and the data
representations from 2),

4) Collect performance data and construct a performance model
(e.g., using a network of queues).

- 5) Specify scenarios, consisting of real-world events that activate
i or stop processes in the performance model from 4); exercise the
model using appropriate methods (e.g., closed-form analysis,
computer modeling and simulation, empirical tests with human
subjects and mockups).

Figure 2-1, below, illustrates these steps and their outputs or products.

"R » PECTIONL /AatA AQUIA(aIaly
! * 1T OBt INES Ml PROCTIALS & s reas

WULSS STMSL JNDICAT(

' ] )

: S T"::.:* el = 3 L
. STITOR STRCIAC B PO p—
- v s
(rerImy) v vkt
78 375NN N ovwact
[ : % ‘
y Wne agTvont acin i
e, o
wessany; 1 _1 r j—, )
- P o AT O PEAFORMNCE LM .':"n WITOR STRCTWE N
- L o MAWKL & (FEECTIVONSS
o T Pad R st 07 1 8 AL g~y
D AS( FOT COVIBINED T L PaRTS OF Ma ~me
5 ho, .
X Figure 2-1. 1IAT Conceptual Framework - FY85 (FEQ)*

*This procedure lists the logical set of activities that an analyst would
carry out in analyzing an existing system to derive quantitative information.

A Steps 1-5 above are idealized -— in actual practice, an analyst must decide R
or which steps to follow, and in what order, depending on the complexity of the
- system, difficulty in collecting performance parameter data, data require-

ments of the analytic tool, and intended use of the performance information
that is generated.
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The sections below treat the techniques and formalisms ALPHATECH has developed
so far that support each of the five steps.

X

2.1 TECHNIQUES FOR BUILDING STRUCTURAL MODELS

s M

2.1.1 Dimensions for Analyzingfc3‘§ystem Structure

-

. Designers and planners need answers to questions about system structure to
determine what changes need be made to improve human/system performance. Four
perspectives are required for analyzing system structure in order to answer
these questions:

1) GOALS ~ capture the requirements or constraints that mission

objectives impose.

2) ORGANIZATIONS ~— site of control or authority; personnel play
roles at different levels of organization, and
have responsibilities allocated to them.

> 3) PROCESSES ~ activities carried out to fulfill goals.

4) RESOURCES — agents (man or machine); equipment, materials,
physical layout of components and their connections.

To answer specific questions and see the relationships among 1-4, it is
necessary to break down each of these four dimensions into its constituent
elements. Structured decomposition should proceed until specific tasks or
transactions can be isolated: "tasks™ and “transactions” are lower—level
constituents of PROCESSES (i.e., subprocesses); tasks/transactions are carried

out by agents (man or machine), who have been given responsibility, resources,
and goals that they must meet.

2,1.2 Recursive Decomposition

Although many existing methods from systems engineering provide techniques to

. handle decomposition, none evaluated in [1,2] treat the relationships among

5 GOALS, ORGANIZATIONS, PROCESSES, and RESOURCES in a systematic fashion. IAT

5 uses set theory notation to describe levels of analyses within each of these
four dimensions; i.e., one can keep track of GOALS/subgoals, PROCESSES/

: subprocesses, etc. And to specify relationships among elements across

- different dimensions, 3 recursive approach is used.

Figure 2~2 shows the four dimensions of decomposition and how relationships
) among elements can be described recursively. Figure 2-3 suggests how matrix
- notation can be used to capture additional relationships.
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DIMENSIONS
LEVELS GOAL ORGANIZATION PROCESS RESOURCE

HIGHER  2-1 6t /o{"l Ri!

- S—

2 P N Pf'l

= l ~

2 /) ~

-
45 7 oS
s / | ~
? ay o

/ ~
, ot ot ot

2+]

R!ﬂ

LOWER 2+l

DEGREE OF
MORE <€—— “neqaty
_..m
o
-
3
/

LEGEND

L
xt - {Xj} where 1 ranges over all elements at level-1.
'th

xf' Denotes the element of X at level-z,

1

ASSIGNMENT An organizational element (01‘) at a given level (1z)
(from level t)

establishes goals for the next lower level (2+1); 0:'

(e.9., a commander) assigns goals (G**}), processes (P1*1),
i i

resources (R“l), and organizational elements (0:”1)

(e.g., subordinates) to meet these goals.

== == — ASSIGNMENT 0: has been assigned goals (Gf). processes (P:). and
(from level t-1)

resources (Ril) from organizational elements at the next

higher level (01"1).

——— RESPONSIBILITY £xercise of responsibility within a level for meeting
assigned goals. R-2307

Figure 2-2, Recursive Nature of Decomposition




A. DECOMPOSITION MATRICES

("consists of/is part of")

GOAL DECOMPOSITION: Describes partitioning of
goals into subgoals for purposes of assignment
(to organizational elements who are responsible
for meeting these subgoals)

ORGANIZATIONAL (AUTHORITY) DECOMPOSITION:
defines lines of avthority and responsibility

PROCESS DECOMPOSITION: specifies constituency
relations between higher-level processes and
their components (subprocesses); describes what
subprocesses are required (e.g., for producing
a specific output at a higher level)

RESOURCE DECOMPOSITION ("FAMILY TREE"): defines
constituency of physical structure; e.g.,

squadron

/\

alrcraft

7\

engine avionics ...

B. DEPENDENCY/CONNECTIVITY MATRICES ("connected to/flows to/depends on")

ORGANIZATIONAL COORDINATION: describes which
organizational elements can interact (e.g.,
exchange information, inform or coordinate-with)

PROCESS DEPENDENCY: expresses what is required
for process input and output (vs. what is
actually available)

RESOURCE CONNECTIVITY: specifies which
resources can send/receive information
(from each other)

o’i‘X
e
T

Figure 2-3,

(Continued)

Primitives and Matrix Notation: Example Relations [3]
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C. ASSIGNMENT MATRICES ("is assigned to")

o X %1 | = GOAL-SETTING RESPONSIBILITY: represents
1 1 partitioning of goals or objectives among
organizational elements

01 X p1+1 = PROCESS ASSIGNMENT RESPONSIBILITY: assigns
i i responsibility for processes to organizational
elements (can be used for long-range planning)

o x gl = RESOURCE ASSIGNMENT RESPONSIBILITY: reflects
1 i issues of "ownership” and specifies site of
control over resource disposition

ot x it = ORGANIZATION ASSIGNMENT RESPONSIBILITY:
i i describes who can delegate responsibilities to
whom

D. ASSIGNABILITY MATRICES (“can be assigned to/used for")

- E
Of X G:+1 = Capable of having goal-setting responsibility
) - %
- o x pl = Capable of taking responsibility for various
K i i processes

where [ ]* indicates possibility~of-assignment. Each cell in these matrices

is an index (numerical quantity) that represents relative capability; e.g., to

show how well an individual could perform a given task. This notation can be

used to specify capacity-for—change, or adaptability of a c3 system with .
respect to its external environment. .

- (Concluded)

Figure 2~3, Primitives and Matrix Notation
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2.1.3 Derivation of MOPs (Measures of Performance) and MOEs (Measures of

Effectiveness)

MOPs are associated with PROCESSES and describe how well a specific process or
subprocess has been executed — using quantitative data to specify factors
like extent, duration, frequency, and currency.

MOEs are associated with GOALS and describe the extent to which requirements
have been met; €ee, have mission requirements been satisfied? For c3 systems,
MOEs might include assessments of errors (type, number), target damage,
efficiency counts (response time, kill ratios), and survivability estimates.

In terms of the IAT Conceptual Framework, shown in Figure 2-1, MOPs and MOEs
can be defined according to levels and point—of-view:

At a given level (1), appropriate quantitative measures (MOPs) will describe

how well a particular process (P ) has been carried out. The organizational
element (0 ) responsible for chis process will be interested in these measures
to deCermine whether the goal (G )has been met at this level. But since Gf,
2 | I 1)
]

Oi’ and Pi have all been assigned from a higher-level organization (0
other measures (MOEs) will be needed to assess the extent to which goals at

this higher level (Gz_l) have also been met.

Figures 2-4 and 2-5 illustrate MOPs and MOEs with respect to the IAT
Conceptual Framework. Figure 2-6 shows how matrix notation can be used
to describe Goal vs. MOP relationships.,

S ~—
WERE LOCAL REQUIREMENTS T e e ——
(AT THIS LEVEL) MET?

WOV VELL WAS
PROCESS P} DONE?
NOTE: | FHON A TOP-O0MN VICUPOLNT, AX 0P AT A NIGHER LEvEL
(9. ¥0P 11°) DETERMINES AW MOE AT THE NEXT LOWEN
LEVEL (MoE 42). "o

Figure 2-4, Relationship Between MOPs and MOEs in IAT
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8. POLITICAL MSMBER OF NATO COUNTRIS
—— NEMAIINT W5 FRIENDL Y

L. MAJOR MILITARY ACTIONS
——————————— ANNUZE TERMTORY LOST.
MENINZE THE COMPARATIVE

SEBA MOVENENT, EXCHANGE RATIO

2. TACTICAL MR % ENEMY TARGETS DESTROVED Y
—————

PRIOMITY: & FRIENDLY LOGSES

MMNDE FRIENOLY ATTRTION

[ « rancers raomimizen
A THE % SORTIES HAVING ADEGUATE
s execure ! mowvioe INFORMATION
POTENTIAL IMPORTANCE
. .t or OF TARGETS
A RESOURCES brrpiitisgto: e sron
VO LACH MISIION LACH WighoN son
GUIDE THE EXECUTION OF EACH v
« SORTIES HAVING ADEQUATE
RESOURCES
. PLANNED
4. NUMAN &
sor sof
svstemc? wman nan IUPPORT THE m THELYS  TRELY S
waxwg | cosvmol SvsTem FERCEPTIONS
" wEaTHER
FRACTIONOF  FRACTION OF
€088 FOB  WFORMATION
uﬁuf -—] """"1 PERCEIVED  REACHING
s c2svsrem . -
Fumer SENSE wuiat fadnAbgd oA FRACTION OF NarcaTANT
15 NAPPENING WFORMATION
UBASLE FORM | peromara 10N
CORRELATED
TIMELY MANNEN

Figure 2-5a, Example of "Goal Hierarchy"” - Tree of Objectives
(from Bennett et al., 1979 [6])

LEvEL
t.l
PoLITICN ) %L vo pugveny vssa pan — 9} 0§ (wart)
COMUERING EROPE - |\
(SPECIFIES EXTENT TO P 7 \\
WHICH THE USSR WAS \ e}
SEEN PREVENTED) 7/ | \ \ "~ 0
o ¢ W
P d | i COMTRIES SN
FRIOWLY)
. , o
\

P
(WAJ0R mILITAAY €} — 70 MININLZE L0SS Of ~—— Of

AcTivLTY RESOURCES (TERRITORY \

! "¢ 02 { ) A \
{SPECIFIES EXTENT TO 7 | \ .
WniCH LOSSES MAYVE e \ "
SEER REDUCED) P N ’

7
7 1 e\
g} P s v[ \
g} (3] \
(TACTICAL AtR) Sy =10 NININIZE FRIDILY ~—— O¢
ATTRITION

L ]
(.00 ERTENT OF
FRIEMDLY LOSSES)

WOTE: MOP #1° OETERMINES WOC 02
P #2° DETEWRINES WOC 93, etc.

Figure 2-5b. Example of Bennett's "Goal Hierarchy” Shown in IAT Framework
(Top 3 levels only from Figure 2-5a, above)
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SIMCOPE-1
MOPs

_PROCESSING
NUMBER CON-

TIME/MESSAGE
TIME:

MESSAGE ARRIVAL
NUMBER

DISPLAYS TO

SIMCOPE-1
> GOALS:
. TO PROVIDE ...
1

: RAPID COMMUNI-
CATION TO CDC* X X

NUMBER CORRECT
CLASSIFICATION
NUMBER

AVE.

PROCESS MESSAGE

PROCESS MESSAGE
ERROR

AVE.

TIME BEFORE
ACCOMPLISHED
NUMBER OF
OCCURRENCES

Z TIME
OPERATOR BUSY
AVE,

AVE.

TO THREAT I.D.
AVE.

FERENCES TO
SIGNAL
ERRORS/SHIFT

»”

2
- TIMELY/ACCURATE
- LAUNCH DETECTION X X X X X

3
TIMELY/ACCURATE
THREAT I.D. X X 1 X X X

[}
INCREASED
‘f P VIGILANCE (BRIEFS) X X X

S
RESOLUTION OF
SENSOR CONFLICTS X X X X X X

- 6
- STATUS

- ASSESSMENT b 4 X X X X
7
.- DATA BASE
1 UPDATE X X

- *Using IAT Conceptual Framework:
- LEVEL "PROCESS MESSAGES"

R-1656A

1 6! eorreommTeTo—— 0! : RS
T0 ¢oC T~pt!

MOP:
AVERAGE PROCESSING

'—_'\\IIME/MESSAGE

;: Figure 2-6. Example of Goal vs MOP Matrix.
s (From SIMCOPE-1 [5])
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2.1.,4 Data Structures

Set theory and matrix notations have been introduced in the previous sections
to represent information about system structure and behavior. These notations
should be viewed as the theoretical basis, or foundation, for step-by-step
rules that will help users collect data and build structural and performance
models. :

Frame notation has also been developed by ALPHATECH for IAT applications [2].
Frames constitute major data sets for each of the four dimensions: GOALS,
ORGANIZATIONS, PROCESSES, RESOURCES. "Slots" describe the data elements of a
frame.

The advantages of using frames and slots are as follows:

1) Relationships that might be captured in several different
matrices can be grouped together on a single frame.

2) Slots can be used with and without entries to indicate whether
performance data are or are not available.

3) Default values can be defined in slots for carrying out
sensitivity analyses and "zero-order” estimates of performance.

4) Cross—referencing can be handled by supplying pointers from
frame~to~frame (indicated as entries on slots).

5) Slots can be added or deleted to specify attributes of the
dynamic characteristics of a process.

6) The inherent nesting properties of frame and slot notation make
it possible to capture information from structural models
(recursive decompositions and matrices in IAT).

Figure 2-7 illustrates frame and slot notation.
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X AbveLs

10 ADVISE €
MIGHER & OF A SUSMECTED ©f

" o N0 CONSOLE;
_ 4 0 8} STAFF ASSIGRED
ATTACK N T0 W0 OUTIES
Py MONITOR FOR ENEMY
r MISSILE LAUNCH
.
-

O CONSOLE;
T0 TRASHIT o o™t a8} STAFF ASSiGED

LOVER 801 §
OT AEpoRTs & Tty N STAPF Ass it
OFFICER (Ab0) " acowweoee messace
pted

T ASSIGN EVENT NUWER

peel
. 3 GEMERATE EVENT REPORTS

-3 4

PROCTSS NAME: HONITOR FOR EMEMY MISSILE LADMCM
COAL: 170 ADVISE COC OF A SUSPECTED ATTACK

0
P T R

ORCANIZATIONAL ELEMENT: NISSILE VARNING OFFICER (MWO0) ... primary respoasidility
ACTING DUTY OFFICER (ADO) ... delegated respemsidility

PARENT PROCESS: »

. SUB-PROCESSES REQUIRED: 1) ACKNOVLEDCE NESSACE

. 2) ASSICH EVENT WABER

. 3) GENZRATE EVENT REPORTS

:' TNPUTS AEQUIRED: WESSACES - (4 TYPES)

« t 01 e r

. 1) INTELLIGENCE
2) SYSTEM STATVS
3) Aps
4) 188

OUTIUTS: EVENT REPORTS - (3)
1) ADSy
1) ApS2
3) ss

REASURES OF PERFORMANCE: TIMILINRSS
ACCURACY

RESOURCES REQUIRED: 0 ConsoLE
STAY? ASSICNID TO WNO/ADO DUTIRS

Figure 2-7. Example of IAT Structural Description and Process Frame
for the Process "Monitor for Enemy Missile Launch"
(Based on SIMCOPE-~1 Analysis [5))
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2.2 PERFORMANCE MODELING

To generate estimates of human/system performance, predictive
analysis methods from operations research and engineering
psychology require information about system structure and system

behavior.

Information about system structure can be derived from the hierarchical
decompositions, matrices, and frames used in the IAT structural modeling
component. Information about system behavior needs to be derived from a level
of description that captures the dynamic properties of human and system
performance. These properties will be represented in IAT performance models.
Important properties of manned c3 system behavior can be described in IAT

performance models; e.g.,

1) Procedural Operations: processes in the system (identified as
decomposed "P's"” in the structural model) can be described by a
sequence of steps to indicate the logic of each operation (i.e.,

“*scripts”).

Parallel Processing: any number of processes can be activated

simultaneously.

Shared Resources: some processes require resources which are
contended for by other resources.

Operational Loading: load on a system varies directly with the
number of processes active and the number waiting on resources.

5) Process Communication: processes need to transfer data and/or
materials to other processes: transfer may also include
information about the process itself (i.e., copies of the
process may be transferred). Note that actual transfer is
carried out by resources (specified by the resource

connectivity matrix [R: x Rf], Figure 2-3).

2.2.1

Constraints on Building Performance Models

A performance model will be usable only in so far as it represents information
with the right properties — "right"” in this sense means that the data can
serve as input to an analytic procedure. Different procedures exhibit
different data needs, in terms of both structure and content. For example,

L statistical techniques like regression require inputs that specify observa-

» tions of variables (x,y); whereas goal programuming methods require coefficient

o data and goal values.

.....................



2.2.2 Specification of Analytic Methods

Since building usable performance models requires knowing the data require-
ments of an analytic method or methods, the tools used to carry out perfor-
mance analysis in IAT must be well-specified, with respect to input/output
requirements. Work done earlier on IAT [l,pp. 166ff.; 2] has addressed the
task of describing data requirements of analytic methods. The results of
these studies show that the types of information l_sted below will be required
(minimally) as inputs to methods such as Queuing Network Theory (QNT):

1) Synchronous/asynchronous relationships between processes
(derived from the IAT process dimension).

2) Description of actual data stores in the physical system
(derived from the resource dimeasion).

3) Description of the actual data flows during event processing

(derived from [R1 x R ] connectivity matrices, shown in
Figure 2-3).

2,2.3 QNT Approaches to Modeling Human/System Performance

Studies conducted during FY82-84 have selected QNT as a method approptiate for
generating quantitative estimates of human/system performance in c3 systems
[1,2). QNT was selected because its data outputs are time-related and
capacity-related, and these relations are critical for analysts and designers
to understand so that they can improve existing systems or design new ones.

However, traditional queuing methods are not designed to take account of human
behavior at the level of complexity exhibited in c3 systems. Modifications

to standard QNT must be made to address factors like accuracy and error,
associated with human operators who carry out specific tasks at workstations.
Procedures have been developed during the FY83-84 efforts for using QNT to
represent task flow and to capture the impact that errors can have on through-
put {5]. Figure 2-8 summarizes the procedure to represent task flow.




1. Define any function or process as the processing of a
given group of related problems, tasks, or jobs in
some allowable sequence. Call these tasks, T.

2, Each task T has a set of attributes A. These attri-
butes can be defined in terms of a variable set x and
a relationship set f(x), where x is the set of all
relevant variables.

3. Tasks can be clustered into classes based on common
attributes via a simple clustering algorithm.

4. Tjj is the i-th task belonging to the j-th class.
5. Tij has attributes Ajk.

6. There are assignable resources, or “servers” in a
queuing theory sense, (s}, 83, °***, 83).

7. Each resource has a maximum processing capacity Cy
(for any task).

8. Each resource processes a class-j task at a rate e,
where Njg is the mean of an exponential distribution.

9. Arrivals are Poisson, and the arrival rate of class-j
tasks is Aj; i.e., average time between arrivals of -
Tyj, T23, *** Tij 1s l/kj.

10. An external scenario drives the overall task arrival
rate A = ZAj.

Il1. For simplicity, assume that all resources have
identical maximum task processing capacities C,
i.e., Cl = CZ = eee = Cz= C.

12, Assume that their average task processing rate
Mjl = Bj2 = *** = yujg = pj. (Note: We can relax
assumptions 11 and 12 later in order to determine
effects of individual differences among resources on
system performance.)

13. §ujg < Cg (maximum capacity constraint).

Figure 2-8. Definitions and Assumptions for Queuing Representation of Tasks
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3.0 VALIDATION (SIMCOPE-1)

The SIMCOPE facility at AFAMRL was chosen as a test case for illustrating the
N application of (preliminary) IAT methods. SIMCOPE was selected for several

reasons:

1) 1t approximates the complexity of a node in real-world manned c3
systems like those at NORAD MWC (even though its scenarios are

fictitious).

Its operations are neatly circumscribed.

It permits the study of human performance within a controlled
laboratory environment (which approximates a real-world opera-
tional setting).

4) The detalls of its design and operation can be analyzed and
discussed openly (because of its fictitious nature).

- The focus of SIMCOPE is on the Missile Warning Officer (MWO), whose main role
j}: is to monitor data to detect missile launches that may pose a possible threat.
oK Performance predictions relevant for the validation address questions of
system throughput — e.g., what happens as input message arrivals exceed
operator service rates? what operating strategies best handle the work
backlog? are there alternative designs that can alleviate the bottleneck?

For using SIMCOPE as a case study to validate IAT methods, several notational
formats were required. These are reviewed in the sections that follow.

3.1 OPERATOR SCENARIOS

These specify the tasks and task sequences that MWOs would perform to carry
out their responsibilities in a MWC., (Subject instructions were developed
under the AFAMRL COPE Program for this purpose, and are described in [9].)

3.2 DATA FLOWS (DeMarco)

Because methods like QNT require explicit information about data flow, a
formalism was needed that would capture this information in SIMCOPE. Of
critical interest are the following data flow characteristics:

- Data Stores: sites, temporary repositories of data
Ze.g., computer files, blackboards, operator displays).

= Sources: points of origin.

Sinks: points of destination,

= Processes: transformations that map input data to output data.

Flows: “pipelines” through which packets of information of known
composition may flow.
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DeMarco diagrams [10] provide a simple syntax and semantics for capturing
these characteristics. Figure 3~1 describes the components of a DeMarco

diagram; Figure 3-2 presents an example of how these diagrams were used to

portray data flow in SIMCOPE.

X Y 1
SOURCE 0 @ SINK

FILE

COMPONENTS

1. Data flows, represented by labeled arrows; (X,Y,Z)
2. Processes, represented by circles; (PI'PZ)
3. Files or Data Stores, represented by straight lines; FILE

4. Data Sources or Sinks, represented by boxes.
[ %2111

Figure 3-1. DeMarco Data Flow Diagram (Example)
ConTERY .

OVIRALL OARA FLOM

ALTERRATE
olsMAT FiLE

DISPLAY FOmn
§ canvent
me o

Figure 3-2. DeMarco Diagrams Used in SIMCOPE Validation (5]




3.3 USE OF FRAME NOTATION

Frames were used to describe aspects of information captured in the data flow
diagrams. This was done to facilitate cross-referencing of data elements and
provide traceability from data and processes (shown in DeMarco diagrams) back
to components of system structure (GOALS, ORGANIZATIONS, PROCESSES, RESOURCES).
Figure 3-3 (shown as Figure 2-7 presented earlier) is an example of a PROCESS
Frame for the process called "Monitor for Enemy Missile Launch” in the SIMCOPE
context; Figure 3-4 shows the hierarchical decomposition in terms of system
structure.

UL} wo
AR/

W ADVISE COC RO CoNSOL

WIOER ¢ o A WEMCTED G o o Sy ASshaxds
ATTACR . % o outics
”””/”,” Py NONITOR SOR LROW
MISSILE LAUNCH
0 TRANSRT oot e 1o) 8O CONSILLS
o o ¢ " 08 srare assicato
vy agcpoars © Jename m)‘ - 1 1o a00 suTics
p-eePon ") acomow oot nessase

st
T ASSIOH CVENT WueER

]
D CONMATE EWENT ACPORTS

N

PROCESS MAMEs MONETOR FOR ENDNY MISSILE LANNCH
COALS TO ADVISE CDC OF A SUSPECTED ATTACK'

ORCANIZATIONAL ELDNENT: NISSILE VARNING OFPICEA (W0) ... primary respeasibilicy
ACTING DUTY OFFICER (ADO) ... delegsted responsidility

PARENT PROCLSS: ’
SUB-PROCISSLS REQUIRLD: 1) ACKMOVLEDGE MESSAGE
1) ASSICH LVENT MRGER
3) GENERATE CVENT REPORTS
THPUTS RLQUIRED: MESSACES - (4 TYPES)
1) uraLIcERcT
1) SYSTER STATUS
3) ADS
4) »ss
ouTrvTS: ZVENT REPORTS = {3)
t) apst
1) aps?
3) ass
NEASURLS OF PEASORNANCE: TINCLINESS
ACCURACY

RESOUECES ALQUIAED: 0 CONSOLE
STAFP ASSICIED 10 WJO/ADO DUTICS

Figure 3-3. Example of IAT Structural Description and Process Frame
for the Process "Monitor for Enemy Missile Launch”
(Based on SIMCOPE-]1 Analysis [5])
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MONITOR FOR
EN MISSILE LAUNCH

L Ao T A B A A e i A RA L e A

ASSIGN GENERATE
ACKNOWLEDGE EVENT EVENT
MESSAGES NUMBER REPORTS
_FILE INTEL _DETERMINE
MESSAGES LAST EVENT
NUMBER SELECT SEND
_FILE SYSTEM OUTPUT REPORT
STATUS _SELECT FORMAT
MESSAGE NEXT
NUMBER PREPARE AND
_QUEUE EDLT REPORT
EVENT
MESSAGES
FOR ASSIGNMENT
_UPDATE LOG
ADS1 ADS2 BSS
REPORTING REPORTING REPORTING
_SELECT _SELECT _IDENTIFY
REGION EVENT TYPE POSSIBLE
TARGETS
_SELECT _SPECIFY BSS
LAUNCH SITE _ENTER MWO
SITE CONFIDENCE
_ASSESS
_SELECT THREAT _EDIT
LAUNCHER
TYPE _ENTER MWO
CONFIDENCE
_ENTER MWO
CONFIDENCE _EDIT
_EDIT

Figure 3-4, Monitor for Enemy Missile Launch:
Tree Structure Hierarchy
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3.4 QNT REPRESENTATION

Representing information about SIMCOPE structure and behavior with the
formalisms described above made it possible to construct a queuing model
(Figure 3-5). Arrival rates and service rates were specified, and conditional
service times estimated. Estimates were then derived to describe the time
required for completing report-processing. Further details are provided in
(5] to explain how the model was constructed and the system performance
parameters derived.

INPUT MESSAGES:

ACKNOWLEDGE

o EQUIPMENT  ———
STATUS QUEUE I

o INTELLIGENCE > EVENT REPORTS
o SUSPECTED Cwe
LAUNCH
EVENTS
ASSIGN
QUEUE

\ REPORT ¢ )

QUEUE

R-239)

Figure 3-5. The Queuing Representation of SIMCOPE

3.5 USE OF ANALYSIS RESULTS FOR CHANGES/REDESIGN OF C3 SYSTEMS

The queuing network model allowed investigators to pose “"WHAT-IF" questions
about human/system performance. For example, one could examine the benefits
of adding one or more operators (MWOs) by adjusting the structure and the
appropriate service time parameters in the model. In another case, one could
examine what would happen if an excessive number of routine status or
intelligence messages came in and overloaded the system [5].
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4.0 PLANS FOR FY85

4.1 Methods Development Strategy

As discussed earlier, much of the work done to date has focused on developing
the IAT conceptual framework and its component techniques and notations.
Preliminary validation of these techniques on SIMCOPE has helped IAT methods
developers identify areas of strength as well as needs for further developwent.

The most important tasks to be addressed in FY85 pertain to the use of IAT and
its application to real-world C°® systems. First, structural and performance
modeling components of IAT must be iantegrated. Second, guidelines and -
procedures must be developed to insure applicability of the methods to actual

systems.* The sections that follow summarize the work required to satisfy

these needs.

Insuring Integration of Structural and Performance Modeling

Methods must be developed to specify the following activities:
1) Collecting data to build a structural model.

2) Carrying out recursive decomposition consistently across all
dimensions (GOALS, ORGANIZATIONS, PROCESSES, RESOURCES).

3) Collecting data to build a performance model. g

4) Using a consistent syntax and semantics to represent data in
matrices and frames.

v e o "

5) Using modeling tools such as QNT.

6) Extracting quantitative information appropriate to answer
"WHAT-IF” questions.

7) Using results of performance analysis to change or improve c3
systems.

4,2 Validation Based on Real-World C3 Systems (NORAD Command Center)

Missile warning processing at the NORAD Command Center will provide a test of R
the validity of the methodology. This validation will provide direction for the .
methods development work that still remains to be completed —~ {nsufficiencies i
will be spotted when the current set of methods is exercised in the field.

*The SIMCOPE validation provided a preliminary feasibility test for I1AT use;
this validation effort needs to be extended (and cross-validated) by applying
1IAT methods to other C3 systems. 3
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- In particular, we would hope to: (1) determine the levels of difficulty

f associated with collecting data (#1,3 above); and 2) assess the degree to

. which quantitative information about human performance can be obtained by
using IAT (#6,7). Once the utility of IAT as a human engineering technique
has been demonstrated on real-world systems, we will be in a better position
to insure that its use will improve the analysis and design of manned c3

systems.
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