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1 Seqtmdber 1984 - 31 August 1985

SU4MARY OF RESEARCH AIV1TY

Research ws conducted and directed in the area of stochastic processes by

three of the Principal Investigators, S. Camrbanis, G. Kallianpur, and M.R.

Leadbetter, and their associates, and in statistical estimation and inference by

R.J. Carroll and co-workers. A summary of the main areas of research activity

follows for each Principal Investigator and co-vorkers. More detailed

descriptions of the work of all participants is given in the main body of the

report.

S. Cambanis. Non-Gaussian signal processing: innovations and Wold

deconpositions of stable signals; prediction of harmonizable stable signals;

detection of sure signals in stable noise and discrimination between stable

signals; random integral representations of stable processes with paths in Banach

spaces; rment inequalities for stable integrals; representation of the classical

limit laws by random integrals. Digital processing of analog signals: performance

of discrete-time predictors of continuous-time processes; estimation of random

integrals from noisy observations: sampling designs and their performance.

Nonlinear signals and systems: stochastic integration by series of Wiener

integrals.

G. Kallianpur. Nonlinear filtering, interpolation and prediction theory.

Estimation of continuous time Markov processes in a finitely additive white noise

model. Linear stochastic differential equations (SDE's) with applications to

neurophysiology and chemical reactions. Fluctuations near homogeneous states of

chemical reactions with diffusion. Nuclear space valued SDE models for spatially

.4 extended neurons: linear and nonlinear models, continuous and discontinuous.

Product stochastic easures, multiple stochastic integrals and their extensions to

;" -. . 4 ", .. . .. .. , .L A ',:~ . c.:; .2'." "... ''-,' :-" - ' '2...- -.:. - -'-.



2

nuclear space valued processes. Stationary random fields: spectral analysis,

V moving average representation, prediction and angle.

M.R. Leadbetter. Extrenal theory: extremes and local dependence in stationary

sequences; extremes in Markov and moving average sequences, continuous parameter

stochastic processes, multivariate extremal theory. Point processes associated

with extremal theory: exceedance point process and compound Poisson limit

theorems, "complete convergence" and the asymptotic behavior of order statistics.

Dependence structure of stochastic sequences: basic properties and relationships

among forms of mixing condition. Function estimation: probability density

estimation for stationary sequences and processes.

R.J. Carroll. Heteroscedasticity and weighted least squares: the effect of

estimating weights; weighted regression when there are outliers. Data

Transformation: using transformations in nonlinear regression. Measurement error

models: the effect of ignoring small measurement errors in precision instrument

calibration; the distribution of least squares when there is measurement error.

*[' Robustness: robust regression for generalized linear models. Survival Analysis:

models for transient state behavior, some diagnostics for outliers in accelerated

life testing. Nonparametric density and regression function estimation: the

amount of noise inherent in bandwidth selection, selection of regression variables

and rates of convergence. Bootstrapping: bootstrap and confidence intervals, and

the required number of bootstrap simulations.

--. .o
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STANATIS CAMMAIS

The work briefly described here was developed in connection with problems

arising from and related to the statistical commication theory and the analysis

of stochastic signals and systems, and falls into the following two categories:

I. Non-Gaussian signal processing,

II. Digital processing of analog signals.

Items 1 to 3 belong to category I. Item 1 represents contuing work with Drs.

Hardin and Weron; it is the completion of our work on innovations in the discrete

case; the much more complex study of innovation in the continuous-tine case is

currently in progress. Item 2 is joint work with Dr. Miamee. Item 3 describes

some of the work in progress with Mr. Marques, a Ph.D. student; a full description

will be in the next reporting period. Items 4 to 6 belong to category II. Item 4

is joint work with Dr. Bucklew and substantial new material is being added to it

in the course of revision for journal publication. Item 5 represents continuing

work with Dr. Masry, which was completed during the current reporting period.

Item 6 is a preliminary description of work in progress with Mr. Benhenni, a Ph.D.

student, on several important questions in sampling designs, motivated by the work

in Items 4 and 5.

1 Innovations and Wold decompositions of stable sequences [1]

For symmetric stable sequences, notions of innovation and of Wold

decomposition are introduced and characterized, and their ramifications in

prediction theory are discussed. As the usual covariance orthogonality is

inapplicable, the non-symmetric James covariation orthogonality is used, thus

leading to right and left innovations and Wold decompositions, which are related

thto regression prediction and least p moment prediction, respectively.

Independent innovations and Wold decomposition are also characterized; and several

4. 4 4 4. . ' . . 4
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examples illustrating the various decompoxsitions are presented.

2. on prediction of harlmcnizable stable processes [21

Spectral and time domain criteria for a harmnizable stable process to be

regular are given, which provide an orthogonal morving average representation.

Also criteria for such processes to have linear predictor filters are obtained;

these includie the positivity of the distance and of the angle between past and

future. In the process, the notion of angle between isotropic complex stable

random variables is introduced and studied.

3. Detection of sure signals in stable noise and discrimination betw'een stable

processes (3]

In detecting a deterministic signal in Gaussian noise, its reproducing kernel

Hilbert space is crucial. If the signal does not belong to it, it can be detected

with probability one and the detection problem is called singular. And if it

belongs to it, the distributions of signal plus noise and of noise alone are

equivalent, the detection problem is called regular, and most criteria lead to a

likelihood ratio test. In the non-Gaussian stable case a moment function space is

* introduced which has some (but by no mreans all) of the properties the reproducing

kernel Hilbert space has in the Gaussian case. Specifically a sure signal which

does not belong to the noise moment function space, can be detected with

* probability one. Thus if the signal detection problem is regular, the signal has

to belong to the noise moment function space. However the class of signals whose

detection is regular can be as large as the entire noise moent function space

(e.g. sub-Gaussian noise, i.i.d. noise sequence) or as small as empty (e.g. noise

with independent incremrents, harnonizable noise). The case of further specific

classes of stable noises is under study.

The discrimination between two stable processes is singular whenever their

nrzrent function spaces are not identical. This should lead to a perfect
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discrimination between stable processes with different index of stability. The

case where their moment function spaces coincide requires further study, with

emphasis on special classes of stable processes.

4. Estimating random integrals from noisy observations: Sampling designs and their

performance [ 4]

The problem of estimating a weighted average of a random process from noisy

observations at a finite number of sampling points is considered. The performance

of sampling designs with optimal or suboptimal, but easily comiputable, estimator

coefficients is studied. Several examples and special cases are studied including

additive independent noise, nonlinear distortion with noise, and quantization

noise.

5. Performance of discrete-timae predictors of continuous-tine processes [51

We study the asymptotic performance of linear predictors of continuous-tinne

stationary processes from observations at n sampling instants of a fixed

observation interval. We consider both optimal and simpler choices of predictor

coefficients; and uniform sampling, as well as nonuniform sampling tailored to the

statistics of the process under prediction. We concentrate on stationary

* processes with rational spectral densities and numerical examples, depicting small

sample size performance in addition to asymptotics, are given for cases with no

and with one quadratic mean derivative.

* 6. Problems in sampling designs

A deeper connection between quadrature formulae in integral approximation

theory and the approximation of integrals of random processes is under study.

When the process has no quadratic mean derivative, the rectangular rule of

* integral approximation leads to an asymptotically optimal sampling design. When

the process has exactly one quadratic mrean derivative, the trapezoidal rule is

shown in [5] to have the same rate of convergence as the optimal estimator, but



larger asymptotic constant. Further appropriate versions of the trpzia rule

lead to a smaller asymptotic constant and we are currently studying the extent to

which this reduction can be pursued by judicious adjustment of the trapezoidal

rule, in order to determine whether there exist asyiiptoticaly optimal designs

based on the trapezoidal rule.

Further problems under investigation include the study of the rate of

%convergence of the optimal predictor in [5), where a conjecture has been backed by

numerical computation; and the development of asymptotically optimal designs when

the random processes involved have fractional, rather than integer, number of

quadratic mean derivatives - an important case which arose in [41 in the course of

assessing the effect of unavoidable nonlinearities, such as quantizers.

References

1. S. Cambanis, C.D. Hardin, Jr., and A. Weron, Innovations and Wold
decompositions of stable sequences, Center for Stochastic Processes
Technical Report No. 106, July 85.

2. S. Cambanis and A.G. Miamee, On prediction of harmonizable stable processes,
Center for Stochastic Processes Technical Report No. 110, July 85.

3. M. Marques, A study of equivalence and singularity of stable processes, in
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4. J.A. Bucklew and S. Cambanis, Estimating random integrals from noisy
observations: Sampling designs and their performance, Center for
Stochastic Processes Technical Report No. 86, December 84.

5. S. Cambanis and E. Masry, Performance of discrete-time predictors of continuous-
tine processes, Center for Stochastic Processes Technical Report No. 123,
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GOPINATH K&LIANPUR

1. Filtering, interpolation and prediction theory [1,2]

Work on this subject, initiating a new approach based on finitely additive

white noise, has been continuing for the last three years. We (R.L. Karandikar

and I) have been writing a monograph on White Noise Calculus and Filtering [1],

including the research so far done as well as continuing new work. Included in

the latter are (a) the solution of the filtering problem for Hilbert space valued,

* Markov signal processes and the derivation of consistency results for the

*'" corresponding stochastic calculus theory; (b) the problem of non-white Gaussian

noise. The second question has been partially resolved (in collaboration with

R.L. Karandikar and H. Hucke) but a satisfactory solution awaits completion of the

*proof of the Bayes formula.

The Monograph itself will include a treatment of the smoothing, prediction

and filtering problems when the signal is (i) a diffusion with boundary and (ii)

the solution of a general Skorokhod-type stochastic differential equation. The

work on the latter topics will incorporate results obtained by H. Hucke (my Ph.D.

student) in his recent thesis [2].

2. Nuclear space valued stochastic differential equation (SDE) models for

spatially extended neurons [3,4,5]

(i) In (31 we extended work of G. Kallianpur and R. Wolpert on the Poisson

driven, as well as the Ornstein-Uhlenbeck, nuclear space valued SDE's under more

general assumptions. Some recent heuristic results of Wan and Tuckwll are

* included as special cases in this rigorous treatment. More general wak

convergence results are also obtained.

(ii) To account for the difficult nonlinear problems arising in more

realistic descriptions of neuronal behavior, a theory is being developed along two

......................... °
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different directions:

(a) In collaboration with R. Wolpert [41, the existence of solutions of

nonlinear nuclear space valued diffusions has been established. The conditions

(involving coercivity and growth conditions among others) are waker and

significantly different from those used in the study of Banach space valued SDE's

by Krylov and Rozovskii. Galerkin approximation techniques are used. A

rronotonicity condition together with a Yamada-Watanabe type result yields

uniqueness of the strong solution. The question of uniqueness of the weak

solution (or of the martingale problem) is still open.

(b) Work similar to (a) but with Poisson driven (more generally, with

processes of independent increments) nuclear space valued SDE's is in progress,

" ' jointly with S. Ramasubramanian [5]. Existence of a solution has been

* established. An interesting application is to the problem of "reversal

potentials" in the behavior of neurons. The possibility of obtaining a diffusion

approximation (using results of (a)) for the reversal potential problem is now

being investigated. As in (a) the uniqueness of the martingale problem remains to

be established.

3. Work on the Feynman inteqral

The investigation of nuclear space valued SDE's in connection with

neurophysiological problems led to the idea of using them to obtain a

representation of the solution of the so-called Schwinger equation (terminology

apparently due to Gaveau) in Quantum Field Theory. The latter equation (more

properly the associated unitary group) deals with a quantum mechanical system of

an infinite number of harmonic oscillators. We hope to obtain a more satisfactory

- . as well as a rigorous solution in the form of a Feynman "path integral".

4. Second Order Stationary Random Fields [6]

The main object of this research is to obtain spectral criteria for the

".... . . .. . . . . . . . . . .... . . *. *~ .-.. . ... . . . . . . . . . . . . . . . ...." ". .." '' ' " -'''' '- -'- ' ' " '. . . -i- ' ' " 
- -
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concepts of horizontally and vertically purely nondeterministic, second order

stationary random fields. These concepts were introduced by Kallianpur and

Mandrekar (1983) and were studied in the time domain only. The present approach

has a close relationship to same early work of Chiang (Theor. Probability Appl.,

2, 1357). Also, spectral conditions for the different types of moving average

schemes are derived, and the four-fold "Wold-Halmos" type decomposition is

examined from this point of view.

Ph.D. theses under G. Kallianpur

S.K. Christensen. Linear Stochastic Differential Equations on the Dual of a

Countably Hilbert Nuclear Space with Applications to

Neurophysiology (7,3]

Properties of the Ornstein-Uhlenbeck (OU) process on the dual of a nuclear

space are derived; stationarity and existence of a unique invariant measure are

proved, a Radon-Nikodym derivative is exhibited and the OU process is investiaged

for flicker noise.
.,

The existence and uniqueness of solutions to linear stochastic differential

A[ equations on the dual of a nuclear space are established, and general conditions

* for the weak convergence of solutions in Skorohod space are given. Moreover,

solutions are shown to be CADIAG semimartingales (for appropriate initial

conditions). The results are applicable in solving stochastic partial

differential equations.

These results are applied to giving a rigorous representation and solution of

models in neurophysiology, and to deriving explicit results for the weak

1convergence of these solutions.

H.P. Hucke. Estimation of continuous time Markov processes in a finitely additive

white noise nodel (21

The nonlinear filtering and prediction problems are solved for a wide variety

. . . . ... I
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of continuous tine Markov signal processes using the finitely additive white noise

model of Kallianpur and Karandikar (1983). This model has already been

successfully applied to the nonlinear filtering -rcblem for diffusion processes

and situations involving infinite-dimensional observation processes by Kallianpur

and Karandikar (1983, 1984).

The results of this thesis show that also for the cases of jump type Markov

processes, IAvy processes and diffusion processes with boundaries, the filtering

and prediction problem can be solved by finding the unique solution to an initial-

value problem for a differential equation. Further the continuity properties of

the estimates in the white noise model are investigated and it is shown that they

are robust in the sense in which this term is used in nonlinear filtering theory.

*As a generalization of the white noise model, a particular kind of non-white noise

model is introduced and the filtering problem for multi-dimensional diffusion

processes is solved in this setup.

V.M. Perez-Abreu C., Product Stochastic Measures, Multiple Stochastic Integrals

and their Extensions to Nuclear Space Valued Processes [8,9]

2A theory of L -valued product stochastic measures of non-identically

distributed L 2-independently scattered measures is developed using concepts of

symmetric tensor product Hilbert spaces. Applying the theory of vector valued

measures, multiple stochastic integrals with respect to the product stochastic

measures are constructed. A clear relationship between the theories of vector

valued measures and multiple stochastic integrals is established. This work is

related to the work by Engel (1982), which gives a different approach to the

construction of product stochastic measures. The two approaches are compared.

The second part of the work deals with multiple Wiener integrals and

nonlinear functionals of a Wiener process with values in the dual of a countably

Hilbert nuclear space. The Wiener decomposition of the space of nonlinear

Jr
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functionals is obtained as an inductive limit of appropriate Hilbert spaces. It

is shown that every nonlinear functional admits an expansion in terms of multiple

Wiener integrals in one of these Hilbert spaces and can be represented as an

operator valued stochastic integral of the It6 type.
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M.R. LEADBEr'TER

During this reporting period work continued or was initiated in the following

main areas: (1) point processes and random measures associated with extremal

theory for stochastic sequences (2) structural point process theory (3) Extremes

of continuous parameter processes, and (4) function estimation for stationary

processes. The work in each is described below.

1. Point processes and random measures in extremal theory.

Research continued into the structure of high level exceedances by a

stationary sequence and properties of point processes of such exceedances. The

possible point process limits (as the level increases) were characterized as the

class of conpound Poisson Processes and sufficient conditions obtained for such

convergence. This work was reported in [11, submitted to Zeit. Wahr. verw. Geb.

for journal publication) and [2].

This research required that the exceedance levels considered should tend to

infinity in an appropriately normalized way. While such cases are the most

important it is also of interest to consider rather arbitrary levels, and also to

look for normalizations of the point processes which lead to non degenerate

limits. These limits need not be point processes but may have a general random

measure structure. Results obtained thus far show that it is possible to

characterize the possible limits, and that the Ccmpound Poisson limits obtained

earlier form an important class, but a subclass of those possible in the more

general random measure context.

• Work has begun on corresponding results in so-called "complete" convergence;

that is random measure limits for the two-dimensional point process formed by

plotting the values of a stationary sequence in the plane (after suitable

normalizations). Such results summarize the joint asymptotic behavior of
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arbitrary numbers of extreme order statistics.

Work is nearing comrpletion on a Special Invited Paper ([3]) for the Annals of

Probability. This paper (with H. Rootz6n) surveys the field of dependent extremal

theory, emphasizing the role of point process methods, and results obtained

(primarily under this contract) since the publication of the volume (4].

2. Structural point process theory.

Some effort has continued in the development of a structural theory for point

processes and random measures, relying on a measure-theoretic rather than a

topological basis as far as possible. Results obtained thus far primarily involve

representations of random measures (in term of discrete components and atoms) on

spaces with measure-theoretic separation properties. This work is continuing.

3. Extremes of continuous parameter processes.

Much of the theory of extremes for continuous parameter stationary processes

has been developed in previous contract pericls, so that a satisfying basic

Sframework now exists. The effort in the prese!?K :.riod has been to obtain point

process results in the continuous parameter case, paralleling those in discrete

time. Two situations have been found to be of particular interest: (a) where high

local dependence occurs causing clustering of high-level upcrossing and (b) where

very low local dependence causes infinitely many upcrossings due to sample path

irregularity. This work is continuing.

4. Function estimation for stationary processes.

Further research was conducted on the problem of estimating probability

density functions from stationary time series and continuous parameter processes.

In particular improved results were obtained for convergence of the estimates to

.. normality, in both discrete and continuous contexts. This work was reported in a

revision of [5] which will appear as the journal publication [6].

'.
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RCBET J. ADLER

Dr. Adler is pursuing his work on extrema of random fields and the

relationships between Markov processes and Gaussian fields. The folowing report

has been completed.

Extrema and level crossings of X2 processes [1]

2We study the sample path behaviour of X processes in the neighbourhoxd of

their level crossings and extrena via the development of Slepian model processes.

The results, aside from being of particular interest in the study of X processes,

have a general interest insofar as they indicate which properties of Gaussian

processes (which have been heavily researched in this regard) are mirrored or lost

when the assumption of normality is not made. We place particular emphasis on the

2behaviour of x processes at both high and low levels, these being of considerable

practical importance. We also extend previous results on the asymptotic Poisson

-. form of the point process of high maxima to include also low minima (which are in

' a different domain of attraction) thus closing a gap in the theory of X processes.

References

1. M. Aronowich and R.J. Adler, Extrema and level crossings of X2 processes,
Center for Stochastic Processes Technical Report No. 113, Aug. 85.
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RICHARD BRADLEY

An essential camponent of stochastic process theory is the understanding of

the dependence structure involved. In particular long range dependence

restrictions can induce features of classical "i.i.d." theory on models involving

dependence. One of the activities under the contract is the investigation of

various types of dependence restrictions and a delineation of their appropriate

* areas of use.

A substantial effort involving so-called "mixing assumptions" has been

undertaken by Dr. Bradley and co-wo)rkers in this reporting period. "Strong"

mixing conditions have been considered and an up-to-date account of their known

properties given in (2]. Equivalences and relationships between a variety of

dependence conditions were studied (in conjunction with W. Bryc and S. Janson) and

these results are reported in [3]. Throughout the work attention has been paid to

* illustrative exanples which lead to further understanding of dependence structure.

In particular light is shed on certain aspects of strong mixing by consideration

of certain "bilaterally deterministic" p-mixing stationary sequences. This is

*i described in (1].

A study was also made of the use of combinations of mixing assunptions. It

was found that this may facilitate the establishing of certain weak and strong

invariance principles for strictly stationary sequences [4].

References

1. R.C. Bradley, A bilaterally deterministic Q-mixing stationary random sequence,
Center for Stochastic Processes Technical Report No. 91, Feb. 85.

2. R.C. Bradley, Basic properties of strong mixing conditions, Center for
Stochastic Processes Technical Report No. 102, June 85.

3. R.C. Bradley, W. Bryc and S. Janson, Remarks on the foundations of measures of
dependence, Center for Stochastic Processes Technical Report No. 105.

4. R.C. Bradley and M. Peligrad, Invariance principles under a two-part mixing
assunption, Center for Stochastic Processes Technical Report, in
preparation.
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RUDOLF BIGOtA

Dr. Brigola visited the Center with the express pu.rpose of learning

stochastic filtering theory. He studied with Kallianpur and held private

discussions and seminars on this subject.
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HARRY OHN

Dr. Cohn continued his work on the asynptotic behaviour of stochastic

monotone Markov processes, and capleted the following report.

Limit behaviour for stochastic monotonicity and applications [1]

A transition probability function P is said to be stochastically monotone if

P(x,(-oo,y]) is non-increasing in x for every fixed y. A (non-homogeneous) Markov

chain or process is said to be stochastically moonotone if its transition

probability functions are stochastically monotone. Diffusions, random walks,

birth-and-death and branching processes are examples of such models. It is shown

that stochastically monotone processes exhibit two basic types of asymptotic

behaviour. Chains with stationary transition probabilties display a cyclic

pattern, and a suitably normed and centered chain turns out to converge almost

surely if it is geometrically growing. Applications to diffusions and branching

processes are added.

References

1. H. Cohn, Limit behaviour for stochastic monotonicity and applications, Center
for Stochastic Processes Technical Report No. 93, Feb. 85.
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THAD DANKEL

Dr. Dankel continued his work related to stochastic processes in underwater

acoustics and a report is forthcoming.

He interacted with Kallianpur in the study of problems in infinite-

dimensional stochastic differential equations. (As Kallianpur pointed out)

Dankel's work on the stochastic mechanical interpretation of acoustic pulse

propagation seems to have some technical similarity with recent work of Dawson and

Papanicolaou on propagation in random media and Dankel has been investigating this

aspect.

"° ..
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PEteR HALL

Dr. Hall's research was in the diverse areas of nonparametric density

estimation and bootstrapping methods. In density estimation, he and Dr. Marron

computed the rate of convergence to the optimization of the cross-validated

bandwidth for kernel estimators [1], and then showed that the obtained rate is

best possible [2]. In his study of bootstrapping, he established a link between

bootstrapping and an unconditional Edgeworth type expansion of the coverage

probabilities of confidence intervals for a broad class of commonly used

statistics in [3], and established results on the required number of bootstrap

simulations in [4].

1. The amount of noise inherent in bandwidth selection for a kernel density

estimator [1]

Let f(. 1h) be a kernel estimator of a density f, using bandwidth h. The

bandwidth hf which minimises the integrated square error of f, depends on the

unknown f. Therefore it is not a practical choice. Any data-driven attempt to

minimise integrated square error must employ a bandwidth h which depends only on

the sample. The integrated square error using h will exceed that using hf. In

this paper we show that there is an unbridgeable gap between these two integrated

square errors. In fact, we quantify the amount of noise inherent in any data-

driven attempt to estimate hf. A bandwidth which minimises this noise might be

called "second-order optimal". We show that the cross-validatory bandwidth is

second-order optimal.

2. Extent to which least-squares cross-validation minimises inteqrated square

error in nonparametric density estimation [2]

Let h0 , ho and hc be the windows which minimise mean integrated square error,

integrated square error and the least-square cross-validatory criterion,
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respectively, for kernel density estimates. It is argued that ho , not ho, should

be the benchmark for ccmparing different data-driven approaches to the

determination of window size. Asymptotic properties of hh and h - h, and of

* differences between integrated square errors evaluated at these windows, are

derived. It is shown that in comparison to the benchmark ho , the observable

window hc performs as well as the so-called "optimal" but unattainable window ho,

*. to both first and second order.

3. On the bootstrap and confidence intervals 13]

We derive an explicit formual for the first term in an unconditional

Edgeworth-type expansion of coverage probability for the nonparametric bootstrap

technique applied to a very broad class of "studentized" statistics. The class

includes sample mean, k-sample mean, sample correlation coefficient, maximum

likelihood estimators expressible as functions of vector mans, etc. We suggest

that the boostrap is really an empiric one-term Edgeworth inversion, with the

bootstrap simulations implicitly estimating the first term in an Edgeworth

expansion. This view of the bootstrap is reinforced by our discussion of the

iterated bootstrap, which inverts an Edgeworth expansion to arbitrary order by

* simulating simulations.

4. On the number of bootstrap simulations required to construct a confidence

interval (4]

We make two points about the number, B, of bootstrap simulations needed to

construct a percentile-t confidence interval based on an n-sample from a

continuous distribution: (i) The bootstrap's reduction of error of coverage

-1/2 -1probability, from 0(n ) to 0(n ), is available uniformly in B, provided

nominal coverage probability is a multiple of (+1) - . In fact, this improvement

is available even if thp number of simulations is held fixed as n increases. (ii)

In a large sample, the sirulaf-d statistic valies behave like random observations
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from a continuous distribution, unless B increases faster than any power of sample

size. Only if B increases exponentially quickly is there a detectable effect due

to discreteness of the bootstrap statistic.
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TAIIEN HSING

Significant contract activity has been devoted to extremal theory for

* -. stationary sequences and to aspects of point process structural theory. In his

work here, Dr. Hsing has considered a combination of these areas, studying point

processes related to extremal properties.

-." A general description and study of the point processes involved is given in

(1]. These especially concern (a) exceedance point processes formed fran process

-. values above a high level and (b) two dimensional point processes obtained from

- normalization of both time and the values of a stochastic sequence. The

-exceedance point process under (a) provides a means of discussing asymptotic

proper,.ies of specific extreme order statistics, whereas that in (b) gives a

summary description for all joint asymptotic extremal distributions.

Exceedance point processes are studied in [2] (with M.R. Leadbetter) where

cases of high dependence, leading to exceedance clustering, are considered and the

possible limiting point processes determined. A corresponding treatment of the

two dimensional point processes has been prepared and will be reported in [3].

A further topic considered concerns the extremal behavior of multivariate

stochastic sequences - the results of this investigation will be reported in [4].

References

1. T. Hsing, Point processes associated with extreme value theory, Center for
Stochastic Processes Technical Report No. 83, Dec. 84.

2. T. Hsing and M.R. Leadbetter, On the exceedance point process for a stationary
sequence, Center for Stochastic Processes Technical Report No. 89, Jan.
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stationary sequence, Center for Stochastic Processes Technical Report, in
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R. JAWJE

I.

Dr. Jajte expanded his work in [11 reported earlier, into a monograph on non-

countative probability with applications to ergodic theory and quantum field

theory [21.

References

1. R. Jajte, A non-cwmtative quasi-subadditive ergodic theorem, Center for
Stochastic Processes Technical Report No. 73, Aug. 84.
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Z.J. JURK

Dr. Jurek continued his study of the connection between the limit laws of

classical probabilty and the theory of stochastic processes, by representing the

former as the laws of certain random integrals. The following reports wre

completed.

1. Continuity of certain random inteqral mappings and the uniform integrability of

infinitely divisible measures [1)

It is shown that the class L(Q) of limiting distributions of appropriately

normalitized partial suns of independent random variables which generalizes the

classical IAvy class L, and which coincides with the laws of certain stochastic

integrals of stationary, independent increments processes, is homeomrphic with

the class ID of all infinitely divisible probability measures having finite
lo

logarithmic moment. As an application of this result a set of generators of the

entire class L(Q) is described. As a necessary tool, the relationship between the

uniform integrability of infinitely divisible measures and of their corresponding

IAvy neasures is studied, which is of independent interest.

2. Random integral representations for classes of limit distributions similar to

.. vy class L [21

" .?~For a linear operator Q, on a Banach space E, and a real number B, there are

introduced classes, U (Q), of some limit distributions such that UO(I) coincides

with the LAvy class L0. Elements from U (Q) are characterized in terms of

convolution equations and as probability distributions of satne random integral

functionals. The continuity and fixed points of this random mapping are studied,

and it is shown that its fixed points coincide with the class of Q-stable measures.

I.. °
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H. KO1EZLIOGLU

Dr. Korezlioglu completed a report on representations by means of stochastic

integrals of distribution valued martingales, and worked on the approximation of

the Zakai equation in nonlinear filtering by finite difference equations.

Stochastic integration for operator valued processes on Hilbert spaces and on

nuclear spaces [1]

The representation of a nuclear space valued square integrable martingale in

*. terms of another nuclear space valued square integrable martingale is given in

terms of stochastic integrals of operator valued processes. The construction of

the stochastic integral goes through that of operator valued processes on Hilbert

spaces. A new approach is given for the Hilbertian case, so that only the

integration of Hilbert-Schmidt operator valued processes is needed for the

*representation of square integrable martingales.

References
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PETER ,yr& 1Z

Dr. Kotelenez worked on stochastic differential equation models of chemical

kinetic problem and cczpleted the following report. The nuclear space valued

stochastic differential equations obtained are linear and he also worked on

extensions of his theory to make it applicable to more realistic situations and a

report is forthcoming.

Fluctuations near honreneous states of chemical reactions with diffusion [1]

Conditions are given under which a space-time jump Markov process describing

the stochastic model of nonlinear chemical reactions with diffusion converges to

the homogeneous state solution of the corresponding reaction-diffusion equation.

The deviation is measured by a central limit theorem. This limit is a

distribution valued Ornstein-Uhlenbeck process and can be represented as the mild

soiution of a certain stochastic partial differential equation.

References

i. P. Kotelenez, Fluctuations near homogeneous states of chemical reactions with
diffusion, Center for Stochastic Processes Technical Report No. 122, Nov.
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A.G. MIAMEE

Dr. Miamee continued his work on the prediction of multivariate stationary

signals and stationary random fields, completing the following reports.

1. Extension of three theorens of Fourier series on the disc to the torus [11

Three well-known facts of Fourier series on the disc are extended to Fourier

series on the torus: a theorem of Riesz, a theorem of Szegb, and the fact that any

1 2function in H can be factored as the product of two functions in H2. Here the

role of negative integers is played by the lattice points in the third quadrant.

In earlier extensions of these theorems this role was played by half-planes.

These results are relevant in prediction of stationary random fields.

2. On the angle for stationary random fields [2]

This is described under the heading of Dr. Niemi.

3. On determining the predictor of non-full-rank multivariate stationary random

processes [31

Algorithms for determining the generating function and the predictor for some

non-full-rank multivariate stationary stochastic processes are obtained. In fact

it is shown that the wll known algorithm given by Wiener and Masani (1958) for

the full-rank case, are valid in certain non-full rank cases exactly in the same

form.

4. Degenerate multivariate stationary processes: Basicity, past and future, and

autoregressive representation [41

Let {Xn } be a not necessarily full rank multivariate weakly stationary

stochastic process. It is shown that {X ) forms a generalized Schauder basis for
n

the time domain of the process if and only if the angle between its past-present

and future subspaces is positive. The validity of the autoregressive

representation of {X } and of its predictor are considered and some

..
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characterizations for these representations are given. Under the additional

assumption that the range of the spectral density f of a degenerate process {Xn)

is constant, some more concrete criteria for the validity of these representations

are obtained.

5. On prediction of harmonizable stable processes (5]

This is described in item 2 under the heading of Cambanis.

6. Second order stationary random fields [6]

This is described in item 6 under the heading of Kallianpur.
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.
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HANNIJ NIJ

Dr. Niemi worked on prediction problems for random fields related to the

various "pasts" and "futures" that are possible in this case.

1. On the anqle for stationary random fields [1]

The angle betTALeen past and future for stationary random fields on the lattice

points of the plane is defined and it is shown that in contrast with other

problems related to the past of random fields the positivity of the angle between

* past and future is independent of the different pasts which have been considered.

Most of the known facts concerning the angle for stochastic processes have been

*. extended to the case of random fields.

2. Second order stationary fields (2]

This is described in item 4 under the heading of Kallianpur.

References
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S. RAMASUBRAMANIAN

*" Dr. Ramasubramanian studied diffusion processes in the closed half plane and

completed the report [1] described below. He has also been working jointly with

Kallianpur on the study of discontinuous nuclear space valued stochastic

- differential equations. Specifically the case of Poisson random measures has been

solved and further work is continuing [2]. A more detailed description is in item

" 2(b) under the heading of Kallianpur.

Hitting boundary point by diffusions in the closed half space [11

It is oroved that a nondegenerate diffusion process in the closed half space

dG ={x cR: x 1 > 0}, where d > 2, with Wentzell's boundary conditions does not hit

any specified point on the boundary.

References
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space, Center for Stochastic Processes Technical Report No. 108, June 85.
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E-UR ROOTZE

Dr. Rootz6n collaborated with M.R. Leadbetter, during a shorter visit. His

work involved a study of various aspects of extrexnal theory - especially focussing

on Markov sequences. A technical report on this work is being planned, and it

will also be contained in a special invited paper (with M.R. Leadbetter) being

proposed for the Annals of Probability.
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JAN ROSINSKI

Dr. Rosinski pursued his research in the areas of stochastic integration and

stable processes, and completed the following reports.

1. Moment inequalities for real and vector p-stable stochastic integrals [1]

This is described under the heading of Dr. Woyczynski.

" 2. On stochastic integral representation of stable processes with sample paths in

Banach spaces [2]

Certain path properties of a symmetric stable process X(t) = $sh(t,s) dM(s),
t c T, are studied in terms of the kernel h. The existence of an appropriate

modification of the kernel h enables one to use results from stable measures on

Banach spaces in studying X. Bounds for the moments of the norm of sample paths

of X are obtained. This yiedls definite bounds for the Moments of a double stable

integral. Also necessary and sufficient conditions for the absolute continuity of

sample paths of X are given. Along with the above stochastic integral

" representation of stable processes, the representation of stable random vectors

due to LePage, Woodrooffe and Zinn is extensively used and the relationship

* between these two representations is discussed.

3. Continuity of certain random integral mappings and the uniform integrability of

infinitely divisible measures [3]

This is described under the heading of Dr. Jurek.

[ 4. On stochastic integration by series of Wiener integrals [4]

Stochastic integrals of random functions with respect to a white noise random

measure are defined in terms of random series of usual Wiener integrals.

Conditions for the existence of such integrals are obtained in terms of the

2nuclearity of certain operators on L -spaces. The relation with the Fisk-

Stratonovich symmetric integral is also discussed.

-- r
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JOZEF L. TEUGEIS

Dr. Teugels (on a shorter visit) conducted research in an area involving

basic tools of probability and stochastic process theory - that of the use of

integral transforms. In particular this work provides inversion formulae for so-

called Laplace and Stieltjes Transforms by using probabilistic rather than the

usual means of complex analysis. The results of the work are reported in [1].
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A.S. tJS'UNEL

Ustunel worked in two areas:

(1) extending and applying Malliavin calculus to obtain generalizations of

the Ito formula;

(2) exploring the relationship between Malliavin's calculus and Hida's theory

of generalized Brownian motion.

Progress has been made in problem (1) and a report will soon be published.

Ustunel and Kallianpur also discussed the problem of applying these techniques to

Feynman integrals.

i.
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W.A. WDYCZYNSKI

Dr. Woyczynski pursued -intly with Dr. Rosinski their joint work on single

and double integrals of stable processes.

Moment inequalities for real and vector p-stable stochastic inteqrals (1]

We obtain inequalities on the moments of single and double stochastic

integrals with respect to stable motion. The proofs are based on our own work on

the structure of single and multiple stable integrals, and on an appropriate

modification of the work of R.F. Bass and M. Cranston (Ann. Probability, 1983, 578-

588) on inequalities for moments of exit times of a stable motion. Also an

extension is made to integrals of a vector-valued stable motion.
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RAYMOMD J. CARROLL

Throughout the past year we have continued our work in three basic problem

areas: data transformation, weighting least squares and masurmnt error mod~els.

Dr. Douglas Simpson completed his Ph.D. thesis under my direction in September,

* 1985, working on the topic of robustness for discrete data. Ms. Marie Davidian

has made substantial progress towards finishing her thesis on the topic of

variance function estimation. Ms. E. Ketti is wrking on combining data

transformation and weighted least squares methods.

1. optimally Bounded Score Functions for Generalized Linear Mo~dels with

* Applications to Logistic Regression (with L.A. Stefanski and D. Ruppert).

* This is a very substantial revision of Mimeo Series #1554.

We study optimally bounded score functions for estimating regression

parameters in a generalized linear mo~del. our work extends results obtained by

* Krasker & Welsch (1982) for the linear modxel and provides a simple proof of

* Krasker & Welsch's first order condition for strong optimality. The application

of these results to logistic regression is studied in some detail with an example

given comparing the bounded influence estimator with maximum likelihood.

2. Conditional Survival Mo~dels for Transient State Survival Anayss (with

R.D. Abbott).

* Survival models are important tools for the analysis of data when a disease

*event occurs with time and subjects are lost to follow-up. Many models, however,

can also be adapted for use when an event is characterized by transitions through

* interimediate states of disease with increasing severity. In this presentation,

- such an adaptation will be demronstrated for a class of conditional regression

modxels for the analysis of transient state events occurring among grouped event

times. The type of conditioning that will be described is useful in providing

.- - - - -- - - - - - - - - - - -
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comparisons of specific disease states and an assessment of transition dependent

risk factor effects. An example will be given based on the Framingham Heart Study.

3. A Note on some Simple Influence Diagnostics in Accelerated Life Testing

(with H. Schneider and L. Weissfeld).

Three methods for assessing influence in an accelerated life-testing mudel

are considered; two different one-step approximations to the estimated parameter

after case deletion and a method which treats extreme values at each design point

as censored. These methods are compared using an example. Problems which occur

when all observations at a design point are censored are discussed.

4. A Note on the Effect of Estimating Weights in Weighted Least Squares (with

D. Ruppert)

We consider fitting a linear model to data which exhibits nonconstant

variance or heteroscedasticity. The model we assum-e is that the variances are a

function of known explanatory variables and an unknown palameter e. It turns out

that first order asymptotic theory suggests that the resulting extended least

squares estimates based on estimating the unknown paramater 9 has approximately

the same distribution that would be obtained if 9 were known. In some

circumstances, this first order asymptotic result is quite optimistic and there

can be a substantial cost to havina to estimate 9. We calculate the variance of

2the extended least squares estimate with estimated 9 to order 1/N2 , thus

delineating circumstances where the first order asymptotics are optimistic and a

bootstrap procedure would be warranted. A small simulation backs up the

theoretical results. Our results also indicate the effect of preliminary

estimators.

". Some New Estimation Methods for Weighted Regression when there are Possible

Outliers (with D.M. Giltinan and D. Ruppert).

The problem of estimating the variance parametr robustly in a heteroscedatic

4,'- '- " ,- ' - < . . i i - . - -" : -" - - " ' ., '. . ' . . ." : . . "". - '
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linear model is considered. The situation where the variance is a function of the

explanatory variables is treated. To estimate the variance robustly in this case,

. it is necessary to guard against the influence of outliers in the design as well

as outliers in the response. By analogy with the homoscedastic regression case,

two estimators are proposed which do this. Their performance is evaluated on a

number of data sets. We had considereable success with estimators that bound the

"self-influence", that is, the influence an observation has on its own fitted

value. We conjecture that in other situations, for example, homoscedastic

* regression, bounding the self-influence will lead the estimators with good

robustness properties.

6. The Limiting Distribution of Least Squares in an Errors-in-variables Linear

Regression Model (with L.J. Gleser and P.P. Gallo).

It is well-known that the ordinary least squares (OlS) estimator 8 of the

slope and interept parameters S in a linear regression model with errors of

measurement for some of the independent variables (predictors) is inconsistent.

However, Gallo (1982) has shown that certain linear combinations of B are

consistently estimated by the corresponding linear combinations of 1. In this

paper, it is shown that under reasonable regularity conditions such linear

combirations are (jointly) asymptotically normally distributed. Some

methodological consequences of our results are given in a companion paper

(Carroll, Gallo and Gleser, 1985).

7. Data Transformation in Regression Analysis with Applications to Stock-

Recruitment Relationships (with D. Ruppert).

We consider a problem in nonlinear regression modelling which has

applications to fields as diverse as chemical kinetics, biological and chemical

assays and stock-recruitment relationships in marine biology. In many such

problems, the variability of the responses can be modelled as a function of the

* . . . . . . .J-
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mean response. Additionally, we often observe significant skewness. Two types of

transformations, power transformation and weighting, are used together to remove

skewness and to induce constant variance. Our method is applied to the stock-

recruitment data of four fish stocks. Also discussed are estimates of the

conditional rean and the conditional quantiles of the original response.

8. A Note on the Effect of Ignoring Small Measurement Errors in Precision

Instrument Calibration (with C.H. Spiegelman).

Our focus is the simple linear regression model with measurement errors in

both variables. It is often stated that if the measurement error in x is "small",

then we can ignore this error and fit the model to data using ordinary least

squares. There is some ambiguity in the statistical literature concerning the

exact meaning of a "small" error. For example, Draper and Smith (1981) state that

*if the measurement error variance in x is small relative to the variability of the

true x's, then "errors in the x's can be effectively ignored", see Montgomery &

Peck (1983) for a similar statement. Scheffe (1973) and Mandel (1984) argue for a

second criterion, which may be informally summarized that the error in x should be

small relative to (the standard deviation of the observed Y about the line)/(slope

of the line). We argue that for calibration experiments both criteria are useful

and important, the former for estimation of x given Y and the latter for

confidence intervals for x given Y.
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w)IuANG FDimE

Dr. H~rdle studied robustness aspects of procedures for selection of

regression variables [1], and the rate of convergence of various automiatically

selected bandwidths in kernel regression estimation [2].

1. An effective selection of regression variables when the error distribution is

* incorrectly specified [1]

K. In the situation where the statistician estimates regression parameters by

maximum likelihood mrethods but fails to choose a likelihood function matching the

true error distribution, an asymptotically efficient selection of regression

variables is considered. The proposed procedure is especially useful when a

0 robust regression is applied but the data in fact do not require that treatment.

Examples are given and relationships to other selectors such as Mallows' C are
p

investigated.

2. How far are autcmaticall chosen regression smroothing paaetr from their

optimum? [2]

In the setting of nonparairetric curve estimation the problem of smoothing

parameter selection is addressed. The deviation between the optimal bandwidth and

the bandwidths provided by a numrber of automatic selection mrethods is studied both

theoretically and by simulation. The theoretical results include a central limit

theorem which shows both the rate of convergence and the asymrptotic distribution

of the deviation. The simulations show that the asymptotic normality describes

the distribution quite well for surprisingly small samples.
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of the Journal of Multivariate Analysis, the Journal of Applied Mathematics and
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M.R. Leadbetter gave invited talks at the Pacific Congress and Australian
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Mathematical Statistics and represent(- 'he IMS on the American Mathematical

Society committee for summer conferences. He also began a further term as

Associate Editor for the Annals of Probability.
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P. Hall gave invited talks at: University of California at Berkeley, Stanford

University and University of Wisconsin.

A. Miamee gave invited talks at the University of Pittsburgh, Michigan State

University, and Northern Illinois University.

H. Niemi gave invited talks at the University of Pittsburgh, Michigan State

University, and Northern Illinois University.

V. Perez-Abreu gave two invited talks at the Seminar on Multiple Stochastic

Integrals and Polynomial Chaos at Case Western Reserve University (May 85).
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the annual meeting of the American Mathematical Society in Anaheim (Jan. 85), and

a colloquium talk at the University of Tennessee.

A. Ustunel gave colloquium talks at Purdue University and the University of
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1 Noveni~er 1981 - 31 August 1985

SUPMRY OF RESEARCH ACIVITY

Research in Stochastic Processes

Introduction

The research effort in stochastic processes was a major part of a substantial

research activity organized as the Center for Stochastic Processes in the

Statistics Department. This effort, involving permanent faculty, visitors and

stud~ents, has developed in a very significant way under continuing AFOSR support.

Indeed, building on the previously existing departmental capability, the

stochastic process activities are attracting wide interest and recognition in the

international statistical coxmwnity. The main ingredients of the program are:

(i) Significant research interaction anon the permanent faculty, the senior

internationally recognized visitors, and the junior visitors - promnising young

researchers.

(ii) The weekly Stochastic Processes Seminar which provides a regular forum

for exchange of current research ideas among permanent and visiting staff as well

as short term visitors.

(iii) The Center for Stochastic Processes Technical Report series which

-: contains the research produced by permanent and visiting staff, prior to

publication in the scientific literature. To date 125 technical reports have been

produced by the participants, involving research results in a wide area of

stochastic process theory and applications.

Summary of Main Research Activities

Advances have been made in non-Gaussian signal processing with special

reference to stable signals and robustness of the methods to mild departures from
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normality. The problems of prediction, interpolation and nonparametric density

estimation have been solved for harmonizable stable signals. The innovations

structure of stable signals have been developed, and their ergodic properties

established.

- * •QIn the area of digital processing of analog signals very simple quantizers

that are asymptotically optimal have been introduced, a new delayed delta

modulator has been introduced and analysed, and the performance of an adaptive

differential pulse code modulator has been analysed. Various sampling designs for

correlated time series, along with their small and large sample performance have

been studied for signal detection, prediction, and integral estimation with and

without noise.

In the area of nonlinear signals and systems the stationarity and forecasting

of doubly stochastic tine series models has been studied, along with estimation in

stationary and nonstationary nonlinear time series models. Multiple Wiener

integrals and stochastic integrals of independent increments processes have been

fully developed. Also quadratic functionals of stable motion have been

characterized, and nonlinear functionals of infinite dimensional Wiener processes

have been expanded into series of multiple Wiener integrals.

The new (finitely additive) white noise approach to nonlinear filtering has

been substantially developed and extended to diffusion and Markov signal

processes. It makes it unnecessary to solve stochastic differential equations

(DE's) and stochastic partial DE's, and replaces them by "ordinary" partial DE's

*! or integro-DE's, thereby establishing their robustness.

Stochastic differential equation (SDE) models have been extensively

developed. Linear and nonlinear SDE's driven by infinite-dimensional Poisson and

Ornstein-Uhlenbeck processes have been studied, along with the weak convergence of

their solutions. Applications have been made to models for spatially extended

I.
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neurons in neurophysiology. Also diffusion approximations of the Boltzmann

equation have been studied.

The prediction and extrapolation of stationary random fields has been

studied, along with moving average representations, their four-fold Wold

decomposition and their multiplicites, and time domain and spectral criteria for

nondeterminism.

Analytical and sequential Feynman integrals have been defined and studied.

The work in extremal theory for stochastic sequences focused primarily on

cases where high local dependence can occur in a stationary sequence leading to a

* theory for asymptotic distributions of extreme order statistics, which

*'i encompasses, but is significantly more general than classical extreme value theory.

These results are related (and indeed largely stem from) research which

- concerns properties of certain point processes associated with extremal theory.

*' The primary emphasis concerned the so-called exceedance point process, defined by

the instants of time at which the stationary sequence considered falls above a

* suitable given high level. Limiting distributional convergence results were

obtained for this and other (e.g. two dimensional) point processes related to the

extremal behavior of the underlying sequence.

A significant effort was also conducted into basic dependence structure in

-' stochastic sequences, and various new relationships between different types of

"mixing" assumptions were obtained. Such a basic study is important in

determining the most appropriate type of dependence condition for application,

e.g. in the work on extremal and point process structural theory.

In the area of function estimation for stationary sequences and processes

estimation of probability densities was considered for both stationary sequences

and continuous parameter processes, comprehensive results being obtained.
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Research in Statistical estimation and inference

Advances in statistical methodology have been made in this contract period in

three separate areas.

In the area of heteroscedastic or weighted regression, this period has seen

the development of the pseudo-likelihood method of variance function estimation

and the introduction of smoothing ideas into the literature; the former method has

been adopted to Eli Lilly & Company for use in biochemical assays.

In the area of data transformation the transform-both-sides methodology has

been introduced and has already been applied to kinetic reactions, finance and

biology by other research workers.

In the area of measurement error models the idea of conditioning to estimate

parameters in nonlinear models has been introduced; there is a group at the

National Cancer Institute which is presently developing these ideas for routine

use.

In the area of nonparanetric density and regression function estimation the

amount of noise inherent in bandwidth selection has been specified, and the mean

integrated square error has been effectively approximated.

7 > '-_. . . '-', ,"-"."-. ", ." -". ," -; -" " ", .- "- .. ------. "-" - ' . ' '-.-.' . '-. '. '- ',,.-.-.- - - -''.'
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P. Gallo: Properties of estimators in error-in-variables Oct. 1981
regression models

J. Castellana: Nonparanetric estimation of probability densities Feb. 1982
for stationary sequences

N.L. Gerr: Exact analysis of a delayed delta modulator and Oct. 1982
an adaptive differential pulse-code modulator
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L. Stefanski: Influence and measurement error in logistic Nov. 1983
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T. Hsing: Point processes associated with extreme value Aug. 1984
theory

V. Perez-Abreu C.: Product stochastic measures, iultiple stochastic Apr. 1985
integrals and their extensions to nuclear space
valued processes

- S.K. Christensen: Linear stochastic differential equations on the June 1985
dual of a countably Hilbert nuclear space with
applications to neurophysiology

H.P. Hucke: Estimation of continuous time Markov processes in Oct. 1985
in a finitely additive white noise model

4."

.. . ." . .Pa" '-,7 7- , : i " ' " " ' ' "" " -" ' ' ' " - ' *" "



58

JOURNAL PUBLICATIONS

1981

D.G. Briles and R.J. Carroll, A simple method for estimating the number of
different antibodies by examining the repeat frequencies of sequences of
isoelectric focusing patterns, Molecular Imrunology 18, 1981, 29-38.

R.J. Carroll and D. Ruppert, On robust tests for heteroscedasticity, Ann. Statist.
9, 1981, 206-210.

R.J. Carroll and D. Ruppert, Prediction and the power transformation family,
Biometrika 68, 1981, 609-616.

M. Habib and S. Cambanis, Dyadic sampling approximations for non-sequencey-limited
signals, Information and Control 49, 1981, 199-211.

R.W. Haley, R.J. Carroll, et al., The joint associations of multiple risk factors
with the occurrence of nosocmial infection, Amer. J. Medicine 70, 1981, 960-
970.

G. Kallianpur, Same ramifications of Wiener's ideas on nonlinear prediction, in
Norbert Wiener, Collected Works Volume III, P. Masani, ed., MIT Press, 1981,
pp. 402-424.

G. Kallianpur, A generalized Cameron-Feynman integral, Statistics and Probability
Essays in Honor of C.R. Rao, G. Kallianpur, P.R. Krishnaiah and J.K. Ghosh
eds., North Holland, 1981, pp. 369-374.

A.J. Lee, A note on the Campbell sampling theorem, SIAM J. Appl. Math. 41, 1981,
553-557.

1982

S. Cambanis and M. Habib, Finite sampling approximations for non-band-limited
signals, IEEE Trans. Information Theory IT-28, 1982, 67-73.

S. Cambanis and E. Masry, Truncation error bounds for the cardinal sampling
expansion of bandlimited signals, IEEE Trans. Information Theory, IT-28,
1982, 602-612.

S. Cambanis and G. Simons, Probability and expectation inequalities, Z. Wahrsch.
verw. Geb. 59, 1982, 1-25.

R.J. Carroll, Adapting for heteroscedasticity in linear mocdels, Ann. Statist., 10,
1982, 1224-1233.

. R.J. Carroll, Power transformations when the choice of power is restricted to a
finite set, J. Amer. Statist. Assoc., 77, 1982, 980-915.

* R.J. Carroll, Robust estimation in certain heteroscedastic linear models when
there are many parameters, J. Statist. Plann. Infer. 7, 1982, 1-12.

R.J. Carroll, Two examples of robust transformations when there are possible



60

Holland, New York, 1983, 63-79.

S. Cambanis and N.L. Gerr, A simple class of asymptotically optimal quantizers,
IEEE Trans. Information Theory, IT-29, 1983, 664-676.

S. Cambanis, R. Keener and G. Simons, On o-symmetric multivariate distributions,
J. Multivariate Anal., 1983, 213-233.

S. Cambanis and E. Masry, Sampling designs for the detection of signals in noise,
IEEE Trans. Information Theory, IT-29, 1983, 83-104.

R.J. Carroll, Tests for regression parameters in power transformation models,
Scand. J. Statist., 9, 1983, 217-222.

R.J. Carroll, Discussion of Huber's paper "Minimax aspects of bounded influence
regression", J. Amer. Statist. Assoc., 78, 1983, 78-79.

R.J. Carroll and D. Ruppert, Robust estimation in random coefficient regression
models, in Contributions to Statistics: Essays in Honour of Norman L.
Johnson, P.K. Sen, Ed., North Holland, 1983, 81-96.

G. Kallianpur, On the diffusion approximation to a discontinuous model for a
single neuron, in Contributions to Statistics: Essays in Honour of Norman L.
Johnson, P.K. Sen, Ed., North Holland, 1983, 247-258.

G. Kallianpur and R.L. Karandikar, A finitely additive white noise approach to
nonlinear filtering, J. Appl. Math. Opt., 10, 1983, 159-185.

G. Kallianpur and R.L. Karandikar, Some recent developments in nonlinear filtering
theory, Acta Appl. Math., 1, 1983, 249-284.

G. Kallianpur and V. Mandrekar, Cormiting semigroups of isometries and Karhunen
representation of second order stationary random fields, in Theory and
Application of Random Fields, G. Kallianpur, Ed., Lecture Notes in Control
and Information Sciences, No. 49, Springer, 1983, 126-145.

G. Kallianpur and V. Mandrekar, Nondeterministic random fields and Wold and Halmos
decompositions for commuting isonetries, in Prediction Theory and Harmonic
Analysis, A. Pesi Masani Volume, V. Mandrekar and H. Salehi, Eds., North
Holland, 1983, 165-190.

G. Kallianpur and D. Ramachandran, On the splicing of measures, Ann. Probability,
11, 1983, 819-822.

M.R. Leadbetter, G. Lindgren and H. Rootzdn, Extremes and Related Properties of
Random Sequences and Processes, Springer Statistics Series, 1983.

M.R. Leadbetter and D. Wold, On estimation of point process intensities, in
Contributions to Statistics: Essays in Honour of Norman L. Johnson, P.K. Sen,
Ed., North Holland, 1983, 299-312.

W.P. McCormick, A conditional limit law result for jumps in the sequence of
partial maxima of a stationary Gaussian process, Sankhya, Ser. A, 45, 1983,
191-200.



59

outliers, Appl. Statist. 31, 1982, 149-152.

R.J. Carroll and P.P. Gallo, Same aspects of robustness in the functional errors-
in-variables regression model, Comm. Statist. - Theor. Meth. 11, 1982, 2573-
2585.

R.J. Carroll and D. Ruppert, A comparison between maximum likelihood and
generalized least squares in a heteroscedastic linear model, J. Amer.
Statist. Assoc. 77, 1982, 878-882.

R.J. Carroll and D. Ruppert, Robust estimation in heteroscedastic linear models,
Ann. Statist. 10, 1982, 429-441.

R.J. Carroll and D. Ruppert, Some aspects of estimation in heteroscedastic
regression nodels, in Statistical Decision and Theory and Related Topics,
Vol. 3, S.S. Gupta and J.O. Berger, Eds., Academic Press, 1982, 231-242.

R.J. Carroll and D. Ruppert, Weak convergence of bounded influence regression
estimates with applications to repeated significance tests in clinical
trials, J. Statist. Plann. Infer., 7, 1982, 117-129.

*.. T. de Oliveira, Bivariate extremes: Models and statistical decision, 5th Symposium
of Probability and Statistics, Univ. of Sao Paulo, July 1982, 57-67.

" N.L. Gerr and S. Cambanis, Delayed delta modulation, Proc. 1982 Conference on
Information Sciences and Systems, Princeton University, pp. 134-137.

G.J. Johnston, Probabilities of maximal deviations for nonparametric regression
function estimates, J. Multivariate Anal. 12, 1982, 402-414.

R.W. Keener, Renewal theory for Markov chains on the real line, Ann. Probability
.. 10, 1982, 942-954.

M.R. Leadbetter and H. Rootz6n, Extreme value theory for continuous parameter
stationary processes, Z. Wahrsch. verw. Geb. 60, 1982, 1-20.

C. Schoenfelder and S. Cambanis, Random designs for estimating integrals of
- stochastic processes, Ann. Statist. 10, 1982, 526-538.

J. Sternby and H. Rootz4n, Martingale theory in Bayesian least squares estimation,
Proc. 6th IFAC Symposium on System Identification and Parameter Estimation,
Washington, DC, June 1982

V. Watts, H. Rootzdn and M.R. Leadbetter, On limiting distributions of
intermediate order statistics from stationary sequences, Ann. Probability 10,
1982, 653-662.

*1983

J. Berger and R. Wolpert, Estimating the mean function of a Gaussian process and
the Stein effect, J. Multivariate Anal., 13, 1983, 401-424.

S. Cambanis, Complex symmetric stable variables and processes, in Contributions to
Statistics: Essays in Honour of Norman L. Johnson, P.K. Sen, Ed., North

.. ,).,,, ., , ,, . ., .. . . ,-*. **- .. . ..... ... . .. .. . ..- ....... .. .. • .*... . /.



J. Milliken, R.R.Leadbetter and R.J. Carroll, Hazard indicators for polycyclic
organic matter, Proc. 1982 P.O.M. Conf., Battelle, Columbus, Ohio, 1983.

J.O. Oberpriller, V.J. Ferrans, and R.J. Carroll, Changes in DNA content, number
of nuclei and cellular dimensions of yourn rat atrial myocytes in response to
left coronary artery ligation, J. Molec. Cell. Card., 15, 1983, 31-42.

H. Rootz6n, Central limit theory for martingales via random changes of time, in
Probability and Mathematical Statistics, Essays in Honour of Carl-Gustav
Esseen, A. Gut, Ed., Uppsala University, 1983.

1984

R.D. Abbott and R.J. Carroll, Interpreting multiple logistic regression
coefficients in prospective observational studies, Amer. J. Epidemioloqy,
119, 1984, 830-836.

.* S. Cambanis, Similarities and contrasts between Gaussian and other stable signals,
Fifth Aachen Colloquium on Mathematical Methods in Signal Processing, Sept.
26-29, 1984, 113-120.

S. Cambanis and A. Soltani, Prediction of stable processes: Spectral and moving
average representations, Z. Wahrsch. verw. Geb., 66, 1984, 593-612.

R.J. Carroll and P.P. Gallo, Comparisons between maximum likelihood and method of
r-mnts in a linear errors-in-variables regression model, Design of
Experiments: Ranking and Selection, T.J. Santner and A.c. Tamhane, eds.,
Marcel Dekker, 1984.

R.J. Carroll, R.N. Holt, and V. Scarpello, Towards understanding the contents of
the "Black Box" for predicting complex decision making outcomes, Decision
Sci., 14, 1984, 253-269.

R.J. Carroll and D. Ruppert, Discussion of Hinkley and Runger's paper "The
Analysis of Transformed Data", J. Amer. Statist. Assoc., 71, 1984, 312-313.

R.J. Carroll and D. Ruppert, Power transformations when fitting theoretical models
to data, J. Amer. Statist. Assoc., 71, 1984, 321-329.

R.J. Carroll, C. Spiegelman and R.D. Abbott, On errors-in-variables for binary
* regression models, Biometrika, 71, 1984, 19-26.

D. Daley and P. Hall, Limit laws for the maximum of weighted and shifted i.i.d.
random variables, Ann. Probability, 12, 1984, 571-587.

L. de Haan, A spectral representation for max-stable processes, Ann. Probability,
12, 1984, 1194-1204.

R. Davis and S. Resnick, Tail estimates motivated by extreme value theory, Ann.
Statist., 12, 1984, 1467-1487.

T. Funaki, A certain class of diffusion processes associated with nonlnear
parabolic equations, Z. Wahrsch. verw. Geb., 1984, 331-348.



62

W. H~rdle, A law of the iterated logarithm for nonparametric regression function
estimators, Ann. Statist., 12, 1984, 624-635.

W. Hurdle and S. Luckhaus, Uniform consistency of a class of regression function
estimators, Ann. Statist., 12, 1984, 612-623.

G. Kallianpur and G. Brcnley, Generalized Feynman integrals using analytic
continuation in several ccznplex variables, in Stochastic Analysis and
Applications, M. Pinsky, ed., Marcel Dekker, Vol. 7, 1984, 217-267.

G. Kallianpur and R.L. Karandikar, The Markov property of the filter in the
finitely additive white noise approach to nonlinear filtering, Stochastics,
13, 1984, 177-198.

G. Kallianpur and R.L. Karandikar, Measure-valued equations for the optimum filter
in finitely additive nonlinear filtering theory, Z. Wahrsch. verw. Geb., 66,
1984, 1-17.

G. Kallianpur and R.L. Karandikar, The nonlinear filtering problem for the
unbounded case, Stochastic Proc. Appl., 18, 1984, 57-66.

G. Kallianpur and R.L. Karandikar, Scme recent developments in nonlinear filtering
theory, July 83, Acta Appl. Math., 1, 1984, 249-284.

G. Kallianpur and H.H. Kuo, Regularity property of Donsker's delta function, ipp.
Math. Optimization, 12, 1984, 89-95.

G. Kallianpur and R. Wolpert, Infinite dimensional stochastic differential
equation models for spatially distributed neurons, Appl. Math. Optimization,
12, 1984, 125-172.

M.R. Leadbetter, Extremes and local dependence in stationary sequences, Z.

Wahrsch. verw. Geb., 65, 1984, 291-306.

M.R. Leadbetter, Extremes in dependent random sequences, Statistical Extremes and
Applications, Proc. NATO-ASI, J.T. de Oliveira, ed., Reidel, 1984, 155-165.

E. Masry and S. Cambanis, Spectral density estimation for stationary stable
processes, Stochastic Proc. Appl., 18, 1984, 1-31.

M. Metivier, Weak convergence of semimartingales, Ann. Inst. H. Poincar6, 20,
1984, 329-348.

M. Pourahmadi, On minimality and interpolation of harmoniable stable processes,
SIAM J. A 1. Math., 44, 1984, 1023-1030.

H. Rootz~n, Attainable rates of convergence of maxima, Statist. Probability
Letters, 2, 1984, 219-221.

H. Rootz6n and J. Sternby, Consistency in least squares estimation: a Bayesian
approach, Autcmatica, 20, 1984, 471-475.

D. Ruppert, R.L. Reish, R. Deriso and R.J. Carroll, Monte Carlo optimization by

.1%V



63

stochastic approximation with applications to harvesting of Atlantic
menhaden, Biometrics, 40, 1984, 535-546.

A. Soltani, Extrapolation and moving average representation for stationary random
fields and Beurling's theorem, Ann. Probability, 12, 1984, 120-132.

Z. Suchanecki and A. Weron, Decomposability of p-cylindrical martingales,
Math. Z., 185, 1984, 271-280.

A. Weron, Stable processes and measures: A survey, Probability Theory on Vector
Spaces III, D. Szynol and A. Weron, eds., Lecture notes in Math. Vol. 1080,
Springer, 1984, 306-364.

1985

J.A. Bucklew, A note on the prediction error for small tine lags into the future,
IEEE Trans. Information Theory IT-31, 1985, 677-679.

S. Cambanis, Sampling designs for time series, in Handbook of Statistics, Volume
5: Tine Series in Time Domain, E.J. Hannan, P.R. Krishnaiah and M.M. Rao,
eds., Elsevier, 1985, 337-362.

S. Cambanis, J. Rosinski, and W. Woyczynski, Convergence of quadratic forms in p-
stable random variables and radonifying operators, Ann. Probability, 13,
1985, 885-897.

R.J. Carroll and F. Lombard, A note on N-estimators for the binomial distribution,
J. Amer. Statist. Assoc., 80, 1985, 423-426.

R.J. Carroll and D. Ruppert, Transformations: A robust analysis, Technometrics,
27, 1985, 1-12.

R. Davis and S. Resnick, More limit theory for the sample correlation function of
moving averages, Stochastic Proc. AppI., 20, 1985, 257-279.

".h T. Funaki, The diffusion approximation of the spatially homogeneous Boltzmann
equation, Duke Math. J., 52, 1985, 1-23.

R. Jajte, A non-commutative quasi subadditive ergodic theorem, Lecture Notes
in Mathematics, Vol. 1110, 32-47, Springer, 1985.

R.L. Karandikar and V.G. Kulkarni, Limiting distributions of functionals of Markov
chains, Stochastic Proc. A2pl., 19, 1985, 225-235.

J. Paulsen and D. Tjostheim, Least squares estimates and order determination
procedures for autoregressive processes with a time dependent variance, J.
Time Series Anal., 1985, 117-133.

R.L. Reish, R.B. Deriso, D. Ruppert and R.J. Carroll, An investigation of the
population dynamics of Atlantic menhaden (Brevoortia tyrannus). Canadian J.
Fisheries Aquatic Sci., 42, 1985, 147-157.

D. Ruppe.L, R.L. Reish, R.B. Deriso and R.J. Carroll, A stochastic population
model for managing the Atlantic menhaden (Brevoortia tyrannus) fishery and

....



64

assessing managerial risks. Canadian J. Fisheries Aquatic Sci., 42, 1985,
1371-1379.

H. Schneider, The performance of variable sampling plans when the normal
distribution is truncated, J. Quality Technology, 17, 1985, 74-80.

A. Weron, Harmionizable stable processes on groups: Spectral, erqodic and
interpolation properties, Z. Wahrsch. verw. Geb., 68, 1985, 473-491.

Accepted for publication - to appear

R.D. Abbott and R.J. Carroll, Adaptations of the proportional hazards model in
epidemiologic research, Amer. J. Epidemioloqy, 1986, to appear.

R. Bradley, A bilaterally deterministic p-mixing stationary random sequence,
Trans. Amer. Math. Soc., to appear.

J.A. Bucklew and S. Cambanis, Estimating random integrals from noise observations:
sampling designs and their performance, IEEE Trans. Information Theor, to
appear.

R.J. Carroll, P.P. Gallo and L.J. Gleser, Comparison of least squares and errors-
in-variables regression, with special reference to randomized analysis of
covariance, J. Amer. Statist. Assoc., 1985, to appear.

R.J. Carroll and H. Schneider, A note on Levene's test for heteroscedasticity,
Letters Probability Statist., 1985, to appear.

A.J. Castellana and M.R. Leadbetter, On smoothed probability density estimation
for stationary sequences, Stochastic Proc. Appl., to appear.

S.K. Christensen and G. Kallianpur, Stochastic differential equations for neuronal
behavior, in Herbert Robbins Festschrift, J. van Ryzin, ed., to appear.

D.J. Daley, A lower bound for mean characteristics in EkG/I and GI/Ek/l queues,
Math. Operat. Statist., 1986, to appear.

R. Davis and S. Resnick, Limit theory for the sample covariance and correlation
functions of moving averages, Ann. Statist., to appear.

L. de Haan, Rnyi's representation, extremal process and an autoregressive
process, Statistica Neerlandica 1985-86, to appear.

N.L. Gerr and S. Cambanis, Analysis of a delayed delta modulator, IEEE Trans.
Information Theory IT-32, 1986, to appear.

D.M. Giltinan, R.J. Carroll and D. Ruppert, Sm new estimation methods for
weighted regression when there are possible outliers, Technometrics, 1986, to
appear.

C.D. Hardin, Skewed stable variables and processes, Ann. Probability, 14, 1986,
to appear.

W. H~rdle, A note on jackknifing kernel regression function estimators, IEEE

. . . . . .



W~~~~-: - -y..---

65

Trans. Information Theory, 1985, to appear.

W. Hdrdle, Approximations to the man integrated squared error with applications
to optimal bandwidth selection for nonparametric regression function
estimators, J. Multivariate Anal., 1985, to appear.

W. H~rdle and J.S. Marron, Optimal bandwidth selection in non-parametric
regression function estimation, Ann. Statist., 1985, to appear.

A.M. Hasofer, Recent developments in probabilistic geotechnical engineering,
Symposium on Recent Developments in Laboratory and Field Tests and Analysis
of Geotechncial Problems, 1984, Balkema Publ., Rotterdam, to appear.

W. Hudson, Z.J. Jurek and J. Veeh, The symmetry group and exponents of operator
stable probability measures, Ann. Probability, 13, 1985, to appear.

J. Hiisler, Extreme values of non-stationary sequences and the extremal index, J.
Appl. Probability, 23, 1986, to appear.

G. Kallianpur, Finitely additive approach to nonlinear filtering, Proc. Bernoulli
Soc. Conf. on Stochastic Processes, T. Hida, ed., Springer, to appear.

G. Kallianpur, D. Kannan and R.L. Karandikar, Analytic and sequential Feynman
integrals on abstract Wiener and Hilbert spaces, and a Cameon-Martin formula,
Ann. Inst. H. Poincar6, 21, 1985, to appear.

G. Kallianpur and R.L. Karandikar, A finitely additive white noise approach to
nonlinear filtering: A brief survey, Proc. 6th Int. S o_n Multivariate
Anal., to appear.

G. Kallianpur and R.L. Karandikar, White noise calculus and nonlinear filtering
theory, Ann. Probability, 13, 1985, to appear.

A. Karr, Maximum likelihood estimation in the multiplicative intensity model, Ann.
Statist., 13, 1985, to appear.

M.R. Leadbetter, Extreme value theory and dependence, Proc. Pacific Statistics
ConR., to appear.

J.S. Marron and W. H&rdle, Random approximations to some measures of accuracy in
nonparametric curve estimation, J. Multivariate Anal., to appear.

W.P. McCormick, An iterated logarithm law result for extreme values from Gaussian
sequences, J. Appl. Probability, 1985, to appear.

W.P. McCormick, Weak and strong law results for a function of the spacings, J.
AppI. Probability, 1985, to appear.

A.G. Miamee, Extension of three theorems of Fourier series on the disc to the
torus, Bull. Austr. Math. Soc., to appear.

M. Pourahmadi, On stationarity of the solution of a doubly stochastic model, J.
r Time Series Anal., to appear.



66

H. Rootz6n, Extreme value theory for moving average processes, Ann. of
Probability, to appear.

J. Rosinski and W.A. Woyczynski, Moment inequalities for real and vector p-stable
stochastic integrals, Proc. Fifth Intern. Conf. on Probability in Banach
Spaces, Lecture Notes in Mathematics, Springer, to appear.

H. Schneider and L. Weissfeld, The EM algorithm for censored data,
Biometrika, to appear.

L.A. Stefanski and R.J. Carroll, Logistic regression when sae predictors are
measured with error, Ann. Statist., 1985, to appear.

L.A. Stefanski, R.J. Carroll and D. Ruppert, Optimally bounded score functions for
generalized linear models, with applications to logistic regression,
Biometrika, 1986, to appear.

D. Tjostheim, Estimation in nonlinear time series models I: Stationary series,
Stochastic Proc. Appl., to appear.

D. Tjostheim, Estimation in nonlinear time series model II: Scae nonstationary
series, Stochastic Proc. App1., to appear.

D. Tjostheim, Recent developments in nonlinear time series modelling, The John B.
Thomas Volume of Papers on Communications, Networks and Signal Processing,
Springer, 1985, to appear.

D. Tjostheim, Some doubly stochastic tine series models, J. Tine Series Anal., to
appear.

- i

.. .. . . .. . . .. . . . . . . . .. . . . . . . .



67

TECHNICAL REPORTS
CENTER FOR STOCHASTIC PROCESSES

DEPARTMENT OF STATISTICS
UNIVERSITY OF NORTH CAROLINA

CHAPEL HILL, NC 27514

1. G. Kallianpur and C. Bromley, Generalized Feynman integrals sing analytic continuation in
several complex variables, Oct. 81. Stochastic Analysis and Applications, M. Pinsky, ed., Marcel
Dekker, VoL 7, 1984, 217-267.

2. G. Kallianpur and V. Mandrekar, Nondeterministic random fields and Wold and Halmos
decompositions for commuting isometries. Nov. 81. Prediction Theory and Harmonic Analysis, A
Pesi Masani Volume, V. Mandrekar and H. Salehi, eds., North Holland, 1983, 165-190.

3. S. Cambanis and E. Masry, Sampling designs for the detection of signals in noise, Oct. 81. IEEE
Trans. Information Theory IT-29, 1983, 83-104.

4. G. Kallianpur and D. Ramachandran, On the splicing of measures, Dec. 81. Ann. Probability, 11,

1983, 819-822.

5. V. Mandrekar and A. Soltani, Markov property for Gaussian ultraprocesses, Jan. 82.

6. C. Schoenfelder, Random designs for estimating integrals of stochastic proces Asymptotics,
Feb. 82.

. 7. G. Kallianpur and V. Mandrekar, Commuting semigroups of isometries and Karhunen
representation of second order stationary random fields, Mar. 82. Theory and Applications of
Random Fields, G. Kafianpur, ed., Lecture Notes in Control and Information Sciences, 49,
Sprinqer, 1983, 126-145.

8. S. Cambanis and N.L. Gerr, A simple ca of asymptotically optimal quantizers, May 82. IEEE
Trans. Information Theory IT-29, 1983, 666-676.

9. A.R. Soltani, Extrapolation and movinq average representation for stationary random fields and
Beurling's theorem, May 82, Ann. Probabilitv, 12, 1984, 120-132.

10. S. Cambanis, Complex symmetric stable variables and processes, June 82. Essays in Honour of
Norman L. Johnson, P.K. Sen, ed., North Holland, 1983, 63-79.

IL S. Cambanis and A. Soltani, Prediction of stable processe: Spectral and moving average
representations, May 82. Z. Wahrsch. verw. Geb., 66, 1984, 593-612.

12. M. Leadbetter, Extremes and local dependence in stationary sequences, June 82. Z. Wahrsch.

. verw. Geb., 65, 1984, 291-306.

13. G. Kallianpur, A Cameron-Martin formula for Feynman integrals, June 82.

14. T. de Oliveira, Bivariate extremes Models and statistical decision, June 82, 5th Symposium of
*. Probability and Statistics, Univ. of Sao Paulo, July 1982, 57-67.

15. L. de Haan, A spectral representation for max-stable processes, July 82. Ann. Probability, 12,
*, 1984, 1194-1204.

'5,

.,



68

16. M.R. Leadbetter and D. WoJA, On estimation of point process intensities, July 82. Essays in
Honour of Norman L. Johnson, P.K. Sen., ed., North Holland, 1983, 299-312.

17. W.P. McCormick, A conditional limit law result for jumps in the sequence of partial maxima of a
stationary Gaussian process, Aug. 82. Sankhya, Ser. A, 45, 1983, 191-200.

18. G. Kallianpur, On the diffusion approximation to a discontinuous model for a single neuron, Aug.
82. Essays in Honour of Norman L. Johnson, P.K. Sen, ed., North Holland, 1983, 247-258.

19. Z. Suchanecki and A. Weron, Decomposability of p-cylindrical martingales, Oct. 82. Math. Z.,
185, 1984, 271-280.

20. J. Hisler, Extreme values of non-stationary sequences and the extremal index, Oct. 82. J. AppL
Probability, 23, Dec. 1986, to appear.

21. G. Kallianpur and R.L. Karandikar, A finitely additive white noise approach to non-linear
filtering, Oct. 82. AppL Math. Optimization, 10, 1983, 159-185.

22. N. L. G err, Exact analysis of a delayed delta modulator and an adaptive differential pulse-code
modulator, Nov. 82. IEEE Trans. Information Theory IT-32, 1986, to appear.

23. E. Masry and S. Cambanis, Spectral density estimation for stationary stable processes, Dec. 82.
Stochastic Proc. AppL, 18, 1984, 1-31.

24. G. Kallianpur and R.L. Karandikar, Measure-valued equations for the optimum filter in finitely
additive nonlinear filtering theory, Jan. 83. Z. Wahxsch. verw. Geb., 66, 1984, 1-17.

25. S. C heng, On limiting distributions of order statistics with variable ranks from stationary
sequences, Jan. 83. Ann. Probability, 13, 1985.

26. D. Daley and P. Hall, Limit laws for the maximum of weighted and shifted i.id. random

variables, Feb. 83. Ann. Probability, 12, 1984, 571-587.

27. S. Cheng, On a problem concerning spacing, Feb. 83. Z. Wahrsch. verw. Geb., 66, 1984, 245-258.

28. H. Rootz~n, Central limit theory for martingales via random change of time, Feb. 83.
Probability and Mathematical Statistics, Essays in Honour of Carl-Gustav Esseen, A. Gut, ed.,
Uppsala university, 1983, 154-190.

29. W.P. McCormick, An iterated logarithm law result for extreme values from Gaussian sequences,
March 83. J. AppL Probability, 1985, to appear.

30. W.P. McCormick, Weak and strong law results for a function of the spacings, May 83. J. AppL
Probability, 1985, to appear.

31. G. Kallianpur and R. Wolpert, Infinite dimensional stochastic differential equation models for
spatially distributed neurons, May 83. Appl. Math. Optimization, 12, 1984, 125-172.

32. A. Weron, Harmonizable stable processes on groups: Spectral, ergodic and interpolation
properties, June 83. Z. Wahrsch. verw. Geb., 68, 1985, 473-491.

N.

U-Q

L . . , ' ". . " _ ..." -- J :. :t : ) ' " .., -,; , x, 4 4 '' ,'



69

sequences, Dec. 83, Stochastic Proc. AppL, to appear.

51. G. Kallianpur and H.H. Kuo, Regularity property of Donsker's delta function, Dec. 83.
AppL Math. Optimization, 12, 1984, 89-95.

52. T. Funaki, The diffusion approximation of the spatially homogeneous Boltzmann equation, Dec.
83. Duke Math. J., 52, 1985, 1-23.

53. G. Kallianpur, D. Kannan, and R.L. Karandikar, Analytic and sequential Feynman integrals on
abstract Wiener and Hilbert spaces, and a Cameron-Martin formula, Dec. 83. Ann. Inst. H.
Poincar6, 21, 1985, to appear.

54. R. Davis and S. Resnick, Tail estimates motivated by extreme value theory, Jan. 84. Ann.
Statist., 12, 1984, 1467-1487.

55. M. Pourahmadi, On minimality and interpolation of harmonizable stable processes, Jan. 84.
SIAM J. Appl. Math., 44, 1984, 1023-1030.

56. W.N. Hudson, Z.J. Jurek and J. Veeh, The symmetry group and exponents of operator stable
probability measures, Feb. 84. Ann. Probability, 13, 1985, to appear.

57. M. Jacobsen, Cooptional times and invariant measures for transient Markov chains, Feb. 84.

58. S. Cambanis, Sampling designs for time series, Feb. 84. Handbook of Statistics, Volume 5: Time
Series in Time Domain, E.J. Hannan, P.R. Krishnaiah and M.M. Rao, eds., Elsevier, 1985, 337-362.

59. S. C ambanis, C.D. Hardin, and A. Weron, Ergodic properties of stationary stable processes, Mar.
84.

60. G. Kallianpur and R. Wolpert, Weak convergence of solutions of stochastic differential
equations with applications to nonlinear neuronal models, Mar. 84.

61. M. Pourahmadi, On stationarity of the solution of a doubly stochastic model, April 84. J. Time
Series AnaL, to appear.

62. D.J. Daley, A lower bound for mean characteristics in EkG/1 and GI/Ek/1 queues, May, 84.

* Math. Operat. Statist., 1986, to appear.

63. D. Tjostheim, Recent developments in nonlinear time series modelling, May 84. The John B.
Thomas Volume of Papers on Communications, Networks and Signal Processing, Springer, 1985, to
appear.

64. J. Paulsen and D. Tjostheim, Least squares estimates and order determination procedures for
autoregressive processes with a time dependent variance, May 84. J. Time Series AnaL, 1985,117-133.

65. A. Weron, Stable processes and measures: A survey, June 84. Probability Theory on Vector
Spaces 1L, D. Szynol and A. Weron, eds., Lecture notes in Mathematics, VoL 1080, springer,

* 1984, 306-364.

66. L. de Haan, R6enyi's representation, extremal process and an autoregressive process, June 84.
Statistica Neerlandica 1985-86, to appear.

m4.



70

33. G. Kallianpur and R.L. Karandikar, The nonlinear filtering problem for the unbounded case,
June 83. Stochastic Proc. AppL, 18, 1984, 57-66.

34. M.R. Leadbetter, Extremes in dependent random sequences, June 83. Statistical Extremes and
Applications, Proc. NATO-ASI, J.T. de Oliveira, ed., Reidel, 1984, 155-165.

35. V.V. Sazonov and B.A. Zalesskii, On the central limit theorem in Hilbert space, June 83. Proc.
6th Int. Symp. on Multivariate Anal., to appear.

36. H. Rootz6n, Extreme value theory for moving average processes, July 83. Ann. of Probability,
to appear.

37. R.L. Karandikar, A general principle for limit theorems in finitely additive probability: The
dependent case, July 83.

38. G. Kallianpur and R.L. Karandikar, Some recent developments in nonlinear filtering theory, July
83. Acta Appl. Math., 1, 1983, 249-284.

39. D. St. P. Richards, Prsitive definite symmetric functions on finite dimensional spaces, L
Application of the Radon transform, Aug. 83. J. Multivariate AnaL, 1985, to appear.

40. A.M. Hasofer, Recent developments in probabilistic geotechnical engineering, Aug. 83.
- - Symposium on Recent Developments in Laboratory and Field Tests and Analysis of Geotechnical

Probuems, 1984, Balkema Publ., Rotterdam, to appear.

41. S. Cambanis, J. Rosinski, and W. Woyczynski, Convergence of quadratic forms in p-stable
random variables and radonifying operators, Oct. 83. Ann. Probability, 13, 1985, 885-897.

42. G. Kallianpur and R.L. Karandikar, A finitely additive white noise approach to nonlinear
. filtering: A brief survey, Nov. 83. Proc. 6th Int. Symp. on Multivariate Anal., to appear.

43. T. Funaki, A certain class of diffusion processes associated with nonlinear parabolic equations,
. Nov. 83. Z. Wahrsch. verw. Geb., 67, 1984, 331-348.

44. G. Kallianpur and R.L. Karandikar, The Markov property of the filter in the finitely additive

white noise approach to nonlinear filtering, Nov. 83. Stochastics, 13, 1984, 177-198.

45. S. Takenaka, A linear filtering problem using Radon transform, Oct. 83.

46. A. Karr, Maximum likelihood estimation in the multiplicative intensity model, Nov. 83. Ann.
Statist., 13, 1985, to appear.

47. D. Tjostheim, Some doubly stochastic time series models, Nov. 83. J. Time Series Anal., to
appear.

48. H. Rootz6n and J. Sternby, Consistency in least squares estimation: A Bayesian approach, Nov.

83. Automatica, 20, 1984, 471-475.

49. M. Metivier, Weak convergence of semimartingales, Nov. 83. Ann. Inst. H. Poincar6, 20, 1984,
329-348.

50. J. Castellana and M.R. Leadbetter, On smoothed probability density estimation for stationary

'p



71

67. G. Kalianpur and R.L. Karandikar, White noise calcus and nonlinear filtering theory, June 84.
Special invited paper, Ann. Probability, 13, 1985.

68. R. Davis and S. Resnick, Limit theory for the sample covariance and correlation functions of
moving averages, July 84. Ann. Statist., to appear.

69. M. Pourahmadi, On the rate of mean convergence of finite linear predictors of multivariate
stationary stochastic processes, July 84.

70. D. Tjostheim, Estimation in nonlinear time series models I- Stationary series, July 84.
Stochastic Proc. AppL, to appear.

71. D. Tjstheim, Estimation in nonlinear time series models ]I- Some nonstationary series, July 84.
Stochastic Proc. AppL, to appear.

72. R. Davis and S. Resnick, More limit theory for the sample correlation function of moving
averages, Aug. 84. Stochastic Proc. AppL, 20, 1985, 257-279.

73. R. Jajte, A non-commutative quasi subadditive ergodic theorem, Aug. 84. Lecture Notes in
Mathematics, VoL 1110, pp. 32-47, Springer, 1985.

74. R. L. Karandikar and V.G. Kulkarni, Limiting distributions of functionals of Markov chains, Aug.
84. Stochastic Proc. AppL, 19, 1985, 225-235.

75. M. Pourahmadi, Infinite order autoregressive representations of multivariate stationary
stochastic processes, Sept. 84.

76. DO. Daley and D. Vere-Jones, On the probability generating functional for point processes,
Sept. 84.

77. J. Hisler, Local dependence and point processes of exceedances in stationary sequences, Sept.
84.

78. J.A. Bucklew, A note on the prediction error for small time lags into the future, Sept. 84. IEEE
Trans. Information Theory IT-31, 1985, 677-679.

79. C.D. Hardin, Skewed stable variables and processes, Sept. 84. Ann. Probability, to appear.

80. Y.C. Yao and R.A. Davis, The asymptotic behavior of the likelihood ratio statistic for testing a
stft in mean in a sequence of independent normal variates, Sept. 84.

81. A. Weron and K. Weron, Stable measures and processes in statistical physics, Nov. 84.

82. K. Weron and A. Weron, A statistical approach to relaxation in glassy materials, Nov. 84.

83. T. Hsing, Point processes associated with extreme value theory, Dec. 84.

84. A.G. Miamee, Extension of three theorems of Fourier series on the disc to the torus, Dec. 84.
Bull. Austr. Math. Soc., to appear.

85. H. K orezlioglu, Stochastic integration for operator valued processes on Hilbert spaces and on



72

nuclear spaces, Dec. 84.

86. J.A. Bucklew and S. Cambanis, Estimating random integrals from noisy observations: Sampling
designs and their performance, Dec. 84.

87. J. Rosinski and W.A. Woyczynski, Moment inequalities for real and vector p-stable stochastic
integrals, Dec. 84. Proc. Fifth Intern. Conf. on Probability in Banah Spaces, Lecture Notes in
Mathematics, Springer, to appear.

88. J. R osinski, On stochastic integral representation of stable processes with sample paths in
Banach spaces, Jan. 85.

89. T. Hsing and M.R. Leadbetter, On the exceedance point process for a stationary sequence, Jan.
85.

90. G. Simons, A trivariate version of 'L6vy's Equivalence', Feb. 85. Stat. & Prob. Letters, to
'I- appear.

91. R. Bradley, A bilaterally deterministic -mixing stationary random sequence, Feb. 85. Trans.
Amer. Math. Soc., to appear.

- 92. A. Miamee and H. Niemi, On the angle for stationary random fields, April 85.

93. H. Cohn, Limit behaviour for stochastic monotonicity and applications, Feb. 85.

94. P. Hall and J.S. Marron, Extent to which least-squares cross-validation minimises integrated
square error in nonparametric density estimation, Feb. 1985.

95. Z.J. Jurek and J. Rcsinski, Continuity of certain random integral mappings and the uniform
integrability of infinitely divisible measures, March 85.

96. A.G. Miamee, On determining the predictor of non-full-rank multivariate stationary random
processes, March 85.

97. P. Hall, On the number of bootstrap simulations required to construct a confidence interval,
March 85.

98. W.N. Hudson, Stochastic integrals and processes with independent increments, March 85.

99. A.G. Miamee and M. Pourahmadi, Degenerate multivariate stationary processes Basicity, past
and future, and autoregressive representation, May 85.

100. P. Hall and J.S. Marron, The amount of noise inherent in bandwidth selection for a kernel
density estimator, May 85.

101. L. de Haan and J. Pickands 11, Poisson-stability as a unifying factor for max-stability and sum-

stability, June 85.

102. R. Bradley, Basic properties of strong mixing conditions, June 85.

103. S. K. C hristensen and G. K allianpur, Stochastic differential equations for neuronal behavior,
June 85. In Herbert Rcbbins Festschrift, J. van Ryzin, ed., to appear.

85.Inerber ebins



73

104. S. K. C hristensen, Linear stochastic differential equations on the dual of a countably Hilbert
nuclear space with applications to neurophysiology, June 85.

105. R.C. Bradley, W. Bryc and S. Janson, Remarks on the foundations of measures of dependence,
June 85.

i 106. s. Cambanis, C.D. Hardin and A. Weron, innovations and Wald decompositions of stable
sequences, June 85.

* 107. V. M. Perez-Abreu C., Product stochastic measures, mui ple stochastic integrals and their

" extensions to nuclear space valued processes, June 85.

* 108. S. R amasubramanian, Hitting a boundary point by diffusions in the closed half space, June 85.

- 109. M.R. Leadbetter, Extreme value theory and dependence, July 85. Proc. Pacific Statistics
Conf., to appear.

110. Cambanis and A.G. Miamee, On prediction of harmonizable stable processes, July 85.

111. J.L. Teugels, Real inversion formulas for Laplace and Stieltjes transforms, July 85.

112. J. Rosinski, On stochastic integration by seres of Wiener integrals, Auq. 85.

113. M. Aronowich and R.J. Adler, Extrema and level crossings of)? processes, Aug. 1985.

114. D. pfeifer, Some general probabiJistic estimations for the rate of convergence, Sept. 85.

115. D. pfeifer, On the distance between mixed Poisson and Poisson distributions, Sept. 85

- 116. S. Ramaswamy, Existence of random variables with values in the dual of a nuclear space, Sept.
85.

. 117. Z.B. Jurek, Random integral representations for classes of limit distributions similar to Ldvy
class L0, Sept. 85.

118. V. Perez-Abreu, Product stochastic measures, Oct. 85.

119. D. Pfeifer, A martingale characterization of mixed Poisson processes, Oct. 85.

120. D. Pfeifer, On a joint strong approximation theorem for record and inter-record times, Oct. 85.

. 121. H. Hucke, Estimation of continuous time Markov processes in a finitely additive white noise
model, Oct. 85.

122. P. Kotelenez, Fluctuations near homogeneous states of chemical reactions with diffusion, Nov.
85.

. 123. S. Cambanis and E. Masry, Performance of discrete-time predictors of continuous-time
processes, Nov. 85.

124. M.R. Leadbetter and H. Rootz4n, Extremal theory based on point process methods, Nov. 85.

-4q ,-% " ' -°o ' " "q ' . ' . '''' ' -
, 

. ' " .. i ." . '"' ' , % " ' ' .- ' ' ' % J , '" -. " . " "-

- 4 ", i i ' '' i<,•' ' . . . " ' ' ' " "' " . . ' " " # . . . " ." . "



74

Special invited paper for Ann. Prob., to appear.

125. G. Kallianpur, Finitely &dditive approach to nonlinear filtering, Nov. 85, in Proc. Bernoulli Soc.
Conf. on Stochastic Processes, T. Hida, ed., Springer, to appear.

i. Preparation

T. Hsing, Extreme value theory for multivariate stationary sequences.

T. Hsing, On the weak limit of certain point processes generated by a stationary sequence.

G. Kallianpur and R. Wolpert, Weak convergence of solutions of nonlinear stochastic differential
equations with applications to nonlinear neuronal models: Nonlinear diffusions.

* G. Kallianpur and S. Ramasubramanian, Weak convergence of Poisson driven stochastic differential
equations with applications to nonlinear neuronal models.

G. Kallianpur, A. Miamee and H. Niemi, Spectral analysis of weakly stationary random fied: Moving
average representations.

'S
°

f!i~

x
"a.S



75

I.ST TE OF STATISTICS MIMED SERIES TBCMICAL RCRTS

1982

1383 Carroll, R.J. and Ruppert, D., Power transformations when fitting
theoretical models to data, Jan. 82.

1500 Ruppert, D., Reish, R.L., Deriso, R. and Carroll, R.J., Monte Carlo
optimization by stochastic approximation (with application to
harvesting of Atlantic menhaden), April 82.

1504 Carroll, R.J. and Ruppert, D., Robust estimators for random coefficient
regression models, June 82.

1507 Carroll, R.J., Spiegelman, C.H., Lan, K.K.G., Bailey, K.T. and Abbott,
R.D., Errors in-variables for binary regression models, Aug.82.

1508 Carroll, R.J. and Gallo, P., Cczparisons between sane estimators in
functional errors in-variables regression models, Sept. 82.

1511 Gallo, P.P., Properties of estimators in errors-in-variables regression
models, Oct. 82.

1983

1523 Hdrdle, W.,Asymptotic maximal deviation of m-smoothers, Apr. 83.

1526 Hdrdle, W., On jackknifing kernel regression function estimators, May
83.

1527 Hurdle, W., A law of the iterated logarithm for nonparanetric
regression function estimators, May 83.

1528 Carroll, R.J., On the maximum likelihood estimate for logistic errors-
in-variables regression models, Apr. 83.

1529 Hurdle, W., Approximations to the mean integrated squared error with
applications to optimal bandwidth selection for nonparametric
regression function estimators, May 83.

1532 Ruppert, D., Reish, R.L., Deriso, R.B. and Carroll, R.J., A stochastic
population model for managing the Atlantic menhaden fishery and
assessing managerial risks, June 83.

1537 Hrdle, W. and Marron, J.S., The nonexistence of moments of same kernel
regression estimators, Aug. 83.

1538 Marron, J.S. and H~rdle, W., Random approximations to an error

criterion of nonparametric statistics, Sept. 83.

1539 Carroll, R.J. and Imbard, F., A note on N estimators for the binomial
distribution, Sept. 83.

"Al



VV~~~~~~ L-,-I- 7- W 7

76

1542 Stefanski, L.A. and Carroll, R.J., Corrrecting for measurement error in
logistic regression, Oct. 83.

1984

1544 Carroll, R.J. and Ruppert, D., Transformations in regression: A :obust
analysis, Mar. 84.

1546 H~rdle, W. and Marron, J.S., Optimal bandwidth selection in non-
parametric regression function estimation, Apr. 84.

1547 Giltinan, D.M., Bounded influence estimation in heteroscedastic linear
models, Dec. 83.

1548 Stefanski, L.A., Influence and measurement error in logistic
regression, Dec. 83.

1553 Carroll, R.J. and Schneider, H., A note on Levene's tests for equality
of variances, July 84.

1554 Stefanski, L.A., Carroll, R.J. and Ruppert, D., Bounding influence and
leverage in logistic regression, Aug. 84.

1555 Abbott, R.D. and Carroll, R.J., Conditional regression models for
transient state survival analysis, Aug. 84.

1556 Schneider, H., Analysis of a multi-iten inventory problem using optimal
policy surfaces, Aug. 84.

1557 Schneider, H. and Weissfeld, L., The EM algorithm for censored data,
June 84.

1558 Schneider, H., A numerical analysis of sampling plans based on prior
distribution and costs, Sept. 84.

1559 Schneider, H., The performance of variable sampling plans when the
normal distribution is truncated, Sept. 84.

- -. 1562 Carroll, R.J., Schneider, H. and Weissfeld, L., Some diagnostics for
accelerated life testing, Oct. 84.

1566 Marron, J.S. and H~rdle, W., Random approximations to some measures of
accuracy in nonparametric curve estimation, Oct. 84.

1985

1570 Carroll, R.J. and Ruppert, D., A note of the effect of estimating
weights in weighted least squares, Jan. 85.

1571 Carroll, R.J., Giltinan, D.M. and Ruppert, D., Some new estimation~~1571



77

methods for weighted regression when there are possible outliers, Jan. 85.

1577 Gleser, L.J., Carroll, R.J. and Gallo, P.P., The limiting distribution of least
1 squares in an errors-in-variables linear regression model, Apr. 85.

1578 Ruppert, D. and Carroll, R.J., Data transformations in regression analysis with
applications to stock - recruitment relationships, May 85.

1580 Carroll, R.J. and Spiegelman, C.H., A note on the effect of ignoring small
measurement errors in precision instrument calibration, June 85.

1582 Hkrdle, W., An effective selection of regression variables when the error
distribution is incorrectly specified, Sept. 85.

: 1583 Carroll, R.J. and Ruppert, D., A note on adapting for hetercscedasticity when the
variances depend on the mean, Oct. 85.

In Preparation

Carroll, R.J. and Abbott, R.D., Interpreting multiple logistic regression
coefficients in prospective observational studies.

Carroll, R.J., Stefanski, L. and Ruppert, D., Consistency and asymptotic normality
for binary errors-in-variables models.

W. H~idle, P. Hall and S. Marron, How far are automatically chosen regression
smoothing parameters from their optimum?

OTHER TECHNICAL REPORTS

M andrekar, V., Central limit problem and invariance principles on Banach spaces,
.%Lecture Notes, Institut de Recherche Mathematique Avancee, Universite Louis

Pasteur, Strasbourg, 1982.

)-p

,,',i.i-.. : : .:, . , , - : . ,' ' '_ , _ ."" " " " " ' --. . " ' " , " " - ' : " -' ' - " " "- ' "



% l FILMED

DTIC
1............,-C.7


