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PREFACE

The TABS-2 system described herein was developed over the
period 1972-1984. This User's Manual was prepared at the US Army
Engineer Waterways Experiment Station (WES) with funding provided
by the Office, Chief of Engineers, US Army, under the Improvement
of Operations and Maintenance Techniques (IOMT) research program.

,,-, Funding for the various components of the system came from
several sources within the Corps of Engineers, but the largest
portion of those funds came from the IOMT Program. Technical
monitors of the IOMT program were Messrs. J. L. Gottesman and
C. W. Hummer, Jr.

The principal sources for the programs and procedures are
the staff of the WES Hydraulics Laboratory; Resource Management
A sociates, Lafayette, Calif.; University of California, Davis;
US Army Corps of Engineers Hydrologic Engineering Center; and the
WES Environmental Laboratory. Sources of individual programs in
the TABS-2 system are given in this manual where the programs are
described.

Personnel of the WES Hydraulics Laboratory performed their
."portion of system development under direction of Messrs. H. B.

Simmons and F. A. Herrmann, Jr., former and present Chiefs of the
Hydraulics Laboratory, respectively; M. B. Boyd, Chief of the

- Hydraulic Analysis Division; R. A. Sager, Chief of the Estuaries
Division; G. M. Fisackerly, Chief of the Harbor Entrance Branch;
R. A. Boland, Chief of the Hydrodynamics Branch; and E. C.
McNair, Chief of the Sedimentation Branch. Messrs. W. A. Thomas
and W. H. McAnally supervised development of the programs and
system and prepared this report. Authors of the appendices, rub-
lished separately in looseleaf form, are cited in each appendix.

Hydraulics Laboratory personnel making major contributions
to development of the TABS-2 system were S. A. Adamec, R. F.
Athow, D. P. Bach, R. C. Berger, B. Brown, Jr., C. J. Coleman,
R. R. Copeland, B. Park-Donnell, J. D. Ethridge, Jr., M. A.
Granat, S. S. Grogan, R. E. Heath, S. B. Heltzel, J. V. Letter,
Jr., R. D. Schneider, T. M. Smith, D. M. Stewart, J. P.
Stewart, A. M. Teeter, and M. J. Trawle. Dr. V. E. LaGarde,

*.. WES Environmental Laboratory, performed initial development of
many DMS-A programs. Messrs. A. Melidor, St. Louis District, and
J. Hines, Vicksburg District, performed field trials of many of
the programs. Mr. Hines initiated development of the Greenville
Reach mesh.

Commanders and Directors of WES during the preparation of
this manual were COL Nelson P. Conover, CE, COL Tilford C. Creel,
CE, and COL, Robert C. Lee, CE; Technical Director was Mr. F. R.
Brown. Commander at time of publication was COL Allen F. Grum,
USA, and Technical Director was Dr. Robert W. Whalin.
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CONVERSION FACTORS, NON-SI TO SI (METRIC)

UNITS OF MEASUREMENT

Non-SI units of measurement used in this report can be

converted to SI (metric) units as follows:

Multiply By To Obtain

cubic feet per second 0.02831685 cubic metres per second

feet 0.3048 metres

feet per second 0.3048 metres per second

inches 25.4 millimetres

.o.
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USER'S MANUAL FOR THE GENERALIZED

COMPUTER PROGRAM SYSTEM

OPEN-CHANNEL FLOW AND SEDIMENTATION

TABS-2

Main Text

PART I: INTRODUCTION

Purpose

I. This report describes use of the TABS-2 system for
numerical modeling. The pt:pose of the TABS-2 system is to

provide a complete set of generalized computer programs for two-

dimensional (2-D) numerical modeling of open-channel flow, trans-

port processes, and sedimentation. These processes are modeled

to help solve hydraulic engineering and environmental problems in

waterways. The system is designed to be used by engineers and

scientists who need not be computer experts.

Description

2. TABS-2 is a collection of generalized computer programs

and utility codes integrated into a numerical modeling system for

studying 2-D hydraulics, transport, and sedimentation problems in

rivers, reservoirs, bays, and estuaries. A schematic representa-

tion of the system is shown in Figure 1.

TAS-2

PREPROCESSORS MODEL

Figure 1. TABS-2 schematic

It can be used either as a stand-alone solution technique or as a

step in the hybrid modeling approach. The basic concept is to

calculate water-surface elevations, current patterns, dispersive

transport, sediment erosion, transport and deposition, resulting

bed-surface elevations, and teedback to hydraulics. Existing and

proposed geometry can be analyzed to determine the impact of

project design~s on flows, sedimentation, and salinity. The cal-

culated velocity pattern around structures and islands is espe-

cially useful.

TABS - 2
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3. The three basic components of the system are:

a. "Two-Dimensional Model for Open-Channel Flows,"

RMA-2V.

b. "Sediment Transport in Unsteady Two-Dimensional

Flows, Horizontal Plane," STUDH.

c. "Two-Dimensional Model for Water Quality, RMA-4.

4. RMA-2V is a finite element solution of the Reynolds form
of the Navier-Stokes equations for turbulent flows. Friction is
calculated with Manning's equation and eddy viscosity coeffi-
cients are used to define turbulence characteristics. A velocity
form of the basic equation is used with side boundaries treated
as either slip (parallel flow) or static (zero flow). The model
automatically recognizes dry elements and corrects the mesh
accordingly. Boundary conditions may be water-surface eleva-
tions, velocities, or discharges and may occur inside the mesh as

* well as along the edges.

5. The sedimentation model, STUDH, solves the convection-

diffusion equation with bed source terms. These terms are struc-
tured for either sand or cohesive sediments. The Ackers-White

*. procedure is used to calculate a sediment transport potential for
the sands from which the actual transport is calculated based on
availability. Clay erosion is based on work by Partheniades and
the deposition of clay utilizes Krone's equations. Deposited

material forms layers, as shown in Figure 2, and bookkeeping
within the STUDH code allows up to 10 layers at each node for
maintaining separate material types, deposit thickness, and age.
The code uses the same mesh as RMA-2V.

Uy

"- /

Figure 2. led layering in STJII

7 TABS-2
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6. Transport calculations with RMA-4 are made using a form
of the convection-diffusion equation that has general source-sink
terms. Up to seven conservative substances or substances
requiring a decay term can be routed. The code uses the same
mesh as RMA-2V.

7. Each of these generalized computer codes (RMA-2V . :TUDH,
and RMA-4) can be used as a stand-alone program. To facil itate
the preparation of input data and to aid in analyzing results, a
family of utility programs was developed for the following tasks:

a. DIGIFIZING

b. MESH GENERATION

c. SPATIAL DATA MANAGEMENT

d. GRAPHICAL OUTPUT

e. OUTPUT ANALYSIS

t . F ILE MANAGEMENT

g • INTERFACES

h . AUTOMATIC JOB CONTROL LAN(;UAGE

The codes for accomplishing these tasks are shown in PART V of
this manual.

8. One can assume the nature of the computations by their
stated purpose; but to better illustrate the roll these utility
codes play in TABS-2, an analogy between the steps in a physical
modeling study and a numerical modeling study ot the same problem
is us eful.

9. Both fixed- and mobile-boundary hydraulic problems are
- classitied as "boundary value" problems. The project area has to

be defined and a boundary drawn completely around it. The space
within the boindary becomes the study area and hydraulic
processes in the area depend on what occurs at the boundaries.
In a physical model study, the geometry ot that space i, molded
to create a scale model of the prototype. In a numerical model
study, hvdrographic naps are DIGITIZED into (x,y,z)-coordinates
to create a digital map of that space. Next, in a physical model
study, the model is flooded, the tailwater elevation is set at
the downstream boundary, the flow is set at the upstream
houndary, and the interior ot the model automatically responds to
those BOUNDARY CONI)ITIONS. In a numerical model, the concopt is
the s ire, but the procedure tor executing; the numerical model is
somewhat more abstract. First, the digital map wit have more

.. dat a p n in t s than can he usod in tod v 's co mputers, so points are
consolidated into computIt ion nodes. These nodes are then linked
to,ether, tisin4 quadri Iateral or triansiu ar shapes, into a co mpui- -

S; tat inn space. These chaas, a ld e'lements, form a mesh and the



process of developing the mesh is called MESH GENERATION. The

step similar to flooding tie physical model, called INITIAL
CONDITIONS in the numerical model study, requires that an initial
depth of water be prescribed at each node in the mesh. The
tailwater and headwater conditions are prescribed (i.e., the
BOUNDARY CONDITIONS) and the model is run, at which time the
computer solves the basic equations at each node and produces the
internal response to the BOUNDARY CONDITIONS. For this reason,

it is called a boundary value problem.

10. Whereas the response of the physical model can be

easily viewed, the response of the numerical model is simply

spatial data sets ot numbers. They are called spatial because
the computer program produces a set of numbers at each node
within the model boundary (i.e., over the model space) and a
typical mesh will have several thousand nodes. The analysis of
numerical model behavior requires the evaluation of these numbers

as well as their gr.dients in the (x,y) plane. (For example, a
water-surface profile becomes a water-surtace plane because there
is a calculated water-surface elevation at each node.) The

4handling, storing, and comparing of large sets of spatial data
are extremely important parts of the TABS-2 system, as shown
by references to SPATIAL DATA MANAGEMENT, GRAPHICAL OUTPUT, and

OUTPUT ANALYSIS utilities. Their purpose is to aid in analyzing
and displaying results ot the numerical model stody.

I I. Each time a new set of boundary conditions is pre-

scribed or a new design change in geometry is proposed, another
spatial data set is produced. The task of storing, retrieving,
and using these data sets requires careful indexing and labeling.
A FILE MANAGER was developed to handle that task.

12. Occasionally, spatial data sets must be manipulated
before being used by another program. Special INTERFACE utili-

ties were prepared for those occasions.

13. Finallv, an AUTOMATIC JOB CONTROL LANCUA(;E (JCl) proce-
dure tile was developed for executing the TABS-2 programs. It
allows input and output tile names to he assigned at execution
time and keeps the details of the JCL transparent to the user.
,h is procedure t i le , cal led PROCIV, is complete with a "1tEL P
command that describes the i np)nt data.

Scope

14. This user's manual provides instructions for coding
data for the TABS-2 system. Sufficient theory is provided to
guide in the solect ion of coefficients ind in decisions regarding
ap)plicabi lity. A major factor in this class ot computer programs
is problem size, and this manual shows how to change array dimen-

- -.. sions as needed to fit the programs to the size ot problems bein,

analyzed. AI though model ing is very much an art, some general

'TABS-2
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procedures are useful in every study. These are presented in

this manual.

15. This document does not show the romplete theoretical
development of the computer programs. References are made to

other reports where details are presented. The development of
representative data" is generally beyond the scope of this
document, and yet that is the key to most successful modeling
studies. The criteria to use in assessing numerical model per-

formance depend upon the specific model and the questions being
asked of it. Only limited material is presented in this document
for assessing model performance criteria. The absence of diagnos-
tics and error messages does not guarantee satisfactory model
performance.

A Comparison of I-D and 2-D Numerical Modeling

16. The one-dimensional (l-D) backwater calculation is a
familiar numerical model in which river cross sections are de-
scribed, a tailwater elevation is established, a water discharge
is established, and the resulting water-surface profile is calcu-
lated by solving the I-D form of the energy equation. In that
calculation, the geometry Is described by cross section and reach
lengths (i.e., the distance between cross sections). The align-
ment of each cross section should make it perpendicular to the
approaching flow. Although the location of the cross section is

* frequently shown on the study area map, that section should be
replaced by a single computation node to depict the reality of
the I-D solution. Although the cross sections can be irregular
in shape, the resulting calculated velocity is but an average.

17. The 2-D model on the other hand, does not work directly
from cross sections. However, there is still a requirement for
geometry. This is satisfied by the finite element (FE) mesh.

One significant difference is that the computation points (i.e.,
the NODES) do not have to be in a straight line perpendicular to
the flow. Since the equations are continuous in space, which is
characteristic of the finite element method, the computation
points can fall in a random pattern. However, it is desirable to
be systematic, so that many times the nodes will appear to lie

along cross sections perpendicular to the flow.

18. In coding cross sections for I-D computations, as many
as 100 points are sometimes used. That is not the case with the
2-D geometry. Only one elevation point is permitted at each
corner node and the program assumes a straight-bottom line be-

tween corner nodes. Therefore, if the FE mesh is seven elements
wide, the cross section will be defined by eight bed elevations.

That may not capture the true prototype, cross-section geometry.

19. On the other hand, the 1-1) models solve simplified
equations at each cross section, whereas the 2-1) models solve
more, and more complex, equations at every node. As a result,

TABS-2 I)



substantial effort is made in an attempt to minimize the number
F .- of nodes while adequately capturing signiticant geometry and
\ "' " hydraulic features in 2-D work.

20. The 2-D hydraulic code, like a 1-D code, can be run as
a steady-state solution or it can be run as a dynamic simulation.
For a steady-state case, the tailwater elevation is prescribed
along with the intlow of water and the program calculates the
water surface, u-velocity, and v-velocity at each node. Manning
n-values are used for friction roughness and turbulent losses are
accounted for with diffusion coefficients; calibration is re-
quired to reproduce observed prototype water-surface elevations.
Water-surface profiles from 1-D computations are straightforward,
but less so with results from the 2-D models. This system will
plot a water-surface contour map of the modeled area. In addi-
tion, velocity vectors and unit discharge vectors can be ob-
tained.

21. The above discussions addressed hydraulic calculations.
Sediment calculations in this system are somewhat less advanced
than those in HEC-6 in some respects. For example, only a single
grain-size sediment can be analyzed, and armoring is not
addressed. However, the objective of calculating bed-surface
elevations for feedback to hydraulics is achieved. Since calcu-
lations are node by node, the cross-section shape can deform
depending on hydraulics and inflowing sediment load. Work is
under way to add more sophisticated calculations to TABS-2.

22. A major difference between the 2-D and I-D modeling is
the cost. A I-D model can simulate system behavior for years,
for about the same costs as the 2-D model can simulate for a few
days. it is necessary to use a statistical approach to make
annual as well as long-term projections.

23. Neither the 1-1) nor the 2-D sediment models are
designed tor local scour. It is possible, however, to code
embankment and pier details into the 2-D model and calculate that
portion of erosion resulting from the contraction and the
resulting nonuniform discharge distribution. That leaves only
the turbulence-generated scour as undefined.

Origin of the System

24. TABS-2 was assembled by personnel in the Estuaries
Division and the Hydraulic Analysis Division, Hydraulics Labora-
tory, US Army Engineer Waterways Experiment Station (WES). It
was operated on the CRAY I computer, Boeing Comptiter Services,
from 1980 through September 1983 when the Corps of Engineers
began shifting work to CYBERNET according to the new contract for
ADP services.

* . 25. The individual codes in the system came from several
sources. The first to be developed was RMA-2. It was completed

l l TABS-2



by W. R. Norton, I. P. King, and Gerald T. Orlob in 1973* with
funding from the Walla Walla District, Corps of Engineers.
Further detailF are given in a report to the Association of Bay
Area Governments.** The modified code for TABS-2 is presented in
the RMA-2V appendix of this manual. In brief, the original

*" version was a mass formulation and that was changed to a velocity
formulation of the basic equations resulting in the "V" suffix on
the code designator (RMA-2V). A capability to wet and dry por-
tions of the mesh also was added. A number of other revisions
have been made by WES personnel.

26. The sediment calctilations program, STUDH, is a WES
modification of the program written by Ranjan Ariathurai, Robert
C. MacArthur, and Ray B. Krone- of the University of California,
Davis, for the Dredged Material Research Program of the Corps of
Engineers. That original cohesive transport model was modified
by WES to transport sand. Ariathurai, who is now with Resource
Management Associates, modit led his original program for wetting
and drying and for element shape, and his results were incorpo-
rated into STUDIt by Estuaries Division personnel of WES. The bed
structure module, provision tor combined sand-clay runs, and
internal extrapolation are among many WES modifications to the
program.

27. The salinity transport program, RMA-4, was obtained
i rom Resource Management Associates. it was originally developed
for the East Bay Municipal Utility District, California. WES has
rev ised the program in some ways.

2M. The utility programs in the systems came from several
sources. The network generator, GFGEN, is a WES modification of
RMA-I , which came trom Resource Management Associates. The spa-
tial data analysis codes are adaptations of programs developed
by V. E. LaGarde, Environmental Laboratory, WES. The TABS-2 data
management system was developed by WES Hlydraulics Laboratory
personnel. The automatic mesh generator AIJTOMSII is composed of
two codes obtained from Sandia National Laboratories, entitled
QMKSH and RENUM, plus WES-generated interface codes. Most of
the other codes were designed and written by WES Hydraulics
l.aboratory personnel.

* W. R. Norton, 1. P. King, and G. T. Orlob. 1973. "A Finite

Elemont Model for Lower Granite Reservoir," prepared for TIS
Army Engineer District, Walla Walla, Wash.

** W. R. Norton and 1. P. King. 1977. "Operating Instructions
for the Computer Program, RMA-2," Resource Management
Associates, Lafayette, Calif.

t R. Ariathurai, R. C. MacArthur, and R. R. Krone. 1977 (Oct).
"Mathematical Model of Estitariil Sediment Transport," Techni-
cal Report D-77-12, US Army Engineer Waterways Experiment
Station, Vicksburg, Miss.
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Applications

29. The range of applicability of the TABS-2 system is
still being explored. In general, it should be useful in subcri-

tical flow systems in which armoring is not a major consideration

and flow can be described by depth-averaged velocity. It has
been used to model both sand movement and the movement of cohe-

sive material. It has been applied in estuaries, rivers, and
reservoirs, including those listed below:

River Applications:

Lock and Dam 2, Red River
Lock and Dam 26, Mississippi River
Greenville Reach, Mississippi River

Yazoo Backwater Area Pumping Plant
Upper Mississippi River Tow Navigation

Atchafalaya River at Morgan City

Lock and Dam 3, Red River

Containment Area Design

Tidal Applications:

Columbia River Entrance
Cape Fear River

Atchafalaya Bay

Norfolk Harbor
Chesapeake Bay
New York Harbor

Kings Bay
'Terrebonne Marshes

Charleston Harbor

Portsmouth Harbor

Corpus Christi Bay

30. Some of these studies involved the siting of training
structares to reduce navigation channel and harbor shoaling. The
volume and location of maintenance dredging were key parameters

in comparing those alternative plans. In addition, changes in

estuarine circulation patterns and salinity intrusion caused by

depth changes were calculated for some of the estuarine areas.

Limitations

31. Long continuous simulation studies are not feasible
because of the computation cost. Periods on the order of weeks

or lon:,er are modeled in piecewise fashion with results extrapo-
* lated between successive periods of real-time modeling. Study

areas should be made as small as practicable to reduce computa-

tional costs.

13 TABS-2
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32. The 2-D approximation involves integrating the
governing equations over depth. Thus variations of velocity or

_ constituent concentration with depth are not predicted. De-
pending upon the degree of variation with depth occurring in the

* waterway and the desired detail of results, this approximation
, may or may not be an important factor.

33. Each of the major component programs in the system has
specific limitations. See the documentation for each of them for
their special limitations.

Future Improvements

34. This report describes version 2.0 of the TABS-2 system.
The system and its component programs are undergoing revision to
improve their capabilities and performance. Improvements will be
documented and reported to system users. Users are encouraged to
notify WES of any improvements that they would like to see in the
programs or documentation.

Related Systems

35. Both steady-flow and unsteady-flow work are being pack-
aged in the I-D TABS-i system. It is designed for long-term I
simulations--50 to 100 years--and calculates the water-surface
and the bed-surface profiles. Two programs that approximate the
hydrograph with a histogram of steady flows are being considered:
a network version of HEC-6 and quasi-2-D version of HEC-6 (HAD-i)
in which flow and sediment movement are calculated by strip. The
network code has been applied to several studies, and HAD-I has
been applied to the Atchafalaya Delta and to Canton Reservoir.

36. TABS-3 is the 3-D version of TABS-2; it is presently
tunder development at WES.

37. The TABS-2 system is frequently used in conjunction
with a numerical ship and tow simulator. The simulator consists
of a minicomputer that solves equations to simulate maneuvers of
vessels, a set of pilot controls, and monitors to display visual
and radar scenes to the pilot. The ship and tow simulator is
described in Appendix C.

Organization of the Manual

38. This user's manual consists of the main text and 15
appendices. The main text provides an overview of the system.
Appendix A is a bibliography on related numerical modeling
topics; Appendix B is a glossary of trms used; and Appendix CAp en ice O[" andv C d

gives details of one system applicatioi. Appendices -)O provide
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descriptions of and instructions for using the various components
of the system.
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PART II: SYSTEM DESIGN

Capability of the System

39. The primary considerations in developing TABS-2 were to
produce a systematic numerical method to:

* Establish relations between the factors that cause
shoaling problems in navigation channels,

* Quantify the impact of alternatives being consid-
ered to possibly reduce the amount of shoaling
and dredging in a navigation project,

* Predict the maintenance required for proposed
new projects or project improvements.

That objective was accomplished by the development of the TABS-2
modeling system. In fact, the TABS-2 system goes beyond the
original objective in that it is capable of analyzing a consid-
erably broader class ot problems. It is potentially useful for
planning, engineering, and real estate functions as well as
construction and operations. Hydraulic computations can be made
for fixed-bed problems, if desired, without performing a sediment
study at all. The velocity field can be calculated for a ship-
tow simulator, for example, and losses at channel junctions can
be calculated. Flow around islands and head loss at bridge
crossings, particularly where multiple openings are involved,
provide a new design capability. The power of the method lies in
its ability to calculate the flow pattern across as well as along
the flow field.

40. TABS-2 is an uncoupled computation of the mobile bound-
ary hydraulics problem. RMA-ZV is executed as a fixed-bed calcu-
lation. Resulting hydraulics parameters are passed to STIJOII
using a file interface, and they are used in the sediment trans-
port computations. When "significant" bed changes are computed
by STUDH, a new set of bed elevations is passed back to RMA-2V
and hydraulic computations are updated. (Note: STIJD aitomati-
cally adjusts the magnitude of velocities in the RMA-2V output
file in response 1o calculated bed changes.) The bed structure
in STUDH allows 1( layers at each node. Properties of each layer
can be independently varied. Consolidation with time and over-
burden is permitted. Sand transport and clay transport are
computed separately.

41. The SPATIAL DATA analysis programs offer a new capa-
bility for analyzing and displaying, field measurements as well as
calculated data sets. Of particular importance is the capability
to subtract one spatial data -e t from another, to summarize the
Incremental changes be Lween t hem, and to display the difference
as a contour plot or a factor map.
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42. The theoretical basis for each of the computer programs
is presented in the appendices of this manual. In general,

"'" "- hydraulic computations can be run in a steady-state mode, thereby
producing a direct solution of the equations, or they can be run
as a dynamic simulation. The sediment computations are struc-
tured only for the dynamic mode.

43. Having the full nonlinear equations allows the hydrau-
lic computations to predict large-scale eddies. However, these
codes are considered to be far-field codes; that is, they are

* not designed to resolve eddy and vortex problems close to struc-

tures. There is no tluid-structure interaction built into the
programs. On the other hand, the codes can calculate the impact
of a structure, such as a dike or a bridge pier, on the current
pattern; and based on that impact, the resulting erosion or

deposition is calculated.

44. Each finite element code requires a computational mesh.
Historically, development of the mesh has consumed enormous
amounts of study time. The implementation of automatic mesh
generators in this system provides a method for streamlining the
mesh generation.

45. The finite element method was selected for this system
- for a number ot reasons. Among them are: (a) the solution is

continuous over the area of interest, (b) boundary condition
specification is extremely flexible, (c) resolution can range
from very fine to very coarse in the same mesh, (d) computational
cells can be oriented in many directions, and (e) model boundary

. and interior shapes can be exactly represented. The latter two
reasons are particularly important in navigation channel studies
where size and channel alignment are so variable. The finite
element approach allows computations to be made node by node
rather than averaged over an element.

Components of the System

46. Two-dimensional, mobile boundary hydraulics problems
are considerably more complex than one can address with a single
computer program. Partitioning the overall problem into a set of
tasks led to the tasks and computer codes listed in Table I.
Paragraphs 3-7 discuss the major components briefly. For descrip-
tions of the individual programs, see the appropriate appendix.

F i 1 e s

47. TAHS-2 contains two basic file subsystems: (a) the
FE Subsystem and (h) the WESDMS Subsystem. The FE Suhsystcm
f iles are creatf,d by and for the primary comptitat ion codes: the
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RMA-2V computer program for hydraulic calculations, the STUDH
computer program for sediment transport calculations, and the
RMA-4 computer program for dispersive transport calculations.
The WESDMS Subsystem files are used for spatial data management.

-Consequently, the digitizer, digitial mapping, adding and sub-
tract Ing digital maps from one another to get shoaling or scour
volumes, etc., use the WESDMS Subsystem files. The vector and
contour plotting programs can read files from either subsystem.
Interface programs are available for transferring data from one
of these file subsystems to the other. These programs are de-
scribed in Appendix M: Interfaces and in Appendix L: Data
Management System A. The file structures are described in
Appendix N: Files and FMS.

" - 48. The finite element computer codes, which make up the
primary computation programs in TABS-2, are linked together by

- files. For example, the geometry of the study area is digitized
and processed during the finite element network generation task.
The resulting file is saved for use by the RMA-2V flow model, by
the STUDH sediment transport model, by the RMA-4 transport model,
and by various utility programs in the systems. The geometric
data file structure is described in Appendix N: Files and FMS.

49. The flow model produces a file of hydraulic parameters
that is read by the sediment transport model, by the salinity
transport model, and by the utility programs. The file structure

* is described in Appendix N under Flow Model Files.

50. The sediment transport model produces a file of concen-
trations and bed elevation changes that can be read by the sedi-
ment utilities. In addition, it produces an updated finite
element network file that has the new bed elevations calculated

- by the sediment transport model. The new file can be read by the
flow model. These files are described in Appendix N under Sedi-
ment Model Files.

51. The Transport Model produces a file of concentrations
that can be read by the contour program. This file is described

" .in Appendix N under the section Transport Model Files.

52. Numerous' other files can be produced. These are de-
scribed in Appendix N also.

Structure of the Geometry Data Base

53. The computer program, "Water-Surface Profiles" (HEC-2),
- -. produced hy the Hydrologic Engineering Center, has set a standard

tor geometry data because of its widespread use both in and out
* [ ot the Corps of Engineers. However, that data structure requires

only two of the three spatial coordinates. TABS-2, on the other
hand, requires all three qpatial coordinates; and the data file
structure is established by the Flow Model, RMA-2V. It is com-
pletely different from HVC-2, a- can he seen hy comparii,, the

TABS-2
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flow model's file structure in Appendix N with the HEC-2 manual.

Data Management

54. Data management is essential to a well-executed
numerical model study. The TABS-2 data management system (DMS)
is quite specialized for numerical modeling studies, but it also
contains some parts that are applicable to a wide range of
engineering studies.

55. Data management in TABS-2 is accomplished in several
ways at the user's choice. The WES Data Management System A is
used to process, store, and manipulate spatially distributed

data.

56. The TABS-2 DMS consists of:

a. Manual data handling procedures.

b. Gridding and grid transformation programs.

c. Programs to perform data manipulation and display.

d. Files management.

Items a-c above are described in Appendix L: Data Management
System A. Item d is described in Appendix N: Files and FMS and
in Appendix 0: PROCLV.

Job Control Language (PROCLV)

57. The TABS-2 system includes a procedure file that is
invoked from an interactive terminal and automatically writes
job control language (JCL) to cause any program in the system to
be executed, assigns input files, saves output files, and routes
results to the appropriate device. Only one line of information
is needed. Details for using this procedure are presented in

Appendix 0.
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P ART Ill I O T tw'o usI:iiv SYSTEim

Access

58. TARS-2 is atvai lable ilt the primary computer site tor
the Corps of Engineers. Interested users should notity the Chief

*of the Hydraulic Analysis Division of the Hydrauilics Laboratory
at WES.

59. The syste-m is maintained onl the Corps contract computing
s it e, which is presently CMbERNE-T. Library versions of th e
programs, and procedure tiles are stored onl the TAS-2 ulser num-
be r. Approved users are given read and execu~te permissions for
the system programs.

60. PROCLV, the procedure file used to generate Job control
languiage, and suibmit batch o b s, is trainsferred to Cach user's
nuimber and instal led thore. The installtation procedure culstomlizes

* PROCLV to the user's needs.

Summary of Steps

0 I1. 1 h is se ct i onl stuii a r i z es t he s t ep s i ii ap pl1y i n gy TABS- 2
D eta ilIs t or s tep 1 3 anild f olIlowing steps are presented i n the

append ice s oft th is re po rt where each code is described. A mnort,
d eta ilIed l ist of steps is i ive n i n Tabl Ie 2 . Thlie f ol Io w ingi st ep s

Sassulme thalt acLCess to the s yste has been esta blished.

Step I . STATEi-MENT OF PURPOSE AND END PRODUCT

02. For the most part, numerical model ing answers qJuestionIs
-. psedby te mdelr rather than simulates the behav ior of the

propo0sed prototype project. Rarely wiLl1 it -surprise" the mfod-
u ler wi th uinexpected problems. Co0nsequentl Y, the quiest ions to ask
of the model must he tormulated before the study gets under way.

*Other quest ions usually surf ace as the stuidy progresses , hut theit
- des ired enmd product of the study needs to be specif ied at the

Stop 2. FIELD) DATA ACOUISITION

Th .ibi i s s I t- exp Ia Tnt or y except f or the ques t ion "WhatL
d i I .i . r. ne cdcd ? n g emme(2ralI , the same prototype data- are re-

miIti recd for i numericalI model studyl as aire requi red for a p)hysicall
IT omI' iiiv gemt ryv, roug n e s, structures a nd ot h er m a n-m adeU
U im' 111" 1'vd ro Ioflev ,sefid ime ii ta t inon h)yd ra uIi c c har a cteor ,d (Iveclonp-

m i nt im~- T, o pi-ra t i o na I WI i ui ts anrd pe rfo r mncu c r it er ia. A P-
I'~~ '; *,t cm i f. I dI '? a t a c o I t'C t i on.

Sti ' 11 I. AYOUT AN 1) DES I ;N:

0i , enT i t I I! Ne c - Ge ii r a L o on i A r p em1it i x
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begins by defining the model limits. They should extend several

river widths on either side of the study area so the parameters
prescribed as boundary conditions will be outside the influence
of changes occurring in the study area. The next task is to
sketch the desired mesh on an overlay and establish regions
having similar hydraulic properties. Then, digitize the boundary

around each region for input into the mesh generator. The output
from the mesh generator is combined with card image run control
data, without bed elevations, and input into GFGEN where the
curved boundaries of the mesh are calculated and elements are re-
ordered for more efficient computations. The output file from
GFCEN is the network needed by RMA-2"1 except bed elevations are
usually not yet coded. Bed elevations can be input from the
beginning, but it is not recommended. Normally, run the RMA-2V
"leak" test at this point by assuming the bed is at elevation

"zero" or some other appropriate, constant value. Running a
flat-bottom leak test first will shorten total study time. The
final step in network generation is to determine the bed eleva-

tion at each corner node in the mesh.

Step 4. RUN LEAK TEST IN RMA-2V

65. The purpose of the leak test is to check the mesh,
boundaries, and boundary condition types for leaks. The perform-
ance criterion is continuity of water. The approach is to estab-
lish a conlition of a horizontal pool and an inflow velocity, or
discharge, equal to zero. If water leaks out of the network,
either the network or bouindary conditions contain errors. A

Vsecond leak test with actual bottom elevations is performed as a

final check on network adequacy. Details are given in the RMA-2V
user instructions, Appendix F.

Step 5. ESTABLISH THE INITIAL CONDITIONS

66. Initial conditions refer to the intial depths of water
and velocity at every node. The first choice is always a con-
stant elevation and zero velocity because that is easiest to
code. It computations converge that approach is successful, but

if compuitations fail to converge use the HOTSTART procedure
expl ained in the RMA-2V documentation.

Step 6. RUN TESTS IN RMA-2V

67. Testing always starts with verification to field or

other appropriate data. After this point, the desired tests are
run. The most ditficult task in running tests is maintaining
adequate documentation of what is being tested, the results, and

how this test dit fers from those before and atter it. Careful
note-keeping is strongly recommended and some techniques are

described in the appendices, particularly Appendix N.

Step 7. RUN TESTS IN STUDH

68. There is M) leak test for STIIDti, hut it is important to
establish a sequence of tests that start with a simple Icnditi on
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and proceed toward the more complex. Attempt to define a case
in which a steady-flow water discharge and a steady-state sedi-
ment concentration at the boundary can be run with negligible
change in the bed elevations. When that case runs satisfactori-
ly, begin time-dependent boundary conditions or flow field runs.
Always limit changes to one parameter at a time. Details for
running STUDH are presented in Appendix C.

Step 8. CYCLE BETWEEN STUJDH AND RMA-2V

69. The STUDIH program will produce a new geometry file that
" can be cycled back through RMA-2V as needed. A general rule of
" thumb is to allow the bed surface to change by a foot or 10

percent of the depth before rerunning RMA-2V, but each study must
"* be prepared to modify that general rule if results so indicate.

Study Management

7fl. Key words appropriate for 2-D numerical modeling
studies are plan-monitor-evaluate. An inadequate plan of study
will often cause the study time to increase, thereby increasing
manpower and computer costs. Inadequate monitoring of AI)P usage

- can allow the entire annual budget for ADI to be spent early in
the project. Inadequate evaluation of study results will lead to
misinterpretation. This type of study will produce many more

* numbers than the engineer is historically accustomed to, so the
procedures for evaluating results must be carefully thought out.

71. The review of results produced by 2-D numerical models
should always include volumes or total masses as well as the
rates and distributions which are calculated and printed out by
the programs. Always ascertain that the geometry, as defined by
connecting the (x,y,z) coordinates of the finite element network
with a series of planes, closely approximates the prototype, that
n-values are assigned in accordance with standard procedures for
estimating hydraulic roughness, and that the diffusion coeffi-
cients are reasonable. Although mentioned last, the diffusion
coefficients issue is by no means of least importance. Head loss
at contractions and eddy formations are strongly controlled by
the diffusion coefficients. Often, a sensitivity study is the
only method for testing the role the diffusion coefficients play

" in the results of a particular study.
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PART IV: EXAMPLE PROBLEM

72. Appendix C contains an example problem that illustates

the steps in applying TABS-2. The following example uses the

results of an application on the Mississippi River near

Greenville, Mississippi, to briefly illustrate model performance.

73. The Greenville Reach of the Mississippi River starts at

the Greenville Bridge, river mile 531.33, and extends about 15

miles upstream (Figure 3). The Potamology Research Section, US

Army Engineers Division, Lower Mississippi Valley, developed the
computational network, provided hydrographic survey data, flow

velocities, float measurements, and water-surface elevations for

testing the performance of the RMA-2V code for hydraulic calcula-

tions. Results of that application are presented below.

.p
o -

I *. . .. .;
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,, .; ' .:' ,' , GREENVILLE

Figure 3. Vicinity map, Greenville reach,
Mississippi River
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74. The finite element mesh is shown in Figure 4. It
contains 336 elements and 1,078 nodes. Sandbars and dikes com-
plicate the mesh development as illustrated in the inset to
Figure 4. The Leland bar dike No. 4 is located at about river
mile 537 on the right bank side of the channel. It is about
1,500 ft long and 30 ft high at the outer end, and it is built
into the mesh by five elements. During high flows, it is entire-
ly submerged, but during low flows, this structure is out of the
water. Numerous other dikes, functioning and coded in the same
fashion, are visible along this reach of the river.

SG543.OL

S 6S4542.43L

SG540.9R

(290)

SG538.6R

LELAND BAR 04 SG$3.R G34,08L

SG$32.45R

GREENVILLE REACH

Figure 4. The finite element mesh, Greenville reach
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75. Another type of dike in the Greenville reach is the
vane dike. It is positioned in the channel at a slight angle to

the current and is not attached to the bank. There are five vane

dikes in the Greenville reach, each one requiring four elements

to model its shape and size. The resulting mesh provided the

necessary resolution for the computations.

76. The hydrographic survey of 9 March 1981 was digitized
and incorporated in the computation mesh. Depths ranged from 5 to

75 ft. The corresponding water discharge and water-surface ele-

vation at the Greenville Bridge gage, 677,500 cfs and 104.2 ft

NGVD, respectively, were encoded as boundary conditions. The n-
values and eddy viscosity coefficients, E , were assigned as

fol lows:
Feature n-Values Exx E Exy Eyx

River channel elements 0.0275 250 250 250 250

Dike-field elements 0.043 250 250 250 250

Vane-dike elements 0.045 250 250 250 250

Other dike elements 0.055 250 250 250 250

77. Three model responses were ob erved: Water-surface
elevations, current patterns/velocity d stributions, and unit

discharge at a cross section. Model and prototype water surfaces

are shown in Figure 5. Model results were within 1/2 ft of the

FEET NGVD RIVER MILE $4" .G R I WATER SURFACE ELEVATIONS

ii!! FET NGVD

-112.0 !ROTqTYPE MODEL

-111.1° "0
SGS43.0L 111.8 '04

SG 42.43L 111.3 -01

-111.0 TARPLEY ISLAND
SGS43. R 1 110.7 -0.1

-. 10.0 SG53 S 3SR 1087 -0.1
-109.5 _

,SG53.4L 109.4 -0.1

SGS36.34R 106.4 0.0
-105.3 SG36.83L 106.4 -0.1

SGS33.9R 108.2 -1.0

-107.5 /r.' $GS34.0EL 107.2 -0.2

-106.5 SG532.45R 101 0 +0 7
" ,- 10S.S GREENVILLE BRIDGE

"/ RIVER MILE S31.33 1042

GREENVILLE REACH (0 = 677,500 CFS, 9 MARCH 1981)

Figure 5. Water-surface elevations
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prototype except for three gages where the difference ranged up
to I ft. Most gages were within a tenth of a foot. In addition
to the tabular data at gages, contours of the water surface were
developed. Of particular interest is the steep gradient, on the
inside of the bend, between elevation 109 and 111.

,. 78. Figure 6 shows the model velocity vectors near Tarpley
Island. The dots are float positions taken at 30-sec intervals.
Vector lengths were scaled so perfect agreement is three dots
long. The results, both in magnitude and direction, were very
good. (Note the eddies forming downstream of the Tarpley Island
Dike.)

79. Not only velocity vectors but also flow distribution
matched prototype data remarkably well as shown in Figure 7. The
calculated flow distribution around Tarpley Island matches
prototype measurements within 2 percent.

80. Figure 8 shows two vector plots--one for velocity and
one for unit discharge. To obtain greater readability, the
horizontal scale is compressed. Both plots show the greatest
intensity crossing from the left bank to the right bank just

upstream from Greenville Bridge. The unit discharge vectors show
a narrow band of high discharge that is of importance to sediment
and channel alignment studies, whereas the velocity vectors show
the most information for navigation studies.

81. In general, the codes performed well. Wetting and
drying of elements caused some numerical problems that can only
be solved by relatively small element sizes at present. The
application took about 2 months and served as a training aid in
addition to testing the code performance.
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Figure 6. Comparison of model and prototype
velocities, G;ree-nvilIle rea c h
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GREENVILLE REACH
COMPARISON OF MEASURED AND COMPUTED FLOW DISTRIBUTION
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Figure 7. Flow distribution comparison
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PART V: INDEX OF PROGRAMS

82. Several indices are provided to help the user locate
programs within this manual. An index of programs by categories
appears after the table of contents. Table 1 lists the major
task categories and the programs that accomplish those tasks.
Table 3 lists the programs and procedures by name and gives the
manual location that describes their use. Each appendix contains
a table of contents listing the programs contained there.
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Table I
TABS-2 Tasks and Programs

Computer

Task Purpose Programs

DIGITIZING o Create a digital map of the study area in (K,yz) MESH

coordinates . DMSDIG

o Establish the (x,y) coordinates for the boundary

around the finite element mesh and in complex
studies, boundaries of each subregion in that mesh.

MESH GENERATION 0 Locate computation nodes in the study area and AUTOMSH

link them together into elements. GFGEN
o Assign element types, first external boundary EDGRG

nodes, calculate curved sides, and produce the

input file for RMA-2V geometry in the proper forms

FLOW MODELING o Calculate water-surface elevation, the RMA-2V

u-velocity and the v-velocity for a specific
set of boundary conditions.

SEDIMENT MODELING a Calculate the concentration of sediment in STUDH

the flow, erode transport and deposit, and
change bed elevations at each node.

TRANSPORT MODELING o Calculate the salt, temperature, orother RMA-4
constituent concentration in the flow field.

SPATIAL DATA o Transform randomly spaced data to a iaiform ELEVGRD

MANAGEMENT grid (i.e., such as velocities from RMA-2V
to a uniform spacing for plotting).

o Interpolate gridded data from one cell size TRANSA

to another.
o Interpolate from gridded data to irregularly RETPNT

spaced points (i.e., such as extracting
nodal elevations from the digital map file).

o Subtract two spatial data sets. GRDSUB
o Create a factor map. FACGRD

GRAPHICAL OUTPUT o Plot velocity vectors. VPLOT
o Plot contour maps. CONTOUR

0 Plot drogue path from )ROGUEPLOT

RMA-2V output. SEDGRAF

OUTPUT ANALYSIS o Analytical and statistical summaries. POSTSED

o Comparisons or one data set or result with
another - as model to prototype. POSTHY!)

o Accumulations of rates into volumes. ACE

FILE MANAGEMENT 0 Store, retrieve, and provide common

analysis of temporal, spatially
distributed data sets.

o Maintain a history and family tree

information" of tho contents in a tile.

INTERFACES 0 Change output from one code into form
require to input to another. ENGMET

o .obstream model runs trom coarse meshes

to inset meshes. JOBS'rF.AM

- JOB SUBMISSION o Automatic job control lanvuage. !)R()Ci,V
o Submit hatch jobs to computer.

o rrack job's progress.

TARS-2



Table 2

Summary of Steps for a Typical Applications

1. Prepare statement of purposes and end products desired.

2. Assemble available prototype information--charts, maps,
flow measurements, etc.

3. Sketch mesh limits and element layout.

,-.. 4. Refine mesh sketch, number nodes and elements (manually or

" by AUTOMSH), and set up connection table.

5. Establish boundary condition nodes.

6. Identify nodes on curved boundaries and assign slopes.

7. Digitize manually developed mesh or region boundaries for

automatic Tresh generation.

8. Edit and merge files for GFGEN input.

9. Run (FGEN or (EDGRG), then edit slope error problems.

10. Rerun GFGEN until all major slope errors are fixed and
network is reordered efficiently.

11. Create RMA-2V run control file for steady-state, flat-bottom

leak test and run.

12. If mesh leaks, correct problems.

13. Install actual bed elevations, then rerun leak test.

Correct leaks and oozes.

14. Run RMA-2V verification tests.

15. Run RMA-2V base test.

16. Create STUDH run control file with nonerodible bed and
constant boundary concentrations. Run short test and

correct any problems that occur.

17. Modify STUDH run control file to show desired bed condition
and initial and boundary conditions. Run initial test and
correct any problems that appear.

18. Run STUDH verification tests.

19. Run STUDH base tests.

20. Revise computational mesh as needed for plan to be tested.

21. Run RMA-2V plan tests.

22. Produce graphical and tabular hydrodynamic results output.

23. Run STUDH plan tests.

24. Produce graphical and tabular sedimentation results output.

25. Report results.

T AB S -
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Table 3
Program Name Index

PROGRAM PURPOSE APPENDIX PAGE

ACE Assemble STUDH events, compute bed J i-I-I
change and dredging volumes, plot

sediment transport vectors.

AIUT OMSI1 Create computational meshes. D D-I-I

. BATHVOI. Compute volume of sediment difference L L-15-1

between two surveys.

BIN2FOR Transform binary model output files to J J-3-1

formatted files.

HTHAREA Compute areas within contours. L L-14-1

CONFEG Convert digitizer file to GFGEN format E E-3-1

CONTOUR Plot contour map of specified data. I I-1-1

DROGUEPLT Plot path of a drogue moving with I 1-2-I

current.

DMSDJ Digitize data from a map or graph. L L-I-I

DGPLT Plot digitized data for checking. L L-2-1

DIRECT Display a plot on a graphics device. I 1-3-1

DUMPER2 Print gridded data in swaths. I L-16-1

EDGRG Edit computational network interactively. D D-2-1

ELEVGRD Create standard DMS data format file L L-IO-I

from randomly spaced data.

ENGMET Translate RMA-2V output from English M M-I-I

units to SI units for use by STIII.

FNDNODE Locate a node in a computational mesh. 1) 1)-5-1

FACGRD Set tip factor or patch map. I, L-I 2-1

FO2UN Transform formatted tile to iMS binary L I1-5-1

form.

FOR'IBIN Transform formatted model output files , J-4-I

to binary files.

4VIEW Plot psuedo-3-) graphs. I l-4-

(Continued) (Sheet l ot 3)
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Table 3 (Continued)

PROGRAM PURPOSE APPENDIX PAGE

(;,T Accumulate STUDH output results for J J-I -1

use by ACE.

GFGC N Create geometric data file for use by I) D-3-1

models .

GCS/ME'rA METAPLOT version of G;CS. 1 1-5-1

(;RDSUB Subtract one set of gridded data from 1 L-13-1
another and writes results to a file.

JOBSTREAM Compute boundary conditions for an M M-2-1

inset computational network from
results of a larger network model run.

MESHI Merge tabular data into a gridded L L-7-1
data set.

MESH2 Merge standard hydrographic survey L L-8-1

data into a gridded data set.

MES f3 Merge gridded data from several maps. L L-9-1

METAPLOT Produce graphics output files. I 1-6-1

POSTRiYD Analyze results of an RMA-2V run and J J-3-1

plot time-histories.

P oSTSEI) Summarize results of a STUDH run. J J-2-1

PROCLV Construct job control language and 0 0O-I
submit batch jobs to run programs.

RETPNT Interpolate gridded data to provide L L-I1-1
data at specified points.

REFMT Convert special digitizer data files 1 L-3-1
to standard format.

RMA-2V Compute 2-D flow and water levels F F-I

RMA-4 Compute transport ot dissolved and ! H-i

suspended substances.

SEI)(;RAF Produce factor map of STUDHI results. 1 1-3-1

STIIDH Compute transport, erosion, and G ;-I 7-

depos it ion ot sed imenots;.

(Con t i nued) (Sh e et 2 o 3)
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- . .Table 3 (Concluded)

*PROGRAM PURPOSE APPENDIX PAGE

'rKANSA Transform data from one grid system to 11 L-4-1

another.

UN2F() Transform binary form data to 11 L-6-1
formatted form.

VP 1,OT Produce vector plots of RMA-2V I - 7- i
velocity results.

WDGPLT Plot wet and dry areas of computational I1-I

me sh.

(Sheet 3 of 3)
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APPENIIIX B: GLOSSARY

This glossary presents detinitions of some of the terms used
in this manual. The definitions are sometimes limited to how the
work is used in the manual instead of a general definition. Also
included are some related modeling definitions that are quoted
trom an American Society of Civil Engineers task committee re-
port, "Modeling Hydraulic Phenomena: A Glossary of Terms" (July
1982, Journal of the Hydraulics Division, Vol 108, HY7). Those
definitions are marked with "(ASCE)" after the definition. Since
WES Hydraulics Laboratory personnel participated in that task
committee, many of the definitions are consistent with TABS-2
U S V.

ACCURACY - The difference between the approximate solutions
obtained using a numerical model and the exact solution of the
governing equations. (ASCE)

AI)JUSTMENT - Variation of the parameters in a model to ensure a
close reproduction by the model of a set of prototype conditions.
(AS CE)

ALGORITHM - A set of numerical steps or routines to obtain a
" numerical output from a numerical input. (ASCE)

, ALIASING - Occurrence of an apparent shift in frequency of a
- periodic phenomenon. It arises as the consequence of the choice
- of discrete-space or time sampling points to represent a contin-

uous process. The choice may introduce a spurious periodic
solution or mask a real periodic phenomenon. (ASCE)

ANALYTICAL MODEL - Mathematical model in which the solution of
the governing equations is obtained by algebraic analysis.

BINARY DATA- Data that are stored in binary form and not sepa-
rated by spaces or other delimeters. Binary data files cannot be
interpreted by mortals.

BOUNDARY CONDITIONS - Water levels, flows, concentrations, etc.,
that are specitied at the boundaries of the area being modeled.
A specified tailwater elevation and incoming upstream discharge
are typical boundary conditions.

BOUNDARY COND IT I8NS - Definition or statement of conditions or
phenomena at the botindaries. (ASCE)

BOUNDARY EFFECT - Consequence of dissimilarities between the
-model boundary conditions and the conditions occurring in the
* ' prototype at the location of the model boundaries. (ASCEI)

BI (; (SSARY
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CAICOMP - A proprietary line of graphics devices and software
that are recognized as standard in coinputer graptics
..applications.

CAL IBRAT ION - Adj ustment of a model's parameters such as rough-
ness or dispersion coefficients to make it reproduce observed

. prototype data.

CARD - A cardboard input medium that is not generally used by
TABS-2. The input data are organized into lines of information
and each line (a card image) is called a card.

- CARl) IMAGE DATA - Information that is to he read by a program as
input. The information is punched on conputer cards or keyed
into a tile that contains one line of information corresponding
to each read statement in the program.

CtHARACTERISTICS METHOD - Method in which the governing partial
differential equations of a mathematical model are transformed
into characteristic (ordinary difterential) equations.

COD I) DATA- Data that are stored in ASCII form and are thus
readable by ordinary means, e.g., a text editor program.

COLD START - A model run using initial conditions that are not
expected to be close to conditions as solved by the model, e.g.,
a level water surface and zero velocities.

CONCEPTUAl M.OIEL - A simpl ification of prototype behavior used to
* demonst rate concepts. (ASCE)

C0NFIRMAT ION - P1rocoss in which a model of a specific design tis
built and tested to confirm tlat a de.ign is adequate and no
major phenomenon has been overlooked.

CONSISTENCY - The clhoice of a set of approximations that yield a
soluti on in which the approximations are subsequently justi f ied.
For example, the assumption of linearity can be tested tor
consistency by checking, the relative magnitude of the neg lectod
or linearized terms using the derivative solution. (AS)CE)

.C NVF-RG FNC - The state of tending to a unique solut ion. A i;i ven
scheme is convergent if an increasingly finer computatonal grid

e leadq to a more accurate solttion. (ASCE)

1I)FITERMINISFIC MO)EL - Mathematical model in which tile behavior of
every variable is completel.y determined by the governing equa-
t ions. (ASC!-;)

1 I1G IV I AT I(N - Rep)resentation of a cont inunus process by numeri-
cal (digital) values. (AS C )

1) 1I(;rIZE - Convert data from map or gr~aphical form to digital ..
turm for u.se by the pro);,r,ms.

(IOSSARY B2
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DIRECT SCHEME - Scheme for finding values of certain dependent
variables at given values of the independent variables and time
(-dependent variable scheme"). (ASCE)

DISCRETIZATION - The procedure of representing a continuous vari-
able by discrete values at specified points in space and/or time.

- DISCRETIZATION ERROR - Error introduced by the discrete represen-
tation of a continuous variable.

DISSIPATIVE SCHEME - Computational scheme designed to damp or
eliminate numerical production of energy. (ASCE)

DYNAMIC MODEL - A mathematical model in which the independent
variables are adjusted to allow for the influence of time-
dependent behavior of the dependent variables. (ASCE)

EMPIRICAL HODEL - Representation of a real system by a mathemati-
cal description based on experimental data rather than on general
physical laws. (ASCE)

EXPLICIT SCHtEmE - Scheme in which the governing eqtiations of a
numerical model are arranged to update the dependent variabl,
explicitly in terms of previously known values. (ASCE)

I. FILTERING - The procedure of removing or snoothing undesired
perturbations. (ASCE)

FINITE DIFFERENCE METHtOD - Method in which differentials of the
governing equations of a numerical model are written and solved
in finite difference form.

F INITE ELEMENT METIOI) - Method of solving the govern ing equat ions
of a numerical model by dividing the spatial domain into element
in each of which the solution of the governin g qtuat ieons is

.... - approximated by some continuous function. (ASCE)

FIXE.i FORMAT - Input structure that requiros data to appear
within specified areas ot a line (i.e., specit ied " ard columns")
and corresponding to a preset sequence.

FREE-FIELD - Input structure that requires a preset sequence of

data without limiting how the data ae written within that

sequence. Free-field input variables may he seeparated by commas
or spaces.

G R(RID - Netwe rk of points coveri n g the space or t ime -Sp a rCt' d1m ai
ot a numerical model. The points are usually regularly spacd.
(modified ASCE)

. UIIRI.STIC MODEL - Representation of a real system by a math mati-
cat description based on reasoned, but unprov,,n irg iment. (NSCE)

I,(OSSARY
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HOTSTART -A model run using initial conditions that are
expected to be close to conditions as solved by the model."

Usually these hotstart initial conditions are results saved from
a previous model run.

HYBRID MODEL - Model combining at least two modelinp techniques
. (e.g., physical and numerical) in a closely coupled fashion.

HYDRAULIC MODEL - Physical model using water as fluid. (ASCE)

IMPLICIT SCHEME - Scheme in which the governing equations of a
numerical model are arranged to obtain solutions for the depen-
dent variable simultaneously at all grid points corresponding to

alV one time. The computed values depend not only on known
values at a previous instant in time but also on the other un-
known neighboring values at the surrounding grid points at time
being calculated. (ASCE)

INIFIA, CONDITIONS - The value of water levels, velocities, con-
centrations, etc., that are sDecified everywhere in the mesh at
the beginning of a model run. For iterative solution, the ini-

tial conditions represent the first estimate of the variables the
model is trying to solve for.

INTERA(TIVE MODEL - Numerical model which allows interact ion by
the modeler during computation.

LINEAR MODEL - Mathematical model based entirely on linear equa-
tions. \ASCE)

LOGICAL UNI r - A numerical designation that a computer program
interprets as a device that it should attach to read from or
write to. In practice, where several different files stored on
disk are to be accessed, each file is given a unique logical unit
number. Whenever the program is told to read or write on logical
unit 14 (sometimes called TAPEI4) it somehow figures out where
that file is and accosses it.

NiATl'MATICAT, MODEl° - A model that uses mathematical expressions
to represent a physical process.

* MES - The network of computational points (nodes) linked

together by tho tlement connection tables to torm a digital

representation o f tt, modeled areas geometry.

NOI)EI. - A reprs,_entation of a physical process or thing that can
he used to predlict the process's or thing's behavior or state.
(A ;tory abiout real I io.)

A c oe p it a I n , d I l It I thro w a rock harder, it will
go t a ter.

A nat h m tic m ,el : Fr o dI
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' '" "A hydraulic model: Columbia River physical model

MOVAB.E-BED MODEL - Model in which the bed and/or side material

is erodible and transported in a manner similar to the prototype.

NETWORK - Same as mesh.

NGVD - National Geodetic Vertical Datum, vertical datum plane
reference that has replaced mean sea level.

NONLINEAR MODEL - Mathematical model using one or more non-linear
equations.

NUMERICAL DIFFUSIViTY - The second-order term introduced as a

result of discretization of the governing differential equations

using either forward or backward differences. (ASCE)

NUMERICAL DISPERSION - The effect on the numerical solution of
numerical diffusivity. (ASCE)

NUMERICAL MODEL - A model that uses numerical (computational)
0 1methods to obtain solutions to mathematical expressions.

ONE-DIMENSIOtAI. MODEL - Model defined on one space coordinate,
i.e., variables are averaged over the other two directions (e.g.,
wave propagation in a narrow channel). (ASCE)

PROBABILISTIC MODEL - Mathematical model in which the behavior
of one or more of the variables is either completely or partially
subject to probability laws. (ASCE)

PROTOTYPE - The full-sized structure, system process, or phenome-
non being modeld. (ASCE)

QUASI-STEADY-STATE MODEL - Model in which time-dependent
variables are simulated by a sequence of steady-state models.

QUASI-TFtREE-I)I YIENSIONAL MODEL - A combination of two-dimensional
models used to simulate variations in three dimensions. (ASCE)

RECORD - A group of words in a binary file. It corresponds to a
line of information in a card image file. A record is usually
terminated h- an end of line mark.

ROUNDOFF ERROR - The error introduced by rounding of results from

individual arithmetic operations because only a finite number of
digits can he retained after each operation.

RUN CONTROL DATA - Information that is to be read by a program
and ised to specify the input parameters for a program run, such
as duration of simulation.

S('HEMATIZATION - Representation of a continuum by discrete ele-
ments, e.g., dividing a real river into reaches with constant
parameters.

B5 GLOSSARY



04/85

SCHEME (numerical or computational) - Systemat ic program of ac-
tion for solving the governing equations of a mathematical model.
(ASCE) .

SEMI-EMPIRICAL MODEL - Representation of a real system by a
mathematical description based on general physical laws but con-
taining coefficients determined from experimental data. (ASCEI)

SIMULATION - Replication of the prototype using a model. (ASCE)

SIMULATION MODEL - Mathematical model in which detailed values of
the various parameters are computed both with respect to space
and t ime.

SLIP FLOW - A boundary condition specification in which water is
allowed to flow along a side boundary with a finite speed and no
fri tion loss. A]so called parallel flow.

SPIN-UP - The process by which a model moves from an unrealistic
set of initial conditions (a COLDSTART) to results that represent
steady or quasi-steady results that are not strongly influenced
by the initial condition.

STABILITY (numerical or computational) - The ability of a scheme
to control the propagation or growth of small perturbations
introduced in the calculations. A scheme is unstable if it
allows the growth of error, so that it eventually obliterates the
true solution. (ASCE)

STEADY-STATE MODEL - Model in which the variables being investi-
gated do not change with time. (modified ASCE)

* STOCHASTIC MODEL - See Probabilistic Model. (ASCE)

THEORETICAL MODEL - Representation of a real system by a mathema-
tical description. (ASCE)

THREE-DIMENSIONAL MODEL - Model defined on three space coordi-
nates. (ASCE)

TRUNCATION ERROR - The error introduced by replacing the differ-
entials of a differential equation by finite differences using
truncated Taylor series expansions.

TWO-DIMENSIONAL MODEL - Model defined on two space coordinates,
(i.e., variables are averaged over the third direction). (ASCE)

UNSTEADY-STATE MODEL - Model in which the variables being inves-

tigated change with time. (modified ASCE)

VALIDATION - Comparison ot model results with a set of prototype
data not used for verification. (ASCE)

GLOSSARY B6
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VERIFICATION- The process or state by which a model is adjusted
and shown to be a satisfactory representation of observed proto-
type behavior.

WORD - A data value in a record. The word can be a floating

point number, fixed point number, or packed 8-character bytes.
Word length--8, 16, 32, or 64 bits--depends on the computer

hardware.

R7 G.OSSARY



(14/ 5

Alx Pr-,,;I)IX C: EIXA.PLE PROBIIA-.

This dpp)endiK reproduces a UI'S report on application of the
TAS-2 system to a reach of the Arkansas River at Littie Rock,

Arkansas.
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Destroy this report when no longer needed. Do not return
it to the originator.

The findings in this report are not to be construed as an official
Department of the Army position unless so designated

by other authorized documents.

The contents of this report are not to be used for
advertising, publication, or promotional purposes.

.4. Citation of trade names does not constitute an
official endorsement or approval of the use of

such commercial products.
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CONVERSION FACTORS, NON-SI TO St. (METP IC)
UNITS OF MEASUREMENT

US customary units of measurement used in this report can be converted to

metric (SI) units as follows:

-... ultip y .. BTo Obtain

cubic feet per second 0.02831685 cubic metres per second

fee t 0.3048 metres

feet per second 0.3048 metres per second

miles (US statute) 1.60934 kilometres

pounds-seconds per kilograms-seconds per
square foot 4.8824 square metre

miles per hour 1.609344 kilometres per hour

3
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IMPACT OF PROPOSED RUNWAY EXTENSION AT LITTLE ROCK

MUNICIPAL AIRPORT ON WATER-SURFACE ELEVATIONS

AND NAVIGATION CONDITIONS IN ARKANSAS RIVER

PART I: INTRODUCTION

Background

1. On 27 September 1983, the Little Rock Municipal Airport Commission

made application for a Department of the Army permit to place fill material

and bank stabilization stone on the left bank of Fourche Creek at mile 1.7*

and on the right bank of the Arkansas River at mile 161.3 in connection with

the construction of the Adams Field Runway 4R-22L, Pulaski County, Arkansas

(Figure 1). The runway would be placed on fill material varying in height

from approximately 258.0 ft NGVD on the south end to 259.75 ft NGVD on the

north end.

Purpose of Study

2. Personnel of the US Army Engineer Waterways Experiment Station (WES)

visited the US Army Engineer District, Little Rock (SWL), and photographed

significant features of the study area. Hydraulic and sediment data were ob-

tained to develop and verify the numerical models.

3. '[lie purpose of this study was to determine whether or not the pro-

posed runway will satisfy the established criteria for maximum head loss re-

sulting from construction along the Arkansas River. The maximum allowable

swellhead criterion for any new construction is 0.5 ft. An additional objec-

tive was to predict changes in navigation characteristics resulting from con-

struction of the new runway.

Approach

* 4. The solution recommended to SWL was to design a numerical model of

| - the study are;a using the TABS-2 system. Recently developed in the WES Hydrau-

lics Laboratory, the TABS-2 offers a unique approach to solving complex water

A table of factors for converting non-SI units of measurement to SI (metric)
[nits is presented on page 3.

4
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resource problems. It is a modular system composed of many distinct computer

programs linked together by pre- and postprocessors. Each of the major com-

puter programs solves a particular type of problem--hydrodynamics, water qual-

ity, or sediment transport. If a new program is needed for a particular

application or if new, state-of-the-art programs become available, the modular

construction of TABS-2 allows these new programs to be easily incorporated in-

to the system. Thus tile modeler is assured of using the best available tools

to solve the problem.
5. The two numerical models used in the head loss portion of the study

were "A Two-Dimensional Finite Element Program for Problems in Horizontal Free

Surface Hydromechanics" (RMA-2V) and "Sediment Transport in Unsteady, Two-

Dimensional Flows Horizontal Plane" (STUDH). Both programs employ the finite

element method to solve the governing equations. A brief description of RMA-2V

and STUDH appears in Appendices B and C, respectively. The ship hydrodynamics

model used to predict changes in navigation characteristics was developed by
Hydronautics, Inc., and incorporated into the WES ship/tow simulator facility.

Appendix D describes this model.

* 6. The proposed study plan consisted of seven steps:

a. Develop a finite element grid with a downstream boundary at the
1-440 Bridge and an upstream boundary at the M-P Railroad bridge.

b. Use the computer program (RMA-2V, to calculate flow patterns and
water-surface elevations for base conditions and also for the
plan condition with the proposed runway. This fixed-bed numeri-
cal model would be calibrated for base conditions using SWI's
water-surface profile for the Standard Project Flood (SPF) of
625,000 cfs, and verified to the profile of the Navigation
Design Flood (NDF) of 310,000 cfs.

c. Use the flow field for the SPF computed in b as input to
(STUDI). This model will predict the new riverbed elevations
resulting from the SPF.

d. Rerun the hydrodynamic model using the updated bed elevations
to determine water-surface elevations during the SPF under base
conditions.

e. Repeat steps c and d for the plan condition--i.e., with the
proposed runway in the grid--and compare the water-surface
elevations with those for the base conditions.

"- f. Run the hydrodynamic code for the NDF under base and plan
conditions.

g. Use the results of f to run the WES ship simulation model and
compare navigation characteristics under base and plan condi-
tions.

Cil EXAMPLE PROBLEM
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PART II: THE HEAD LOSS STUDY (Q = 625,000 cfs)

The Hvdrodynamic Model

7. Data requirements for the hydrodynamic model include:

a. The computational grid.

b. Roughness coefficients.

c. Turbulent exchange coefficients.

d. Boundary conditions.

e. Initial water-surface elevation.

8. The computational grid used by RMA-2V and STUDH is created by a pre-

processor code, GFGEN. In addition to a title card and run control data, input

to GFGEN consists of an element connection table that identifies the nodes

defining each element and a list of x- and y-coordinates and bed elevations

for every corner node in the grid. The program then computes coordinates and

bed elevations for the midside nodes, computes slopes for all boundary nodes,

generates plots of the grid, and writes the geometry file used by RMA-2V and

STUDH.

9. For this study, an automatic grid generator was used to create the

element connection table and nodal x- and y-coordinates for input to GFGEN.

Input to the grid generator consisted of sufficient coordinate locations for

each row and column to define the geometry of the study area. Rows were

aligned along contour lines and columns, along pile dikes. The program then

created the element connection table and corner node coordinates. Elevation

data were obtained from 1978 sediment range surveys that were transferred to

the aerial mosaic and contoured. A plot of the grid was overlaid on the mosaic

and elevations were determined at each corner node. The final grid for the

base test contained 316 elements and 1,009 nodes (Figure 2). For the plan

test, the elements defining the runway were removed from the grid (Figure 3).

Initial bathymetry is shown in Figure 4.

10. Manning's n values and the turbulent exchange coefficients were

input by element type. The computational grid was partitioned into three re-

gions as shown in Figure 5. The overbank areas with thick grass, trees, and

debris were assigned an n-value of 0.060 and a turbulent exchange coefficient

of 100 lb-sec/ft2 . The areas betwe.en pile dikes and along steep elevation

gradients were givei an u- 1 , of 0. Y5 and a turbulent exchange coefficient

EXAMPLE PROBLEM gI 2
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2
of 75.0 lb-sec/ft 2

. The channel elements were assigned an n-value of 0.020

. . and a turbulent exchange coefficient of 50.0 lb-sec/ft . The n-values were

obtained from 1-) backwater runs provided by SWL. They were adjusted somewhat

during the calibration process and are in agreement with values recommended in

Chow's Open Channel Flow. The turbulent exchange coefficients were adopted

from previous WES model studies using RMA-2V.

11. Boundary condition types for the hydrodynamic model consisted of

velocity specifications at the upstream boundary and water-surface elevations

at the downstream boundary as shown in Figure 6. Land boundaries were given a

slip (parallel) flow specification and nodes along the 1-440 embankment were

given a zero flow specification. For the SPF discharge of 625,000 cfs, a chan-

nel velocity of 11.8 fps was prescribed along the upstream end of the grid

and a tailwater of 248.5 ft NGVD was specified at the downstream end. For the

navigation design flood, the upstream channel velocity was 8.3 fps and the

tailwater elevation was 240.5 ft NGVD. Nonchannel velocity specifications

were lowered in proportion to the depth. The velocities selected agreed

fairly well with previous studies and yielded the desired discharge.

12. SWI, provided water-surface profiles for the two design flows,

310,000 cfs and 625,000 cfs. Since the higher flow was the one of most con-

cern, RMA-2V was calibrated to that flow. The lower discharge was used for

verification purposes. The two parameters for calibration were Manning's n

and the tailwater elevation. Referring to Figure 5, we reduced the nonchannel

n-values from the initial estimates of 0.10 and 0.06 to 0.06 and 0.035, re-

spectively. The channel roughness was not changed. Referring to Figure 6,

the tailwater at the downstream boundary of the grid (mile 159.8) was lowered

so the computed water-surface elevat ions tied in to SWL's curve at mile 160.1.

Results of the b25,000-cf; calibration are shown in Fipure 7. Only the tail-

water and ups.triam vt locities were changed for th,- 310,000-cfs verification

run. he resu lting profile is shown in Figure 8.

Tlhe _Sedimen-t- -I'ran_sjLo r ModeI

tI I. lc prim, -ry objective of this study wa-; to predict the impact of the

runw.ay cxt cniion onr tih water-surface profile ups t im ol the project for a

Sde,;ig'n I 1,0(d of h'),000 cfs . To accurately pred ict the' water-s;urface eleva-

ions, howcv.r, it wa:; t ir. t neces sary to prt-di t ,J!).lt tilt, !),(,I Colufigiration
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would be during such a flood. To do this, the sediment transport model, STUDH,

was run for both base and plan conditions.

14. In addition to the hydrodynamic results computed by RMA-2V, the in-

put requirements for the sediment transport model include grain sizes, initial

sediment concentration throughout the grid, and inflowing sediment concentra-

tions at the upstream boundary.

15. Grain-size information was obtained from the "East Belt Freeway

Arkansas River Bridge: Preliminary Report" (Garver and Garver 1977). This

report showed an average grain size of 0.lz mm in the south overbank, 0.14 mm

in the north overbank, and 0.27 mm in the main channel and stone dike areas.

These values were measured at the bridge site. Boring data included in the

dike design blueprints showed that typical sediments were poorly graded sand

with some gravel. Based on these data, an average grain size of 0.27 mm was

selected for the sediment transport model.

16. Initial sediment concentrations and boundary condition concentra-

tions were both obtained from Project Design Memorandum No. 5-3 (USAED, Little

Rock, 1960). The rating curve used is shown in Figure 9. This source, rather

than more recent measurements, is expected to produce the most likely concen-

trations when extrapolated to 625,000-cfs flow.

17. The magnitude of bed change computed by STUDH depends upon the dura-

tion of the simulation. Since there was not a design hydrograph for the SPF,

SWL used the 1957 flood to determine the time between bank-full flow and the

peak. This turned out to be 228 hr. The resulting bathymetry for base and

plan conditions is shown in Figures 10-13.

Results

18. The new bathymetry was then input to the hydrodynamic model to com-

pute water-surface elevations. Figures 14-17 show current patterns for the

base ond plan conditions. In the base test, approximately 12 percent of the

flow passed over Gates Island at the site of the proposed runway. The plan

condition diverted this water into the main channel, increasing the velocities

by I fps. The resulting jet lowered the water-surface elevations downstream

of the structure for nearly 2 miles. Upstream of the runway, water-surface

elevations were raised about 0.1 ft. Figure 18 shows the predicted impact of

the runway extension on the water-surface profile of the design flood.

E L P8
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PART III: THE NAVIGATION STUDY

The Navigation Model

19. In 1983, tests were conducted on a typical 15-barge tow operating

on the Upper Mississippi River to determine the effects of a reduced dredging

policy. That study included making a preliminary estimate of the hydrodynamic

coefficients of a 15-barge tow and a 6-barge tow. Then a full set of towing

tank te ;ts was performed to determine the deepwater hydrodynamic coefficients,

*-" the shallow-water adjustments to these coefficients, the bank effects, and the

effects of dikes and irregular bottoms (e.g., large sand waves). It was

found that the estimation of the deepwater effects for the tow were reason-

ably accurate; however, there were not sufficient data on which to base the

estimates of the shallow-water and bank effects. Data were available for

deep-draft vessels, principally tankers, but the behavior of shallow-draft

tows was found to be significantly different. The effects of dikes and

irregular bottoms were not significant enough to warrant detailed modeling.

Those simulated tows were extensively tested by river pilots and given high

ratings on the realism of their performance in both deep pool and restricted

channel conditions.

20. For the purposes of the Little Rock Airport Study, a 6-barge tow

with the configuration of 3 wide and 2 long was used. The overall tow length

was 530 ft and the beam was 105 ft. This is the assumed makeup of a typical

large tow on the Mclellan-Kerr Waterway because it readily fits into the

600- by 110-ft locks on the waterway. The towboat characteristics are those of

the 3,000- to 3,500-11P class. Since some differences were found between the

estimated and thc tested 15-barge tow used for the Upper Mississippi study, the

estimated 6-barge tow was developed from the tested 15-barge tow by adjusting

coefficients based on the procedures developed by lydronautics, Inc., for

estimating the coefficients. This involved adjusting the coefficients ac-

cording to dimension or mass ratios. The same shallow-water and bank effects

were used as determined in the 15-barge tow tests. For the Little Rock simu-

lation, the tow operated in relatively deep water with depth-to-draft ratios

of 3 or greater and at large distances from the banks, at least two beam widths.

Therefore the shallow-water and bank effects are assumed to be small.

21. Results of standard maneuvering tests for thi estimated 6-barge tow

9
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tow used in this study and the tested 15-barge tow are shown in Table 1. As

can be seen, the 6-barge tow travels at a faster rate than the heavier 15-barge

tow and stops and turns quicker than the larger tow. In addition, prototype

tests have been conducted for a similar size, powered tow but with a different

configuration. These tests provide a comparison of the tow speed/power rela-

tion. These tows were 3,330- to 2,670-hp towboats and the tow was 1,160 ft

long and 54 ft wide. This is about equivalent in carrying capacity to the

3 by 2 tow but is a more slender configuration and, therefore, less resistant.

Table 1

Comparison of Tow Maneuvering Characteristics

Estimated 6- Measured 15-
Barge Tow Barge Tow

30-deg turning circle
Advance 1,779 ft 3,720 ft
Transfer 885 ft 1,781 ft

Full speed ahead 9.79 mph 7.68 mph

Crash stop
Stopping time 4.10 sec 1L.0 sec
D)istance 1,032 ft 2,509 ft

Crash stop with rudder

Stopping time 4.10 sec 14.2 sec
Distance 1,030 ft 2,577 ft

The full ahead speed for these tows is 11.6 and 11.9 mph, respectively. The

6-barge tow used for this study falls between the 15-barge tow and the more

slender equivalent 6-barge tow as expected. During the test runs, the tow was

operated at 90 percent of full throttle which is equivalent to 2,700 hp.

22. The condition selected to test the impacts on navigation due to the

constriction of the waterway with the proposed airport extension was the high-

est flow at which navigation is permitted. This flow is 310,000 cfs and over-

tops the overbank areas on both sides of the waterway. The airport expansion

would then create a blockage to the flow over the Gates Island on the right-

hand descending bank and redirect the flow into the navigation channel. At

the highest flow under which navigation is permitted, the potential for cross-

currents will be the highest and therefore the impacts on navigation will be

the greatest.

10
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23. The approach taken in this study was to compare the navigation con-

ditions for the existing, or base, conditions with the conditions created with

the airport extension in place, i.e., the plan condition. These conditions

were compared for both downbound and upbound transits. Since the airport ex-

tension plan does not protrude into the navigation channel per se, the naviga-

tion channel dimensions do not change. The only change then is in the current

magnitude and direction in the vicinity of the extension. These current pat-

terns were determined using the RMA-2V model using a flow of 310,000 cfs and

the appropriate tailwater elevation from SWL's water-surface profiles.

24. The general flow patterns for the base and plan are shown in Fig-

ures 19 and 20, respectively. The expanded view of the currents in the vicin-

ity of the airport extension given in Figures 21 and 22 shows in more detail

* the changes in the flow due to the runway. Changes in the direction of flow

are concentrated on the right-hand descending side of the channel and do not

appear to extend into the navigation portion of the channel which is on the

Sleft -hand side of the channel . There is an increase of 1 to 1.5 fps in the

magnitude of the currents in the navigation channel.

25. For purposes of the navigation model, 30 cross sections of veloci-

ties and depths were extracted from the RMA-2 model results within the naviga-

tion channel. For thi; purpose, the navigation channel was taken as either the

bank line, the 9-ft water depth contour, or the end of the dikes. The actual

marked navigation channel lies within this definition. The currents extracted

from the RMA-2 results for the base and plan are shown in Figures 23 and 24.

Again, the magnified views given in Figures 25 and 26 show that the impact on

the currents in the navigation channel is minor and consists of increased

velocity magnitudes in the contracted portion of the channel and some limited

change in direction iimediately below the airport extension. It should be

noted that the channel cross sect.ions are concentrated in the area of tile

planned construction so that these effects are properly modeled for the naviga-

tion tests.

26. F i gures 27 and 28 show the modeled currents and the navigation

c hannel boundaries tor the h.,is and plan conditions, respectively. The dike

fields and thi a irport extt-:;(ion ,ir di splaved for reference purposes. The

navigation buioy' are a I in, Iiidetd in he t,ilir s a Iht Iioigh they are difficult

to dist iimnii;li .iminn' tit' lcurrtiit vct,,r:-.
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27. In order to provide direct comparison of the impacts of the airport

extension, the navigation transits were made under the control of an autopilot

which is designed to correct for errors or changes in heading and distance

off course and to minimize the rate of rotation. An advance look-ahead fea-

ture is included that is a function of the magnitude of the heading change in

the desired course. Using the autopilot provides a consistent level of con-

trol of the tow. Any significant impacts would be expected to be evident in

the track lines or in the difficulty of the navigation, e.g., increased rudder

activity and/or reduced rudder reserve. The autopilot track lines to be fol-

lowed, shown in Figures 29 and 30, are identical for base and plan. The track

lines in the base condition (Figure 29) are for a downbound transit and the

track lines in the plan condition (Figure 30) are for an upbound transit.

Re sul t s

28. Fhe transit paths for the downbound transits of the tow are shown

in Figures 31 and 32 for the base and plan conditions, respectively. It can
be seen by overlaying these two plots that the path taken by the tow is not

significantly affected by the runway. In both cases, the tow has some diffi-

culty in changing course just downstream from the location of the proposed

airport extension. The upbound transit track lines are shown in Figures 33

and 34 for the base and plan conditions, respectively. Notice that the up-

bound tow has more control in making the turns as the changes in the course

line are very distinct. The tow is also going much slower as noted by the

dense line with small incremental steps of the tow being plotted at constant

time intervals. Again, it is difficult to detect any significant differences

in the path followed by the upbound tow. The track line is more dense and

hence the tow is going slower just downstream of the extension in the plan

condition. Also, both upstream transits terminated when the maximum run time

was exceeded. The transit through the plan condition is much shorter than

the base condition transit. This is an indication of the increase in water

velocity in the plan condition.

29. In order to understand the navigation activities required to make

these transits, plots of the rudder and engine activities and the tow speed

and distance off-track were generated. The plots for the downbound tow for

the base and plan condition are shown in Figures 35 and 36, respectively; the

12
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upbound transit activities are shown in Figures 37 and 38. For reference pur-

poses, the navigation mile locations are indicated on the abscissa with tri-

angles beginning with navigation mile 118.0 and proceeding downstream from

left to right. Again, it is noted that the downbound transits are proceeding

at a much higher speed, approximately 12 to 15 mph, while the upbound transits

vary between 1 and 5 mph. Also, the downbound transits require more extensive

rudder activity and have larger deviations from the desired track line. How-

ever, it is difficult to distinguish any significant differences between the

base and plan for transits in the same direction.

30. To assist in this analysis, comparison plots of the clearance to

the edge of the navigation channel and of the rudder settings and speed were

developed. Figure 39 shows that the downbound transits for the base and plan

conditions maintained nearly the same clearances on the port and starboard

sides. Differences appear to be 20 ft or less. The upbound transits, shown

in Figure 40, may have experienced larger differences between the base and

plan conditions with the area between navigation miles 115.0 and 115.5 finding

the tow about 30 ft closer to the starboard channel edge with the airport

extension in place. However, since there is over 1,000 ft of clearance on the

port side there is adequate channel available for the tow to move away from

the starboard side.

31. The amount of rudder activity required for both the upbound and

downbound tows is nearly the same, as is shown in Figures 4] and 42. In all

cases, there is at least 10 deg of rudder reserve remaining for emergency

maneuvers and except for a few cases rudder settings are less than 15 deg.

The differences in forward speed are evident and the increased current effects

on the speed are quite distinct between navigation miles 114.0 and 115.0.

13
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PART IV: CONCLUSIONS

32. The proposed runway will have a noticeable effect on the water-

surface profile in the study reach. However, the increased head loss will not

violate the 0.5-ft maximum swellhead criterion. Velocities at and downstream

of the constriction will increase approximately 1 fps, or about 10 percent.

33. While there are some effects on navigation observed due to the pro-

posed project, there does not appear to be any significant increase in naviga-

tion difficulty due to the airport extension evident in the autopilot runs.

*There is a distinct decrease in forward speed for upbound tows due to the

increased velocities. It is evident from the "full speed ahead" values in

Table 1 that for tows of this size, the power of the towboat cannot be any

smaller than that used for the model tow. This is true for the existing con-

ditions as well as the proposed runway extension, however.

* 34. The best data available within time and budgetary constraints have

been used and state-of-the-art solution techniques have been applied to pre-

* dict the impact of the proposed runway on water-surface profiles and naviga-

. tion characteristics. Results show that the impact will not be significant.
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APPENDIX A: FINITE ELEMENT MODELING

1. The two numerical models used in this effort employ the finite ele-

ment method to solve the governing equations. To help those who are unfamiliar

with the method to better understand this report, a brief description of the

method is given here. For a more thorough treatment, see Zienkiewicz (1971)

or Desai (1979).

2. The finite element method approximates a solution to equations by

dividing the area of interest into smaller subareas, which are called elements.

The dependent variables (e.g., water-surface elevations and sediment con-

centrations) are approximated over each element by continuous functions which

interpolate in terms of unknown point (node) values of the variables. An

error, defined as the deviation of the approximation solution from the cor-

rect solution, is minimized. Then, when boundary conditions are imposed, a

set of solvable simultaneous equations is created. The solution is smooth

and continous over the area of interest.

3. In one-dimensional problems, elements are line segments. In two-

dimensional problems, the elements are polygons, usually either triangles or

quadrilaterals. Nodes are located on the edges of elements and occasionally

inside the elements. The interpolating functions may be linear or higher

order polynomials. Figure Al illustrates a quadrilateral element with eight

nodes and a linear solution surface.

4. Most water resource applications of the finite element method use

the Galerkin method of weighted residuals to minimize error. In this method

the residual, the total error between the approximate and correct solutions,

* is weighted by a function that is identical with the interpolating function

and then minimized. Minimization results in a set of simultaneous equations

in terms of nodal values of the dependent variable (e.g., water-surface ele-

vations or sediment concentration). Time-dependent problems can have the

* time portion solved by the finite element methods, but it is generally more
efficient to express derivatives with respect to time in finite difference

form.

Al
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APPENDIX B: THE HYDRODYNAMIC MODEL, RMA-2V

1. The generalized computer program RMA-2 solves the depth-integrated

equations of fluid mass and momentum conservation in two horizontal direc-

tions. The form of the solved equations is

Da C a2  C 2
+ u a + val + g + gao xx u xy 2u

at a x x p ax2 a- 2ax" ay

"' i1/2 Fv2

2 2 a/ C
-2vw sin + - (u + v2 ) - cos TV 0 (BI)2a

C2h h

a'• v av 3v ah aao 22v
av + u -a V +v g ay + g Da 0 -x2 v --y2 + 2wu sin

at 3 ay 3y y Pax 2 3

2 1/2 CV
+ (u2 + v )  sin = 0 (B2)

C2 hhC~hh

ah + a (uh) + -- (vh) (B3)

where

-. -  u = depth-integrated horizontal flow velocity in the x-direction

t = time

x = distance in the x-direction (longitudinal)

v = depth-integrated horizontal flow velocity in the y-direction

y = distance in the y-direction (lateral)

g = acceleration due to gravity

h = water depth

a = elevation of the bottom
0

= normal turbulent exchange coefficient in the x-direction
xx

p = fluid density

E = tangential turbulent exchange coefficient in the x-directionxy

= angular rate of earth's rotation

= latitude

C = Chezy roughness coefficient

= coefficient relating wind speed to stress exerted on the fluid

Bi
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V = wind velocity
a

= angle between wind direction and x-axis
Cyx =tangential turbulent exchange coefficient in the y-direction

C = normal turbulent exchange coefficient in the y-directionYY
2. The Chezy roughness formulation of the original code was modified

in the input portion so that Manning's n roughness coefficients may be speci-

fied from input Manning's n values and initial water depth.

3. Equations Bl, B2, and B3 are solved by the finite element method

using Galerkin weighted residuals. The elements may be either quadrilaterals

*" or triangles and may have curved (parabolic) sides. The shape functions are

quadratic for flow and linear for depth. Integration in space is performed

by Gaussian integration. Derivatives in time are replaced by a nonlinear

finite difference approximation. Variables are assumed to vary over each

*" time interval in the form

f(t) = f(o) + at + btc  t < t < tI  (B4)

which is differentiated with respect to time, and cast in finite difference

form. Letters a , b , and c are constants. It has been found by experi-

ment that the best value for c is 1.5 (Norton and King 1977).

4. The solution is fully implicit and the set of simultaneous equations

is solved by Newton-Raphson iteration. The computer code executes the solution

by means of a front-type solver that assembles a portion of the matrix and

solves it before assembling the next portion of the matrix. The front sol-

ver's efficiency is largely independent of bandwidth and thus does not re-

*- quire as much care in formation of the computational mesh as do traditional

solvers.

5. The code RMA-2V is based on the earlier version RMA-2 (Norton and

King 1977) but differs from it in several ways. First, it is formulated in

* terms of velocity (v) instead of unit discharge (vh), which improves some

aspects of the code's behavior; it permits drying and wetting of areas with-

in the grid; and it permits specification of turbulent exchange coefficients

I" in directions other than along the x- and y-axis.

B2
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APPENDIX C: THE SEDIMENT TRANSPORT MODEL, STUDH

1. The generalized computer program STUDH solves the depth-integrated

convection-dispersion equation in two horizontal dimensions for a single

sediment constituent. The form of the solved equation is

a _c ac ac= a Dac a aC
S + ua + v y-- - + a- D - + C + (Cl)at ax ay ax x ax ay y ay 1 2

where

C', C = concentration of sediment

u = depth-integrated velocity in x-direction

v = depth-integrated velocity in y-direction

D = dispersion coefficient in x-directionx

D = dispersion coefficient in y-direction
y

a, = coefficient of concentration dependent source/sink term

C2 = coefficient of source/sink term

STUDH is related to the generalized computer program SEDIMENT II (Ariathurai,

MacArthur, and Krone 1977) developed at the University of California, Davis,

under the direction of R. B. Krone. STUDH is the product of joint efforts of

WES personnel (under the direction of W. A. Thomas) and R. Ariathurai, now

a member of Resource Management Associates.

2. The source/sink terms in Equation C1 are computed in routines that

treat the interaction of the flow and the bed. Separate sections of the code

"* handle computations for clay bed and sand bed problems. In the tests de-

scribed here, only sand beds were considered. The source/sink terms were

evaluated by first computing a potential sand transport capacity for the

specified flow conditions, comparing that capacity with the amount of sand

actually being transported, and then eroding from or depositing to the bed

-: at a rate that would approach the equilibrium value after sufficient elapsed

time.

3. The potential sand transport capacity in these tests was computed by

the method of Ackers and White (1973), which uses a transport power (work

rate) approach. It has been shown to provide superior results for transport

under steady-flow conditions (White, Milli, and Crabbe 1975) and for combined

waves and currents (Swart 1976). WES flume tests have shown that the concept

is valid for transport by estuarine currents.

CI
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4. The total load transport function of Ackers and White is based upon

a dimensionless grain size

Dgr D (s- 1 (C2)

where

D = sediment particle diameter

g = acceleration due to gravity

s = specific gravity of the sediment

v = kinematic viscosity of the fluid

and a sediment mobility parameter

r 1/2

F = fT .l-) (C3)gr pg D(s

where

T= total boundary shear stress

n = a coefficient expressing the relative importance of bed-load and
suspended-load transport, given in Equation CS

-' = boundary surface shear stress

p = water density

The surface shear stress is that part of the total shear stress which is due

to the rough surface of the bed only, i.e., not including that part due to

bed forms and geometry. It therefore corresponds to that shear stress which

a plane bed would exert on the flow.

5. The total sediment transport is expressed as a potential concentra-

tion

where U is the average flow velocity, h is the water depth, and k , n

and A are coefficients as defined below. For I < 1) 60

* i = .0 - 0.56 log ) (5)
gr

C2
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A + 0. 14 (C6)

F4 r
2log C 2.86 log D) - (log D )-3.53 (C7)gr gr

9.66 +13m +.4(C8)

gr

For D > 60
gr

n =0.00 (C9)

A =0.17 (CIO)

k =0.025 (cil)

m =1.5 (C12)

6. Bed shear stresses for combined waves and currents are calculated by

STUD11 using the equation

2

Tc "c ) +2 +w '2 (Cl 3)

for turface shear stress whlere d) n

T avrg flo velocityl

avragemum wveoityvlct na h e
11Oi=iaiu aeobia eoiyna h e

Sdenisity of water

P C3
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Equations C13 and C14 are based on the work of Jonsson (1966), and Bijker and

Swart (Swart 1976). Development of the equations is given by McAnally and

Thomas (1981).

7. Using Equations C13 and C14 for shear stresses in the Ackers-White

equations (Equations C2-C12) results in a potential sediment concentration,

G . This value is the depth-averaged concentration of sediment that will
S, p

occur if an equilibrium transport rate is reached with a nonlimited supply of

sediment. The rate of sediment deposition (or erosion) is then computed as

G - C
R (C15)

t
c

where

C = present sediment concentration

t = time constantC
For deposition, the time constant is

At

tc = larger of or (C16)

ICLdh

V
5

and for ,:rosion it is

." (At

t = larger of or (C17)

CLeh

. U

where

"A - computationai time-step
C - rosponse time coefficient for deposition

-i water depth

c'4
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V = sediment settling velocity
s

- C = response time coefficient for erosion

U = average current speed

S-.8. Equation Cl is solved by the finite element method using Galerkin

* weighted residuals. Like RMA-2V, which uses the same general solution tech-

nique, elements are quadrilateral and may have parabolic sides. Shape func-

tions are quadratic. Integration in space is Gaussian. Time-stepping is

performed by a Crank-Nicholson approach with a weighting factor (theta) of

0.66. The solution is fully implicit and front-type solver is used similar

to that in RMA-2V.

- .

C5
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APPENDIX D: TIHE NAVIGATION MODEL

I. The effects of the proposed runway extension on navigation opera-

tions through the study reach were studied using a ship hydrodynamics model

developed for use in modeling shallow-draft pusitows. The model was developed

by ltydronautics, Inc., and is incorporated into the WES ship/tow simulator fa-

cility. This model is a mathematical model for the maneuvering of a river

tow and consists of the coupled differential equations of motion in three

degrees of freedom (surge, yaw, and sway) in the X,Y plane and the complete

set of hydrodynamic coefficients and external forces which are required in

order to numerically integr-te these equations. There are also auxiliary

equations that describe the response of the steering and propulsion system

to command signals.

2. A complete set of three coupled differential equations with all of

the necessary terms to s mulate normal maneuvers of surface ships is presented

7in Goodman et al. (1976) and a description of the application of these

- equations to the towboat simulator is given by Miller (1979). These equations

have been used successfully for a number of years to calculate the maneuver

trajectories for a wide range of surface ship types in deep and shallow

water. These equations have been modified to account for maneuvering charac-

teristics that are unique to river tows. A right-hand orthogonal system of

moving axes, fixed in the body, with its origin normally l.ocated at the

center of mass of the body is used for reference. The positive direction

of the axes, angles, linear velocity components, angular velocity components,

forces, and moments are given in Figure DI. The n1umerical valies for the

hydrodynamic coefficients used in the equations are written in terms of the

complete barge flotilla/towboat configuration and are nondimensional. Thus

the values of the coefficients can be applied to geometrically similar tows.

* The values of the coefficients embrace the interaction effects between the

rudder and hull, propeller and hull, and propeller and rudder as determined

from towing tank model tests of the complete configuration.

3. An important consideration in the inaneuvering of a river tow is the

effect of current which can vary .cignjficantlv along the length of the tow. As

a re ;tlt, it- is necessary to introduce the effect of the current velocity into

the matlhemat ical model. The a p roach adopted was to define the hydrodynamic

terms in the equations based on the relative velocities and ,aw rate between

C 1)1
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the hull and the fluid rather than the inertial velocities and yaw rate. The

relative velocities and relative yaw rate can be calculated by the vector

, addition of the inertial velocity and inertial yaw rate and the current velo-

cities and the current yaw rate. In the numerical integration, the procedure

is to define a matrix of current speeds and directions at points on the X,Y

plane. Based on the location of the bow, midship, and stern of the tow, an

interpolation in the current speed and direction matrix is carried out to

obtain the current speed and direction at the bow, midship, and stern. Then

a mean longitudinal and lateral current velocity in the body axis system is

computed as the average of the values at the bow, midship, and stern. The

variatioa of the lateral velocity along the tow is accounted for by the ap-

parent current yaw rate defined by the difference in the lateral velocities

at the bow and stern divided by the tow length. This accounts for variations.

4. Towboat propulsion systems differ from those in ships. Tows perform

backing operations frequently, and because of this, they have two sets of rud-

ders. Thus terms are included to account for the forces and moments created

by the flanking and steering rudders which can be operated independently. In

addition, many tows are propelled with twin propellers that are independently

powered. Terms have been included for twin propeller forces and moments which

may operate at different rpm's and different directions of rotation.

5. In realistic maneuvers, river tows operate both ahead and astern and

in some cases at large drift angles. In order to properly represent the hydro-

dynamic forces and moments which act in such conditions, different sets of

hydrodynamic coefficients are used depending on the relative drift angle.

Thus the hydrodynamic coefficients vary depending on whether the motion is

ahead or astern and whether the drift angle is near 90 or 270 deg.

6. In addition, tows often operate in shallow water and near banks. In

shallow-water operations, the tow maneuvering characteristics change signifi-

cantly--typically becoming more stable and thus less maneuverable. Adjust-

ments are made to the hydrodynamic coefficients to reflect these changes and,

like the determination of the deepwater hydrodynamic coefficients, are de-

veloped from model tests at various depth-to-draft ratios. Bank forces are a

function of the distance from and the orientation to the banks. Computations

for the bank forces and moments are included in the hydrodynamic equations.

7. The equations of motion are solved stepwise in time in the computer

program. At each time-step, the current velocity, depth of w:ter, and distance

D3
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from the port and starboard bank are determined at the bow, midship, and stern

of the tow. Currents and depths are entered to the model as cross sections

with up to 30 cross sections and 8 points per cross section being allowed.

Port and starboard bank conditions are defined for each cross section by speci-

fying the overbank depth and slope of the bank..

I
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APPENI)IX D: FINITE KLE'1.ENT NETWORK GENERATION

PART I: INTRODUCTION

1. Numerical modeling requires that a set of computation
points he established in space, assigned a number, assigned a bed
elevation, and referenced to each other in space. Because the
finite element method allows randomly placed points, as opposed
to the regularly spaced grids in finite difference schemes,
developing the spatial locations and reference table can be a
sizable task. The process is called network generation in this
document. Both manual and automated methods have been used with
most emphasis given to the automated method in recent years.

2. At the present level of development, automatic mesh
generation in TABS-2 is a four-step process. The first three
steps apply to initial development. The fourth step applies only

to the modification of existing meshes. The steps are:

a. Model boundaries are establishod and regions having
similar properties are located (i.e., channels,
floodplains, dike fields, dikes, etc.)

b. The boundaries are digitized, input data describing
the mesh density are provided, and the mesh is

•0 processed through program AUTOMSH to construct a
computational network.

c. The output from AUTOMSH is processed through GFGEN
where final mesh layout and geometry are developed
for input to programs RMA-2V, STUDH, and RMA-4.

d. Modifications to the mesh are made, if needed,
using either the refinement capability in GFGEN,
the interactive mesh editor EDGRG, or manual
revision using a text editor.

3. The three computer programs, AUTOMSII, FGEN, and EDGRG,

are presented and their use is described in this appendix.
Programs CONFEG, which transforms coordinate systems, and

FNDNODE, which reads a GFGEN output file and finds the five
closest nodes to a given set of coordinates, are described here
also.

Elements and Nodes

4. The process ot mesh generation starts with a map of the
study area. This map should show elevation and roughness infor-
mation. The objective is to locate computation points in space

so that straight lines connecting adjacent computation points
follow the bed elevation, roughness types, or sediment character-

D I NETWORK
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istics between those points. Computation points should also be
located at sharp changes in the water- surface elevation or the

velocity field such as convergence zones. When computation

points are not located in sufficient detail at hydraulic, sedi-
ment, and salinity controls, the accuracy of the computation is

compromised. Wetting and drying of shallows is accomplished by

setting entire elements wet or dry.* Thus element layout becomes
important for properly identifying wet and dry areas of the mesh.

5. The computation points are called nodes, and nodes are

connected to each other by lines that create either triangular or
quadrilateral elements. The TABS-2 programs allow both element
shapes in the same mesh, but experience has shown it very desira-
ble to be systematic.

6. Each node and element must be numbered. An example of
the element-nodal point scheme is shown in Figure D1. Although
this mesh is regular, there is no requirement that it be so. The
point of interest is the element numbered 65 which has eight

nodes around it. Those at the corners are called corner nodes.

Those midway between corners are called midside nodes. The nodes
are also common to adjacent elements and that must be specified
in a nodal connection table. Figure D2 shows the element nodal

point connection table for the vicinity of element 65. Each node
has two numbers -- one relative to the element and one absolute.

In either case, the numbering scheme starts at a corner node.
Relative position #1 is the lower right corner of element number
1, and numbering proceeds counterclock-wise around the element.
The position table on Figure D2 illustrates that principle.

X and Y Coordinates

7. Each corner node needs location (x,y) coordinates and a
bed elevation (z) to be specified. The mesh generator AUTOMSlI
provides the (x,y) coordinate for corner nodes and GFGEN calcu-
lates midside locations as well as allows the corner node z

coordinates to be input.

8. AUTOMSH uses the (x,y) coordinates of the boundary. It
allows node density to be specified and then calculates the (x,y)

locations of each corner node, both in the interior and along the
boundary; calculates the node numbers and element numbers; and

develops the element-nodal point connection table. The result is

a file can be ready directly by GFGEN, which is the next step in

mesh generation. Details for using AUTOMSII are shown in Addendum
[0-. D-l.

Actually, complete drying does not occur. When the water

depth falls below some small, preset value, that area of the
mesh is removed from the calculations even though some water

remains there.

NETWORK )2
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PART It: NETWORK CREATION

9. Creation of the proper finite element network is a
fundamental aspect of finite element modeling. Although
averaging or differencing is not involved, the finite element

shape functions distribute calculated values over the element.

Therefore nodal points should be carefully located to capture
changes of depth and energy gradient so that tile average over the
element contains these extremes. Automatic mesh generators (the
mesh is the set of lines, elements, and nodes in the FE network)
can locate the (x,y) coordinates of nodes so they best fit tile
continuous surface requirement of the finite element shape func-
tions; but the automatic mesh generators do not consider the z-
coordinate in that procedure (the bed elevation) nor do they take
sharp changes in gradients into account. Consequently, the judg-
ment of the user is essential to ensure that these factors are
incorporated into the network. Good judgment is also needed to
locate the upstream and downstream boundaries of the network.
Boundaries that are too close will contaminate results in the
area of interest. Boundaries at locations where flow is strongly
nonuniform may cause erratic results.

External boundaries

10. The external boundary of a network refers to the lines
of nodes that have elements along only one side of them as op-
posed to internal lines of nodes. Examples of external bounda-

ries are the ends and sides of the network and islands, piers, or
other internal features that are not overtopped by the flow.

11. The significance of external boundaries stems from the
2-D nature of the computations. In 1-D) computations, flow always
travels parallel to the sides of the numerical network. That is
not the case in 2-D computations; and consequently, the calcu-
lated velocity vectors can intersect the sidewall of the network
rather than be parallel to it, just as they do the end bounda-
ries. The result is a leak. It is necessary to identify all
external boundaries using input data so RMA-2V can avoid leak

problems.

12. An external boundary line can be either a straight
line, a sequence of straight-line segments having sharp corners
where one element joins another, or a smootL, quadratic curve.
For the second case, the velocity components at each node must
usually be zero. When a smooth (straight-line or quadratic)
curve is prescribed, RMA-2V will calculate the boundary tangent
at each node and align the velocity vector so that flow is paral-
lel to the boundary at that point. Consequently, leaks are
avoided by the proper specification of boundary conditions.

NETWORK 1)4
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Wetting and Prying

13. Areas of the network that become almost dry are
resolved by manipulatie, the individual elements. If any node in

aii ele ment is dry, r' entire element is removed from the

computations. This procedure produces two problems: an Irregu-
lar side-boundary having sharp corners rather than the smooth
external boundary of the original network, and numerical shocks
each time an element is added or removed. In wet/dry mode, the

program aligns the boundary velocity vectors with the irregular
boundary to prevent leaks and to allow a slip-flow along the

n,ewly tormed external boundary. Both the velocity and its time
derivatives at the present and past iterat ion are thus recalcu-
lated. This special treatment of flow along a boundary applies

oily to partially dry meshes. It is not applicable along exter-

nal boundaries. By keeping elements small, numerical shock can
be minimized and by increasing the number of iterations between

dtry-mesh-checks , stability can he increased.

14. The finite element mesh controls both lateral and

S vertical boundaries. The degree to which it models lateral

boundaries can he observed by overlaying the mesh on a map or
aerial mosaic. The agreement with vertical boundaries is more

difficult to ascertain. That is, bed elevations are coded at

each corner node, and the program constructs a bed-plane in each
element. It is important that the elevations in that bed-plane

model the true elevations of the bed throughout the element. it
is difficult to visualize thie 2-dimensional model planes, but if

elements are aligned along cross sections, the FE bed can be

plotted on the cross section to check bed elevations. Corner
node elevations are connected by straight lines.

15. An (x,y) coordinate can have only one elevation (i.e.,
elements cannot stand on their edge).

GF(EN

l6. The final step in the initial development of a mesh Is
to process the AUTOMSH output file with GFGEN. It checks the
mesh for potential errors, merges all bed elevations, locates all

curved boundary slopes, optimizes element number sequence for
most efficient computations, and creates plot filcs of the mesh.

The output from GFGEN it; thc finite element network for the TABS-
2 prorams. lstructions tor using GFGEN are shown in Addendum

D-2.

17. The matrix solvers used in the TABS-2 system programs
* . do not rely on a narrow bandwidth for efficient computations.

The programs use frontal pivotal el imrinat ion rout ines that re-
quire a reduction in the front width. The process is called
reordcring and is performed by GF;EN or AJ'rOMsii. The

computational cost savings possible with effective reordering

makes it worth some additional effort to achieve. See the GFGEN
User Instructions for further discussion ol reordering.

15 NETWORK
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Mesh Editing and Modification

18. The interactive program EDGRG permits shifting existing
elements and nodes around and/or adding new ones. This is useful
when it is necessary to reuse an existing mesh or add detail in a
new mesh where the automatic calculations are inadequate.
Details for using EDGRC are shown in Addendum D-3. The network
can also bc modified by using a text editor to change the AUTCMSH
output file (GFGEN input).

Graphics

19. AUTOMSH, GFGEN, and EDGRG each have graphics capability.
They are explained along with other details of using those
programs in the addenda.

Planned Improvements

20. Because of the importance of mesh generation, an
optional alternate mesh generator is under development.

NETWORK D(
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ADDENDUM D-I: USER INSTRUCTIONS FOR PROGRAM AUTOMSH,
AUTOMATIC MESH GENERATION

Purpose

1. AUTOMSII is a group of utility programs that are used to

"* - automatically create computational meshes for the TABS-2 models.
Given information on the regions to be covered by the mesh and

the desired density of elements, it creates a computational
network, including node locations and element connection tables.

Output from AUTOMSH serves as input to the geometry file
generator, GFGEN.

Origin of Program

2. AUTOMSH consists of four programs plus a plotter code--

PREMESI, QMESH RENUM, POSTMSH, AND QPLOT, respectively. QMESH,
RENUM, and QPLOT were obtained from Sandia National Laboratories,

Albuquerque, New Mexico. PREMESH and POSTMSH were written by
D. P. Bach of the Estuaries Division, Hydraulics Laboratory, WES.

RENUM was modified by D. P. Bach.

Description

3. AUTOMSH is a batch-oriented family of codes that are

- - linked together so an entire mesh can he generated in a single

submission to the computer.

4. PREMESH takes digitizer data along with card image input
data for run control and writes an input file for QMESH plus a
list of midside nodes for POSTMSII.

5. QMESH is the mesh generator. It fills each region with
elements and smooths out irregularities.

6. RENUM reorders node numbers to achieve a minimum ttont

width for a uniform number scheme. A companion code, QPLOT, reads
RENUM output files and plots sections of the mesh.

7. POSTMSII adds midside nodes and boundary curvature in
the form of a slope which is tangent to the boundary line at that
node, and writes a file for input to GF(;EN.

8. GF .EN is not part of the AITOMS H family. It is the
finite element geometry file generator for the TABS-2 system.

)-1-1 NETWORK/ AiTOMSH
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The Mesh Generat ion Process

9. The fot towing procedure should be used:

a_. 1-a y a p La s t i c o ver, r I a y o n c ih a r t o r ia p o a r c a
o f interest. AI l markings should he i in I i ne pe en o r
penci I to improve accuracy during digitizin,.

b. )raw lines dividing tie area into REGIONS, with
each REGION having no more than 13 separate LINES
difining it. REGIONS should he chostn based on
desired RMA-2V element types (tor defining
roughness and eddy viscosity cotL I iciCnts) and on
thle amount a) control that is desired over the
ile 5 Ii. . L ach RI:c ON ind t it LI N ES separating the
di I terent R EGIONS should he niimbered

c. )i .it ixe the Ioi s d li'ni;, n cI r e 0iTno

1) urDurini; digitization, curved LINES shLould be d tin ,ed

w i th i as f ine a resolution as pract ical.

d. Extra care should be taken in digit izing the points
It t lie hei; i ninii and end of each ,.I NE, as acc uracy

is especially important there.

Fii,,ure D1-I-I shows the AI'TOMSII procedure in flow chart torm.

1I . Tile run control input to PREMESit consists of cord
i:nages contaioini; a keyword that identifies the data that are on
the rcst ot thc carlt. These cards may appear in any order, with
tile Xcejt i oin ot tile end card. The spec i:11 kcy words inc 1 iude
COMME N, 1.1 NE, RE. I iN , SCitE. F, TO1,, M1 1 LT, a n 1) . Instrilct i ons
f o r t hi C S t a r d i a a t', ia t a a r , i v e a he, ii n 0 n p e a; i -I -I

In pi 1t to slibsetuient programs is generated anutomatical ly. 'Flit'
f o r mat tor di. itizor tile inpiit ( I ic I uni t )I ) to 1' ll ' 1 t i s

;ivuin in lable I -I-I •

I I. Prog ram Q 1 .ES!?. i.ESIt was r o l ased in 197i bv a in, a
La ho rator , s , a pr im he 1)par tiieii t of I ne rgv cootr,|cti B O*lt'

PR 1-%11 SI onr ov i (It a n in tC r [;aCe t o QM I",1 I ll d c 1 'l , at ;I t io i 1 o r
Q(tE 511 is not prlst, itod here. rhe Q1)1Si iniput ilt a i i r' di's or i hi' i1
in P. Jon-;t , 1)74 "IVser's la tiaI tor (TO 511, a1 :S.11 (r.-,tnizii)c
MIESit ('aneration Program,'' Sandia Report No SIA- 4- () , Sildia

S, Nit inial laboratories, Albuq e ,ue, N The sinooti in i t t tiods

Ithat iIMIFSL employs are described i i R I . Jo.o s t ,, 1Oi9 Si: A
Self-or ini n z o Mesh ( ene rat ioo Pro ram Si itd Ia t' Trt t, . SIA-

- 7 3-tuI -;, Stalin Nat ioital tLa iboratories, A ib ,r'Jit,

12. Pro r im IRENUM. PFNUM requires iio i lit it d i rt c r
LItc ist'r. The tpro train has been modil itdi t list tle I rilt -

Pni 1 i m i iT t e chniqie I e scr i) d in Mark Io it , d ; . I . i 1 1,

I S i, 'An : ' i au t ion Numb e r i iig, A I g B r i t Ii lias (' i a ' i i1 ' I it

I t or ia,' Compu te r & St rtc t tire es , ! , . - , ;,, . 1! -I
P ' r ,, a ri P r u L, s L . , (; r e a t B r i t a I in

NIF TW0R K/AUTTOMS ii
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13. Program POSTMS-'. POSTMSII requires no direct input from
the user. The program reads files that are generated by PIRFMESI
(mid-side node locations) and by RENUM (grid specification with-
out mid-side nodes). Slopes at corner nodes are computed hy the
following formula:

dy -3Y 1 + 4 Y 2 - Y3

dx1  -3X 1 + 4X2 -

whlere

d y
- = slope at corner node I
d x

x yI= coordinates of node I

xY= coordinates of tentative mid-side node

= coordinates of corner node 2

OutIpt

14. Out put tfrom PREIIE Sl cons is ts o t a QNI: SI i n1 ut f ile onl
l ogicalI un it 5 , a ten tat ive i s t of mids ide nlodO. Onl lo,;i cal utn it
85 (2F12.1I format), and diagnostic,, on thle standard printer file.

15. Output from POSTMSH- is a coded data tile that is in the
prope r t orma t to be used hy program (,F(;EN , t he ge(ome t ry f u
gene rato r. GFGEN is described in Addendum D- 3.

Ex~ample

16. The to lwitnWI0g Lis t i n g s s h ow t he c a rdJ i mti a), , o p n t. ri t ;I
I ilIe and thle digitizer data f ile.- The mesh plot, ouitt of G FCN
follows thle data listing4s (Figure D- 1-2)

Card image input fil 1e

Cfl~~iK YA')()HACKATE AREA -ALTIERN.TIVF I

LINE3 -4
1,1NE 1.5 -3

1.1N E 9

NETWORK/AUTOMSH- --
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L IN E 10 -8

L IN E 1 2 -4
1,I1NK 13 -6
1,I1NEF 14 -3
L INEF 15 -9
1,INEK 16 -8
L INE 17 -6
LI N E 22 -8
L INE 23 -2
LI NE 24 -5
LINE 25 -2
LINE 28 -4
1.1 NE 29 -5
LINE 32 -3
LI NE 33 -2
LI1NEP 34 -3
LI NE 35 -5
LI NE 36 -2
LINE 37 -2
LINE 38 -2
LINE 39 -2
LINE 40 -3
,INE 43 -4
LI NE 44 -3
LINE 45 -3
LINE 46 -3
LINE 47 -2
1,I1NE 48 -4
L INE 49 -1
LI 1NEF 50 -3
LINE 5 1 1 1
LI N E 55 -4
LI 1NE 56 -7
1,I1NE 57 -4
LI N E 58 -
LI 1NE 59 -
LI NEK 60 -2
LI NE 61 -2
L INE 62 -2

1I 63 -2
LI NE 64 - I
1, 1 N HN 65 -4

LI 1NE 66 -
,I NE 67 -4
L IN K 68 -4
1, 1NEF 69 -b
1, LINE 70 -4
LI NF 7 1 -6
L INE 72 -8
LI 1NE 73 - I
LINE 74 -15
LI 1NE 75 - I
L INE 76 -I I
LI N E 77 -1 5

)-- NETWORK/AUTOMSH
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LINE 78 -1I
LINE 79 -8
LINE 80 -1
LINE 81 -15
LINE 82 -1
LINE 83 -1
LINE 84 -1
LINE 85 -1
LINE 86 -2
LINE 87 -2
LINE 88 -4
LINE 89 -4
REGION 2 1 60 61 62
REGION 1 2 88 86 65 87 89 68
REGION 2 3 8 10 6 9
REGION 1 4 5 13 14 15 16 3 17 1 10
REGION 1 5 81 82 77 83
REGION 1 6 72 77 78 79 80 74
REGION 2 7 23 22 25 lb
REGION 1 8 11 70 83 71 73 28

* REGION 1 9 17 71 84 68 85 69 70
REGION 2 10 14 32 33 34 35
REGION 2 11 33 36 37 38
REGION 2 12 34 40 58 29 24 39
REGION 1 13 43 73 74 75 76
REGION 2 14 5 45 46 44
REGION 2 15 46 47 48 49 50 51
REGION 2 16 12 52 49 56 -

REGION 2 17 43 54 55 53
REGION 1 18 28 53 57 49 52 59
REGION 1 19 85 89 66 67
REGION 1 20 84 62 63 64 88
TOL 10.0
MULT 1.0
END

Digitizer data file used as input to PREMESH
Yazoo

4 10
3173 2654

321250724100
1649 227

331880719770
503 1636

326570713500
-5555 5
1268 273
1365 65
1369 57

-5555 7
1016 802
1264 283
126P 273

-5555 15

NETWORK/AUTOMSH I)-1-6
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943 7 77
1 177 285
1 194 270
555 14
1184 27o

1283 62
1 289 48

-5555 1 3
1 369 57
1 298 5 1
1 289 43

-5555 32
1289 48
1 227 44
9 $B8 100
601 37 3
594 37()

-5555 33
594 379
574 547
57 7 562

-5555 34
577 562
691 605
708 609
908 369

1099 280
1120 27 1
1 184 270

-5555 36
594 379
258 431
216 439

-5555 37
2 16 439
206 601
205 620

-5555 38

205 620
3005 2402
3024 2432
3033 2455

-'3039 248 1
3050 2507
3060 2531
3070 2566
3077 2590
3087 26 15
3096 2640
3102 1660
3106 2681
3108 2692

-5555 57
3 10o8 2692

-5555 55

D- 1-7 NETWORK! A1)T0MS11
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3108 2692
2357 2762
2345 2763

-5555 54
2345 2763

2224 2468
2022 2213
1426 171 1
1046 1598
745 1560
567 1596
556 1597

-5555 56
2343 1443
1760 1218
1400 1045
1 135 875
1 114 858

-9999 -9999

NETWORK/AUTOMSH



04/85

PLOT 35
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Input Instructions

17. The following pages provide instructions for card-image
run control input to program PREMESH. Seven card types are used
as shown in the table below.

Card Type Purpose Page

COMMEN Provide run title. D-I-I1
LINE Define a line bordering a region. D-1-12
REGION Define a region to be filled with D-1-13

elements.
SCHEME Control the mesh smoothing scheme. D-1-14
TOL Specify tolerance for inaccurate D-1-15

digitizing of LINE endpoints.
MLJLT Specify multiplier to convert D-1-16

digitizer coordinates.
END Signals end of input and controls 1)-1-17

type and quantity of output.

NETWORK )-1-10
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COMMEN card

Columns Format* Description

1-6 A The keyword COMMEN
1 1-80 A Run title

The run title on the COMMEN card is passed through all of the
* * AUT0NSH programs and is placed at the top of the GFGEN input

f il1e

*A = Alphanumeric

F = Floating point numerical
I= Integer numerical

D-1-11 NETWORK
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LINE card Re qu i red

Columns Format Description

1-4 A The keyword LINE

11-15 I The identifier of the LINE
(1-999).

16-25 F If positive, arc length between
nodes in mesh coordinates
(needs finely defined LINE)

If negative, indicates the numbe

of panels this line is to be
broken into.

Default = +100.0

26-35 F Factor to decrease nodal spacing
with a tighter curve radius in

mesh units/degrees (arc length
= previous length -

factor*degrees). Ignored if

the boundary flag (column 40)
is zero.

Default = 0.0.
36-40 1 Boundary or curved side conditio

0 = Not boundary or curved LINE.
I = Fit slopes to this boundary.

Default = 0 t

The use of a negative value in columns 16-25 seems to be the
easiest way to set up the mesh. The factor to decrease the nodal
spacing can be used to cluster nodes around corners. Using a
negative value in columns 16-15, a LINE can be defined by minimum

of two points--start and finish. Be sure to take care In

digitizing start and finish points.

NETWORK D-1-12
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REGION card Required

Columns Format Description

1-6 A The keyword REGION
7-10 1 The element type* for this

REGION.

11-15 1 The identifying number for this
REGION (1-999)

16-80 1315 A list of LINES defining this
REGION, in connecting
consecutive order.

A maximum of thirteen (13) LINES defining each REGION is
allowed. The line order may be clockwise or counterclockwise.

Best results are obtained if an even number of element nodes are
produced along the REGION's boundaries.

5

* Element types are used by RMA-2V to define eddy viscosity

and rougness coefficients.

D-I - I 3 NETWORK
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SCHEME card Opt ional

Columns Format Description

1-6 A The keyword SCHEME
11-15 1 The identifying number of the

region to which this card applies.

A zero indicates that this card
applies to all regions.

16-80 A The series of letters specifying a
QMESH smoothing scheme.

Default = MSP(RS(D)S) P
(no scheme card)

This card controls the most powerful part of QMESLI--its wide
variety of smoothing algorithms. The selected default (which is
a little different from QMESH's default) was chosen as the most
;table for the TABS type of mesh. However, this default is
probably not the best choice for all possible regions, so the
user is :ree to experiment with different smoothing SCHEMES.

A discussion of the various scheme commands is given
beginning on page D-1-18.

II

- NETWORK D-I-1 4
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TO1 card Optional

Columns Format Description

1-3 A The keyword TOL
11-15 I Distance for PREMESH to look for

points while forming REGION
boundaries, in mesh coordinates

Default (TOL card omitted) = 10.0

This card specifies a TOLerance for "sloppy" and inaccurate
digitization. A value greater than 100 feet should never be
used. If a setting of greater than 100 feet appears to be
needed, the digitizer input file should be edited instead, as the
input data is incorrect, not inaccurate. Once again, extreme
care should be taken during digitization.

D-1-15 NETWORK
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MULT card Optional

Columns Format Description

1-4 A The keyword MULT
11-15 F A value by which the trans-

formation mesh coordinates
are to be scaled.

Default (MULT card omitted) = 1000.0

This card specifies the setting of the decimal point for the

grid coordinate specification on record types 4, 6, and 8 on the

digitizer input file.* A value less than I allows fractional grid
coordinates to be used, while a value greater than 1 will permit
the use of grid coordinates greater than 999,999.0 units. Also,
to ensure proper mapping from digitizer to mesh coordinates, make

sure that each x-coordinate and each y-coordinate on card types
4, 6, and 8 are different.

I.-

* See Appendix E.

NETWORK D-1-16
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60 END card Required

Columns Format Description

1-3 A The keyword END
15 I IDEBUG - QMESH print control

Default 3.
5 = Echo print input cards and fatal

error messages
4 = Same as 5 plus printer plots of

perimeter of each region and
notice of successful
restructuring, deletions, etc.

3 = Same as 4 plus a list of nodes

generated by each QMESH line,
each line making up the perimeter
and a statistical analysis of the
final mesh on each region (3 is
default used if no END card used)

2 = Same as 3 plus a more complete trace

of restructuring and deletions and,
in case of error, a dump of the
input table.

1 = Same as 2 plus a complete trace of
restructuring card deletion

This card signals the end of PREMESH's run control input and
tells QMESH how much output is desired.

S

D-1I- 17 NET'WORK
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SCHEME Commands

18. The following paragraphs describe the various scheme
commands and were copied from R. E. Jones, 1974, "User's Manual
for QMESI1, A Self-Organizing Mesh Generation Program," Sandia
Report No. SLA-74-0239, Sandia National Labs, Albuquerque, NM.

"QMESH normally develops an initial mesh for each region
without direction from the user. (The exception is the M command
discussed below.) The SCHEME card directs the processing after
the initial mesh is set up, including the order and types of mesh
modifications to be attempted, parameter adjustments, production
of plots, and special printing.

"If no SCHEME cards are supplied by the user, QMESH will use
a default scheme, which at the time of this writing is
SP(RS(D)S)P. The user may supplant this default scheme by
supplying a SCHEME card with REGION number left blank or set to
zero. Then that stated SCHEME will be used for all regions not
having specific SCHEME cards. A SCHEME card with a specific
REGION number supplied (in columns 11 to 15) will take
precedence for that region over QMESII's default as well as over
any SCHEME cards with zero or blank REGION numbers. Thus, a
typical mode of operation might be for the user to supply a
fairly simple zero region number SCHEME to apply to most regions, 7

and then supply more elaborate specitic SCHEMEs for the few
difficult regions. A simple SCHEME which would suffice for many
relatively simple regions would be simply P, which would cause
the initial mesh to be plotted. Alternatively, SP, to smooth the
initial mesh and plot the result might be used. If no plottins'
is desired, simply S might do, or the SCHEME could even be blank.
See the end of this (fourth) section for further examples.

"The SCHEME codes (commands) are grouped in the following
pages into related categories. The most important SCHEIME
commands for most users will be P, S, R, 1), and the left and
right parenthesis which are :ised to define loops. The categories
are:

Initial mesh defining commands
Smoothing commands
Restructuring and related commands
Plot commands
Print commands

Loop and branching commands

Initial Mesh Defining Commands

"M (Mesh) If this letter appears as the first letter of the
scheme, OMES1I will determine for Itself a reasonable shape and
orientation for the Initial mesh, based on relative location of
natu. al corners of the region. Otherwise, the first LINE or SIDE
given on the RECI ON card will become the base ot t he ( o g i ca I I V
rec tan o I a r ) I n I t I a 1 mesh.

NFT WO0R K D-i 1 1
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"0 (Originate) This command causes the initial mesh to be
regenerated. All previous structural or smoothing operations are

thus lost. The purpose of this command is to allow several
different trial schemes to be experimented with on one SCHEME

card. (See examples of schemes.)

Smoothing Commands

"S (Smooth) S causes the appropriate routine to be called,
provided some activity has occurred since the last S was
encountered. That activity could be any successful restructure
or element deletion (R, W, D), a necklace installation (N), a

smoothing parameter change (H!, I, J, A), a change in the
smoothing algorithm being used (1,2,. . .), or a reorignation of
the initial mesh (0). If no such activity has occurred since the
last S was encountered, this smoothing operation is skipped (as
it evidently would he a waste of time).

"1,2,. . .,6 These commands control the choice of smoothing
algorithm to be invoked by subsequent S commands. The choice of
smoothing algorithms may be changed as often as desired in a
scheme. The choices are:

'Equipotential' smoothing if the mesh is not
structurally modified from the initial mesh;

otherwise 'area pull and Laplacian' smoothing

2 'Area pull and Laplacian' smoothing

3 'Centroid inverse area push and Laplacian' smoothing

4 'Centroid area pull' smoothing

5 Laplacian smoothing

6 Length-weighted Laplacian smoothing.

"I or + I (Iterations) This command causes the maximum
allowable number of Iterations (i.e., sweeps of the mesh) for
smoothing processors to be increased by half (50%). Initially

-. the maximum number of iterations is Set to + % , where the

initial rectangular mesh is of size M1  y M intervals.

"-[ This command causes tte maximum al lowable number of
iterations to be used by smoothing proc-,ssors to he decreased by
one third (33.3%). Thus, the series +1 -I or -1 + I would leave
the maximum number of iterations essent ial ly onchanged.

"J or +J This command causes the node movement tolerance
for convergence of smoothing to be incrcased by a factor equal to
the cube root of 2.

D)-1-19 NETWORK
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"-J Causes the node movement tolerance for convergence of
smoothing to be decreased by a factor equal to the cube root of
2. (This causes smoother meshes to be generated but costs more
execution time.)

"H or +11 Causes , the relaxation factor which is usually

1.0, to be increased by 0.25.

H-l Causes to be decreased by 0.25.

"A or +A (Alpha) Causes , which is the weight for the area

pull portion of the "area pull and Laplacian" smoother, to be
increased by 0.1. The initial value of is 0.7. As increases
toward 1.0, the areas of the elements tend to become more nearly
equal .

"-A Causes to be decreased by 0.1.

Restructuring and Related Commands

"R (Restructure) The restructure processor attempts to
restructure the mesh in as many places as feasible to improve the
shapes of elements. A significant amount of the execution time
of the R command is in its initial phase, after which one or more
restructures are performed quite efficiently.

"W (Worst Element) This processor calls the same routine as
does the R command, but the number of restructures allowed is:.-
limited to one. (Hence, W is less efficient than R and should S
only be used when there is some reason to limit the number of
restructures.)

"D (Deletion) The deletion processor finds the "sharpest"
element in the mesh and deletes it by "squashing" it in its thin
direction provided no boundary conditions would be violated and
that the quotient of the smaller diagonal divided by the larger
diagonal in no larger than tan (V/2). (See V command.)

"V or +V Causes the parameters V used by the D processor to
be increased by 2.50. The initial value of V is 450 .  The larger
V is, the more likely it is that the D processor will be able to
delete an element (and vice versa).

"-V Causes the parameter V used by the 1) processor to be
decreased by 2.50.

"N (Necklace) This command causes an extra ring to be
inserted just inside the perimeter of the region. This

'necklacing' processor does no analysis to see if this ring of
elements is 'needed,' but just inserts it. Thus, it should never
be used inside a loop. A necklace may be installed at any time,
but the usual time would be very early in the SCHEME, and it will

often need to be followed only by a smoothing operation.

NETWORK D- 1-20-
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Plot Commands

**P (Plot) This command causes a plot of the mesh in its formi
at that moment to he done, provided a smoothing operation or a
structural change has occurred since the last P command. (Thus
repetitious plots are avoided.)

+4P Normally a plot of the entire body is done after all
regions have been processed. However, if no P commands are
encountered in processing any region, this body plot is usually
skipped. The +P' command requests that the body plot be generated

a" even though no Individual regions are being plotted. It only
needs to appear in the SCHEME for one of the regions.

..- P This command causes the body plot not to he done. it
* only needs to appear in the SCHEME for one of the regions.

"L This causes a printer plot showing all the nodes in the
region to be done. This printer plot does not show lines joining
nodes, but may still be useful, especially if the region does not
have any elements.

Print Commands

"The parameter IDEBUC in column 15 of the END card is the
primary control over printing. In addition, the following
commands on the SCHEME card can request dumps or timing

10 information.

**C (Current) This command requests a dump of the current
state of the mesh. Tables describing all elements, lines, nodes,
and their interconnections will be printed. (This table is
rather large when the mesh is large, so it should only be
requested when really needed, as for program debugging.)

"B (Body) This command requests that a complete list of the
elements and nodes in the entire body be printed after all
regions have been processed. It only needs to appear in the

SCHEME card for one region of the body.

"T (Time) The T requests that the central processor time
used by each command he printed if it is longer than 10
milliseconds. This of course only applies to commands appearing
after the T, so the T should he placed early in the SCHEME if all

timing information is desired.

"-T This command turns off the printing that was requested
by an earlier T command.

"+T This command causes the cumulative execution time for

this region oip to the moment the +T is encountered to be printed.

The +T does not conflict with the T or -T Command, and it may he
used as often as desired.

1,. See PIlot Commands.

D- 1-21 NETWJ0RK
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Loop and Branching Commands

"A loop is defined by enclosing in parenthesis the portion
of the SCHEME that is to he repeated. The operation of all loops

is controlled by a parameter called the 'activity flag'. This

flag begins in the off state, and is turned on by the activities

of necklacing (N), successful restructures (R or W), or
successful deletions (D), or the presence of an 'active

subloop'--i.e., a subloop which actually repeats at least once.
If an activity occurs in a pass through a loop, then the loop is
repeated (and hence is itself 'active').

The left parenthesis marks the beginning of a loop (or

subloop). When it is encountered the current value of the
activity flag is saved away on a stack and then the flag is

turned off.

The right parenthesis marks the end of a Inop. If the
activity flag is on at this point the loop is declared to be
active, the activity flag is turned off, and control is
transferred back to the first command in the loop to begin the
next pass. If the activity flag is off, the loop is exited.

Then, if the loop was not active (i.e., it did not repeat even
once) the activity flag is reset to the value it had when the
loop was entered. If the loop was active, the activity flag is
turned on, reflecting that this was an active 'subloop.'

"F (Finished) If the activity flag is off when this letter
is encountered, processing of the mesh for this region is usually

stopped, just as if the end of the SCHEME had been reached.
However, if there is a comma or period somewhere after the F,
then instead of stopping, control will transfer to the first
command after that next comma or period. If the activity flag is
on when the F is encountered, processing continues as if the F
were not present.

"G (Go) If the activity flag is on when a G is encountered,
control transfers to the next comma or period, if there is one.
If there is no comma or period, processing of the mesh for this
region stops. If the activity flag is of t when the G is
encountered, processing continues as if the C were not present.

(comma) Thp comma acts as a point for F and , commands to
transfer to. Otherwise it is a 'do nothing,' and can be used
like a blank to clarify readability of the scheme.

(period) The period acts as a point for F and C commands
to transfer to. Otherwise, it causes termination of processing
of the mesh for this region just as if the end of the SCHEME had

been reached.

Z (Zero) This letter turns off the activity flag. (See
the example schemes be low.)

NETWORK 0-l-22
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Examples of Schemes

"Schemes may be very simple to very complex depending on:

- the amount of processing needed to produce a
satisfactory mesh on the region,

- the degree of control of program parameters the
user wants to exercise,

- the amount and kinds of output desired,

- the need to experiment with different orders of
processes, etc.

"The simplest possible SCHEME card is one with no commands
(i.e., the card is blank except for the word 'SCHEME'). If there
are no commands on the SCHEME card for a region, QMESII simply
writes the description of the initial mesh for that region on the
output tape (see description of the REGION card) and proceeds to
the next region. Note this is very different from including no
SCHEME card, in which case the default scheme in QMESH is used.
At this writing this default scheme is equivalent to the
following SCHEME card:

Col. I Col. 16 or later
S4 SCH EME SP RS(D)S)P

This scheme plots the smoothed initial mesh and also the final
mesh if it Is different from the first plot. The actual SCHEME
used, whether it is the default or is user defined, will be
printed out by QMESII.

"A very simple, but often sufficient SCHEME card is

S C Hl E M E P

in which the initial mesh is simply plotted before the mesh is
written on the output tape. Alternatively, since the initial
mesh sometimes has clements crowded too closely near the boundary
of the' regioii, one may smooth before plotting:

SCHEME S11

It no plots are desired, no P's should appear in the SCHEME.
Thus, simply S, or a blank SCHi t might be used. or to use the
default SCHEME except get no plots, simply eliminate the P's from
the default scheme: S(RS(D)S) . Another possibility is to
request only a final body plot by usii),, t he +P Command.

"One can experiment with various ;moirhers by smoothing and
p1 o t t fillg sev eral times. (Of course, only the ast p1 lot will

re 1 ; to the mesh descr i pt i on on t he tape.) For example,

SCHEME P Sp S P S,

I" NETWORK%V
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or, the parameters for the 'area pull and Laplacian' smoother
might be varied:

SCHEME 2SP ASP ASP

"Many meshes will benefit from the use of restructuring
alone is desired (i.e., no element deletion), schemes such as the
following can be used.

SC HE ME (RS)P

SC EME (SR) P

The first scheme here says, 'Attempt restructuring; if
successful, smooth and repeat; plot when done.' The second
scheme is almost identical, except a smoothing operation is done
before the first restructuring attempt. Any restructuring which
then occurs will cause the loop to repeat, so that the mesh is
always smoothed after restructuring.

"When restructuring is necessary to produce an acceptable
mesh, it will typically also be necessary to use element
deletion. There are two basic restructure/delete loops:
(SRS(D)) and (SRSD). Each of these might protitably be preceded
by an (SR) loop. Generally the (SRS(D)) loop would be used with
large regions in order to save time in the smoothing routine,
which tends to be the most costly operation. Often, though, the
(SRSD) loop will produce nicer meshes than the other loop but
require more execution time. The reader may wish to consider the
following sampling of schemes, each of which could reasonably be
used on many regions.

SCHEME (SRS (D)) P

SCHEME (SR)((D)SRS) P

SCH1EME (SWSD) P

SCHEME ((SR)(D)S) P

Note we have not included in the above any schemes with element
deletion but no restructuring. While this would he possible, it
is felt that the use of restructuring is preferable to use of
element deletion only. Also, it should be noted that element
deletion should normally not be used with regions which are
Intentionally skewed, or tilted, as the deletion processor would
tend to go berserk, deleting elements that would be considered
normally shaped. Of course the -V Command can be used to control

the deletion processor's appetite. In addition, a scheme with a
conditional branch such as the following might be used to avoid
entering a loop involving element deletion unless the region has
abnormalities other than just a tilt:

SCHEME SRF ((I)SRS) 4,

N ETWORK D- 1 -24
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U *The user may experiment with alternate schemes rather
easily by using the initial mesh reoriginating command (letter
0). For example (execution times are also being printed here):

SCHEME (SRS(D))P+T O(SRSD)P+T O(SR)P+T

*The following schemes are presented without discussion to
illustrate additional scheme possibilities:

SCHEME NSP
SCHEME M(SRS(D)P)L
SCHEF.ME IIl -J-J-J 3S P
SCHEME SR( S D SZR) P
SCHEME S DG; +VDG +VDG +VVDC.P .(SRSD) P

D-1-25 NETWORK
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Table D-I-I
Digitizer File Format for Input to Program PREMESH*

Card Number Field Format Description

I Al 2 Identification tor tile
2 1 lb [TYPE = 4

2 [6 ICOD)E = -1i)

3 1 NX1 = Di,,itizer x-coordinatC of

first point ol transt ,r-at ion

2 NYI = Di_ i t i z r v-coord i nate

4 1 IIXI = Grid x-coordinotv o ttirst
po i nl t

2 MYI = Grid y-coordirno te

5 1 NXI = Digit izer x-cooriinate ol
S LC n e o d pn t

2 NY2 = Di; it i,,.'r y-coordinate

6 1 X2 = Grid x-coordinote of I econd
po i i t

2 1Y2 = Grid y-coord i na to

7 1 NX3 = Diitizt r x-coordinate ot
t hird p)oin t

2 tY3 = l i, itizer y-coordinate

8 1 IX 3 Grid \-coordi a t e of third

po i n t
2 MY3 = Grid y-coordinate

9 1 ICODE = -5555 to start each 1 I
2 NVA 1 1 = I Jon t i I y i n nu h, r ot 1. T t,

IX = ) i g i t i z e r x; - coo rlii t f

point defir i n,; ,LINX

2 1 Y = y - coo r I ii: t 0 if 1p o i nt al 1 oil

LI N V

•* R, pP;Jt typos 9 oT-d I0 nt i I I I I iu. s ;ir, input
Curved boundary LINES shoin ho dipit izi-d as
finely as possibleo.**

I 1 1 16 ICODE = -9999 to ond !i,;it [zcr

input .

*This format may be written by the program !:SDlG.
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AIP.)ENDUM D-2 USER INSTRUCTIONS FOR PROGRAM EDGRG,
INTERACTIVE MESH EDITOR

Purpose

1. EDGRG is a utility program that is used to interactively

edit TABS-2 computational meshes.

Origin of Program

2. EDGRG was written by D. P. Bach of the WES Estuaries

Div is ion.

Desc r i pt ion

3. EDGRG reads the input file for GFGEN (output file from
AUTOISH) and, responding to interactive commands, revises anti

plots the mesh. It can add, delete, or move elements and nodes
and fit curved boundaries. At the end of an editing session, the

user can save the output file, which is a copy of the input file

with changes that have been made during the session.

Use

" 4. EDGRG requires a TEKTRONIX-type graphics terminal.

Input

5. Input consists of a standard GFGEN (Addendum D-3) Input

file and interactive commands. To begin mesh editng session,
make the GFGEN input tile local by typing

GET, TAPEI = filename <RETURN>

Then execute EDGRG by typing

BEGIN, ED(RG,PROCLV <RETURN>

5. At the beginning of execution, the program displays on
the screen some information about the input file (title, number
of nodes, elements, etc.). When the user presses the return (or

enter) key, the scre-n is erased, the hei sounds and a "C?"

prompt appears. The C? prompt indicates that the program is

waiting for a command. Table D-2-1 lists ihe available commands.

Interactive commands

6. Windowing. The "W" command is used to window in on

portions of the mesh so that the plotted mesh is larger and

D-2-I NETWO RK EDG RG



04/85

easier to review and edit. Five windowing methods are available.

7. Windowing by specifying nodes at the corners is per-

formed by giving the "W" command at the "C?" prompt. The program
will respond with "NODES?." The user then keys in the numbers of
four corner (not mid-side) nodes that define the minimum and
maximum x- and y-coordinates of the window. The displayed
line will look like this:

C? W NODES? nxmin,nxmax,nymin,nymax

where

nxmin = node with x-coordinate that corresponds to left
side of the window

nxmax = node with x-coordinate that corresponds to right
side of the window

nymin = node with y-coordinate fiat corresponds to bottom
of the window

nymax = node with y-coordinate that corresponds to top of
the window

Using mid-side nodes or nodes that have a maximum below a minimum .
will result in a nonexistent window. I:

8. Windowing by coordinates is activated by the "WC* com-
mand. It wil result in the prompt "COORDINATES." The prompt and
responses are:

C? WC COORDINATES? xmin,xmax,ymin,ymax

where the coordinate responses are in actual units and define the
desired window.

9. Windowing around a specific node or element is obtained
by the "WN" or "WE" command. The program responds by asking
which node or element is desired.

10. Windowing by use of the cross hairs requirus that a
plot of the mesh or of a previous window be displayed on the
screen. In response to the "C?'" prompt, type "C" <RETURN> and
the cross hairs will appear. Position the crosshairs at the
lower lefthand corner of the desired window and type "'W"

<RETURN>. The cross hairs will reappear. Position them at the
upper right-hand corner of the desired window and type a space,
then <RETU;RN>. This completes definition ot the window.

11. Once defined, the window will remain in effect until
redetined or the session ends. The PW command will plot the
windowed portion of the mesh.

NETWORK/ EDGRG 0-2-?
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S2. Creat i, nodes. Nodes are created by typing the "C"
K command to display tile cross hairs. When the cross hairs appear,

) posit ion them at the location where the node is desired, then
type "C" <RETURN). The program will assign a number to the new
Tnode. It will then request the bed elevation for the new node

(prompt "ELEV?") and slope (prompt "SLOPE?") . It the new node
does lot lie on a element side that is to be curved, enter "NO"
to tile SLOPE?" prompt. If a slope is needed, it can be speci-
tied by typiag in a value or it can be computed by the program.
To have the program compute slope, type in "COMPUTE" <RETURN>
in response to the "SLOPE?" command. The crosshairs will then
appeair. Place them at the location on the curved boundary where
the adjacent mid-side should be located and type a space then
<RETURN>. When all new nodes have been created, type "CS" at the
"'C?" prompt and the requested slopes will be computed by the

program.

13. Creating elements. When the "CE" command is entered to
create an element, the program will prompt with "NODES?." In
response, type in a list of four corner node numbers, separated
by commas, that define the new element. For triangles, the
fourth node number should be zero. The corner nodes should be
entered in counter-clockwise order. The program will assign an
elme nt number.

14. If the entered nodes correspond to an existing element

"; side that is to be curved, the program will ask if the new side
is to be curved also. The request will appear as:

"Is SIDE nodel node2 node3 to be curved?"

Ii the side is to be curved, type"YES" <RETURN>. If it is not,
type "NO" (RETURN>.

15. The program will assign a number to the new element.

Output

16. EI)CRG will write a new GFGEN input file at the end of
the editing session. To save it for future use, you must save
that file (TAPE2). Ilse

SAVE,TAPE2 = Ii lename

17. A summary of the editing session is written to TAPE9 I
" It a record of the session is desired, print TAPEqI locally or

route it to an RYE printer.

IS. A I i s t oi de I e ted node and v 1 em'nt numbers that were
not reassigned during the session are written to TAPE3. It you
wish to reuse those nodes and elements later, save TAPE3 and make
it local for the next editing session, then type RR (restore) at
the first C? prompt.

S D-2-3 NETWORK! FDGRC
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Table D-2-1

EDGRG Commands

Command Result

PG Plot entire mesh
PN Plot node numbers without erasing mesh on

screen
PE Plot element numbers without erasing mesh

on screen
W Define window on part of mesh (see paragraph

6-11)
WC Window by coordinates
WE Window by element
WN Window by node
PW Plot that portion of the mesh as defined by

previous window (W) command

DN Delete node. Program will request node
number to be deleted.

C Display cross hairs. Used to window and
create nodes (see paragraph 12)

CS Compute slopes at nodes newly created and
flagged as those to have slope computed

DE Delete element. Program will request element
number to be deleted

CE Create element (see paragraph 13)
F" Exit EDGRG and write output file (TAPE2 must

be saved to preserve results of editing)
RR Restore run (see paragraph 18)
RS Erase screen
Q Query. Displays results of editing so far in

present session

NETWORK/EDGRG D)-2-4
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G F GEN 04/85

ADI)ENDIM D-3: PROGRAM (;FCEN

VERSION 3.0

Purpose

I. GFGEN's purpose is to create a geometry and finite
S.-element mesh file for input to the TABS-2 modeling system pro-
* grams and to plot the created mesh.

origin of Program

2. CFGEN is composed of elements from programs written by
Resource Mana,,ement Associates, Lafayette, California, and the
WES Hydraulics Laboratory.

le scr i pt ion

3. The program GFGEN has these capabilities:

a. Read node and element data and construct a finite
element computational mesh tor use by other

programs in the TABS-2 modeling system.

b. Identify errors and potential errors in the
constructed mesh.

c. Renumber the mesh, omitting unused node and element
numhers.

d. Fit curved element sides to land boundaries and
interior element sides as specitied.

e. Develop an element solution order that permits most
efficient operation of models using the mesh.

. Pr int a summary and create a plot of the generated
mesh .

g. Write a t i le that contains the mesh information and
geometry in format suitable for use by other TABS-2

,r programs.

SI-3- 1 NETWORK /;GF N
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Use

Curved Element Sides

4. Curved element sides may be created for external bounda-
ries (the sides of the model) or for element sides within the
mesh. They may fit by either or both of two optional techniques.
These are described below:

5. Boundary Option I. Slopes are specified at all corner
nodes where curved boundaries are to be placed and a list of mid-

side nodes on the curved boundary is given. The program calcu-
lates the necessary curved boundary to satisfy the specified
slopes. If certain slope errors are detected, a warning is
printed. If the fix-slope option is on (IFXSLP=l), the program
attempts to modify specified slopes near the error to eliminate
it. Option I requires use of the GC, CM, and perhaps the GF
card .

6. Boundary Option II. A starting corner node, a direction
to proceed, and an ending corner node are specified. The program
will automatically generate a smooth, curved boundary from the
starting node to the ending node. If desired, slopes at some
nodes can be prespecified and the automatic computation will

* - force the curved boundary to meet that specified slope. Option
II requires use of the GB and GS cards. After the curved bounda- 
ry has been created once, change these cards to GCN and GMN cards
with slopes inserted to save computer costs.

7. Note that Option I can be exercised on one part of the
mesh and Option l1 on another part. If both options are speci-
fi I for the same portion of the mesh, Option II will override
Option I .

8. Problem elements. The shape described by a curved
element side is that of a second order curve. It can contain
only one inflection point between two corner nodes. An example
of a curved boundary is shown in Figures D-1-2 and 0-3-1a. If a
boundary is curved very sharply, as shown in Figure D-3-11), then
the mid-side node will fall quite close to one of the adjacent
corner nodes. Mid-side nodes that fall outside the middle third
of the curved arc length prompt GFGEN to issue a warning about
'middle third rule" violation and print the fraction of arc
length at which the mid-side falls. Middle third rule violations
that are close to a fraction of either 0.353 or ().666 can usually
be tolerated by the models. Fractions less than 0.2 or more than
0.8 usually lead to model inaccuracy and even instability.

9. Sharply curving boundaries can cause the elements that
they border to be poorly constructed. GFCFN contains Some error
detection but cannot identify all potential errors. Curved sides

are shown in Figure D-3-2. Part a shows a weI -tarmed element.
Part b shows a poorly tormod elemetnt that has the curved boundarv
cross ing; the opposite side. Part c of the I i ,uire shows an elI -
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a.

b.

X = Corner node

0 =mjd-side node

Figiire D-3-1. Curved hotind r ie(S
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a. Well-formed element

b. Badly formed element with side overrun

C. Badlv formed element with needle-like corners

Figure D-3-2. Elements with curvedi sides

NETWORK/GFGEND- 4
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ment with very sharp corners . The element in Figure ID---2b would
cause the models to produce erroneous results or fail. The

clement in Figure D-3-2c might or night not cause problems
depending on its location in the mesh and gradients near it.
Poorly formed elements can be avoided in the mesh creation pro-
cess by careful location of corner nodes. Each newly formed mesh
should be plotted and examined carefully to identify and remedy
problems such as shown in Figure D-3-2.

Reordering

10. The simultaneous equation solver used by the models

runs more efficiently (and thus, considerably more cheaply) if
the solution sequence is optimized by reordering the mesh. Re-
ordering does not change any element or node numbers; it changes
the sequence in which the elemental equations are assembled.

11. The program will attempt various reordering schemes as
- - directed and give the matrix bandwidth and hand sum and front sum

for each scheme, It will automatically select the ordering
scheme that minimizes the front sum. The cost savings associated
with reordering are large enough that it Is strongly recommended
that the user spend some time carefully generating the optimum

reordering scheme. once reordering is complete, only the best
list should be used in subsequent runs so that computation costs

are minimized. Two options are available for reordering:

12. Reordering Option 1. Option I requires that the GO

card be used t-) give a starting list of nodes to begin the
reorderin'g process. Many starting lists should be tried.

13. When using Option I reordering, consider the following

points. In general, choose reordering lists that make up a
continuous line along one end of the mesh. Try lists on several

edges of the mesh and of varying length. Be warned that a very
short list (less than five nodes) may cause the front width
(number of equations assembled simultaneously) to become too

large for program dimensions. Try inflow or outflow boundaries

as reordering li.,ts.

14. When the starting node list leading to the smallest

front sum is found, try multiple versions of that list, including

slightly shorter and slightly longer lists. Try reversing the
order that the nodes are listed (left to right instead of right

to left, etc.).

15. Reordering Option 11. Option 11 performs automatic

reordering of the mesh without requiring a starting list or

location like Option 1. Option 11 usually creates a reordered
mesh slightly less efficient than that generated by a rigorous

application of option 1. Option It is also available in AUITONS11.

16. Option 11 cannot tolerate missing elements (skipped
element numbers) nor elements with negative values of 14AT (card

D-3-5 NTWORK/CFGEFN
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GE). Because it takes a substantial amount of processor time,
Option I1 should not be used as a matter of routine.

Input

17. Input consists of control data, described here, which
are in card image and may be either on cards or on disk file
identified as logical unit 08. Alternate input is a geometry
file previously created by GFGEN. Input data on logical unit 08
are in the standard TABS format. Briefly, each card image begins
with a two or three character identification string followed by
the data. Data may be formatted in column fields or free format
separated by spaces or commas.

Output

18. Output consists of printed results, a plot file, and a
geometry file. Printed output includes echo prints of input
data; a list of elements, associated nodes, and element types;
slopes at the nodes; a list of boundary nodes- high and low
element and node numbers; unused element and node numbers.

19. Error messages. Messages showing mesh errors are
printed if switched on by the ,F card. Three error messages are
given. The Middle Third Rule violation means that a midside node
on a curved boundary has been calculated to lie outside the
middle third of the arc forming the element side. As discussed
in paragraph 8 of this addendum, middle third rule violations
need not always be fixed. The Slope Rule Error indicates that
the slopes given at two adjacent corner nodes will cause the
boundary to reverse directions between the nodes as shown in
Figure D-3-1C. The user may intend for the reversal to occur,
but if not, a boundary discontinuity exists that requires special
treatment in the flow model. Ill-defined elements are identified
if an element has:

a. Any number of nodes other than 6 or 8.

b. A node list containing a zero.

c. A node list that does not alternate corner and
midside node numbers.

Keeping track of runs

20. Keeping track of runs is made easier by use ot
consistent file naming conventions (Appendix N), use of a file
management system (Appendix N), and use of job tracking sheets as
illustrated in Figure D-3-3.

Example-Card Image Input Data

21. Table D-3-1 lists the card image input data needed tor
(;FGEN instruct ions. An exampl listing Of the card imapge input
data file tor (;FGEN is shown in Figure D-3-3. The T3, SL, GE,

NETWORK/GFGEN D-3-6
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GFGEN JOB SHEET

JOB EXECUTED DATE OF RUN TIME OF RUN

JOB PRINTED SUBMITTED BY SBUS PRI PO

* * * * * * * * * * * * REVISION NO. * * * * * * * * * * * *

NODES = REORDERED? YES OR NO

ELEMENTS = MESH CHECK = 0 OR I OR 2 OR 3

PLOT = NO or ALL or PARTIAL (if partial, give limits= , , , )

ROTATION = DEGREES
ELEM HGHT =
NODE HGHT =

PURPOSE =

'J

FIGURE D-3-3 . CF;FN job sheet
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T3 YAZOO BACKWATER AREA - ALTERNATIVE 1

$L 3,0,6
GB 315,311,1
GB 333,336,348
GB 350,352,392
GB 388,387,339
GB 399,406,928
CB 948,959,994
GB 971,972,740
GB 12,15,804
GB 314,310,393
GC 804,.7622
GO 2866,986,2870,991,2876,993,2878,994,0
GS 589,-3.14
GS 455,.4628,449,.9868
GS 518,.6157,519,.6000
GS 27,-.667,29,-.571,37,-.9908,39,-.9694
GS 41 ,-3.333,137,-2.222,232,-4.5-5,629,-4.083
GS 87,-.2450,65,-.2550,64,-.2450,43,-.2550
PO 1,1,0,0.002,.002,0,.07,.07
GE 1 1 997 2 998 4 999 3 1000 2 0.

GE 2 6 1001 4 998 2 1002 5 1003 2 0.
C GE 3 3 999 4 1004 44 1003 43 1006 2 0.

GE 4 45 1007 44 1004 4 1001 6 1008 2 0.
E 5 8 1009 6 1003 5 1010 7 1011 2 0.

C E 6 46 1012 45 1008 6 1009 8 1013 20.
C E 7 8 1011 7 1014 9 1015 10 1016 1 0.
GE 8 46 1013 8 1016 10 1017 47 1018 1 0.
GE 9 10 1015 9 1019 11 1020 12 1021 1 0.
GE 10 47 1017 10 1021 12 1022 48 1023 1 0.
GE 11 12 1020 11 1024 13 1025 14 1026 1 0.
GE 12 48 1022 12 1026 14 1027 49 1028 1 0.
GE 13 14 1025 13 1029 15 1030 16 1031 1 0.
GE 14 49 1027 14 1031 16 1032 50 1033 1 0.
GE 15 17 1034 18 1035 16 1020 15 1036 2 o.
GE 16 18 1037 51 1038 50 1032 16 1035 2 o.
GE 17 19 1039 20 1040 18 1034 17 1041 2 0.
GE is 20 1042 52 1043 51 1037 18 1040 2 0.
GE 19 21 1044 22 1045 20 1039 19 1046 2 o.
GE 20 22 1047 53 1048 52 1042 20 1045 2 0.
GE 21 23 1049 24 1050 22 1044 21 1051 2 o.

o 0

o 0

o 0

GNN 1 321098.90 724680.40 75.00
C NN 2 321103.40 724518.60 75.00
GNN 3 321784.60 724743.10 75.00
GNN 4 321784.87 724532.24 75.00
GNN 5 321105.40 724356.60 75.00
GNN 6 321711.39 724314.76 75.o0

Figure D-3-4. Example Input for GF;FN

.NETWORK/GFGEN D-3-8
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and CNN cards were written by AUTOMSH. The only additional cards
, needed to execute GFGEN are the:

GB Automatic boundary slope calculation

CS Override GB-card option at selected nodes

CO Element reordering for more efficient computations

PO Mesh plot details

22. AUTOMSI writes the GE-card for each element (giving the
element/node connection table, the element type, and its orienta-
tion in the mesh) and the GNN card for each corner node in the
mesh (giving its (x,y,z) location in that sequence. For example,
the CNN card at the bottom of the sample listing shows

(321098.90, 724680.40, and 75.00) for the (x,y,z) coordinates,
respectively. AUTOMSII prints all but the z-value, and it sets
all z coordinates to "0." It is necessary to obtain a plot of

the mesh, with node numbers, to determine the node number for the
z-coordinate.

23. Notice also that node numbers in the example listing
increase by 1; yet they are corner nodes only. Mid-side node
numbers are included in the element connection table (CB-cards),

f- .ihowever, and will be located by GFGEN using straight interpola-
tion it they are not on boundary lines.

24. A plot of the finite element network is shown in Figute
I)-3-4. It is the first of three plot files requested on the P0-
card. The second plot file has the same image as the first plus
element numbers and the third plot file has that same image but
node numbers are displayed rather than element numbers. It is

this plot which must be requested, at map scale, to code the z-
coordinate for each corner node.

Input Instructions

25. The following pages provide instructions for preparing
card-image run control input to program GFGEN. Table D-3-1

'-'- summarizes the input data types.

D-3-9 NETWORK/F(,EN
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Fig~itrt' D-3-5. Examplec mesh plot produced by GFGFN-',
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Table D-3-1

GFGEN Version 3.0 Data Card Sequence

Ca r d Content Required? Page

TI-T3 Titles Yes D-3-12

$F Format control No D-3-14

$L Input/output files No D-3-15

GB Boundary for automatic No D-3-16

curve fitting to sides

GC Corner nodes and slopes No D-3-17
for specified curve
fitting to sides

GM Mid-side nodes on specified No D-3-18

curve-fitted boundaries

GF Mesh debug controls No D-3-19

GG Automatic mesh generator No D-3-20

controls

GO Mesh reordering controls No D-3-21

C R Mesh refining controls No D-3-22

GS Specified corner node slopes No D-3-23
to override automatic slope

computation

GX Geometry scales No D)-3-24

PO Plot controls No D-3-25

PP Partial plot controls No D-3-2,

GE Element arrays Yes, if D-3-27

(G not used

GN Node descriptions Yes, if D-3-28
;C not used

D-3-IlI NETWORK
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TI Cards Title Cards Optional

Field Variable Value Description

Col 1 ICc T

Col 2 IDT

2-10 Title Title information

NETWORK D-3-12
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T3 Card Title Cards one required

Field Variable Value Description

col I ICC T

Cot 2 lOT 3

2-10 T itl1e Title information

0-3-13 NETWORK
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SF CARD Format Control Optional

Field Variable Value

Col I ICC $

Col 2 IDT F

If the $F is present, the program expects formatted input
according to (3AI,F5.O,9F8.O) or (3AI,15,918) on all cards
except for the CE cards which are (2A1,6X,I,814,I8,F8.0). If
the $F is not included, free-field formats are used, and
variables are separated by spaces or commas. If free-field input
is used, variables on each card must appear in sequence, even if
they are set to 0.

NETWORK D-3-1 4
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$L CARD Input/Output Data Logical Unit Numbers Optional

Field Variable Value Description

Col I 1CC $

(o l 2 DT L

" LINIT + LU on which results of the network generation
are to be written. This file will serve as
input to the models or to another GFGEN
run. Usually LU 03.

0 No output file will be written.

2 IGIN + LU for an existing network which is to be read

in and revised. If, I IN <0, only the

reordering list will be read. Usually LU 04.
No existing network will be read.

3 LP + LU for standard printed output.

0 Default to 6, line printer.

4 NRPT + If an existing network is to be refined and it
is desired to interpolate velocities and
depths at the refined nodes: NRPT is the LU
on which interpolation information is written
by program REFINE.

0O No interpolation needed.

D-3-15 NE 14 WOR K
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GB CARD Boundary to be Automatically Fit with Curved Sides Optional

Field Variable Value Description

Col I ICC C

Col 2 IDT B

Col 3 ISI

I LOC + Corner node at which curved boundary

computation is to begin.

2 LOC 2  + Next corner node in curved boundary
computation (indicates direction
that computation is to go).

3 LOC 3  + Last corner node in curved boundary
computation.

4 Repeat fields 1-3 as needed or insert additional GB
cards to complete the lists of curved boundary com-
putation. Do not break a 3-field sequence between

cards. Continuation cards are coded the same as the
first card.

NETWORK D-3-1 6
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CC CARD Corner Nodes on Curved Sides Optional

Field Variable Value Description

Col I ICC G

Col 2 1 DT C

Col1 3 ISI N

I LOC + Corner node number for ALPHA I

2 ALPHA + Slope at node LOC !

3 LOC 2  + Zorner node number for ALPHA 2

4 ALPHA 2  + Slope at node LOC 2

5 Continue coding until all corner nodes with slopes

are listed. Continuation cards are coded the same
as the first card. Do not break a node-slope pair
between cards.

Not needed for boundaries where Option II is used.

D-3- 17 NETWORK
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GM CARD Mid-side Nodes on Curved Sides Optional

Field Variable Value Description

Col I ICG G

Col 2 IDT M

Col 3 ISI N

I LOC + Mid-side node for which location and
slope are to be computed.

2 LOC 2  + Mid-side node for which location and
slope are to be computed.

3 Continue coding until all midside nodes which are to
have location and slope computed are listed. Continuation

cards are coded the same as the first card.

Not needed for boundaries where Option II is used.

NETWORK D -3 - 18
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(F (:ARII Mesh Debug Controls Optional

Field Variable Value Description

CoL I ICC G

Col 2 1 DT F

SIIDEHUG I Print high and low element and node numbers,

ill-defined elements, unused elements and
nodes bad slope specifications, and all
boundary nodes.

2 Perform all of optional I plus generate node
cross-reference list.

3 Perform all of options I and 2 plus eliminate
all unused nodes.

4 Perform all of option 3 plus eliminate undefined

elements and write a new GFGEN input file

on logic unit 98.

2 IFXSP I Attempt to correct slope rule errors at listed

nodes.

0 No slope corrections.

3 NODA + List of mid-side nodes between corner nodes that

can be adjusted to correct slope rule errors.

Limit of 100. Continue coding on additional
cards if needed, starting with field 1.

D-3-19 NETWORK
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GG CARD Automatic Mesh Generator Optional

Field Variable Value Description

Col. I ICG G

Col 2 IOT C

INY + Number of element panels in x-direction

2 NY + Number of element panels in y-direction

3 XL + Mesh length in x-direction

4 XY + Mesh length in y-direction

5 XR + n-direction geometric spacing (usually 1)

6 YR + y-direction geometric spacing (usually 1)

NETWORK P-3-201
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GO CARD) Mush Reordering Optional

Field Variable Value Description

Col I ICC G

*Col 2 IDT 0

IIRO 1 Reorder mesh using lists of starting nodes
given

2 Reorder using automatic technique
3 Reorder using both options I and 2

2 LISTN + A list of nodes (corners and mid-sides) in
sequence to be used as starting line in

reordering. Multiple lists may be input.
The last number in each list must be a
zero or negative number.

For continuation cards, LLSTN begins in the first field. Do no repeat

IRO for subsequent lists. Reordering is strongly recommended as a last
step before running the models. See documentation for suggestions.

r'D-3-21 NETWORK



04/85 DRAFT

GR CARD Mesh Refining Optional

Field Variable Value Description

Col 1 ICC G

Col 2 IDT R

1-4 LISTR + 3 or 4 node numbers on the existing mesh
that will be used to form a new element
using the cited nodes as corner nodes in
the new element.

One new element per card.

4

.°
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CS CARL) Fixed Boundary Slopes Optional

Field Variable Value Description

* Col I ICG G

- Col 2 LI)T S

* LOC l  + Corner node at which auLomatic slope computation

will be forced to use specified slope

SLOPE 1  Specified sloge

Repeat fields I and 2 as needed or insert additional GS
cards to complete the list. Do not break a location-slope
pair between cards.

D 2 N
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CX CARD Geometry Scales Optional

Fitel1d Variable Value Description

Col I ICC G

Col 2 lOT x

I XFACT + Scale factor to muiltiply input x-coordinates by
to get model distances

0 Default is I

2 YFACT + Scale factor to multiply input y-coordinates by
to get model distances

O Default is 1

NETWORK D-3-24
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PO CARD Plot Controls Optional

Presence of this card indicates that at least one plot is to be drawn.

Field Variable Value Description

Col I ICG P

Col 2 lOT 0
0 Plot without node numbers or elevations

plotted.

IPNN* I Node numbers will be plotted.

2 Corner node elevations will be plotted.
3 Both nodes and corner node elevations will

be plotted.

2 IPEN* 0 Plot without element numbers or IMAT's plotted.
I Element numbers will be plotted.

2 Element types (IMAT) will be plotted.
3 Both element numbers and IMAT's will be plotted.

3 HORIZ + Maximum horizontal size of plot
O Use XSCALE and YSCALE

4 VERT + Maximum vertical size of plot
i 0 Use XSCALE and YSCALE

5 XSCALE + Scale factor for x-dimensions
0 Use HORIZ and VERT

6 YSCALE + Scale factor for y-direction
0 Use HORIZ and VERT

7 AR + Plot rotation in degrees clockwise from
x-axis

8 HITEL + Height in inches of element numbers on plot
0 Default is .21

9 tITNN + Height In inches of node numbers on plot
0 Default is .21

Plot information is written to logical unit 99.

*Each plot option produces a separate plot. Thus IPNN = 3

IPEN = 0 will produce three plots--one with the mesh only,

one with node nutmbers, and one with corner node elevations.

D-3-25 NETWORK
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PP CARD Partial Plot Options Optional

Presence of this card indicates that a partial plot is to be drawn.

Field Variable Value Description

Col I ICT P

Col 2 IDT P

2 NXPMIN + Node number of minimum x location in partial
plot

3 NXPMAX + Node number of maximum x location in partial
plot

4 NYPHIN + Node number of minimum y location in partial
plot

5 NYPMAX + Node number of maximum y location in partial
plot

* Note that windowing is performed after any requested plot rotation
if a plot is rotated by the PO card. The choices of maximum and

minimum coordinates should be in terms of the rotated plot. 111_

NETWORK D-3-2b
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CF CAR1) Element Arrays Optional

Field Variable Value Description

Co I I I CG G

- ) Col 2 1I)T 

SJE, 1: + Element number

2-9 NOP + 6 or 8 element node numbers beginning with any
corner and going counterclockwise around the

element. For triangles, the last two nodes mu
be entered as zero.

'1 IMAT + Element type**

II T] + Direction of eddy viscosity tensor for this
type element.

• For lormatted reads this card is read as (2AI ,6X,l1,814,18,F8.O)

•** Element types are used by the RMIA-2V to define eddy viscosity
coefficients and roughness coefficients.

Use one card per element.

D-3-27 NETwORK
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GN CARD Nodal Descriptions Optional

Field Variable Value Description

Cot I ICC C

Cot 2 I )T N

Col 3 ISI Coding options

Constant value to be used at all nodes of number
J and higher

N Values to be assigned to node J only (insert all
ISI=6 cards before ficst N card)

I J + Node number (first node for ISI= )

2 CORD(J,1) + x-coordinate of node J

4 3 CORD(J,2) + y-coordinate of node J

4 WD(J) + Bed elevation at node J

NETWORK r-3-2
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AI)DENlDUM I)-4: USER INSTRUCTIONS FOR PROGRAM CONFEG

Purpose

1. CONFE; is an interactive program that reads a DMSDIG

(see Appendix E) digitizer file containing node numbers and
coordinates and transforms the digitizer coordinates into the

coordinate system of the user's TABS-2 mesh. The output file
.- from CONFE; can be merged with other text files to create a

complete GFGEN input data set.

Origin of the Program

2. CONFEG was written by Steve Adamec of WES.

Descript ion

3. A mesh node file created by )MSDIG has nodal coordinates
given in inches. CONFEG converts these units to prototype feet
using an interactively-input scale factor. The program also

shifts the datum plane for depths as needed, using an
.* interactively-supplied value.

4. CONFEG produces an output file on logical unit 2 (file

TAPE2) that must be saved and merged with other data (using a
" - text editor) to create a complete GFGEN input data set.

Use

5. CONFEG runs interactively with an input digitizer tile
and creates an output GFCEN node coordinate file. Scale factors
and an elevat ion datum reference are reque:ted interactively when

the program executes. The following interactive commands will
execute CONFEC:

GET, CONFEC/ UN=CE HRH 9
FTN, I =CONFECG, L=O
GET,TAP'EI-XXXXXXX (D1)P lIG digitizer file)

--- PROGRAM EXECUTES---
--- INTERACTIVE INPIUT WILL BLF R EQUESTED----

REPLACE,TAPE2=YYYYYYY (CONFE(; output)

D-4-I NETWORK/CONFEG
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Digitizer File Format

Record Word
Number Number Format Description

1 1-10 IOA8 Problem title, 80 characters

2 1 115 Digitizer x-coordinate of reference

point 1.

2 115 Digitizer y-coordinate of reference
point I.

* - 3 1 E15.0 Grid x-coordinate of reference point 1.

2 E15.0 Grid y-coordtnate of reference point 1.

4 1 115 Digitizer x-coordinate of reference
point 2.

2 115 Digitizer y-coordinate of reference
point 2.

5 1 E15.0 Grid x-coordinate of reference point 2.

2 E15.0 Grid y-coordinate of reference point 2.

6 1 E1S.0 Hap scale (user's coordinates/map inches).

7+ 1 110 Node number.

2 110 Digitizer x-coordinate of node.

3 110 Digitizer y-coordinate of node.

4 FIO.0 Depth at node.

** Input a record type 7 for each node, execution ends when an
end-of-file is encountered.**

NETWORK/CONFEG 4n- 2
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AI)DENDUM D-5: USER INSTRUCTIONS FOR PROGRAM FNDNODE

Purpose

I. To find the five nearest nodes within a TABS-2
computational mesh, given a pair of coordinates in the user's
coordinate system or in latitude and longitude, FNDNODE has been
used to assign node numbers to sets of field data location
coordinates.

Origin of Program

2. FNDNODE was written by Don Bach, WESHE-H.

Description

3. FNDNODE searches a GFGEN binary output file for the five
closest nodes to each set of input coordinates. If the user
inputs the coordinates in latitude and longitude, a transforma-
tion is made to the user's grid coordinate system, based on
three transformation points.

Use

4. FNDNODE is accessed through PROCLV. Figure D-5-1 shows
the hELP section on this program.

FNDNODE
PURPOSE- TO SPAWN A BATCH JOB TO RUN FNDNODE ON TH 205

CALL--BEGIN,FNDNODE,PROCLV,ID,IIFND,OIRI,RJE <CR>

11) = USER NAME
IIFND = INPUT DATA FOR FNDNODE

OIRI = GEOMETRY OUTPUT, FROM CFGEN, BINARY
RJE = USER NUMBER OF RJE PRINTER FOR PRINTED

OUTPUT DESTINATION (DEFAULT = CEROG9
REVERT. HELP

Figure D-5-1. PROCLV's HELP information on FNDNODE

D-5-1 NETWORK
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Input

5. FNDNODE needs two input files: a run control card image
file and a binary geometry file created by FGFEN.
Output

6. Output consists ot printed results that show the
locations of the five closest nodes to the input coordinates.
The distance of the selected nodes to the coordinate pair is also
output. Sample printer output is shown in Figure D-5-2.

) I L I LE = FROGRAM TEST NO. 2, ATCHAFALAYA MESH 2' COORDINATE CONVERSION

,J:;FeM A T IO0N COORDINATES-

FfI1. I- LAT = 29.5886111 LONG = 91.23522222 X = 3R1183.93 Y - 27534S.02
fO 1:1 2- LAT = 29.62411111 LONG • 91.25816667 X = 373882.79 Y - 28AIS7.64
FOINT 3- LAT = 29.67122222 LONG = 91.23419444 X = 381484.69 Y - 30529S.16

[ihJ'JFFS FROM RMAI FILE--
W4IsHE I193 VERSION 1.00. DATED OCT 1981. THIS FILE IS FROM RMAI-V VERS

TO,, 2.v(O DATED OCT 1981.
- AO02XXXXXXGXVGSEXXX GRADE = EFERSON = BACH DESCRIPTION

;,*F.',AYA BAY STUDY, MESH 2 (MEDIUM FINE GRID, ENTIRE AREA, BASE GEOMETRY)

- . I JAN 0J2, 2038 NODES. 596 ELEMENTS, NEW RE-ORDERING LIST

41,',TION If' z NODIEtI929
t,' T 29.63447222 LONG = 91.24155556

3'9157.37 Y= 291929.57
-t',E= t1 29 DISTANCE-.32344E400 NODE- 1930 DISTANCE=.21412E+03 NODE- 1931 DISTANCE=.42793E+03

NOD, -" . - D r';TANr.E=, I /42'E 04 t'Lf'f 17I DISTANCEz 0.E04
.?',TF'I Ir = NODE+I929+NO+COORDINATE+CONVERSION

3 "' 7.c4 Y= 291929.40
''41!E- 1979 DISTANCE=.0O00Et0O NODE= 1930 DISTANCE=.21381E403 NODE= 1931 D]ISTANCE=.42762E+03

NOSE= 1933 DISTAIJCF-.17 A 42 t4 JODF
=  

1.3
4  

DISTANCF= 0.E+04

Figure D-5-2. Sample printer output from FNI)NODE

Card Image Data Input Instructions

7. The run control file starts with a run title on line 1.
The three points of transformation are next, followed by station
identifiers and the coordinates for which to find the closest
nodes, If the three transformation coordinates are omitted, the
code automatically assumes that no transformation from latitude

and longitude to the user's grid coordinates is to be performed.
FNDNODE automatically distinguishes between latitude and longi-
tude and the grid coordinates. After the first card, all input

- - is free field. The run control input is described in Table D-5-
I. An example run control input file Is listed In Figure D-5-3.

Examples

PROGRAM TEST 2, ATCHAFALAYA MESH 2, COORDINATE CONVERSIO;N
29:35:19.9 91:14:6.8 381183.92 275345.(12
29:37:26.8 91:15:29.4 373882.79 288157.84
29:40:16.4 91:14:3.1 381484.69 305295.16
NODE+1929 29:38:4.1 91:14:29.6
NODE+1929+NO+COORDINATE+CONVERSION 379157.64 2q1(924

Figure D-5-3. Sample run control input to FNI)NOIIE

NETWORK 1- 5-2
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Table D-5-1

Run Control Input to FNDNODE

Card Field Description

1 80 characters of run title

2 1 Latitude of transformation point 1, in the form

dd :mm:ss

2 Longitude of transformation point 1, in the form
dd :mm:ss

3 Grid x-ccordinate of transformation point 1

4 Grid y-coordinate of transformation point 1

3 1 Latitude of transformation point 2, in the
form dd:mm:ss

2 Longitude of transformation point 2, in the
form dd:mm:ss

3 Grid x-coordinate of transformation point 2

0 Grid y-coordinate of transformation point 2

4 1 Latitude of transformation point 3, in the
form dd:mm:ss

2 Longitude of transformation point 3, in the
form dd:mm:ss

3 Grid x-coordinate of transformation point 3

4 Grid y-coordinate of transformation point 3

Note: Cards 2 through 4 may be omitted if no transformation is

to be performed.

5 1 lp to 80 characters of identifier for this set
of coordinates with no embedded blands nor

commas

2 Either x-coordinate or latitude (in the form

dd:mm:ss) of point to be searched for

3 Either y-coordinate or longitude (in the form
dd:mm:ss) of point to be searched for

Note: Enter a card 5 for each input coordinate pair.

D-5-3 NETWORK
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APPENDIX E: DIGITIZING INSTRUCTIONS

William A. Thomas, Ben Brown, Jr.,

Ronald E. Heath, and Donald P. Bach

DIGITIZING
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APPENDIX E: DIGITIZING INSTRUCTIONS

PART I: INTRODUCTION

1. There are two tasks that usually benefit from digitizer

capability: (a) encoding the (x,y)-coordinates around regions in
the finite element network and (b) encoding the (x,y,z)-
coordinates for the digital map of the model area. TABS-2 pro-
vides a digitizer program, DMSDIG, resident on the host computer,

that will teceive data from a Tektronix 4954 tablet and create a
digitizer file for use by the mesh generator programs and the

spatial data analysis programs. DNSDIG may be used to create
digitizer files for these TABS-2 programs: PREMESH, ELEVGRD,

REFMT, RETPNT, and FACGRD. The use of DMSDIG to create digitizer
files for PRENESH and ELEVGRD is described in this appendix.

2. DMSDIG is both equipment- and site-specific. Although
the use of DMSDIG is more efficient and effective than digitizing
by hand, digitizing on a remote host computer is nonetheless a
slow and tedious process. The use of a local, dedicated micro-
or minicomputer system for digitizing is far more efficient and

is highly recommended. (Information on microcomputer versions of
DMSDIG is available on request.) Therefore the digitized data
file structure is also presented so those offices having their

* -. own digitizing procedures can have the flexibility to create

TABS-2 compatible digitizer files. The structure of the PREMESH
digitizer file, used in the development of finite element net-
works, is deqcribed in Appendix D: Finite Element Network Gene-
ration, Addendum D-l: AUTOMSH. The structure of the ELEVGRD

digitizer file, used in the creation of digital maps, and other

DMS-A compatible digitizer file structures are described in

Appendix L: Data Management System A; Addendum L-10: ELEVGRD,
Addendum L-3: REFMT, Addendum L-ll: RETPNT, and Addendum L-12:
FACGRD. Instructions for accessing DMSDIG are also shown in
Appendix L. Addendum L-I: I)MSDIG.

3. The output file from DMSDIG is a coded (card image) file

that can be set up without using DMSDIG by simply reading coordi-
nates from graph paper and keying them into a file using an
editor.

4. DHSDIG is an interactive, FORTRAN program that accepts
*.., data from the digitizer tablet and writes it, in coded form, to a

file.

5. Two plot-back programs, DGPLT and DIGPLT, are provided

for quality control via visual inspection of the digitizer file.

DGPLT, described in Appendix L; Addendum L-2: DGPLT, is used to
inspect DMS-A compatible digitizer files, including ELEVGRD
digitizer files. DGPLT is a batch, FORTRAN program that produces

Calcomp plots on the WES DPS-I computer. DIGPLT is a batch,
FORTRAN program used to inspect PREMESH digitizer files.

El DIGITIZING
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Instructions for the use of DIGPLT are given in PART III of this
Appendix.

6. DMSDIG and DGPLT were written and the initial
documentation prepared by Mr. Donald P. Bach, Estuaries Division,
Hydraulics Laboratory (HL), WES. The digitizer table interface
routines used in DMSDIG were developed by Mr. Stephen A. Adamec,
Jr., Estuaries Division, HL, WES. DIGPLT was written by Mr.
Ronald E. Heath, Hydraulic Analysis Division, HL, WES.

1

DIGITIZING E2
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PART 1I: DIGITIZING INSTRUCTIONS FOR TIlE
TEKTRONIX 4954 TABLET

Map Selection

7. Proper map selection is critical to obtaining the
desired accuracy during the digitizing process. The Tektronix
4954 tablet has a resolution of 0.01 in. with a precision of
+0.0025 in. per inch of tablet surface. Accumulated error over

the surface of a well maintained tablet should not exceed +0.10
in. In practice, few tablet operators will be able to locate

points consistently with a precision of +0.02 in. Consider that
0.02 in. on a 1:24,000-scale map is 40 ft and that an accumulated
error of 0.10 in. means that points on opposite ends of the map

may be displaced by 200 ft with respect to each other. While
these results might be acceptable for an estuary or large river,

a larger scale map would be required for digitizing a channel
with a bottom width of 150 ft.

Map Preparation

8. All maps (and other sources of spatial data) used in the

study should he referenced to the same real (x,y,z)-coordinate

system. State planar coordinate systems are recommended for
horizontal control and the National Geodetic Vertical Datum,

1929, is recommended for vertical control. Maps should be
prepared for digitizing by writing the real coordinates of the
upper left and lower right corners on the map as shown in Figure

El. When digitizing for ELEVGRD, the area of interest must be
contained entirely within the map boundaries as defined by
connecting the map corners. When digitizing for PREMESH, a third

point with known (x,y)-coordinates is required. This point must

not lie on a straight line between the known map corners.

Digitizer Instructions

General instructions

9. BEFORE ATTEMPTING TO USE DHSDIG, study the example

DMSDIG sessions for either ELEVGRD (Figure E2) or PREMESH (Figure
'3) and read the section on error messages.

Step I. Position the map to be digitized and its overlay (if
used) on the tablet, smooth out any wrinkles, and fasten

the map to the tablet with drafting tape. When digitizing
data for ELEVGRD, the map should be carefully aligned so

that the map's coordinate system is parallel to the edges

of the tablet. Map alignment is not critical when digi-
tizing data for PREMESH. There is a dead area about an

E3 DIGITIZING
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GETDMSbIG/UN-CEROH9

DMSDIG

PROGRAM DMSDIG -- ENTER <CR> FOR HELP
WHICH PROGRAM IS TO READ MY OUTPUT FILE?

RESPONSE 1. ? ELEVGRD

ENTER MAP NUMBER AND DATA TYPE
RESEONSE 2. ? 111,3

DEPTHS ARE TO BE INPUT

DIGITIZE UPPER LEFT CORNER
DIGITIZE UPPER RIGHT CORNER
DIGITIZE LOWER LEFT CORNER
DIGITIZE LOWER RIGHT CORNER
ENTER COORDINATES OF UPPER LEFT CORNER

RESPONSE 3 ? 111P444
ENTER COORDINATES OF LOWER RIGHT CORNER

RESEOUSE 4. ? 4449111
DIGITIZE AREA OF INTEREST9 ENDING INPUT WITH THE SAME POINT TWICE

BE SIJRE TO USE A CLOCKWISE ROTATION
8 POINTS INPUT
ENTER -9999 TO SIGNAL END OF DATA ENTRY

INITIALIZING TO SINGLE POINT MODE
ENTER :CR> TO TOGGLE TO MULTIPLE POINT MODE OR TO TOGGLE BACK
IN M1JLTIPLE POINT MODE, ENTER THE SAME POINT
1UICE TO END DIGITIZER INPUT
ENTER DEPTH

RESPONSE 5. ?
TOGGLED TO MULTIPLE POINT MODE

ENTER DEPTH
RESPONSE 6. ? 15

IIGITIZE DEPTH LOCATION(S)

ENTER DEPTH
RESPONSE 7. 7 14

DIGITIZE DEPTH LOCATION(S)

ENTER PEPTH
RESEON3E ?

TOGGLED TO SINGLE POINT MODE

ENTER DEPTH
RESPONSE 2. ? 17

DIGITIZE DEPTH LOCATION(S)
ENTER DEPTH

RESEQNSE 10. ? 21

DIGITIZE DEPTH LOCATION(S)

RESPONSE 11.
TOGGLED TO MULTIPLE POINT MODE

ENTER DEPTH
RESPONSE 12. ? 25

DIGITIZE DEPTH LOCATION(S)

ENTER DEPTH
RESPONSE 13. ? -9999

RUN COMPLETE, SAVE TAPE3 'H
RESPONSE 14. /SAVETAPE3=NEISHBI

Figure E2. ELEVGRD digitizing session sample

E5 DIGITIZING
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GET,DMSDIG/IINZCEROH9

PROGRAM IMSDIG -- ENTER CR; FOR HELP
WHICH PROGRAM IS TO READ MY OUTPUT FILE?

RESPONSE 1. ? PREMESH
ENTER FILE II

RESPONSE 2. ? WATPRE
DIGITIZE TRANSFORMATION POINT #1
ENTER COORDINATES OF TRANSFORMATION POINT #1

RESPONSE 3. ? 1100,1200
DIGITI7E TRANSFORMATION POINT 42
ENTER COORDINATES OF TRANSFORMATION POINT #2

RESPONSE 4. ? 600,500
DIGITI7E TRANSFORMATION POINT 43
ENlER COORDINATES OF TRANSFORMATION POINT *3

RESPONSE 5. ? 1400,B00
ENTER -9999 TO EXIT PROGRAM
ENTER PREMESH LINE NUMBER

RESPONSE 6. ? 1
DIGITIZE POINTS DEFINING LINE? ENDING WITH A DOUBL.E POINT
2 POINT LOCATIONS INPUT

ENTER PRENIESH LINE NUMBER
RESPONSE 2. ? 2

lIGITIZE POINTS DEFINING LINE, ENDING WITH A DOUBLE POINT
9 POINT LOCATIONS INPUT
ENTER PREMESH LINE NUMBER

RESPONSE S. 7 3

DIGITIZE POINTS DEFINING LINE, ENDING WITH A DOUBLE POINT
2 POINT LOCATIONS INPUT
ENTER PREMESH LINE NUMBER

RESPONSE 2. ? 4

DIGITIZE POINTS DFFINING LINE, ENDING WITH A DOUBLE POINT
10 FOINT LOCATIONS INPuT
ENTER FREMESH LINE NUMBER

RESEONSE 10. ? -99??
RUN C1'OMPLETEY SAVE TAPE3 I!

0.090 CR SFCONDS EXECUTION TINE.

RESPOUSE 11. 'REPLACETAPE7=PREIN
PRFIN REPLACED

Fi ,ure E 3 PREMESti dik i zing, sample session

)1 (;I il I ;(:
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inch wide around the edges of the tablet. No data can
be digitized In this area.

Step 2. Turn on power for the Tektronix 4014 terminal and
the digitizer controller.

Step 3. Log in to the host computer where DMSDIG is installed.

Step 4. Execute the DMSDIG program as documented in Appendix L

of this manual.

Data entry

10. DMSDIG uses prompts and informative messages to guide
the tablet operator through the digitization process. The
process always begins with the request -Which program is to read
my output file?" The operator should respond by entering the
name of the program from the keyboard, as shown in Figure E2,
Response 1. A list of valid program names can be obtained by
entering only a carriage return. (The symbol <CR> means carriage
return.) Prompts beginning with "ENTER- are requests to enter
data from the keyboard. Prompts beginning with "DIGITIZE" are

". requests to enter one or more points by positioning the digitizer
mouse cross hairs over the point to be digitized and pressing any
button on the mouse.

ELEVGRD

11. This option is used to encode bed elevations or depths
by encoding multiple points having the same value, tracing a
contour, or encoding a value for each ix,y) point digitized.
ELEVGRD uses the data from the digitizer file to produce an array
of values on a regular grid. Figure E2 is a sample digitizing
session for ELEVGRD.

Response 1. Keyboard entry: ELEVGRD<CR>

Response 2. Keyboard entry: map number,data type<CR>

Map number: user-defined, up to six digits

Data type: 3 for encoding depths
4 for encoding bed elevations

Digitize: The map corners one point at a time as requested

Response 3. Keyboard entry: x,y<CR>

(x,y)-coordinates of upper left map corner
Must be integer values of six digits or less.

Response 4. (x,y)-coordinates of lower right map corner.

Digitize: Perimeter of study area (area of interest), starting

and ending on the same point.

E7 DIGITIZING
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Response 5. Keyboard entry: <CR>

Response 6. Enter and digitize the first depth value.

Depth below reference plane
Must be an integer value of six digits or less.

Digitize: One or more points (or a depth contour)
at the depth entered for Response 6.

Response 7. Enter and digitize a new depth value

Response 8. Keyboard entry: <CR>

Switches from multipoint mode to single-point mode.

Response 9. Keyboard entry: depth<CR>

Digitize: The location of this depth valte.

Response 10. Enter and digitize a new depth value.

Response It. Switch back to multipoint mode.

Response 12. Enter and digitize a new depth value.

Response 13. Keyboard entry: -9999<CR>

This entry terminates the execution of DMSDIG.

Response 14. Keyboard entry: SAVE,TAPE3=pfn

where pfn is the permanent file name

A sample digitizer file that could have been generated by this
session is shown in Figure E4. The digitizer file should be
checked for errors before any attempt is made to process it via
ELEVGRD.

PREMESH

12. This option is used to encode the (x,y)-coordinate
forming PREMESH lines. The AUTOMSH program, which includes
PREMESH, uses the digitizer file to define thc boundaries of
regions usel 'or network generation. Figure E3 is a sample

DHSDIG session for PREMESH.

Response 1. Keyboard entry: PREMESH<CR>

Response 2. Keyboard entry: file-id<CR>

One to six character user defined title

DiAitize: The first transformation point

DIGITIZING E8
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111 3 HAP NO. AND DATA TYPE 3=DEPTH

50 2000 DIGITIZER TABLET' UPPER LEFT CORNER

2000 2000 DIGITIZER TABLET, UPPER RIGHT CORNER

50 0 DIGITIZER TABLET, LOWER LEFT CORNER
2000 0 DIGITIZER TABLET. LOWER RIGHT CORNFR
111 444 UPPER LEFT CORNER (x,y), KEYBOARD
444 111 LOWER RIGHT CORNER (xp), KEYBOARD

-5555 0 FLAG

111 220 BEGIN (xP4) COORDINATES OF BOUNDARY
o 235 345 AROUND STUDY AREA

250 140
-255 400

270 350

350 319
400 355
440 330 END OF STUDY AREA BOUNDARY COORDINATES

. -7777 15 DEPTHS: FOLLOWED BY THEIR LOCATIONS

250 140
350 319
300 200
260 160
345 300

410 310
-7777 14

il 220

235 345
120 250

-7777 17

400 355
-7777 21

440 330
"- -777 25

255 400
270 350

-9999 -9999 END OF FILE

Figure E4. Sample digitizer file

E9 DIGITIZING
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Three transformation points are used to determine
grid rotation and scaling. These points must not
lie on a straight line.

Response 3. Keyboard entry: x,y<CR>

(x,y)-coordinates of first transformation point.
Integer values of six digits or less.

Response 4. Digitize second transformation point and enter Its
coordinates.

Response 5. Digitize third transformation point and enter its
coordinates.

Response 6. Keyboard entry: line-number<CR>

PREMESH line number, an integer value < 1000.
Line numbers do not have to be entered in order.

Digitize: Line segment ending with a double point.

Response 7. Enter new line number and digitize new Line.

Response 8. (Same as Response 7)

Response 9. (Same as Response 7)

Response 10. Keyboard entry: -9999<CR>

Terminates execution of DMSDIG.

Response 11. Keyboard entry: REPLACE,TAPE3=pfn<CR>

where pfn is the permanent file name.

Figure E5 is a sample PREMESH digitizer file that could have been
generated by this session. The file should be checked for errors
before any attempt is made to process it via AUTOMSH. DIGPLT can
be used to quickly locate most of the common errors.

Error Messages

AREENTER LAST LINE*

13. This message indicates that the host did not receive
part of the signal transmitted by the digitizer. This may occur
if the operator attempts to digitize points faster than the host
can rec(ive them. If digitizing a map corner or transformation
point, terminate the session and start over. When digitizing
point locations for ELEVGRD or PREMESHI lines, recovery is accom-
plished by terminating that line and reentering the entire
sequence of points. The digitizer file will contain both the bad
and good points at the end of the session, and the bad sequence
must be edited out of the file after the session.

DIGITIZIN, iIO
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WATPRE
4 10 MAP NUMBER AND DATA TYPE

800 900 TRANSFORMATION POINT NO. I ON THE TABLET
1100 1200 COORDINATES OF POINT NO. 1
300 200 TRANSFORMATION POINT NO. 2
600 500 COORDINATES OF POINT NO. 2
1100 500 TRANSFORMATION POINT NO. 3
1400 800 COORDINATES OF POINT NO. 3
5555 1 FLAG TO BEGIN (xy) COORDINATES OF LINE 1
1000 830

500 800
-5555 2 FLAG FOR LINE 2500 800

450 750

400 700
380 640
370 600

400 490
440 410
480 380
500 350

-5555 3 FLAG FOR LINE 3
500 350

1100 200

-5555 4 FLAG FOR LINE 4
1100 200
1160 280
1230 292
1300 300

1340 410
1360 504

1320 620
1250 710
1130 790

1000 830
-9999 -9999 FLAG TO END DATA FILE

Figure E5. Sample PREMESH digitizer file

Ell DIGITIZING
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ERROR, UNSUPPORTED PROGRAM

14. The response to the question: "Which program is to
read my output file?" was not recognized. Check the spelling and

try again.

<-ERROR IN COL. #,RETYPE RECORD FROM THIS FIELD

15. The host receved input in a format other than the one
it expected. Reenter the data as instructed.

Miscellaneous errors

16. The appearance of blank lines on the terminal screen
while the operator is digitizing a sequence of points indicates
that the host is not receiving all of the digitized points. Slow
down and reenter the entire sequence of points. The bad sequence
is retained in the digitizer file and must be deleted after the
session.

17. When entering PREMESH lines or using the ELEVGRD
multipoint mode, each sequence of digitized points is terminated
by digitizing the same point twice. If the digitizer mouse is
accidently moved and DMSDIG does not recognize the double-point
entry, try again and edit the extra points out of the digitizer

-, file after the session.

°w
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PART III: PLOTTER INSTRUCTIONS, DIGPLT

18. PREMESH digitizer files are plotted with DIGPLT, a

batch, FORTRAN program that creates a meta-file (plot file) that

can be displayed on a graphics device using the DIRECT program
described in PART II of Appendix I: Graphical Output, Meta

System. The meta-file contains only one plot frame. An example
plot is shown in Figure E6.

19. DIGPLT is dimensioned to handle a total of 20,000 (x,y)

digitizer points and 200 PREMESH lines. The only input required
by DIGPLT is the PREMESH digitizer file generated by DMSDIG which
is read from unit 1. The meta-file is written on unit 99 and is

the only output generated by the program.

20. DIGPLT is normally executed on the host computer from a

Tektronix 4014 compatible graphics terminal via the PROCLV

command sequence:

BEGIN,DIGPLT,PROCLV,IIGI,PIDG

where

IIGI digitizer file name

PIDG plot file name

The DIGPLT procedure in PROCLV makes an internal call to the

*-"- PROCLV procedure, META, after the plot file has been saved. The

META procedure executes the DIRECT program, and the user can

display the plot file by entering one or more of the DIRECT

commands described In PART II of Appendix I.

E13 DIGITIZING
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Regions in the AUTOMSH
are bounded by lines.

Figure E6. Example plot, PREMESH digitizer file
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PART IV: OPERATING INSTRUCTONS FOR THlE DIGITIZER
AT THE WES INSTRUMENTATION SERVICES DIVISION

21. The following steps apply to the digitizer in the
Instrumentation Services Division (ISD) at WES:

Step 1. Carefully lay the map to be digitized and ts

overlay (if used) on the tablet with the map's coordinate system
parallel to the tablet's lower edges. Smooth out any wrinkles
and fasten the map to the tablet using drafting tape. Remember
that there is a dead area that is about 1-in, wide around the
edges of the tahlet. No data can be obtained within this dead
ar ea .

Step 2. Turn on power for all of the equipment, including
the digitizer controller, the tape handler, and the Monsanto
counter (if connected).

Step 3. Install a wire ring on the back side of a magnetic
4r tape. Mount and thread the tape. After threading, push the load

hutton twice.

Step 4. Make sure that the switch on the digitizer
controller is set to "ABSOLUTE.-

to Step 5. Make sure that the record mode switch on the

digitizer controller is set to "POINT."

Step 6. Make sure that the fixed data switches on the
digitizer controller are set to "0011."'

Step 7. If digitizer data are already present on the tape,
set the switch on the buffer controller to "FILE SEARCH." Push
the buffer controller reset butt-on. Put the tape controller on-

7 line by pushing its on-line button. The tape should skip one
file. More files can be skipped by taking the handler off-line,

then back on-line for each file to be skipped. The on-line button

will light up when the handler is on-line.

Step 8. Set the mode switch on the buffer controller to
'WRITE."

Step 9. Push the master reset button on the digitizer
controller.

Step 10. Push the reset button on the buffer controller.

Step II. Put the tape handler on-line, if it is not

already.

Step 12 . For each point to be digitized, carefully place

the cross hairs of the digitizer mouse at the exact point

location on the map and push any button on the mouse to record

-t the point location. The magnetic tape should advance one record.

R15 DIGITIZING
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Step 13. Use the digitizer's keyboard to add alphanumeric

data. The special fill button will finish off any short records

with blanks. Do not use the return key.

Step 14. Alternate steps 10 and 11 to obtain the correct

format for the program that is to read this digitizer data.

Step 15. When finished, add two end-of-file marks to the
end of the tape by pushing the EOF button on the buffer

controller twice. Put the tape handler off-line. Rewind the
tape by pushing the rewind button on the tape handler. When the
tape is rewound, it may be unloaded by pushing the load button on

the handler.

22. ISD's digitizer will write tapes in the following
format:

12 character records (216 format)
1 record per block
9-tracks

800 bpi
odd parity
ASCII character set with ASCII parity bit low

23. The digitizer tape may be read by the WES DPS-8 and
stored on disc by the following GCOS job control (executed from

the time-sharing CONVERT subsystem):

1O$$N
20$:IDENT:userid,name
30$ :OPTION:FORTRAN,NOMAP
40$: FORTY : NFORM ,NLNO , NLSTIN
50$:SELECT(userno/PGRM/NEWCOPE,R)
100$:EXECUTE
11O$:FFILE:01,NSTDLB,NOSRLS,FIXLNG/3,BUFSIZ/3,ASA9

120$:TAPE9:01,XID,,digitizer tape no.,,DEN8
130$:FILE:02,X2D,IOL,NEW,filename

132$:DATA:I*
134$number of files on the tape
140$:ENDJOB

24. Once the digitizer data are on the DPS-8 disk, line
numbers must be added by using the following time-sharing

commands:

OLD filename

SEQUX 10001,1
RESA filename

If any data fill the first field of six, an extra blank will he
added between the line number and the data value that must be
removed using the text editor. If this file is to be used on any
other computer the line must be removed by using the STRIP
command.

DIGITIZING E16
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25. The digitizer data can he read and written to a tape
that can be read over an RJE using the following CCOS job

control:

I 0$S$N

15S:II)ENT:userid,name
20$OPTION:FORTRAN,NOMAP
30$:FORTY:NFORMNLNO,NLSTIN
40$$SELECT(userno/PGRM/NEWCOPE,R)

80$:EXECUTE
90$:FFILE:02,NSTDLB,NOSRLS,FIXLNG/3,BUFSIZ/3,ASA9

100$:TAPE9:01,XLD,,tape number,,DEN8
110$:FILE:02,X2S,IOL,m

112$:DATA:I*
114# number of files on the tape (n)
120$:UTL2
130$: FI.E:IN,X2D
140$:TAPE9:OT,ITID,,,,filename,,DEN8
150FDEF IN,GFRC,ASCII.
16OFDEF OT,NLAB,IBM,C180,F80.
170FOPT IN AND OT,RECCT.
IBOPROC REWIND IN. COPY IN TO OT nFILES.
190$:ENDJOB

The above JCL creates a digitizer tape having the following
characteristics:

80 character records
I record per block
9 tracks
800 bpi
odd parity
EBCDIC character set

.- ,

. e?
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APP NI) IX F RMS-2V 11SER I NSTRUCT I NS

VERSION 3.0

1PART I: INTRODUCT ION

Purpose

1. This program computes water-surface elevations and hori-
zontal velocity components for se, critical, free-surface flow in
2-) flow fields.

Origin of the Program

2. The original R>IA-2 was developed by Norton, King, and
Orlob (1973), of Water Resources Engineers, for the Walla Walla

District, Corps of Engineers, and delivered in 1973. Subsequent
enhancements have been made by King and Norton, now with Resource

ananement Associates, and by the WES Hydraulics Laboratory,
culminating in the version of the code supported in the TABS-2
system. Personnel in the Estuaries and Hlydraulic Analysis Divi-

*0 sions of the lIES developed a new data input module , changed from
Chezy to Manning's roughness equation, added various output con-
trols, and streamlined the program for vector processing.

Potential Applications

3. This program is desined for tar-field problems in which
vertical acceler;t ions are negligible: and the velocity vectors at
a node eneral ly point in the same directions over the entire
depth of the water column at any instant of time. It expects a
homogeieous f i1(d with a free surface. Both steady- and
unsteady-state problems can be analyzed. A surface wind stress
c._an h(, iMpost ed.

I4l. T e r og r a Ti 1 a s he e n a p p 1 i u d to ca 1 c u I a t e f I ow d i s t r i biu -
tion around islands, t low at bridges having one or more relief
opeTin;s , f Low in contracting and expanding reaches, tlow into
and ,)ut of otf-channel hydropower plants, flow at river junc-
t ions , t low into0 and out of pumping plant channels, and general
I low patte rn in rivers, reservoirs, and estuaries.

Limitations

5. This proi',ram is not designed for near-f ield problems
whre t low-stricture interactions (like vortices, vibrations, or
vert ical acc elerat ions ritr of interest. Areas of vertically

F R MA- 2V
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stratified flow are beyond this program's capability unless it is

used in a hybrid modeling approach. It is 2-D in the horizontal

plane, and zones where the bottom current is in a different

direction from the surface current must be analyzed with con-

siderable subjective judgment regarding; long-term energy con-

siderations. It is a free-surface calculation for subcritical

flow problems.

R.- 
-
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PART I1: PROGRAM DESIGN

Design

b. The program is designed to be a fixed-bed, hydraulic
computation with the resulting water-surface elevations and velo-
city components written to a file in a batch-oriented mode of
computer operation. It uses a finite element technique to solve

the Reynolds form of the Navier-Stokes equations for turbulent
flows. Friction is calculated with a Manning's-type equation and
eddy viscosity coefficients are used to define turbulent

exchanges. A version soon to be released uses an extra equation
to compute turbulent exchanges rather than a constant eddy
viscosity.

7. All input data are expected to be in English units and

all output files are in English units. A new version, soon to be
released, will accept input data and produce output data in
metric (SI) units at the user's option.

8. In its original tormulation, the model used unit dis-
charge as the flow variable and no wetting and drying of the mesh
wais allowed. This version of the code, RMA-2V, uses velocity as
the flow variable and allows the mesh to change witl the varia-
tion in stage during a simulation. To accomplish this, the
original program was modified to define wet and dry elements at
each solution step so that no depth was allowed to go below the
prestated nominal outline. A coordinate system was adopted as
illustrated in Figure Fl.

VELOCITIESwL
z U

- O T T M ,. -- - D E P T H h

ELEVATION a

Figure Fl. Coordinate system

X
F i RNA-2V
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GoverningEquations

(The following paragraphs are copied from Norton and King (1977).)

The basic depth averaged equation of flow may be written
a s

fy = u21+ ;+ V-V- I 32V +x 92V +9 3a + g h = 0 (Fl)

_v _v _-(C -Y ax ah

(F 3)

fc + h(QU-+ -V) + A+ V 0
where

u,v = velocities in the Cartesian directions

x y,t = Cartesian coordinates and tiU

= density

g = acceleration due to gravity

a = elevation of bottom

h = depth

= external traction, ia this case hot tom
,y friction, wind, and Coriolis effects, i.c,

C o riol Its
bottom friction wind effect

1 2 + 12 2 +os si(1.486 h /6) - V c i *avsn
n

gV 2 (u2 + 2
(146h 1/6) +v - V2 cosW + 2wu sin6

n

w he r e

ni Manning n-value

RMA-2V F4
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""" empirical wind shear coefficient

Vo = wind speed and direction

("J = rate of earth's angular rotation

= local latitude

1.436 = conversion from metric to English units

"'If we multiply Equations 1 and 2 through by h , we obtain
the basic momentum equations which together with the continuity
Equation 3 are used in this model, i.e.:

h u au u h, 2U ;2u ha ;hf h -+ hv+ hv-_ (c - + c TYT) +,gh( + h)
at- a ,XLX Y x a (F4)

+ -q.( 2 + V2)1/ 2 ~32SiV uuSf~=(

C2 i cosn e- 2qaN sin

f to th- srib eYX -X + Nor , an Oro+ (h(9- + -i)

timecetnta uad are prmr vabe andnt h

+ 2VU )12 va2 Sirt + 2twhu sin b 0
C2 a (F5)

"Finite element equations

'.". "'The finite element is implemented in exactly identical
tfashion to that described in King, Norton, and Orlob (1973) with

.' the exception that u and v are primary variables and not the

flow quantities uh and vh as used previously.

"An element coefficient matrix and right-hand side vector
take the form:

fTfu T fuA, fMT  dA fNT f dA

T TA, T dA, f T

fN -3f V dA, fNTf dA, fNT !dA and INT f dA

fmT 3fc dA " T 3fc fMT 'fdA f NT fc dA

F5 RMA-2V
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"The terms then take the following form after partial integration
to restructure certain terms:

fT T u u Da + (U +2 2) 1/2
JN f dA = :{N [h--- + hu-- + hv- + gh- x v

U A at ax a)' ax C

- V 2 coso - 2hwv sino + ah Exx au +,;h 'xy
T h a h 2  T h~u cxxu

x xxp ax 2 y a

- NTh cxy -yu dx + f NTgh 2 dx + f NTgh2dyAy p ay XA-Ax Ay

T T av av hv haa v(1 2 /

N f v dA f {14 ['L " +  h u 'x  + hv 'L y + a + C H 2 
1

".-.~c - 2 sino + 2hwu sino + L-h !yx -V + a-ah Cyy !_}v-

a ay P ax ay P ay

+N x -L I + N IE 2-j~}dA - f N v- dyX yxp ax] y yy - ay P ax?,.

.f N -' dy + f N gh dx f N gh2 dy
Ay P Ax Ay

rT au av ah ah a

1M fc dA = f{r.T[h---• + --) + + u--- + v--h}A
A

where
N = the shape function representing velocities

M = the shape function representing heads

"The coetficient matrix then has the following contrthtions:

fT u dA = f T[ h + + C 2u2+v2  + (hu 4 T x
auA t "X+ C2 ( 2  2 1/2 ax p x

+ (U+----) + vc - ~ c - d

-p y xX p X y xy p y

RMA-2V F-'
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INT UdA f IN [hy- + -2 12 - 2wh sinfildA
aV A Dy C (u +V 2

f N af dA f {f T u u + 2u a 2vsa!+ u M

3h a axUd Ay 9-3 2w n) ax x

T TCxx au NT LXX ~d
p ay y x p ax~- y p a3'

{N [h--- + v + 2hw sino]N~dA

A (U2+V)
2

T3 [ah 3v-~~1 u 22A

T d ~ I V + 'V + V v -3- 2wux Ni4M

+YY (h + ]L ap + N T -x h + N T -& hlf

p ay y x p ax y p ay

fm T af dA f A M T (ah N + h N) dA

-mdA fA a hN N) dA-5v ayy

T af c T I av
M -dA= fA [( + -+-M + uM + vM] dAf h 'A ax Dy At x y

F7 RMA-2 V
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-t Note that the surface integrals have been eliminated in this
statement. On the interior boundaries, the finite element
assumption assumes that they cancel out. The external boundaries

" -do, however, generate values for the integrals and they are
incorporated in the model." (End of quote from Norton and King
(1977))

Solution of the Nonlinear Equations

9. The governing equations are solved implicitly in their
complete, nonlinear form--a solution that requires a method of
successive approximations. Details of the solutions scheme for
this program are presented in King, Norton, and Orlob (1973).
Briefly, the Galerkin method of weighted residuals is used to
cast the governing equations into a set of simultaneous equations.
The Newton-Raphson iterative method of successive approximations
is then used to solve the system of simultaneous equations. The
procedure requires an initial approximation, called INITIAL CON-
DITION, to start the computations. Convergence from that first

* estimate to the final solution usually takes three to five itera-
tions. The better the first estimate approximates the solution,
the fewer the number of iterations required for convergence.

Convergence

10. Convergence of this solution scheme, like any nonlinear
set of equations, is not guaranteed. In general, the smaller the

' .velocities, the more likely the solution will converge in an all
wet mesh. Convergence is more of a problem in partially wet
meshes than in all wet meshes because numerical shocks are
created each time an element is added to or removed from the flow
tield. Techniques developed to overcome convergence problems are
presented In the section on Preparation of Input Data in this
append ix .

11. The measure of how well the solution has converged is
printed after each iteration. The convergence parameters are
related to x- and y-velocity components and depth. The values
printed, the differences between trial and computed values,
should approach zero with each successive iteration; when they do
not, the solution is said to diverge, and once divergence is
i-idicated, the computations will seldom recover. A better

initial approximation is usually required.

* 12. The user must decide if the solution has converged
satisfactorily within the specified number of iterations. An

*- averag e depth tolerance of 0.01) I t is used in I-1) programs and is
-adequate for this program also. There may be situations in which

other tolerances are appropriate. The key is whether or not
significant changes occur in the water-surtace elevations or the

x- and v-velocities if some other tolerance is iccepted.

RM A - 2 V F
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13. The maximum difference between trial and computed va-
Lties of the computed parameters is larger than the average diffe-
rence values, and the location of this maximum is shown by node
number. If it should occur in an area of primary interest, the
user should be sure the adopted convergence tolerance does not

affect decisions based on model results.

14. Presently, there is no equation in RMA-2V that monitors

divergence and corrects conditions to ensure convergence. When
divergence occurs, the first recourse is to increase energy loss
coefficients. However, the larger the coefficients, the more

likely the computations will suppress actual eddies that will
form in the prototype. Therefore, consider re-forming the finite
element network when excessively large turbulent loss coeffi-

cients become necessary.

Energy Transfers

15. Three energy transfer computations are included in the
governing equations: bed friction, surface wind friction, and
turbulence exchanges. Surface wind stress is rarely used since

2-1) models do not properly describe wind-induced currents. Turbu-
lence exchanges become more dominant in slow-velocity flow (like
reservoirs) and when large or numerous changes in flow direction

or magnitude occur.

Bed friction

16. Bed triction is calculated with Manning's equation and
the range of n-values one would use in other numerical, hydraulic
models for steady or unsteady flow computations (e.g., IIEC-2,
I)WOPER, etc.) are satisfactory for this program. Of course,
small adjustments may be required to reconstitute observed or
previously calculated water-surface elevations, but those are
calibration adjustments and the procedure for calibrating this
program is the same trial-and-error approach as followed in

calibrating other numerical models. Since bed friction does not
have to account for composite cross-sectioned roughness as in

I-D modcls, the values in a 2-1) model may differ somewhat from
those of a I-1) model.

Surface wind friction

17. Wind friction on the water surface is an energy
coM ponie nt not avai lahle in the tradit ional , I-) models and not
general ly used in this program. The equation is shown in the
governing equations of this appendix. Like bed friction, the
wind friction equation requires a coefficient for momentum
transfer, and the value ot that coefficient is not readily de-
l ined. It is deemphasized in TAHS-2 because wind-driven currents
ire thrve-d imeuisionaI in nature and wind setup can be superim-
posed on the f inal result of the no-wind condition.

F9 RMA-2V

.- .. . . . . . .-. .- -.. . . . "



.1

04/85

Turbulence exchanges

1. Momentum exchanges due to velocity gradients are
approximated in the governing equations by multiplying a turbu-
lent exchange coefficient, (shown in the text as the letter

"E"), times the second derivative of the velocity with 5 espect to
the x- and y-directions. The units for E are lb-sec/tt . The
progr'm allows tor the exchange coefficient to be specified in a
local coordinate system for each element. This permits the user
to input an exchange coefticient for directions parallel to and
perpendicular to the direction of flow at each element in the

mesh.

19. Although it is difficult to establish the value for
E, analogy with physical conditions suggests that turbulence
transfers depend on the momentum of the fluid and the distance over
which that momentum applies divided by the fluid velocity and the
surface area of the element. Therefore, as element size in-
creases, E should increase, or as the velocity increases E should
increase for the turbulent transfer rate to remain constant. hat
is, multiplying the units of E by ft/ft yield ft-lb/ft/sec/ft
where the ft/sec represents a velocity and ft represents an area
term.

20. Turbulence exchanges are sensitive to changes in the
direction of the velocity vector. Conversely, small values of
the turbulent exchange coefficients allow the velocity vectors
too much freedom to change directions in the iterative solution.
The result Is a numerically unstable problem for which the
program will diverge rather than converge on a solution. The
recourse is to continue increasing E until a stable solution is
achieved, then save a HOTSTART file, using the HOTSTART file to
begin a run with more appropriate values. Procedures to follow in
establishing E values are presented in the section of this appen-
dix titled Preparation of Input Data.

Steady and Unsteady Calculations

21. In their complete form, the governing equations can
solve dynamic problems. However, the finite element method al-
lows the time dependent terms to be either turned on or turned
off with input data. Consequently, a steady-state solution can
be run directly, or by simply adding the time-dependent input
data the complete, unsteady flow equations will be solved. Not
only is that useful in backwater-type problems, but it is also
useful for establishing initial conditions in an unsteady flow

calculat ion.

22. The unsteady calculations advance in time stopwise
using an implicit solution. The time derivatives are replaced by

a nonlinear finite difference approximation in which values are
asnmed to vary over each time interval as follows:

RMA-2V I* I
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f(t) f(o) + at + btC t < t < t

where

[0) = value at end of time-step

'(o) = value at beginning of time-step

a,h,c = coeflicients assumed to be constant

The tef i icie nts a, h, and c were established by numerical
experiments and are not input variables. The value of c is 1.5
(Norton and King 1977). This nonlinear time function is extreme-
ly powertul in combination with the implicit solution. As a
result, relatively long computation times are permissible (even
I-hr time-steps have been succesfully used in an estuary where
the tidal range was 8 1t).

Finite Element Implementation

Element description

21. The finite element model RMA-2V accepts quadrilateral
and triangular isoparametric elements. The elements are defined
by ei,;ht and six node points, respectively. In each case four/
three of the nodes are placed at the vertices and four/three
nodes on the sides. The exact position of the mid-side node
determines the curved shape of the side. For straight-sided
elements, the location is precisely at the middle of the side.
For curved boundaries, the mid-side node may lie at a location
that is not halfway between corners. Within an element, quadra-
tic approximations are used to represent the velocities u and
v and linear approximations are used for the depth h . Where
two elements join together the functions are continuous. See
APPENDII I): MESH GENERATION for a discussion of desirable ele-
ment characteristics.

17 Network of elements

24. The proper finite element (FE) network is the most
fundamental aspect of successful finite element modeling. Al-
though averaging or differencing is not involved, the finite
element shape functions distribute calculated values over the
element. Therefore nodal points should be carefully located to
capture changes of depth and changes in energy gradient so that
those extremes are captured. Automatic mesh generators (the mesh
is the set ot lines, elements, and nodes in the FE network) can
locate the (x,y)-coordinates of nodes so they best fit the con-
tinuous surface requirement of the finite element shape func-
tions; but the automatic mesh generators do not consider the z-
coordinate (the bed elevation) in that procedure nor do they take
sharp changes in gradients into account. Consequently, the

FIt RHA-2V
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judgment of the user is essential to ensure that these factors

are incorporated into the network.

External boundaries

25. The external boundary of a network refers to the lines
of nodes that have elements along only one side of them as op-

posed to internal lines of sides. Examples of external bounda-
ries are the sides of the network; the ends of it; and islands,
piers, or other internal features that are not overtopped by the
f low.

26. The significance of external boundaries stems from the
2-D nature of the computations. That is, in I-D computations,
flow always travels parallel to the sides of the numerical flume
or river. That is not the case in 2-D computations; and conse-
qiiently, the calculated velocity vectors can intersect the side-
wall of the numerical flume or river, rather than be parallel to
it, just as it does the end boundaries. The result is a "leak."
It is necessary to identify all external boundaries using input
data so RMA-2V can avoid leak problems.

27. An external boundary line can be either a straight
line, a sequence of straight line segments having sharp corners
where one element joins another, or a smooth, quadratic curve. - -

For the second case, the velocity components at each node must be
zero unless the wetting and drying feature is turned on. When a
smooth (straight line or quadratic curve) is prescribed, RMA-2V
will calculate its tangent at each node and align the velocity
vector so that flow is parallel to the boundary at that point.

Consequently, leaks are avoided by the proper specification of
boundary conditions.

28. A wetting and drying feature allows the model to
represent the process by which shallow areas emerge as the water
level falls. This is commonly encountered in tidal flats and
river overbank areas. This feature should be used only when the
cross-sectional area or surface area of the flow changes
significantly during a flow event. The library version ot the
program considers whole elements to be either dry or u,
Because of numerical problems associated with very small depths,
elements are considered "dry" and removed from the calculat ion
when depths reach a small critical value.

Wetting and drying

29. Areas of the network that become dry are resolved by
manipulating the individual elements. If any node in an element
is dry, the entire element is removed from the computations.
This procedure produces two problems: an irregular side boundary
having sharp corners rather than the smooth external houndary of
the original network, and numerical shocks each time an element
is adde d or removed. Logic in the program aligns the boundarv
velocity vectors with the irregular boundary to prevent leaks and
to allow a slip flow along the newly formed external boundary.

RMA-2V FI 2
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Both the velocity and its time derivatives at the present and
past iteration are thus recalculated. This special treatment of
flow along a boundary applies only to partially dry meshes. It
is not applicable along external boundaries. The problem of
numerical shocks has not been completely resolved. By keeping
elements small, the shock can be minimized and by increasing the
number of iterations between dry-node-checks, stability can be
increased. An experimental version of the program moves the
external boundaries with the water's edge, partially wetting or
drying boundary elements. That version is both more difficult to
uise anti more expensive to run.

Boundary Condi tions

30). There are five ways that conditions can be specified at
each node: no boundary condition, flow boundary condition,

parallel flow boundary condition (i.e., slip flow), corner
boundary conditions (stagnation point), and water-level boundary

condition. The use of no boundary condition allows the program
to compote both velocity components and the depth at that node.
The u1se Of any other specification removes either the depth or
the velocity components from the computations and the program

- - expects those values to be entered as input data or otherwise
prescribed.

31. The normal use of boundary conditions allows the
numerical model to resemble a flume in its operational charac-
teristics. External boundary nodes along the downstream end of
the network are assigned a water-level boundary condition. That
is like setting the tailgate on a physical model to control the
water depth at the exit. Boondary nodes along the upstream end
of the network are assigned an exact flow or discharge boundary
condition. Ve t is like setting the inflow valve on a physical
model because it controls the water discharge in the computa-
tions, Each side wall of the network is assigned a parallel

liow (i.e., slip flow) boundary condition which allows the
* program to calcuilate the velocity adjacent and parallel to the

side wall as well as the tow depth there.

32. The water level boundary condition allows the program
to adjust the water depth ats needed to obtain the optimum solu-
t ion ot the i mite element equations. The minimization princi-
ples in the solution te-chnique reach optimums when all heads,
even those, along the exit boundary, can be adjusted individually
to preserve overaill network Optimization,,. 'rhe result is water
surtaces at the exi t boundary nodes that (titter s iglitly Iron
t hose 'oded ats the boundary cond it ions. I f the calI culated levels
vary s iifiticantly from specified values,, something is wrong with
the2 way the problem I s b-e ing posed. See P)A RT V.

33*NormalI I y , a I I lont i r i or nodes, a re levf t in t le compu ta-
tiolon (i.e. t he "no bound;e ry cond it ion "opt ion) however , ont
a tt ribhutev of the fi n it e elIement met hod i s t hatt a wa ter-lIevelI or

S"3 RMA-2V
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discharge condition can be prescribed anywhere in the network and
[-not just alon ' the boundaries or at predetermined nodes. There-

fore it is possible to code boundary conditions at internal nodes
n the network. This makes it possi blei to simnilte structures

that are not explicitly represented by tile mesh and to construct
barriers of zero width, a very powertul technique.

34. It is possible to oversjt'tcity the boudTitries of the

p rob I em . For example, (do not co I a ti Iw ter elev at ion , a head

water elevat ion, a d tIte t low V loi ty hV ) Its, that attempts to
force both a slope and the w.t, r disc liryt'. hIleory does not
allow such nor c a n i t be iacc i p I i shi'! il A a kt It 1 ' s s t iIe
roughness Is .t depende nt varianl,. l so, overspecit ication of

tihe problem is more I ik e ly when ii t c I lid 1 n i n t e r n a I nodes in the

boundary conditions data set. Iher elo r , esta li shi mtOdel per-
torinatce criteria very ,ire'fiu lv to tiP' certait tel' results, are

not contaminated when htnn rv st i itt ions .a5 r t heing assig ned
tio internal nodes.

35. No special equations are required for boundary nodes.
Where boundary conditions are presc ribed , those nodes are simply
left out of the computation matrix and the prescribed values are
substituted in their place.

Iteration Control

36. The program requires the iteration control to be input ,
and in general, it is not possible to predict tIe number of
iterations that will be required to solve a particular problem.
Some experimentation must be done. The recommended procedure is
this. First, converge the problem to a steady-state solution
with tour Iterations. Output will be produc d at each cyt'clte antI
one can assess t it s p eed an( I dog, r(ie of conv'er i,nc', t rlm tit

CONVERGENCE PARAMtTEFRS printed at t lt, t , 1 t 'e otitput . With
experience, it will soon become obvious it the solution ihas
properly. convorged o r not . It tih solit io)n hi' r,) t converg ed,

one is faced with , chol ice o midii viii,' ,it ,r t , it, ntt,he r ot

iterat itoins, titic tit rhl ni t t x cbli tti't i n its, iE tilt' retwork

itsell . If convi t, e r Iit ', is ct it'ketd i n I o r ! ,in itir itert-

tiLtits, redite' the i'ycles in Iuturi rtts. W, t t -i -ltislac'tory

degtree ol converet, t, nce i s aciteive , o t- h t a st iid%-stte sitli-
_ nit iI its hc ack.,,routd t rom wit i t t i (it ,itt tf '1, ic tt t ime-

(I e d' ent' T problems . It on, wishes t,- is , t t i' iiiistt'1dV solI -
t io nit, Lth ,, it m 1) , r o f i t , r.1t i ,n ii , ,r t i m c - te i ) 'l I I,; ki'l I x, v t,

r,'dtc,d t,) twi.

I7. itu t- tils Ci -t' ie i -' ; it t I r , ', ti t t i f I it til ti t i t
a i I l v Ii ( ot t ie s t ad y -'it cit . ' . As t te, 0 r to in . IM tlout

i, , t ' r i Mt'n )t It ion mat hi' lit''t .it r V t ,
1

.11 i tvt' opt iM t

c'i ) i t 'ic t' , btt t I ilt t ' , t rit ii' ,it ti stilt K wi l stow tItI

fi 'i;t ~I p ptr ; i 'it
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38. When dry nodes are allowed, there is an iteration

control that specifies how many iterations will be made between
checks to determine which nodes are dry. This must be assigned
separately trom that for the primary computations.

Input and Output

39 . Four input data files and three output files are avail-
able in RMA-2V. These are shown in Tables F1 and F2. The file
names are those used as in the instructions for the procedure
file, PROCLV, which generates job control and submits the jobs
(see Appendix 0). The tables show the standard (default) logical
units for the files. The standard units may be changed by input.

Table Fl

* Input Files

PROCL V Standard Logical
Name Unit Numbers File Contents Source File Type

11R2 5 Card image input for run Editor Coded
control

12R2 5,7 Card image input boundary Editor Coded

conditions

I3R2 I lotstart from prior run RMA-2V Binary

I RI 14 Geometry data file GFG EN Bi narry

Table F2

Output Files

PI CLV St.ini( rd Log i cal
_ Nime Unit Numbers File Contents Source Fi I Typte

i 22 Water-surface elevations RMA-2V Binary
and Ve loc itI es

2 42 2 1lotstart file RMA-2V Biniry

6 1- I i e pr in t e r on t pit RIA-2 V Co d e I

n. Si re t i I e i n t rmit i on t e nds t o cha n e as the programs

ma ,t r,, lwaYs; C h Ck the i 11 " conmmand in P kOC1, V t o r the latest
I c i req 'i reme nits

F RMA-2V
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41. The required input files are the "Card Image Input Data
for Run Control" and the "Geometry Input File." Instructions for

preparing the card image file are given in this appendix. The
geometry tile is produced by the utility program GFGEN and in-
structions for executing that code are presented in Appendix D,
Network Generation.

42. Printout is automatically directed to the standard line
printer unit when using PROCLV. The output buffer is emptied so
all print lines created by the program appear in the printout.

Graphics

43. No graphics are produced by RNA-2V. Instead, the
output file is ready for use by utility programs which prepare
vector plots, contours, or other output.

I
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PART I l : PROGRAM USE

44. Use of the program involves three processes: properly
assessin, the nature of the problem, the dominant energy forces,
and energy dissipation mechanisms; coding data in the form which
allows RMA-2V to model that problem;and analyzing the results.
'This document tocuses on the second of those processes, but the
first and third are probably the more important so far as model
realism is concerned (realism being the accuracy to which the
model simulates the prototype processes).

Geometry

45. The finite element mesh (the geometry file created
by G.F;EN) controls both lateral and vertical boundaries. The
degree to which it models lateral boundaries can be observed by
overlaying the mesh on a map or aerial mosaic. The agreement
with vertical boundaries is more difficult to ascertain. That
is, bed elevations are coded at each corner node, and the program

constructs a bed plane in each element. It is important that the
elevations in that bed-plane model the true elevations of the bed
throughout the element. It is difficult to visualize the 2-D
model planes, but if elements ar, aligned along cross sections,

the FE bed can be plotted on the cross section to check bed
elevations. Corner node elevations are connected by straight

lines in the model geometry.

46. An (x,y)-coordinate can have only one elevation (i.e.,
elements cannot stand on their edge).

Initial Conditions

47. The initial water surface elevations in the RMA-2V
model is called the INITIAL CONDITION water level. It can be
prescribed as a level water surface or the IIOTSTART option can be

used to prescribe a sloping water surface.

48 . The water depth is calculated at each node from the
initial water-surtace elevation and the bed elevation in the
geometry file. It is important that the initial condition water-
surface elevation be higher than the model bed and the depth

greater than critical depth. Those cases where the bottom slope
is substantial sometimes go unnoticed and the initial water
surtace is assigned at the downstream boundary when that eleva-

t ion is below thfe bed surface of the upstream boundary.

49. Part ial I y dry meshs are permitted, hut model start-tip
s pa r t i cult a r I y pa i n f I so avo id arbi t rar i I y caos i ng a dr y cond i-

tion. Adopt the estimated average water surface in the model for
the initial condition until a better estimate is obvious.

F17 RMA-2V
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5O. Thle initial condition flow velocity is taken to be zero
in coldstart'runs. In hotstart runs, the velocities at the end

of the previous run are used as the initial condition.

Initial Conditions and Convergence

51. Usually, reservoir and estuary problems run with no
particular convergence problems. They usually have relatively
small gradients and large diffusion coefficients. River
problems, or rivers in conjunction With reservoirs or estuaries,
are more likely to have convergence problems. When divergence
occurs , the succes s o f the s tudy depends l argelIy onl the ingenui ty
of the modeler. Thle following procedure to solve convergence
problems has evolved through several studies.

o Increase turbulent loss coefficients to 10100

o Reduce boundary condition velocities to 4 ft per sec
or less

o Save the IIOTSTART file

* ~52. If convergence is achieved, the HOTSTART tile should __

then be used for the initial condition by using the tiOTSTART 4
option, described in this section. If thle solution does not
converge, continue increasing turbulent loss Coefficients- and/or
decreasing the boundary velocities until convergence is achieved.

p.

53. Once a suitable HOTSTART file is available, return

turbulent loss coefficients and boundary velocities to the de-

sired values and rerun the job using the tOTShTART file as input.

SIIf the solution cootines to diverge, repeat the OTSTART proce-
ure while "creeping up" on tihe desired values by using as a

starting place those which worked.

*a54. When start-up is difficult, always check the results

for surprises such as peculiar gradients, velocity magnitudes, or
velocity directions.

55. Partially wet meshes are usually dilnicult to work

with. The above procedure may fail, in which case the recourse

is to estimate which elements will be dry, assign an elr'ment type

IMAT) ot zero, and reprocess the Mesh through UFGEN. It is nnt
necessary to construct curved boundaries since Le RMA-2V code

will ensure parallel flow in that case it the wetting and drying

feature is turned on.

Manning n-values

56 . Red shear stress is calculated with tile Manning l- A-

t ion. only bottom friction is inc Ifed in the alculati oens

RMA-2V F I 1
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n-values can be assigned by element, by element type, or a con-
stant value can he assigned to the entire mesh. The value de-
pends on boundary roughness and not element size or shape. Only
one value can be prescribed for an element and that coefficient
does not vary in time, with depth change, or with discharge
change. For some cases (e.g. deep inner channels), a composite
roughness coefficient reflecting bank roughness should be used.

Turbulence Coefficients

57. Values for E , the turbulence coefficients, will

usually affect results significantly up to some maximum value but

there is very little guidance available for establishing them.
If E is too small, flow can change directions in the model
without causing a sufficiently large momentum transfer. On the
other hand, if E is too small, the flow characteristics will
approach that of an inviscid fluid or the program may abort by
diverging rather than completing the solution. The more likely
problem is to choose E's that are too large.

58. In general terms, turbulent exchange coefficients
should he proportional to water depth, flow speed, and element

size. Vrettidenhil (1973) gives the following expression for

propor t i onal ity"

K 6h 4 7V

w her e

1i = water depth

C = Chezy coefficient

V = flow speed

He warns, however , that this equation gives only an order of
magnitude estimate and the needed value may be considerably
difterent. Note that It does not account for element size.

5q. For high values of E , the computations are more
likely to converge to a solution but eddies may be diffused out
of existence. The velocity distribution will tend to diffuse
laterally while showing tairly realistic directions ot the vec-
tors. The energy gradient will he steeper than the prototype
unless the channel is a prismatic cross section on a straight

alignment.

60. The Table F3 shows values of F used in a few prior
stud ies and in Norton and King (1977).

F19 RMA-2V
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Table F3

Values of Turbulent Exchange Coefficients

Values of Turbulent
Exchange Coefficients

( Eddy Viscosity)

Type of Problem lb-sec/ft-

Homogeneous horizontal flow around
an island--turbulent range ILI - i O)

Homogeneous horizontal flow at a

confluence--turbulent range 25 - 100

Dynamic flow in tipper San Francisco Bay 250 - 1000

Steady-state flow for thermal discharge

to a slow moving river i10) - 100()

Tidal flow in a marshy estuary 50 - 200

Slow flow through a shallow pond 0.3 "i3'

61. Turbulence exchange coefficients are assigned by ele-
ment type, and up to 10 different types can be established. Four
values are needed for each element. When all elements' sides are

about the same size,all tour values are the same.

62. The coefficients are direction-dependent , and as lon,
as a uniform value is used for the entire mesh, direction is not
a problem. However, long and narrow elements will often require
a sma' ler E value for the narrow dimension than t or the Ion,,
one . Rather than coding for the x- and v-direct i ou,, i t i L

possible to code for the (s ,n) directions whcre s is along a
streamline and n is transverse tn that d irct i on, 'k ,
the element is then entered and the prog ram cailcnl ati* 1. 1,r
t he (x ,y ) coo rd i na t es i o r e a c h c 1 t, me n t

W i n d She a r S t r s, Cone t I i c i ent

6 Shear stres' exerted on the water by wind depends ,i
input o, a wind stress coefficient. Bretschneid.r (196 ) show.i,
a value of 2. E-3. Wang (197q1) gave the followlrig c(e'e ti,)er leer

the wind 'rictlon coefficient:

= ~ .(1 + (.07 (t1 -5))

RMA-2V 12,'
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whe re

the triction coefficient

110=wind speed 10 mn above the ground in metres per second

Wan.'s value is less than Bretschneider's for wind speeds up to

28 mps. Thereafter Wang's value will cxceed Bretschneider's. No
value should be accepted without justification. These are given

to indi cate order ot magni tude.

Boundary Cond it ions

64. Coding bondary condit ions (KC) involve-- three tasks-
(a) identitying, external boundary nodes, (b) selecting the type
ot BC, and (c) establishing the values of the BC. Both steady
and unsteady flow situations use the same procedure for determi-
fling BC except that timing data becomes important in the unsteady
flow problems. That is discussed in the section Coding for
Unsteady Flow Comput at I ons.

Identifying boundary nodes

65. (;FGEN will print a table of all external boundary
nodes, and all ot these(, both corner and mid-side nodes, must be
included in the BC data set.* It Is possible to specify BC at

internal nodes, but such at technique must he approached with some
eprmentt ion tsi vec tor pinots aind cont inui ty checka to dis-

play model performance.

Boundary condit ion types

66. Although several types of BC are possible at each node,
Some Combinat ions Can Violate hydrauilic theory and must he
avoided. 'r ie( program does not diagnose suich violat ions; the user
muis t s pe c ifI y the proper type. The tol lowing combinations are
recommendled or , in some cases, discouraged; buit it I.- good prac-
t ice to always devis, simple test cases to ascertain correct
model behavior. The user can specify water level, discharge,
vv 1o c i ty, or I lo(w d ire cti on.

6 7 . A 00(o clombin a t i on t bo(Inid a ry coni t ion t yp es i s a
head (water leviel) at thle downstreaim boundary and a discharge at
th liupst ream . I ten , tihec tlow reverses so the concept of up-
st revam io ndIIo wn s t rea m i s lost; but LOle prolgraml will perform
equall Iy wei If ItI thev hea ci(I s spec itied at the upstream boundary

a nd( thIe dIIs c hair gef at theo d ow n st rea m. Avoid p~rescribing both at
the same boundary , however . In ,,eneralI, any f lnw condi tion that
can be created li inat I llie 4)1 a I i xed s lope by man ipu lat ing head
g itt e s and( toa I I ga t es i s i leg i t i matev (omb I nat inon of boundary types
in RMA-2V . Unisteady flIow problems will ruin withI the same botinda-
r y co(n ditri on typ es as w1il I the s tead y I I nw p r (l iems . Wa ter -lIevelI

2 RMA-2V
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specifications or outflow discharge specifications at constric-

tions where velocity magnitudes are high may cause the solution
to diverge.

6o. There are several combinations of types to avoid. For
example, do not prescribe a head at each end ot the network plus
a velocity or discharge at one end or the other. That over-
specifies the hydraulics of the problem. Do not specify a velo-
city and a discharge type in the same opening. An example of
tinder specification is to request a discharge at the upstream end
and a discharge at the downstream end and no head boundary condi-
tion at all. (Note: The IC-Card is an initial condition, not a
boundary condition.) A 5-digit code is used to specify what type
of boundary condition is being prescribed. The code is explained
below. See pagragraphs 30-34 for a discussion of these
specifications.

Boundary Condition Specification Code

TYPE CODE XXO
Water-level specification control

Flow specification control

Value of
XX What Is Specified

00 Flow is not specified

01 Slip flow

I I Velocity

31 Unit discharge (#x o 0)

13 Unit discharge ( x = 0)

Value of
• Y What Is Specified

0 Water-,urface is not
speci f ied

2 Water-surface elevation*

h9. Even when the proper conbinations are being used,
special handlin, is required at the two ends (or sides) of an
opening in the boundary. Figure F2 illustrates the types that
have successfully executed. The nodes located at 3 and 9 are
unique because these are the limits of the opening--its width.

SSetv Part V tor warnings.
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0 = corner nodes.X = mid-side nodes

Figi'r. F2. Boundary openings

71). Nodes I, 2, 10, and 11 can be either stagnation or
slip, type 1100( or 1000, respectively. Nodes 4, 5, 6, 7, and 8
can be type 200, 11)000, or 31000, which are head, velocity, and

r discharge, respectively, as required to model the physics of the
* problem. Nodes 3 and 9 can be type 200 when nodes 4 through 8

are coded as type 200 but if so the mesh will "leak" between
nodes 2 and 3 and between 9 and 10. To avoid that leak, code
nodes 3 and 9 as type 11000 and assign velocity (zero or finite)
or 120f) for head and slip flow. In general, do not code type
112)) because that overspecifies the boundary condition.

71. Attempts have been made to assign type 101)0 (slip

condition) at node locations 3 and 9 but the solution failed to
* . ,converge. Attempts to code nodes 3 and 9 as type 3100(0 (Q-

boundary data) also sometimes results In failure to converge. In
general, type 11000 specifications are preferred to type 31000
because they are more likely to converge satisfactorily.

Establishing boundary values

72. The entire study results, and decisions based on those
results, will depend on the boundary values that are established.
It is essential for the energy forces at the boundary to statis-
tically represent the dominant energy in the prototype. However,
the question addressed here is not "How representative is the

. 2 3 RNA-2V
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boundary condition?," but How can we distribute a total value
among the many nodes along a boundary?"

73. Some experimentation is usually required in prescribing

boundary condition. A reasonable first estimate for water sur-
fac across a river is a horizontal line. A reasonable first
estimate for a water discharge across a river is to proportion

the total flow by applying the conveyance portion of Manning's
equation at each node, allowing for wetted perimeter along the
banks.

K. = 1.486 D. 5 / 3  W.1 1 1

n.I

qi Q (Ki/Kt)

W.

where

K = conveyance

n = Manning n-value

D = water depth at the node

W = width of flow represented by node i

qi = flow per foot of width at node i

Q = total flow

osubscripts

i = node i on that boundary opening

t = total for that boundary opening

74. Not only must tle amount of flow be estimated for each
node but also the direction of the velocity vector must be esti-
mated. Incorrectly specified directions (relative values of x
and y components) can cause spurious results at some distance
into the mesh or even nonconvergence. A sketch of the stream-
lines will aid in establishing the proper direction.

75. Test the boundary values by running a steady-state
condition and plotting the velocity vectors back on the finite
element mesh. When computations fail to converge, the problem
may be due to inaccurate boundary values. Check velocities and
depths at the boundary openings. Alqo, a velocity distribution
that changes radically from the boundary element to the next few

RMA-2V F24

- . .'



p = -

04/85

elements downstream indicates unsuitable boundary values. Modify

either magnitude, directions, or both, based on model results.

At the same time, observe the velocities and depths in the
primary area of interest to make certain that the above inaccura-
cies on boundaries do not significantly affect results there.

76. In reservoirs and estuaries, it is more difficult to
establish distributions of head, flow, or velocity than it is in
rivers. Devise tests that let the program aid in establishing
boundary values. Locate boundaries sufficiently far from the
area of interest to minimize problems with boundary values. It
may be necessary to make runs with the boundaries in different
locations to evaluate their effects. See Appendix D for proper
location of mesh boundaries.

HOTSTART

77. The name given to the technique of saving computed
results at the end of a run so the run can be resumed is called

1IOTSTART. This feature is available for both steady and unsteady
flow computations and its use is encouraged for both. It takes
very little computer resource since only the results from the last
iteration of the last computation are saved. The advantage is

that a better initial condition is prescribed by using the
HIOTSTART option, resulting in more rapid convergence in the
computations.

78. The process is activated by requesting a restart file
($L Card). That file can then be given a name upon execution of
the job by using PROCLV. This run is called the creation or cold-
start run.

79. The IOTSTART file produced by the coldstart run is used
in much the same way as it is created. The $L-Card, variable
"NB", instructs the program to read the HOTSTART file, and that
file is made available by PROCLV.

80. In steady flow computations, the TZ and TI cards are
the same for hotstartin) and coldstarting. The program keys on

the presence or absence ot the HOTSTART logical unit number "NB
on card $1L. NSTART should be zero.

--" 81. MBANI). MBAND is the logic control variable that di-
rects the program to either skip to the next time-step (MBAND =
0) or remain at the last time-step of the previous run (MBAND =
1) for the tirst computations of the IHOTSTART run. It is input
on the TZ card.

82. Set MBAND to 0 for normal IIOTSTART runs. Set it to I if
there is a need to make additional iterations at the final time
step ot the prior run. This need may arise trom incomplete con-

-. vergence at the end ot the previous run.

F25 RMA-2V
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Coding for Steady Flow Computations

83. An example of the card image input data coded for the
Yazoo Backwater Area is shown in Part IV of this appendix. Table
F7 summarizes tihe purpose of these data cards and PART V con-
tains coding instructions for each variable on each card. The

suggested procedure for coding is to consider the cards in this
example as the required input data; then start with the title
cards and go down the list coding the variables to describe the
new problem. Do not consider the values in this example as
typicai values.

84. Some cards are flagged as optional in the coding in-
structions (i.e., CC cards), but they request continuity computa-
tions which will be essential to the interpretation of results.
Always include CC-Cards.

85. Notice that timing data are present (TZ Card and
others). That is recommended as a means of referencing the
event; however, it is not required for steady-state, coldstart
computations. DELT, TMAX, NCBC, or NSTART should not be coded
on the TZ-card for steady-state runs.

Coding for Unsteady Flow Computations

8 hb. Coding for unsteady flow is only a slight ex'ffiosion of
codin6 for steady flow. The key is the timing information. New
terms, SIMULATION, IYDROGRAPH, TIME ZERO, COMPUTAT ION TIMF I T'ER-

VAL, TMAX, NSTART, and NITN are discussed in this section. Exam-

ple F2 shows the card image input used to begin an unsteady flow
conputation from a steady flow OOTSTART file.

Simulation hydrograph and time zero

87. Timing is introduced when the boundary conditions
(i.e., head, velocity, or discharge) vary in time. The concept
is that depicted by a hydrograph at a gage, as shown in Figure
F3.

88. When the changes in boundary values art introduced and
the RMA-2V code allowed to run in the dynamic mode, chang, es at
all interior nodes are calculated and displayed as a functioin oi
time. The changes in boundary values become the S) l1Il,,%'1()N
HY1RO;RAP . The beginning of the si muil at ion is caI led I I'hE /iKR(.
In coding prototype events, the trite date and time make rvtIren-
cing easier, so a TZ Card is provided so the actual date and time
corresponding to TIME ZERO can be coded.

Computation time interval, DT

89. Although the program uses an implicit solution dieu , ---"
some experimentation is usual Iv reIuirued when estabi ishin,; IT.

RMA- 2V y 0
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X TIME ZERO

1 2 3
TIME IN HOURS

Figure F3. Simulation hydrograph

Start with a valueo appropriate for I-1) computations, and increase
DT to the largest value that is numerically stable and physically
representative of the problem. For example, 1-hr timesteps can
be used in some tidal problems, even when amplitude is 6 to 8 ft,
with a good reconstitution of observed gage records and current
patterns. The required time-step size may be dependent on ele-
iment sizs , strength of flows, flow patterns, and rate of bounda-
ry condition change. Many tidal studies with this type of model
employ 30-min time-steps satisfactorily, but experimentation
should be used to ensure that any time-step is appropriate for a
given 1)r-b, emn.

9o. Another factor to consider is that the computation time
interval most be constant for the entire simulation whereas the
physics ot the problem requires that the maximum, minimum, and
hreakpoints in the simulation hydrograph fall on DT increments.
That is, computations are made only at DT increments and to
evaluate th, response inside the study area to changes in bounda-
ry valetes requires knowledge of the significant breakpoints in
the boundary hydrograph. Always plot the simulation hydrographs
and mark the UT intervals along the abscissa. The concept is
illustrated in Figure F4.

91. Figu r- F5 ;hows two iAlcntical hydrooraphs to illus-
rtrate the di I er e- cc between coding to start ani unsteady flow

computation and coding, to resume one I trom a HIOTsTART file.

F 27 RMA-2V
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a LEGEND

5 X TIME ZERO
0 COMPUTATION POINTS

DT COMPUTATION TIME INTERVAL

DT
1234 5678

00 12 3
TIME IN HOURS

Fig ure~ F4i * cornpu tat ion p o ints 'i tt

11 'vd r og r a p hi
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DT DT
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(a) RUN STARTS AT TIME ZERO (b) RUN RESUMES AT TIME 1 HR
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'i.Figure 5A shows computations beginning at TIME ZERO and ending

:" " " at TiMAX = 0).75 hr (TZ Card). Figure 5h depicts computationsresuming at Time = 0.75 hr and ending at 1.50 hr. The signifi-

ii canlt parameters are shown below.

a h

TZERO 00

D )T 0. 25 0.25NCBC I I

N S'IA RTI 1 4

MBANI) O

N ITI1 5 0

,N l'N 2 2

M - od ul s p in-u 1

92. The unsteady flow computation almost always starts from

to a coldqtnrt. That is, the true velocity and depth f e d i h

"" rr~model are no~t known and an approximation is made just to get
comput ,A os comatisT model must simulate a long enough

period oi t imet to .stahlish a condition like that existing in the
pr t,t vp t time zero. The procedure is called Model

Kpin-utp,  anou th~e response is a repetition of water-surface eleva-
rions and velocities rom ne cycle o the boundary condition to

i the pre*vious on,.. Like, time-step size, the necessary length o

- .', spin-,ip t ia,. ail 1 vary frein one problem to another. Unlike some

- ~models thatt r.qui- r many hours of spin-up, fully implicit models

spiu-"p raplidly, in as lfew as three or four time-stvps inl many

casesq; li~wtvv'r, somelt p hysical situations where inertial forces
art imprae t iar slow pttt ns (e.g. large gyres) may require

longcrl qp!in-"ip times'.

'' " '"It t. 4 1 nnc n;iln-ulp is achievedi it is ctustomary to save the
model ro," t in Ai iln'START 1ile so that f4ture runs can skip

the spin-up ,costs. Hlowever, thet number of repetitions of the

%.'- b )llo~ndary co~nditions ru'quired for mod~tel spin-up is founld by ex-

" ,- A . It iq imp~ortatnt to make the computation time interval

a. ~used W~r m, dcl splin-"lp the, satme length ais that tor the, unsteady
-ow u9mp2. atiuns so the time derivatives written to the a y OTar TART

co mp t atc i tie reastart requirement.

i i; i F29 RM,,-2V

peidiiint salihacni o ieta xsigi h
prtttp.i tmezri.Th.poedr isclldMoe
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PART IV: EXAMPLES OF CARL) IMAGE
INPUT DATA

Example FI: The Yazoo Backwater Area PUmp Station,
Steady Flow Case

95. The mesh for the Yazoo application is shown in Figure
F6. It has been annotated for use in describing the card image

* "input data that follow.

96. The problem tinder investigation was site location for a

* 'I proposed pumping station in the Yazoo Backwater Area near
Vicksburg, Mississippi. The levee area was drained by a
gravity flow structure, the Steel Bayou Drainage Structure, at

location 1) on the mesh. Locations A and B were inflow points, and
*the proposed site for the pUmp station is location C. The levee

is not shown, but it ran along the bottom of the grid. External

boundaries of the mesh followed the elevation 80-ft contour because
pumping started when the water level exceeded that elevation.
The question being addressed was, "Can the proposed channels
deliver the 17 ,00n-cfs design discharge to the pumps?" A steady
flow test was followed by an unsteady flow test.

97. The steady-state input data card images for Example I
' are shown in Figure F7. Notice that the boundary cards in the

data listing (BC Cards) are grouped by inflow/outflow point. it
is not necessary to arrange them in sequential order. Moreover,
each BC card will prescribe type and value at two nodes which
splits the first BC card in the B-boundary set between locations
A and B. Finally, boundary type 31000 is coded for inflow points
A and B, but two discharge components plus the water-surface
elevation are shown on the cards. That is possible because the
program never actually uses those water surfaces as boundary

conditions since the boundary "type" controls the computations.
A water-surface elevation (type 200 BC) was prescribed at bounda-
ries card ), however.

98. The type I I) l BC cards listed after the II-hoonkdary
data set specify stallation poinits at external I l I 10 s ill thO M shi

where i smooth, curved houndary ('0 o t bt, es t i s i l (a

stagnation point has i = 0 and v = 0) . The typ' 1000' BC cards
are sip boundary nodes (i.e., smooth, curved hotnl.ries)

7'- " Example F2: The Yazoo Backwater Area Pomp' Stat ioll

Unsteady Flow from Coldstart

99 Thi card image input data fi Ie for the insteady tI low

test is shown in Figure F8. That tile is set up tor i h tatart.

Til ree pointis are pertinent: (a) timing controls 1ave bee ald d
to thc TZ Car( of th steady I low data set ; (h) it.Vrait i n01 Collt t ()I

li,; been added to the r I CO r d L; an d ( c ) ho u dar y C 0nd i i iol dLa t Ia t

tie ed ol compu Lit I o time , steps I and 2 have been add dL ti to P.
steady t low I ile.

RMA- 2V
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Example Fl

TI YAZOO BACKWATER AREA RMA2 INPUT FILE
T3 ALTERNATIVE NO. I EL 85 UPSTREAM LOU-WATER GRID
SL,,. 14.22

01.32. * 436
GC.9. 804 *805, 802 ,785 ,751, 749, 746. 743
GC 740
GC,7,315.318.321 .3249327.330,333
GC. 12, 1. 2?5,7.9.11.13. 15
GO 17.19.21.23
CC,9r971 974.977t980t983t986,991 .993

GC,7,442.443.444,445.446.447. 449
GD' .275
TZ.83, 12' 14.12000Q
TI.5
FT .20
HNT 8312.14120000~.1.20,2.l.50.3, .050
EX,1,50.50,2#50,50v, 0.50
ET.v1.50. 50.P2o50.,50v 3#50v50
10,87
8CM. 83.12. 14.120000. 1.11000

* 8CM 997,31000, .223.' .2.31000. .223
8CM 1002t31000..223u..5P3l000t.223
8CN 1010,31000, .223r, 7P31000, .223
8CM 1014.31000,4.152. ..9.31000.5.643
I'CN 1019.31000.10.105. .911,31000,14.568

A 8CM 1024,:31000.11.348.. .13.31000,8.12R
8CN 1029.31000 5.146.. 15,31000, .219
8CN 1036r31000. .219., .17.3100, 219
8CM 1041,31000P.219.,,19.31000t.219

SCM 1046,31000. .219. ,,21r31000,.219C
PCM 1051.31000v.219t..23v11000
8CM 315.11000. .v.1617p31000.-23.54.-14.00,80.e9
BCM 318.31000r-44. 13.-26.25.80.88.162'4,3f000,P-44.13-26.25,80.88
8CM 321.31000F-44.13, 26.25.80.88#1631l.3l000.-44. 13t-26.25,80.ae

B BCN 324,31000. -44. 13.-26.25.80.88, 1638,31000,-44. 13,-2!6.25,80.88
8CM 327 31000.-44. 13.-26.25.80.88, 1645.31000,-44, 13,-26.25.80.88

* - CN 330.31000.-44.13,-26.25,80.88,1652,3b000,-23.54,-14,oO,8a
-8CM 333.11000::,, .84.200:..85.0

8CM 2552.200,. .5.00.805.200v...85.00
BCM 2550.200p,.85.00,802.2009to85.00
8CM 2520.200,. B.85.00785.200. ..85.00

- - CM 2456.200, ..85.00:751.200,, .85.00
C. CM 2454.200, .85.00.749.200. .85.00
8CM 2450.200, r.85.00.746,200...85.00
8CM 2446.200r,,.85.00,743,200,*,p85i00O
8CM 2441,200p,.85.00,740,200,,,85.00
8CM 971:11000::::2849:11000
8CM 974.11000, .2854 11000
8CM 977,11000v, v.t 2858 911000
8CM 980i11000,,, ,2862.11000D CM 983:11000::::2866:1l000
BCM 9611000,,,2870 11000
SCM 99 1. Iloqo , F 9.2876.11000
8CM 993. 11000. ...2878.11000
BCM 994t11000,,,,399,1100
8CM 1662,11000P,.,339.11000
B CM 393:11000::::1613;11000
8CM 314,11000, .350#11000

iiur o F 7 . RMA-2V input ft it
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Example F2

ri TAZO0 PACIATE ARE RI2INU ILE

93AOIAIE o1 &g UPSIREAR LoQw-WATER GRID

IR....
51,32 . .. 436
Gt. 9.804. 805.802. 765.751. '49.746. 743
Gt 740
Gt.,315. SIR.321,324 *327.330.333
Ut *12.1. 2.5. 7 .911. 1I
GCt1 719:21.23

. .;7 , 97 .977. 990.9:3. 916. 991 93
Ut *7. 442, 443. 444, 445.4 06,44.48
0r. .275
02,;.8,12,14.130000. .50.2.00.1.3,0

FY20;
.I R114120000.I..*020.3..I50,3..059
P. I.0.5,;I 05.350,
LY. I.50,0.25015.35 0:30

PI .3. 12. 14,120000.1.1100
PCM 997;,31000. .223.. * 2.31000. .2,23
PCI 1002.3000- 223.-1 .511000.-.23
.tN I010.31000.. 223.,,7.310000.2

ItH 1014.31000.4. 152,.0.10005:643
8tH 1019,31000.10. 1 05. * .1,100t14.568
PCIN 1024.3t000.11 .348... .13,31000.8. 2
CtM 102131008.5.146,..5.31000, .2192

Ct 030.3100.29 .;,3000..2'9
OtCN to41. 31000..210...1,I000..21
IC10 6 ,03 1000..219..2,1 000:21
SCR 105I.31000..223 ... 23"o100
a( 35100,II731000,.-23.54.-':.00;0.

PCH 3:.31000,*-44. 1.6.5.0 'C012.0044.I3,-26.25,B0.8
OC 321.31000o.-44.13.-26.25.08.0l1031,31000,-44.13.-26.25.60.88

PCI 520.31C0-44.l3-2U.25,80.6.I 3 00,.44.13:-26:25:600::
OtH 327.301.01,262.0,65.3100.4A13262508
ItI 330.3I000O.-44.13.-26.25.g0.88,1652.31000,-23.54.-14.0U,90.ll

PLO ~ ~ ~ .. 030.3,..14110

CI. 2410:lI000.;.. 10. I 1 O
IJIT;I20 .. 0t 04. 70.. .45 ::::3

PC" 0 0 0. 18 .*' 00005
C 567 00. 080.0..1100 3

SCI 960<001 '.o..20. 00., 03
ICM44l 901 3 '..020. 20.4.100..a0.i

N.8 907. 200...,9%.240S.200 ...U05
OEM 980.:00 ... 0!',206'U<'00...05
DI 8 03: 720...f 204.00..S

PL 04 <00. .5 399 1000
P M 16a2111000 ....3239.,11000

L.CI 01.0U.,.3U.II000

Ito I54l"&00 .... 1.30.j1o00

PCI 1S47-100....,1535,1o0o

P(9 2121000 ... I.,22:100o0
PC- 21T.,CooU.. .9.1000

POC IZ-1.. 0 . 1 1 000
PCN 1005,1000....,1902.l000

OC6 I05O1I000 ....193.1000

PCI !913.1000 ....Ioos.I000

PO' Ib 11<00.

8(0 1600IOCO.9.:1U.Io
CI'0J10'00.,:,,ooo00
PLO 1 0 8.1 00

DC,43 . 4 2. C 4.1'3000* 51 310 10 . 5 .4

PCI,. 0.2. I11000 0. 765, 31000 18IS14ePCI 24E-131000.Ih:5. ?I48oz;3I00od81 ,
P(1.83. 12.14. 133000.2$2 0.100..:a 18

PC" 2450 18.15..48.yol 1 15 14 0

PCI 2I4.3U0. I.:..0g
f-l of FILE

Fiurec FM. k RA -2V input t ilev dynamic run started f rom IOTSTART

F' 33 RN A-2 V
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100. The change in boundary conditions with time for the
dynamic simulation is recorded on the BCN cards. The first list
of BCN cards is the initial or steady-state boundary conditions
in which every node is specified. This list must be included
whether or not the steady-state conditions are to be run. In the
next list are the boundary conditions tht change during the
second time-step. Boundary lists are separated by time and date
specifications. The boundary condition lists continue through
the simulated time frame. This same boundary list is used for
all the dynamic runs regardless of beginning or ending time step.

101. After the last BC Card in the data set for time zero
15 placed the first BC Card for the end of time-step 1 (the end
of the first computation time interval). The program will key on
date/time data to detect the start of each new set (time-step) of
BC cards. Moreover, only the nodes where BC values have changed
need to be coded, and sequence is not important except for easy
reference by the user. Figure F8 illustrates coding and placing
BC Cards in proper sequence. The first card in each set starts
out

BCN,83,12,14,

C.
followed by the time In hours, minutes, and seconds (i.e.,
1 20000,123000, and 130000, respectivel,

102. Timing controls on the TZ Card show DT and TMAX to be
0.5 and 1.0, respectively. That is, the duration of the simula-
tion hydrograph is 1.0 hr and the computation time-step is 0.5
hr. Iteration control on the TI card shows a value of 0 for the
initial solution and 2 for each solution thereafter (which was computed
during the coldstart run). This instructs the program to make
two dynamic iterations through the Newton-Raphson convergence
procedure, which is satisfactory for this problem and works for

. most. lowever, some experimentation is required in each study to
establish the number of iterations.

RMA-2V F 14
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PART V: TESTING PROCEDURES

d . Steps used in applying RMA-2V for a typical problem
ate shown in Table 2 ot the main body of this report. That table
is reproduced here as Table F4. Steps I through 10 deal with
creating a computational mesh. Steps 11-13 use initial runs of
RMA-2V to complete debugging of the mesh by locating leaks and

-' oozes. Step 14 tests the capability of the mesh and of the input

.- RMA-2V parameters to handle the flows and gradients that are
typical ot the planned application.

104. A sample job sheet to use in recording Job submission

tor RMA-2V is reproduced at the end of the appendix. Systematic
use of a logbook using this jobsheet form or one like it is
strongly recommended for efficient use of the program.

Leaks and Oozes

105. Leaks are caused by errors in the geometry file. If a
nodc or element is omitted or misplaced in the element connection
tables, aater wi ll flow out of the mesh as if it were an outflow
boundary. These errors and missing boundary condition specifica-
tions are detected by a leak test. A leak test is performed by
setting a horizontal pool in the model and specifying that no

intlow occurs. (Specify elevation at tailwater boundaries and
zero discharge at inflow boundaries.) The initial leak test
should be perlormed with four iterations, steady-state, and a
flat bottom--all bed elevations at the same value. If a boundary
node has been left unspecified, or if an error has been made in
tile element connection table, the leak will be vividly portrayed
by substantial velocities within the mesh. Single leaks can be
id ntit led by examining standard printed output. The maximum
convergence parameter will be at or adjacent to the leak. Multi-
pie leaks are more difficult to trace because they can make the
entire mesh behave wildly. In those cases, plots can be used to
locate the hig hest velocity magnitudes and thus the leaks. Seve-
ral correction-retest cycles may be needed to identify and elimi-
rate all ( aks.

106. After tire flat bottom leak test has been successfully

executed, actual bed elevations should be specified at all corner
S.e nodes and the leak test repeated. Usually, this test will not

show any strong leaks brit may demonstrate oozes. Oozes are

caused by poorly tormed curved boundaries and some combinations
of element shape and depth change. They can be identified by
persistent small currents that occur during an otherwise success-

A. ful leak test. The precise causes ot oozes are not etten ob-
vious , so tihe pro~cedures I r elI imi na t irti) them are largely experi-
mental. The t i rst step should be to smooth bed elevations and/or
to increase resolution (more elements) in the vicinity of the
ooze. It element sizes change dramatically near an ooze, try
making size changes between adjacent elements more gradual

F 3 5 R M A- 2 V
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Check curved element sides to avoid needle-like corners
and very tight curves. See Appendix D: Network Generation for a

discussion of curved boundaries.

Flow Stability

107. After leaks and oozes have been banished from the
model, test steady-state flows of about the magnitude to be used
in production work. Run a flat bottom test first. If the model
runs to a stable condition, plot vectors to see if the flow
patterns appear reasonable. Nonstable solutions or discontinuous
flow patterns indicate inadequate resolution in the mesh, a poor
choice of boundary condition specifications, or unsuitable values
for eddy viscosity and/or bottom roughness. Some experimentation
(for example, see paragraphs 50-59) is required to solve such
problems.

108. As described earlier, the water level (head) boundary
condition specification of type 200 may not be exactly satisfied
in the fully converged solution. Calculated heads should closely
approximate (within 0.2 it) the value specified. If they do not,
the conditions are improperly posed. The problem may arise from
a boundary that is near a flow obstruction, in a divergence,
convergence, or channel curve. If so, the boundary must be
relocated. Model results should not be used if large differences
between calculated and specified water levels occur.

Verif icat ion

109. Adjustment of parameters to verify the model to
observed prototype data is a trial-and-error process. Several
guidelines should be followed.

a. Do not assume that field data are correct.
Examine them carefully to ensure reasonableness,
consistency, and absence of contamination by in-
modeled processes (wind, etc.). A suspicious
attitude toward all field data is essential.

b. Change only one model parameter ( roughness
gu)omet ry , etc.) in each run and make careful ,
systematic notes of the change and its effect on
the results.

c. When changing a parameter for the Lirst time,
change it by more than you feel is needed so that
its effect is pronounced and the appropriate
value is bracketed. For example, if the first
test used a Manning's coefficient o 0.020 and
you want to increase it, first try 0.050, then
decide on an intermediate value.

d. In unsteady flow problems, watch tor spin-up tine.
Don't use results from the spin-up period.

RMA- F 3 h
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Table F4

Summary of Steps for a Typical Applications

I. Prepare statement of purposes and end products desired.

2. Assemble available prototype information -- charts, maps,
flow meas,,rements, etc.

*- - 3. Sketch mesh limits and element layout.

4. Retine mesh sketch, number nodes and elements (manually or

by AUTOINSII), and set up connection table.

5. Kstabl ish boundary condition nodes.

b. Identity nodes on curved boundaries and assign slopes.

7. Digitize manually developed mesh or region boundaries for
automatic mesh generation.

3. Edit and merge files for (;FGEN input.

9. Run GFGEN or (EDCRG), then edit slope error problems.

10. Rerun (;FGEN until all major slope errors are fixed and
network is reordered efficiently.

It. Create RMA-2V run control file for steady-state, flat-bottom

leak test and run.

12. It mesh leaks, correct problems.

13. Install actual bed elevations, then rerun leak test.
Correct leaks and oozes.

14. Run steady flow tests with flat bottom, then repeat with
actual bed elevations. Correct any problems.

15. Run R,A-2V vcr i I icat ion tests.

16. Run R:A-2V hase test•

17. Create 5TUI)I rutn control file with inerodible bed and

constant bon(lary concentrations. Run short test I and

correct any problems that occur.

18. Modify STUDIt run control file to show desired bed condition
and initial and boundary conditions. Run initial test and

correct any problems that appear.

19. Run STUDII verit ication tests.

20. Run STJD base tests.

F37 RMA-2V
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Table F4 (Concluded)

21. Revise computational mesh as needed for plan to be tested.

22. Run RMA-2V plan tests.

23. Produce graphical and tabular hydrodynamic results output.

24. Run STUDU pl an tests.

25. Produce graphical and tabulaL sedimentation results output.

26. Report results.

-. 4

RMA-2V F38
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RMA-2V JOB SHEET

JOB EXECUTED DATE OF RUN / / TIME OF RUN

JOB PRINTED SUBMITTED BY SBUS PRI=

PURPOSE:

INPUT DATA

FILES: CODED INPUT = , GFGEN -

CODE24 = BC FILE =

HOTSTART =

ITERATIONS:

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 lb 17 18 19 20 21 22

23 24 25 26 27 28 29 30

BACKGROUND IMAT 1 2 3 4 5 6 7 8 9
CONSTANTS: EXX

EXY
EYX
EYY
N"

OUTPUT DATA

FILES: RMA-2V = HOTSTART =

RMA-2V F-40



04/85

RMA-2V JOB SHEET (CONTINUED)

GRAPHICS OUTPUT

VPLOT: RUN DATE SBUS

TIME STEP
P LOTTEI):

1 2 3 4 5 6 7 8 9 10 1i 12 13 14 15 16 17 18 19 20 21 22

23 24 25 26 27 2 29 30

F-4 1 RMA-2V
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ADI)EN)UN F-I: CARD IMAGE INPUT DATA CODING INSTRUCTIONS

I. This description of input data is written in the
language tor a standard eight-column format in which the first
two columns are reserved for "Card Group" and "Data Type" alpha-
characters, respectively. These two columns are considered to be
field 0). The rest of field 1, columns 3 through 8, is read in
several combinations of columns. The instructions use the fol-
lowing syntax: "1 ,Cxx" where the "1" refers to field 1, "C" to
the column and the "xx" are column numbers.

2. Of the cards shown in the following table, network
(mesh) data are prepared by GFGEN are not usually input as card
image data. The other cards are prepared here. The sequence of
cards should be in the order shown in Table F-I-I. Input varia-
bles are summarized in Table F-I-2.

3. Either free field or the standard eight-column card
fields are permitted with the default being to free field. In
standard eight column fields, unneeded variables can be omitted,
but in tree f ield unneeded variables are depicted by commas.

Card image input is summarized in Table F-I-3 following the input
instruct ions.

F I.
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Table F-I-i

RMA-2 Version 3.2 Data Card Sequence

Card Content Required

TI-T3 TITLE CARDS I+

SF FORMATTE) DATA SET

$L INPUT/OUTPUT FILE NUMBERS NO

TR TRACE PRINTOUT CONTROLS NO

G;1 GEOMETRY, GENERAL GFOMETRY PARAIMETERS YES

CC GEOMETRY, CONTINUITY CHECK LINES NC0

GD GEOMETRY, DRY NODE CAPABILITY YES

GE (;EOMETRY , ELEMENT CONNECT ION TABLE NC

GT GEOMETRY, ELEMENT CONNECTION TABLE IF GE P RE SI .NT 

GV GEOMETRY, EDDY VISCOSITY TENSOR IF GE PRESENT

GN GEOMETRY, NODAL POINT COORDINATES IF GE PRESENT

GY GEOMETRY, BOTTOM ELEVATIONS IF GE PRESENT

TZ TIMING, TIME ZERO YES

£[ I 'IMIN;, NUMBER OF ITERATIONS COUNTER YES

FT FLUID PROPFRTIES, TEMPERATURE YES

HN HYDRAULICS , MANNING N-VALUES YES

EX TURBULENT EXECIANGE COEFFICIETS, E, X-PLANE Y -

EY T! RBULENT E' XCOAN;E COEFFICIENTS, 1', Y-PLANE YES

IC INITIAl, CC)N1)I IONS , WATER-SURFACE ELEVATION YES

BC B)IINDARY CON D I r ONS *

BA BOUNDARY, AZIMUTII OF FLOW *

(cont i nied)

S K TIFR BC-CARDS OR COMPARABLE DATA (IN BA-BT CARDS

RMA-2V F- I-2
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Table F-I-1 (Concluded)

Ca rd Co n ten t Required

Hs BOUNDARY, CURRENT SPEED*

1ti BOUJNDARY , WATER-SURFACE ELEVATION*
B U BOUNDARY , El-VELOCITY*

fv BOUNDARY , V- VEI.LO0C IT Y*

BYr BOUNDARY , TYPE OF BOUNDARY CONDITIONS*

BW BOUNDARY, SURFACE WIND FIELD) NO

*K ITHER BC-CARDS OK COMPARABLE DATA ON BA-BT CARD)S

F-1-3 KMA-2V



-_*.d. '. ..... 5 * 5*- * S* *. .... . *. .* - -% I L

04/85

Table F-l-2

Input Variables

Variable Description Card

AO THE BOTTOM ELEVATION OF EACH NODE GY

AZI THE AZIMUTH OF CURRENT I)IRECTIONS, BOUNDARY BA
CONDITION NODES

CORD THE IX,Y) COORDINATES OF THE NODE GN

DSET THE WATER DEPTH AT WHICH A WET NODE IS CID

CONSIDERED TO BECOME DRY

DSETD THE WATER DEPTH AT WHICH A DRY NODE GD

BECOMES REWET

DELT LENGTH OF COMPUTATION TIME-STEP TZ

ELEV THE AVERAGE INITIAL WATER-SURFACE ELEVATION IC

OVER THE MESH

IBUP LOGICAL UNIT NUMBER FOR DYNAMIC BOUNDARY CONDI- $L

TIONS INPUT TO RMA-2V

ICG CARD GROUP IDENTIFIER, ALL CARDS ALL

IDT DATA TYPE IDENTIFIER, ALL CARDS ALL

IFILE LOGICAL UNIT NUMBER FOR GFGEN GEOMETRIC DATA SL
FILE

IMAT THe ELEMENT TYPE (N-VALUE AND EDDY COEFFICIENTS) GT

IPLI SWITCH TO CONTROL PRINTING OF RESULTS AFTER TR
EACH ITERATION IN RMA-2V

IPRT SWITCH TO PRINT ELEMENT INPUT DATA, INITIAL TR

CONDITIONS AND N-VALUES

ISET NUMBER OF CORNER NODES ON CONTINUIfY LINE GC

ISI INPUT SPECIAL CODING INFORMATION (I.'E., READ AL I.

FROM COLUMN 3 TO DETECT IF DATA ARE CODED
BY NODE OR JUST A CONSTANT FOR LNTIRE %MESH1)

(continued)

RMA-2V F-1-4
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Table F-l-2 (Continued)

Variable Description Card

* - IT NUMBER OF TIME-STEPS BETWEEN SUCCESSIVE TR
PRINTOUTS

- FLD INPUT VARIABLE DATA ON EACH CARD ARE READ INTO ALL
THE FLO ARRAY AND LATER PLACED INTO THE PROPER

VARIABLE NAME FOR USE IN RMA-2

LI THE NUMBER OF ITERATIONS BETWEEN CHECKS FOR DRY GD

NODE

LINE CORNER NODE NUMBERS FOR CONTINUITY CHECK cc

MBAND FLAG TO TELL PROGRAM A RUN STARTS IN THE MIDDLE TZ

OF CONVERGENCE ITERATIONS

NB LOGICAL UNIT NUMBER FOR FILE CONTAINING INITIAL $L

CO.N I) T I ON S

NKX NUMBER OF NODES WITH BOUNDARY CONDITIONS GI
SPECIFIED

NCBC NUMBER OF TIME-STEPS BETWEEN BOUNDARY CONDITION TZ

DATA, DYNAMIC RUN

NFIX ARRAY CONTAINING LOGIC FLAGS FOR BOUNDARY BC,BA-BH
CONDITION DATA TYPE

NITi NUMBER OF ITERATIONS FOR INITIAL SOLUTION (OR TI

STEADY-STATE COMPUTATION)

NITN NUMBER OF ITERATIONS FOR EACH DYNAMIC COMPUTATION TI

NITNI) NUMBER OF ITERATIONS BETWEEN CHECKS FOR DRY GI)
NODES, DYNAMIC CASE

NL L LOGICAI. IINIT NUJMBER FOR RMA-2V TO WRITE-RESTART $L
F I I.E

NOP NODAL POINT-'LEMENT CONNECTION TABLE FOR RMA-2V GE

NOPT LOGICAL. UNIT NUMBER FOR RMA-2V TO WRITE RESULTS $L
FOR TRANSFIR TO S'TUDH

NSTART STARTING TIME-STEP NUMBER TZ

OMEGA LATITUDE OF MESH (APPROXIMATE AVERAGE) GI

(con t i nued)

F-I -5 RMA-2V
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Table F-1-2 (Concluded)

Variable Description Card

ORT EDDY DIFFUS ION AND N-VALUE ARRAY BY ELEMENT EX ,EY ,RN
TYPE

TEMP AVERAGE INITIAL WATER TEMPERATURE FT

SIGMA SURFACE WIND FIELD B N

SPEC ARRAY CONTrAIN INC BOUNDARY CONI)ITION 13C, BA-BRi
SPECIFICATIONS

TITLE TITrLE CARDS ARE READ INTO ARRAY TITLE TrI-T3

Tm AZ IMUTH OF X-D ERECT ION OF AN ELEMENT FOR CV
SPECIFYING EDDY I)IFFUSION COEFFICIENTS

TRAX TOTAL TIME FOR SIMULATION TZ

XMANN A CONSTANT MANNING N-VALUE FOR RMA-2V DEFAULT RN
LOGIC

XSCALE SCALE FACTOR FOR X-COORDINATES CI

YNANN MANNING N-VALUE ASSIGNED BY ELEMENT NUMBER 11N

YSCALE SCALE FACTOR FOR Y-COORUINATES Gi

NOTES:

IECHO - variable in PRERYD defaults to zero and will echo
print. A value other than zero, no echo print.

IWINI) - variable in PRERYD defaults to zero for no wind
data. A value uther than zero, wind data arc present.

YMANN - if no HNE cards present, YMANN is set to ORT( IIAT( .01'
(1,1) #0, otherwise YMANN is set to XMANN. Only

ono value oi YM1ANN is set for thn above cond it ions .

RMA-2V
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T I-TI CARDS Job Tit It- One Rt kquired

An y utrmbe r ot TI and T2 cards nay be used and sequence is

not signt icant. only one T3 card may be used, and it must be
the last title card in the set. The program reads the "3- as
meaning E) END OF' CARDS.

Field Variable Value Description

*0, Cl ICG 'r

0, C2 I I)T 1 , 2 3

I , Cl-,S FLO(( I) Any Any alpha-numeric data

2-10 ITLE' Any Any alpha-numeric data

Aft

F- 7 R MI A - 2 V
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*$F' CARD) Formatted or Free Field Input Optional

Card is required for formatted input dati. Card must be left out

* for free field input.

Field Variable Value Description

0, C1 ICG $
0, (;2 1iDT F

RMA-2V F- I-B8
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$L CARD I/O Data Logical Unit Numbers Optional

Card image data described in these pages are read from logical unit
1 (LI) 5 (I,1) 7 and the ECHIO PRINT is (LU) 6.

Field Variable Value Description

0,C ICG $
0 ,C2 LOT I.

2 NB 0 Initial conditions for RMA-2V will be coded
in this data set.

1 Initial conditions will be read from logical
unit #1 - a HOTSTART is requested.

1 N'fl , No ttOTSTART file will he written.

0* 2 RMA-2V will write a HOTSTART file on logical

unit #2.

4 IFILE 0 Geometric data and grid will be coded in this
data set and passed to RMA-2V on LU #5.

14 Geometric data and grid will be attached on
logical unit 14 for RMA-2V.

• 5 NOPT 0 RMA-2V will not save results for STUDH or the
other utilities.

22 RMA-2V will write results of hydraulic calcu-
lations (x-velocity, y-velocity, and water-

surface elevations on logical unit 22.

6 I KUP The logical unit on which dynamic boundary
conditions will be input to RMA-2V.

5 Same file as run control.

99 Different file (Lu1 99) from run control.

F "S
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TR CARD TRACE Printout Control Required

Field Variable Value Description

0, Cl ICG T
0, C2 IDT R

2 IPRT Control for output printing:
A 0 Node and element input data suppressed

I All input data printed except initial conditions
2 Initial conditions from restart
3 Manning's n-value table

3 ITSI No. of time-steps between successive prints
0 0; all time-steps are printed

2 Every other time-step

3 Every third time-step
+ Etc.

4 IPLI Switch to control printing of iterations
0 All iterations printed during convergence

I Only last iteration printed

RMA-2V F-1-10
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G I CARD Grid, General Geometry Parameters Required

*.Field Variable Value Description

, (:I I CG G
0, C; 2 lOT

*2 OMEGCA 0'+ Local average latitude degrees

* 3 XSCALE 0,+ Scale factor for X-codnts Default is 1.0

4 YSCALE , Scale factor for X-coordinates. Default is 1.0

*5 N1BX + Nunber of nodes with boundary conditions
speci fied

6 AZIX Azimuth of the positive direction of the x-axis
O Defaults to 90 degrees
+ Enter azimuth of positive direction of x-axis

in degrees

F-i1-il1 RMA-2V
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CC CARD Continuity Calculation Optional

Flow continuity can be calculated at up to nine lines across part
or all of the grid. Prescribe the boundary line first since that line
is used in calculating the percents displayed on all subsequent lines.
Code corner nodes only. Code all lines in the same direction; other-
wise, sign changes will occur in the printout. In general, code right
to left when facing downstream. The first list should be the inflow
boundary because it will be assumed to 100%.

Field Variable Value Description

OC I ICG G
OC IDT C

2 ISKT(K) + Number of values specified for this set of
CC cards. Up to 16 values may be input.

3-10 LINE(K,J) + Corner node number 1 , . . . number 8 .  If

a continuation card is needed (>8 numbers
in formatted input), start in field I.

RMA-2V F-1-12



%...

04/85

G;I) CARD Grid, Dry Node Capability Required

"cField Variable Value Description

(, C I I C(I G
* 0, C 2 rI)T D

2 I)SET + Water depth below which a node is considered
"dry" by RMA-2V (.275 ft is recommended)

3 LI Number of iterations between checks for dry
nodcs .

0 0 prevents dry node calculations

2 Recommended

4 DSETD + Water depth at which a dry node is con-
sidered to become wet again by RMA-2V.

(0.4 ft is recommended)

5 NITND + No. of dynamic calculation iterations to
use when wetting and drying is turned on.

6 DS'TCK + Criterion tor deciding when adequate con-
vergence on depth has occurred and itera-

tions can be terminated. (0.5 is recommended)

7 DVEL + Residual flow speed assigned to dry elements.

(0.2 fps is recommended)

-- 1

"- F-i|- i3 RN.A-2 V



04/85

GE CARD Grid, Element Connection Table Optional

The element connection table will usually be provided by this grid
preprocessor and will reside on logical unit 14. If so, this card should
he omitted. Otherwise, code the Nodal Point-Element Connection Table.

*Field Variable Value Description

*(, C I ICG G
UC 2 lODT E

2 + Element number

3-10 NOPCJ,K) + Up to 8 node numbers for element J, listed
counterclockwise around the element STARTING
FRO14 ANY CORNER. Can input NE number of
G;E CARDS.

RMA-2V F-1 -14
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G;T CAR 0 Grid, Element Types Required if GE card present

Field Variable Value Description

0, C I ICG G
I), C 2 IDT T

, IC 56&78 FLO(I) + Year and month (i.e., 8302 = 1983, month #2)

2 FLD(2) + Day, hour, minute, and second code a 2-digit
number for each (i.e., 01 07 00 00,
respectively)

3 J + Element number

4 INIAT(J) + Element type

5-10 + Need as many (J, IMAT(J) sets) as GE cards
present. If > 4 sets, use continuation cards

and start in Field 1.

F 1e.

F-I -15 RNMA-2 V
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CV C.XJRJ Grid, Eddy Viscosity Tensor Required if GE card
present

*Field Variable Value Description

0C I ICC G
0,C 2 IDT V

*4-F FLO(1) + Year and month

2Fl~o(2) + Day , hour , mi nu te, and se con d

j + Element number

4 TH(J) -,09+ Direction of eddy viscosity tensor

5-1 ifWeed as many (J , TrH (J) sets) as CE. Cards

present. If >4 sets, use continuous
cards and start in Field 1.

,* .-- *~~ ~~ . ... . . . .., .., ....
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Gl: CARl) Grid, Nodal Point Coordinates Required if

GE or GY card present

The coordinate values read are multiplied by the appropriate scale
iactors , XCAIE and ZSCALE from GI-CARl), and should in the proper X- and
Y-coordinates (feet) after transformation.

Field Variable Value Description

I, C I ICG G
0 , C 2 I)T N

2 J + Node number

3 cOR)(J,1) -,0,+ X-coordinate

4 CORD(J,2) -,0,+ Y-coordinate

5-10 Continue to fill card in sets of (J, CORI)

(J,I), CORD(J,2)) thru Field 10. It sets
>3, use continuation cards and start in
Field 2. Leave Field I blank except for

code GN.

F

•F-I-I 7 RMA-2V
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GY Card Nodal Point Elevation Optional
(one GN card is
is required for

each GY card)

Field Variable Value D)escription

o , CI TCG G

0, C2 I DT Y

I, C3 ISI jS Constant elevation for entire mesh.

C Elevations by corner node. Nid side
values are calculated by straight line
interpolation.

N Elevations by nodal point.

1, C7,8 FLD(I) + Last 2 digits of year for data on this
card.

1, C7 ,8 FLD( I) + Month number.

2 FlI)( 2) + DAY/HllIR/MINUTE/SECOND as one cont inuous
value, 2 digits for each.

3 1 + Node number.

4 AO(I) + levation at node I.

5 etc. Continue coding (node number elCvatin)
sets.

To cont i nue on ano t he r CY ca rd , code

the number in Field I and its oevat io

in Field 2 . . . etc.

RMA-2V F-1-l8
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4% I. CARL) Computation Time Required

Field Variable Value Description

(1I, 1 1C T

I),c" 2 1IT z

2 r 1,(2) + Year of time zero (i.e., 1983)

3 IL)( 3) + Month of time zero (Jan = t0)

4 FLI)(4) + Day of time zero (i.e., 01)

5 FLL)( ) + Hour, minute , and second for time zero.
Code as two di,,its each. End with period

tn less r igh t j us t i f i es

6 1)KLT + wr = length of the omp iutation time
interval for dynamic run, hours.

0 Leave blank for steady-state conditions.

7 'MAX + Ending t ile for the dynamic run in hours.
0 Leave h ank for steady-state conditions

8 NC BC I Number of computation time-steps between
- . boundary condition values. (Must be I in

this version of RMA-2V)

9 rS'TART + The numher to use when resuming a run.
RMA-2V will skip down in the boundary
conditions file until it reaches the

"NSTART'" set and read those to resume
computat ions * For HOTSTART runs, this
should be equal to the last time-step of
the prior run plus 1.

"0 The previous run time step.

1,) 'ANI) 0 Initial run or restarting on the first
iteration in the convergence scheme.

-I Restart at an intermediate iteration in

the convergence scheme.

F -[-19 RMA-2 V
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TI CARD Number of Iterations Required

Field Variable Value Description

0, 1 ICC T
0,C 2 DT I

2 NITI + Number of iterations for initial solution

3 NITN + Number of iterations for each time-step
after the first one in a dynamic run

R- .'

;,RMA-2V F-1 -20
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FT Card Water Temperature Required

Field Variable 1ue Description

u, I ICG F

(c 2 LT T

2 TFIMP + Average initial water temperature (°C)

F-i1-21 RMA-2V
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HN CARD Manning N-Value Required

Three options are available for coding n-values as explained below.

They key on variable ISI: Option 1 = a constant value for the entire grid;
2 = a value by element type; or 3 = a value by element number. These options
are listed in the sequence which they should he coded, and their prierity is

that option 3 overrides 2 and option 2 overrides I upon execution.

Field Variable Value Description

O,C 1 ICG,IL)T H Card type = hydraulic parameter

O,C 2 N Data type = n-values

1,C3 1SI Option I = REQUIRED constant n-value for
entire grid

T Option 2 = n-value prescribed by element
type

E Option 3 = n-value prescribed by element
number

4I C45 FLD(I) + Last row digits of year for data on this card

1,C6,7 FLD(1) + Month number for data on this card

2 FLD(2) + Code a 2-digit number for each of the following -

day, hour, minute, second

3 FLD(3) + As appropriate option suggests, code
element type, number of element, or number

for the n-value (Option 1)

4 FLD(4) + Code the number

5 FLI(5) + Code the next element type number or element
number

6 FLD(f) + Code the n-value corresponding to FLD(5)

Continue coding sets of (type vs n) or
(element no. vs n). If more than 4 are
required, continue on an HN Card starting
in Field 1.

RMA-2V F-1-22
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EX Card Trurbulent Exchange Coeff icient, X-plate Required

Turbulent exchange coefficients should be coded by ClelnuliL type. In
qa tio oaion the value foru noE inx and for F K are coded on this card.

Values for E and E. are coded on the KY-cards.
YX yy

Field Variable Value Description

,C 2 1IDT

2 J1 + Element type number for the set of turbulent
exchange coefficients

3 o(zRT(J,I) + Turbulent exchange coefficient KE the
xx

x-dircction in the x-plane (lb-sec/ft 2

4 ORT(J,2) + Turbulent exchange coefficient EX y = the

y-direction in the x-plane (lb-sec/ft 
2 )

5-10 + Continue to fill card in sets of (J,ORT(J,1),
ORT(J,2)) thru field 10. If sets >3, use

continuation cards and start in field 2.
Leave Field 1 blank except for code EX.

F-I1-23 RMA -2 V
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EY CARD Turbulent Exchange Coefficient, Y-plane Required

Field Variable Value Description

0, 1 ICG E
O,C 2 lIDT y

2 .1+ Identification number for a set of turbulent
exchange coefticients

3 ORT(J,3) + Turbulent exchange coefficient E . = the

x-direction in the z-plane (lh-sec/ft 2 )

4 ORT(J,4) + Turbulent exchange coefficient 17yy =the

y-direction in the z-plane (lb-sec/ft)

5-10 + Continue to fill card in sets of (J,OR'T(J,3),
ORT(J,4)) thru field 10. 1- sets >3, use
continuaition cards and ,tart in Field 2.
Leave Field I blank except for code EZ.

See instructions for the E and E
xx xy

RMA-2V F12
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IC CARO) Water-Surface Elevation Required

Field Variable Value Description

0, i ICG I
0 .,C 2 IDT C

--. 2 ELEV + Average initial water-surface elevation (ft)

F-I1-25 RMA-2V
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BC CARD Boundary Conditions Optional

The three required boundary conditions (BC) parameters can be coded
on this card type: U-velocity, V-velocity, and head. In addItion, a tive-
digit number that tells the program the parameter type is coded as well as

the nodal point number. Code one BC set for each boundary node. Stack BCN
card after BC b cards when using more than one option. Both corner and
mid-side boundary nodes require boundary conditions.

Field Variable Value Description

0,C I ICG B Card group identifier
O,C 2 LDT C Data type identifier

I,C3 ISI Use the BC on this card for all boundary nodes
equal to or greater than the one specified in

FLD(6)

N Sets the BC at the specified node number

I ,C4-8 blank

2 YEAR + Code the 4 digit year (i.e., 1983)

3 MNTII + Code the 2 digit Month number

4 DAY + Code the 2 digit day number

5 TIME + Code hour/minute/second as a 6 digit value
(i.e., 1:30 p.m. = 133000)

6 J + Code the node number for the BC in FLDS 7-10

7 NFIX(J) This 5 digit number tells RMA-2 what type of
boundary condition to use. Decoding zeros
are not required.

1000 Slip boundary at this node.

7 C52 0 X-velocitv will be calculated

I X-velocity is specifie-d in FL)( )
3 Nonzero X-unit dischar,,e is specified in

FLD(8)

* 7C53 0 Y-velocity will be calculated
.I1 Y-velocity or Y-unit discharge is specified

in FLI)(9) (if the x-unit discharj is zero,
a 3 should be used)

7C54 0 Water-surface elevation will be calculatd
2 Water-surface elevation is specitied in

FLD( 10)

7C55 0 Always

* RMA-2V F-1-26

|7 -e. . . . . . . . . . . . .
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B3C CARD) (Con t inued )

Field Variable Value I)escription

7C56 1 Always

8 SPEC"(i,I) -O+ The x-component of velocity or unit discharge,

ft/sec or ft /sec/ft

9 S'C(,) -,+ The y-component of velocity or unit discharge,
ft/sec or ft 3/sec f t

10) SP'EC(J ,3) -,0),+ Water-surface elevations, ft

F - I - 2 7 MA- 2 V

--n 2. K 'i ' ., §:K . .
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BA CARD Boundary, Azimuth of Flow Optional

Alternatives to the BC-Card are sets ot cards (BA - BS or BQ - BH)
or (BU - BV - BH) on which the same three boundary parameters are coded
as on the BC-cards, but they are coded in alternate formats which may be
more convenient. The first set allows an azimuth to he used along with a

* current or discharge to establish the inflowing velocity components: BA-
card = azimuth of the boundary velocity vector; BS = speed of the boundary
velocity, and B11 = the water-surface elevations. The BQ-card can be used
in place of BS. The value of NFIX is determined by the program based on

* card types present. The BA-card should precede the others and azimuths on
it will be used to calculate either velocity components or unit discharge
components until another BA-card is read. Only those values which differ
from previous values must be changed.

Field Variable Value Description

),C I ICG B Card group identifier

4 O,C 2 IDT A Data type identifier

1 ,C3 ISI The azimuth on this card is for all boundary
nodes equal to or greater than FLD(3).

N The azimuth is coded by node.

I ,C5,6 YEAR + Code the last 2 digits of the year for this
data

I ,C7 ,8 MNTH + Code the month number (01 to 12)

2 DAY/TIME + Code the DAY/IPOUR/MINUTE/ SECOND as a continuous
8-digit number

3 Jl + Node number for azimuth in FLD(4)

4 AXII 0, + Code the azimuth, in degrees and decimals of
a degree, of the velocity vector (or unit
discharge vector). Grid orientation is
defined on the Gl-card.

5 J 2

6 AZ I2 ,+ E't c .

Begin continuation BA-card in .LD()I

RMA-2V F-1-28
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BS-CAR) Inundary Current Speed Optional

The magnitude of the velocity vector is coded on this card type.
The input data program will convert BS data to U- and V-veLociLy components
using the azimuth on the preceeding BA-card. Sign of the component is cal-

ctlated from its azimuth and t'ie specified grid orientation (Gl-Card). NFIX
is assigned a value of llxOO at each node having a 8S value where the x denotes
a value to be assigned by presence of Bl-card data.

Field Variable Value Description

oCl IC(; 8 Card group identifier
O,C2 IDT S Data type identif ivr

I ,C3 1s1 Use the boundary condition (BC) in FLD(4) for
al l houndary nodes equal to or greater than
FLD( 3)

N The node number is coded for each HC value on
this card

1 ,CS,6 YEAR Code last 2 dig its of the year for data on
this card

I ,C7 , MNTII Code 2 dig it month number (i.e., 011)

SDAY/TIE Code AY/IOUR/MIN/SEC as a single 8 digit
\.01 number (i.e., 07 10 15 JO for 10:25 a.i.

on Day 7)

3 dl + Node number

4 VVECI ,+ Current speed in fps at node JI. Sign will he
determined from the azimuth of the vector

12 Next node

6 VVEC2 Current speed at node .2, fps

lE t c.

lite g in coot i nua t ion ca rd wi it node numihe r in
.l.U ( I )

F- 1-29 RM A-2 V
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BQ CARD Boundary, Unit Discharge Optional

This card type can be used instead of the BS-cards. The program will
assign NFIX as 33xOO where the x denotes the values to he assigned by BH

% card data.

Field Variable Value Description

' O,CI ICG B Card group identifier
(,C2 IDT D Lata type identifier

I ,C3 IS1 Use the unit discharge in FLD(4) for all
boundary nodes equal to or greater than

FLD( 3)

N The node number is coded for each 3C value on
this card

I ,C5,6 YEAR + Code the last 2 digits of the year for data on
this card

I ,C7 ,8 M NT I + Code tie 2 1 ig it month number

2 DAY/TIME + Code DAY/IIOUR/lMINUTIE/SICOND as a cont inuous,
8-digit number

3 i1 + Node number

4 QUECI 0,+ The unit discharge, cfs/ft, at nod, J. The
program will calculate QU- and QV- unit
discharge vectors I rom (QVEC by using the
azimuth on the preceding BA-card. N FIX
is automatically set to 3. The si n of (,'-
and QV- is calcilated trom azimnth and ;rid
orientat ion.

5 ,12 + Next boundary node

6 QVEC2 0'+ The unit discharge at J2

Bee in con t inuat ion cards wi tih node number
in FID( I)

RMA-2V F-I-A.
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Nm

B BI-CARl) 3oundary, Itead Optional

As an alternate to BC-Cards, the water-surface elevation should be
coded on this BM-Card type when BC-Cards are not being used. NFIX is
ass igned xx200 at each node where Bli data exist with the xx's denoting
values to he assigned hy BS, BQ, BUI, or BV cards.

Field Variable Value Description

OCI ICG B Card group identifier

0,C2 I)T iH Data type identifier

1,C3 ISI The water surface elevation on this card will
be used for all boundary nodes equal to or

greater than FLI)(3) . (Be careful not to
over specify the water surface!)

N The water surface BC is coded by node

I,C5,6 YEAR Code the last 2 digits of the year for this date

| ,C7 ,8 MNTi + Code the month number

2 DAY/TIME + Code the day/hour/minute/second as a single
8-digit number (i.e., 1:45 a.m. on 2 Jan

would be 02014500)

3 J1 + Node number for water-surface elevation in FLD(4)

4 SPEC(J,3) -,O,+ Water-surface elevation in ft

5 J2 + Etc.

Begin continuation card with node number

in FLD( )

F- 1-31 RMA-2V
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1U-CARD Boundary, U-Velocity Optional

Code the x-component of velocity.

*ield Variable Value Description

O ,CI ICG IB Card group identi fier
S(J,C2 II)T U Data type idvntitier

1 ,cK IS1 The U-vlocity on this card is for all

boundary nodes equal to or greater than
FLD( 3)

N The U-velocity is coded by node number

1,C5, YEAR + Code the last 2 digits of the year for this

data point

I ,C7 8 MN'TII + Code the month number (01 to [2)

2 DAY/TIME + Codo the Day/ four/Mi nute/ Second as a cont inuons

8-digit number

3 Jl + Node number for the velocity in FLD(4)

4 SPEC(J,l) -,O,+ Code the x-component of the velocity. The
positive direction of the x-axis is the
+U direction

5 J2 E t c.

Begin continuation BU card with node nber
in FLD( 1)

4-

.At

RMA- 2V I-I---

-- ..- F------ - -- -----. -- 1- ---.-.-- - .: ---. ; . . .....
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HV CARD) Boundary, V-velocity Optional

Code the Y-component of velocity

Field Variable Value Description

O'Cl ICG B Card group identifier
O,C2 IDT V Data type identifier

I C3 ISI The V-velocity on this c-.rd is for all
boundary nodes equal to or greater than
FLD( 3)

N The V-velocity is coded by node number

1,C5,6 YEAR + Code the last 2 digits of year for this
data point

1,C7,8 MNTL + Code month number (01 to 12)

2 DAY/TIME + Code the Day/Hiour/Minute/second as a
continuous 8-digit n'mber

3 JI+ Node number for the velocity in FLD(4)

4 S PEC(J 1) -,O,+ Code the Y-component of the velocity. The
positive direction of the Y-axis is the
+V direction

5 J12 c

Begin continuation BU card with Node Number
in FLD(I).

F-1 -33 RMA-2 V
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BT-CARD Boundary Type Optional

The RMA-2 program expects each boundary node to have been assigned a
5-digit number specifying the type of boundary condition data to be pre-
scribed. The variable name is NFIX. Suppos NFIX = abcde. The "a" digit
describes x-direction flow or velocity; the "b" digit describes y-direction

flow or velocity; the "c" digit describes head and digits "d" and "e" are
not presently used but must be present for the number to be complete.

Consequently, d = e = 0. Leading zeros are not required. Only use BT card
to override the NFIX determined by the Program; consequently, it should be
last in the B-card Group sets.

Field Variable Value Description

O,Cl ICG B Card group identifier
IDT T Data type identifier

1,C3 ISI Assign the NFIX value of FLD(4) to all
boundary nodes

N Assign the NFIX value by node number

1,C5,6 YEAR + Code the last 2 digits of the year for this

data point

1 C7,8 MNTII + Code the month number (01 to 12)

2 DAY/TIME + Code the Day/Hour/Minute/Second as a C
continuous 8-digit number

3 Jil + Node number for the NFIX in FLD(4)

4 NFIX(l) abcde This 5-digit number is read as a real number
and partitioned into 5 parts

1000 Denotes a slip boundary in either direction

a=l The U-velocity will be prescribed
=3 The unit discharge component in the

X-direction will be prescribed

0) The U-velocity will be calculated

b=l The V-velocity will be prescribed

b=3 The unit discharge component in the

Y-direction will be prescribed

0 The V-velocity will be calculated

c=2 The head (i.e., water surface elevation) will
be prescribed

=0 The head wi 1 1 he cal cul1at ed
d=O Requi red
e=O Requ i red

RMA-2V F-I-34
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HW-CAR) Wind Velocity Optional

Field Variable Value Description

(),C I ICG B Card group identifier
O,C 2 IDT W Data type identifier
1,C 3 ISI is The wind data in fields 6 and 7 of this card

will be used at all nodes equal to or

greater than JI.

N Wind data are coded by name

2 FLD(2) + Year

3 FLU(3 + Month

4 FLD(4) + Day, hour, minute, and second

5 ii + Node number

6 SIGMA(J,I) Wind velocity (miles/hour)

7 SIGMA(J,2) Azimuth of wind vector in degrees

8-IL0 + Continue to fill card in sets of (J,SIGMA(J,I)
SIGMA(J,2)) thru Field 10. If >2 sets, use
continuation BW-card with J starting in
FL)( 2).

F-1 -35 RMA-2V
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PREFACE

The program described herein was developed over the period

1972-1982 at several institutions under funding from a number of
sources. The version described herein and preparation of this

user's manual was performed at the US Army Er.,ineer Waterways
Experiment Station (WES) with funding provided by the Office,

Chief of Engineers (OCE), US Army, under the Improvement of
- Operations and Maintenance Techniques (IOMT) research program.

Original program development was performed by Dr. Ranjan
Ariathurai under the direction of Dr. R. B. Krone at the Univer-

sity of California, Davis (UCD). It was extended by Drs.

Ariathurai, Krone, and R. C. MacArthur at UCD with funding pro-

vided by the US Army Engineer Dredged Material Research Program.
The result of that effort was program SEDIMENT It. Enhancnments

were subsequently made by Dr. Ariathurai while working at Nielson
* Engineering and Research, Inc., under contract to WES. Funds

were provided by the US Army Engineer District, Portland. Major
revisions to the program were performed by personnel of WES (in

consultation with Dr. Ariathurai) with funds from the OCE re-
search program, IOMT. During the latter stages of program de-

velopment, Dr. Ariathurai developed new versions of SEDTMENT II

called SEDIMENT 411 and SEDIMENT 4H.M1,T, also funded by the IOMT
program. Some of the features of those programs were then

adapted for use in STUPH hv WES personnel.

Personnel of the WES Hydraulics Laboratory performed their

portion of program development under the direction of Messrs.

H. B. Simmons and F. A. Herrmann, Jr., former and present Chiefs
of the Hydraulics Laboratory; M. B. Boyd, Chief of the Hydraulics

Analysis Division; R. A. Sager, Chief of the Estuaries Division,
G. M. Fisackerly, Chief of the Harbor Entrance Branch, and E. C.

McNair, Chief of the Sedimentation Branch. Mr. W. A. Thomas
designed the program structure, wrote much of the code, and

supervised program development. Additional coding was performed
by Messrs. W. H. McAnally, Jr., and S. A. Adamec, Jr. Other WES

personnel participating in coding and testing were C. B. Berger,
B.P. Donnell, J. D. Ethridte, Jr., ,J. V. Letter, Jr., and R. D.

Schneider. Messrs. Thomas, McAnal ly, and Adamec prepared this
report.

Commanders and Directors of WES during preparation of this

report were COL Nelson P. Conover, CE, COL Tiltord J. Creel, CE,
and COL Robert C. Lee, Ch. Technical Director was Mr. F. R.

Brown.

S.
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APPENDIX G

A USER'S MANUAL FOR THE GENERALIZE) COMPUTER PROGRAM,

SEDIMENT TRANSPORT IN UNSTKAOY, 2-DIMENSIONAL FLOW,

HORIZONTAL PLANE

STUDH

Version 3.3

PART I: INTRODUC'rION

Purpuse

1. This report describes use of the generalized computer
program (model), Sediment Transport in Unsteady, 2-Dimensional

* Flow, Horizontal Plane (STUDH) Version 3.3, dated December 1983.
The program STUDH is used to compute transport, deposition, and
erosion of sediments in two-dimensional (2-D) open channel flows.

Origin 51 Prtl'i.it

2. The initial prograir devel ppment was a-complished by Dr.
Ranjan Ariathurai (1974) in partial fulfill ment o! the require-

ments for his Doctor of Philosophv degree at t, e University of
California, Davis. That work, a '-D model in the horizortal

plane, was extended to ilclloe the verti,-al by Ariathirai,
MacArthur, and Krone (1077) undler coritr-ic with the US Army Corps
of Engineers, Dredged Materiel Re:ear(L i'rog-m. )r. Ariathurai
consulted with Waterways Experimett . i; an (WES) personnel
duringthe early testing phases ot th!_ t,grm d lriok which time
he made several enhancements to the pro .rt'm.

".. 3. Starting with that basic w ork, %4FS per:,oiniel and Dr.
Ariathurai produced the code iesrih, ic d tI . ma r,ual. ir.
Ariathurai subseqjuently developed se'veVC l I - r ins oi the
models with funding from WES. SIe t H t,, I those mode .s
have been adopted and pl icd it 1 i ',

Poten tia A i n

4. ST U) If c an b e -i c, U l i e usd i en t s
where flow velocities ,at e L , - , t bI, speed ant
direction can he satistac(tori d E. . ., . ....... .. doptl -averaged
velocity. It is useful t, i, t ., w ii i. ,:.-.ia studies
and, to a limited extent, for .:, . - - . *, i , . fhi pro raTr
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treats two categories of sediment--noncohesive, which is referred

to as sand here, and cohesive, which is referred to as clay.

Limitations

5. Both clay and sand may be analyzed, but the model consi-

ders a single, effective grain size for each and treats each
separately. Fall velocity most be prescribed along with the
water-surface elevations, x-velocity, y-velocity, diffusion coef-
ficients bed density, critical shear stresses for erosion, ero-

sion rate constants, and critical shear stress for deposition.

6. Studies cannot utilize long simulation periods because

of their computation cost. Study areas should be made as small
as possible to avoid an excessive number of elements when dynamic

runs are contemplated. The same computation time interval must
be satisfactory for both the transverse and longitudinal flow

'irections.

7. The program does not compute water surface elevations or

velocities; therefore these data must be provided. For compli-
cated geometries, a numerical model for hydrodynamic computa-

tions, RMA-2V, is used.

Kq 2

S
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PART I: PROGRAM DESICN

Capability of the Program

8. Either steady-state or transient flow problems can be
analyzed. The exchange of material with the bed can be calcu-

lated or suppressed. The computation mesh can be created by the
program or it can be created separately (Appendix D) and read in.

Default values may be used for many sediment characteristics or
these values may be prescrihed by input data. Either the smooth

wall velocity profile or the Manning's equation may be used to

calculate bed shear stress due to currents. Shear stresses for

combined currents and wind waves i-a. bie ca~ckilatd. The program

can perform an internal extrapolation that produces longer period
simulations at lower cost.

Concepttial Basis

9. The program is based on tho , cone.,Utoal model:

a. Basic processes in sedimenta-ion can be grouped into

erosiouentralime" ,t', ansportat ion,and deposition.

b. Flowing water has th-, a!i to erodeentrain,
and t ranspor t sed ile- -hcLhet or not sodiment

particles are prest-i-,

c. Sediment o the sLrc i,.J woii temain immobile only

astongasthe ener-, f c in the f low field
remain less t ha't hec r c i 1 . s Ih e a r s t r e ss

threshold for LrcoSion .

d. Even when sand part icee ic om rob lethere may

beno net chaige in ti h, m, - a elevat ion ofthe

bed. A net. chang, wo'uld re.;oit on lv it the rate

of erosion was dit 'c rort r rom t he rate ot
deposition--two pro;r -es,, wtich g, ,i cont inuously

and independnt Iv,

e. Cohesit s esedi ent s i I t r iT , wl i re.min ini

suspension a, lon 3n 1 hr s,:r e -,s exce.,ds
thecritic l v a I tit, i o 1 0 it I i i, e n v r a I

s i Mi Ii I t a 0 t u o I S (I v a S 1 *.'1 0 flu 1c o e s I v C

sediments do not on,, tii

f. The strimctireof cih, v, s m ent b edschanges

with time a1 ovf thi trll T.

. ", /ST 110 0l

.
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The major portio of sediment in transport can be

characterized as being transported in suspension,
even that part of the total load that is
transported close to the bed.

Theoretical Basis

10. The derivation of the basic finite element formulation
is presented in Ariathurai (1974) and Ariathurai , MacArthur, and
Krone (1977) and summarized below. There are four major computa-
tions.

o Suspended sediment concentration using

the convection-diffusion equation with
a bed source term

o Bed shear stress

o Bed source quantity

o Bed model

Convection-diffusion equation

11. The basic convection-diffusion equation is presented In

Ariathurai, MacArthur, and Krone (1977),

ac a C + € a ( x a + Y + UC + U2(

R 85x 5Yax xx ay yay 1 2(GI)

where

C = concentration, kg/m 3

t = time, sec

u = flow velocity in x-direction, m/sec

x = primary flow direction, m

v = flow velocity in y-direction, m/sec

y = direction perpendicular to x , m

Dx = effecive diffusion coefficient in x-direction,

Dy = effective diffusion coefficient in y-direction, -

MZ/sec

STUDH G4



04/85

= a coefficient for the source term, I/sec

2 = the equilibrium concentration portion of the
source term, kg/m /sec

This equation is then cast into the finite element form using
quadratic shape functions, N

u+Nj + u D + d o C +

Dax ay i ax x ax aiy )

ne=l ne

NL
f NLqs dt=0 (G2)

where =l

NE = total number of elements

N = the quadratic shape functions

A
Q = a (C/at) + 2 for the transient problem

A2

C = the approximate concentration in an element as
evaluated from shape functions and nodal point
values of c

NL= total number of boundary segments

5 the local c ,riinate

q= flux from source on boundary i

The transient equation is expressed as

IT] -5- + [KI{CI{F} = 0 (G3)

where each element in the computation mesh contributes the
following terms to the global matrix

-5 STU DH
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(T] = ffDNIT [NJ dx dy

[K]=ffFK3N. ac3N. -

"I = j [ K+ L C + V -Y -  a C + -- D x 3 C + D D d x d y
D L ax I ax xax a1  Y TY]

(the steady state system coefficient matrix)

{Fj = -ffD[NJ Tfu 21 dx dy + f [NIT{q} dC

DC

(the steady-state system coefficient matrix)

-"- 12. Applying the Crank-Nicholson scheme, where C is the
implicitness coefficient, gives the following equation, where n
refers to the present, n+l to the future time-step, and t the
computation time interval.

S[TI [Kn+I cn+l = [T] n+ 0f =C- (1 - O)[K] nfC (G4)

+ {F} n+ l + (1 - ){F
Bed shear stress

13. Several options are available for computing bed shear
stresses using

= pu 2  
(G5)

where

P = water density

= shear velocity

a oSmooth-wall log velocity profile,

= 5.75 log 3. 3 2 uD) (G6)U., 7

which is applicable to the lower
15 percent of the boundary layer
when

u.,.D

- > 30 (G7)

where

u = mean flow velocity

D - water depth

= kinematic viscosity of water

S rIM) G6

.............................................. ,... .'," % .- . .
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b. The Manning shear stress equation,

,- A n- (G8)

- H D1/6

whe re

g = acceleration due to gravity

n = Manning's roughness value

CME - coefficient of 1 for metric units

and 1.486 for English units

C. A Jonsson-type equation for surface shear stress

(plane beds) caused by waves and currents,

f ___ (G9)u*=42- ¥ X +

where

w= shear stress coefficient for waves

Uom maximum orbital velocity of waves

fc = sh-ar stress coefficient for currents

d. A Bijker-type equation for total shear stress
caused by waves and currents,

U_ 1 f-j2 1 2
u + f (O)

For further information on the shear stress computation equa-
tions, see McAnally and Thomas (1980).

14. At each time-step, the velocity field is recalculated
to reflect the effect of depth changes. The input velocity
magnitude at each node is multiplied by the ratio of the initial
water depth to new water depth before proceeding with the next
time-step calculation of bed shear stress.

The bed source

15. The form of the bed source term, S = l 4c + aL2  as

given in Equation GI is the same for deposition and erosion of
both sands and clays. Methods of computing the alpha coefficients

± f depend on the sediment type and whether erosion or deposition is

G7 STUD H

. * ,"
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occurring.

16. Sand transport. The supply of sediment from the bed
(i.e.. the sediment reservoir) is controlled by the transport

potential of the flow and availability of material in the bed.
The bed source term is

C -C-"- s ---- --- (Gil)

where

S - source term

Ceq = equilibrium concentration (transport potential)

C = sediment concentration in the water column

tc = characteristic time for effecting the

transition

17. There are many transport relations for calculating
Ceq for sand size material. The Ackers-White (1973) formula was J2
adopted for this model because it performed satisfactorily in

tests by WES and others (White, Milli, and Crabbe 1975; Swart
1976), because it seems to be complete, and because it is
reasonably simple. The transport potential is related to sedi-
ment and flow parameters by the expressions in the following

paragraphs.

18. The characteristic time, tc t is somewhat subjective.

it should be the amount of time required for the concentration in
the flow field to change from C to Ceq . In the case of

deposition, tc is related to fall velocity. The following
expression was adopted.

iD
" d -Vs

tc larger of (G12)

or DT

where

tc = characteristic time

%Cd = coefficient for deposition

D = flow depth Th

STUI) G 8
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Vs fall velocity of a sediment particle

DT = computation time interval

* .In the case of scour, there are no simple parameters to employ.
The following expression is used.

". e Ua
t c = larger of (Gl3)

or DT

where

Ce = coefficient for entrainment

V = flow speed

19. Clay transport. Deposition rates of clay beds are

calculated with the equations of Krone (1962).

S" - d for C < C
D d (G14)

2Vk C L for C > C

where

= bed shear stress

d = critical shear stress for deposition

cc = critical concentration = 300 mg/l

20. Erosion rates are computed by a simplification of
Partheniades (1962) results for particle by particle erosion.
The source term is computed by

S P D ) (G16)

where

P = erosion rate constant

= critical shear stress for particle erosion

e
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21. When bed shear stress is high enough to cause mass

failure of a bed layer, the erosion source term is

S T for > (G17)
DAt s

where

TL = thickness of the failed layer

"0 L = density of the failed layer

At = time interval over which failure occurs

s = bulk shear strength of the layer

The bed model

22. The sink-source term in Equation GI becomes a source-

sink term for the bed model, which keeps track of the elevation,
composition, and character of the bed. Bed change computations
utilize the Crank-Nicholson weighting of the time-step contribu-
tions.

23. Sand beds. Sand beds are considered to consist of a

sediment reservoir of finite thickness, below which is a nonerod-
ible surface. Sediment is added to or removed from the bed at

rate determined by the value of the sink/source term at the
previous and present time-steps. The mass rate of exchange with

*- '-the bed is converted to a volumetric rate of change by the bed

porosity parameter.

24. Clay beds. Clay or mixed sand and clay beds are

treated as a sequence of layers. Each layer has its own
characteristics as follows:

a. Thickness.

b. Density.

c. Age.

d. Bulk shear strength.

e. Type.

In addition, the layer type specifies a second list of charac-*' teristics.

a. Critical shear stress for erosion.

b. Erosion rate constant.

. STUDH (H1
XN"

S" T-



04/85

c. Initial and 1-year densities.

d. Initial and 1-year bulk shear strengths.

e. Consolidation coefficient.

f. Clay or sand.

New clay deposits form layers up to a specified initial thick-

ness and then increase in density and strength with increasing
overburden pressure and age. Variation with overburden occurs by
increasing the layer type value by one for each additional layer
deposited above it. Change with time is governed by the equa-
tions

f(to) + If(tl) - f(to) ] log (9t + 1) 0 < t < I year (Gl8a)
f(t)

f(t ) + M log t I year < t (Gl8b)

where

f = time-varying characteristic of density or bulk
strength

to = time = zero

tl = time = 1 year

t = time

M = consolidation coefficient

Mass deposition rates are converted to volumetric deposits by the
specified density for the type 1 layer, and erosion rates are
converted to a corresponding volume by the actual density of the
eroding layer.

25. Use of the layer type can be used to control whether or
not erosion and consolidation are allowed to occur, and to keep
track of sand layers in a mixed bed problem. The layer structure
and time-varying consolidation can be used to specify a
subsidence rate for the modeled area.

26. Bed change extrapolation. The model is run in a
time-varying mode. The time-varying solution of the bed model
may be advanced in time by direct time-stepping, in which all of
the equations are solved at each time-step, or by extrapolation,
in which results of direct time-stepping are projected into the

GII STU DIH
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future. The extrapolation capability allows simulation for an
extended period of time at a fraction of what time-stepping would
cost for the same duration.

27. The computer program applies four constraints to limit
A or control the duration of an extrapolation time period as

f ol1lows:

a.The water depth changes by no more thanPL
-~ percent, and/or

b. The water depth average change is no more than DL
meters at NL nodes, or

C. The specified maximum time limit, TL
is reached

d. The maximum number of extrapolation periods

permitted by input data is reached.

28. For each node at which the depth change violates the
specified limits, an extrapolation time to reach the limit is
computed. I f NL nodes reach the depth change limit, the
extrapolation time is set equal to the average of the individual
node time limits.

29. When an extrapolation time has been determined as

described above, the bed change rate for the just-completed time-
stepped simulation is averaged with that since the end of the
previous time-stepped simulation, weighted by specified factors
zeta and 1-zeta, respectively. The resulting average rate of bed
change at each node is multiplied by the extrapolation time to
yield a maximum extrapolated change (MEC) in bed elevation for
the extrapolation interval. From this point, sand and clay bed
extrapolations are treated differently.

30. If the specified depth constraint limits the extrapola-
t io n time period to less than the value of TL , the model
returns to time-stepped modeling for the next interval. It steps
forward in time for the same number of time-steps used in the
initial period, then extrapolates again as described above. A
specified limit on number of extrapolation periods sets the
maximum number of extrapolations permitted, which is simply a
cost-control limit.

kV31. In addition to the overall controls described above,
extrapolated bed changes at every node are always limited by
these three constraints:

a. Erosion is limited to that which exhausts

the bed of available sediment.

b. Deposition is limited to 99 percent of the
water depth.

%f~~~ ! { 2
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c. ln mixed bed layering, erosion is h-ilted when

the sediment type (sand or clay) changcs from

that which was on top during the time-stepped
period.

32. The thickness of the sediment reservoir is increased or

decreased by the MEC subject to the restrictions described above.
* Two options are available for clay or mixed bed extrapolation.
* in the preferred method, bed layer extrapolation, variation of
* bed properties is considered during the extrapolation and the MEC

is used only as an upper limit on depth change. The alternate
method does not consider nor change bed structure during the
extrapolation period, it mercly raises or lowers the bed eleva-
tion by the MEC.

33. Bed layer extrapolation is treated as follows:

a. At nodes with a sand layer on top, extrapola-
- tion is handled in the same manner as for all-

sand beds, except that the sand reservoir
thicknessisequal to the layer thickness.

b. At nodes with a depositing clay layer
on top, the net sediment mass deposited is
extrapolated. This extrapolated mass is
then deposited on the bed and subjected to
the same overburden and time rates of
consolidation used in time-stepping.
Either the net increase in bed elevation
after ci.nsolidation or the MEC, whichever
is smaller, is used for the extrapolation
c h a ng e .

C. At nodes With an eroding clay layer,

the program returns to a time-stepping
mode of operation to calculate bed

shear stresses and erosion rates at each
time-step without solving the convection-

diffusion equation each time. Erosion

continues at each node until a nonerodible
layer is encountered or until the extrapo-
lation period is complete. The erosion
depth at any node can be no greater than
the MNEC.

Program organization

34. STLTDH consists of two ptimary modules. An inputt module
PRESEt)) reads input 'sat a cards and organizes the data into the

proper sequence required by the computational module. Atfter all
data have been readt and otganized, PRESED calls the computational
module, HORSED.

G I- * S1 Il
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35. Each module is organized with a main roiitine and sup-
porting subroutines as shown in Figures GI-G3. Figure CI

illustrates the organization of PRESED and HORSED modules. These
figures show the subroutine listing in alphabetical order, not in
the sequence of calls from the code. Occasionally, a subroutine
name will appear more than once. Each subroutine is assigned a

.- number on the figure when that subroutine is first listed and the
- number is repeated for subsequent listings. This is intended to

show each external reference to a subroutine not only by the main
subprogram of the module but also by each subroutine in the

- ,omodule.

36. STIDH uses 52 labeled common blocks for storage of data
needed by more than one subroutine. The library source version

* of tile program is in update format using comdeck labels for each
of the common blocks.

0

"I.
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Figure GI. STUDH program organization
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PART III: PROGRAM USE

Introduction to Program Use

37. STUDH can be used by engineers and scientists to solve
sediment transport problems that are satisfactorily described as
unsteady, suspended transport in two horizontal dimensions with
bed interaction.

38. Users are cautioned that the program is relatively easy
to use but somewhat more difficult to use properly. Persons
using the program are assumed to be familiar with using a compu-
ter system. Knowledge of numerical methods is useful. It is
essential that the user possess considerable knowledge of hydrau-
lic and sedimentation processes and that he or she understand the
computer program and its proper use. This latter requirement can
be obtained only by careful training in practical application of
STUDH.

Use of the Modeling System

39. As mentioned previously, STUDH requires that hydro-
dynamic data be externally supplied, usually by a numerical
hydrodynamic model. A modeling sytem, TABS-2, has been designed
to satisfy this and other needs for a comprehensive modeling
package. TABS-2 consists of RMA-2V, a general purpose program
for hydrodynamic modeling, in addition to STUDH and a number of
utility programs that develop input, translate data, analyze
output, and provide graphical output from the models.

Access to the Program

40. A library version of the program is maintained. To

obtain access to the program and/or have it modified to run on
another machine, contact WES. Revisions to the model will be
made occasionally, but all input decks will be compatible with
the new version. Users with access to the program receive a
documentation page describing current program capabilities and
access instructions.

Procedure and Input/Output Files

for Executing STUDH

41. STUDH is executed via PROCLV, the Job Control Language
procedure file developed for TABS-2. Current instructions for
accessing and using that procedure are contained in Appendix 0:
PROCLV in this manual. PROCLV expects the default logical unit

STUDt (1H



04/85

assignments as shown on the $L card instructions.

42. STUDH33 is a FORTRAN program in PROCLV. It is com-

piled at execution time and becomes an interactive tutor which
guides the user, step by step, through the assignment of file
names for all input and output files at execution time. If any
of the specified input files do not exist on the computer, the

program will abort.

43. A sample session with STUD33 is shown opposite. Out-

put from STUDH33 is the job control language which submits STUDI
for execution. It will automatically attach the input files and
save the output requested. Printout from STUDH automatically
goes to the line printer.

44. Table G1 shows the required and optional input data
files for STUDH. The generic file names are those used in the
procedure file documentation (see Appendices N and 0).

Table G1
Standard Input Files

Generic Standard
File Logical

Name Unit Contents Status

-- 05 Run control data Required

ONGED 12 Metric geometry file Required

ONWSE 9 Metric water surface Optional*

elevations

ONVEL 11 Metric velocity input Optional*

IWS3 3 Wave data input Optional

02S3 70 Prior extrapolation output Optional

OIS3 87 Concentration/bed change Optional

hotstart

03S3 88 Cohesive bed structure Optional

hotstart

*Required if the hydrodynamic data are not specified by run

control input.

G19 STUDH



04/85

C>BEGIN, STUDH33 ,PROCLV,

*STUDH 3.3 JOB SETUP*

ENTER JOB TIME LIMIT (<CR> FOR 1201 10):

I >
ENTER I OR 2 DIGIT JOB PRIORITY (<CR> FOR 2):

I >

ENTER YOUR LAST NAME:

I>THOMAS

ENTER FILENAME FOR STUDH CONTROL INPUT:

I>GRINSTI
ENTER FILENAME FOR METRIC GEOMETRY (<CR> IF NONE):

I>GROWRlI
ENTER FILENAME FOR METRIC VELOCITIES (<CR> IF NONE):

I>GRR2OUl
ENTER FILENAME FOR WATER SURFACE (<CR> IF NONE):

I>GRR2WSL
ENTER FILENAME FOR WAVE INPUT (<CR> IF NONE):

I>
ENTER FILENAME FOR HOTSTART (<CR> IF NONE):
I>

ENTER FILENAME FOR EXTRAP. INPUT (<CR> IF NONE):
I>
ENTER FILENAME FOR CONC/DELBED OUTPUT (<CR> IF NONE):

I>GRSTOUI
ENTER FILENAME FOR EXTRAP.OUTPUT (<CR> IF NONE):
I>

ENTER DMS 20 CHARACTER CATALOG NAME FOR FILE (CR)

SITE-SOURCE-PLAN-CFS-COND-STORE-FORM-CAT-SUBCAT-MISC
(1) (1) (2) (2) (6) (1) (l) (1) (1) (3)

LAST COLUMN IS HERE!

1>110 6709MR8IllSIO00

ENTER THE GRADE FOR THIS FILE <CR>

1>0

ENTER YOUR LAST NAME <CR>

I>T HOMAS

ENTER 80 CHAR OR DESCRIPTIONS <CR> THEN 80 MORE <CR>

I>THIS DEMONSTRATES THE INTERACTIVE SESSION TO RUN STUDI

I>15NOV1983 W. A. THOMAS

DOES EVERYTHING LOOK OK? ENTER (YES OR NO) <CR>

ST U D 1t G2)
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45. Jobs executed on a vector processing computer produce
binary files that can be read only on those respective machines.

PROCLV automatically directs utilities and the main codes to the

proper machine for saving and accessing files.

46. The file referred to as STUDH CONTROL INPUT in the

STUDH33 session is the card image input for STUDH described in

this document. It is usually entered into a file with the editor

and consequently is an ASCII character set that can be transfer-

red back and forth from the front end computer to the vector

processing computer.

Description of Card Image Input Data

47. Input to the program consists of card image data in the

format used by HEC-6 (Thomas 1976) and, optionally, data files on

disk or tape. The card images may be actual cards or lines in a

data file. Card images consist of 10 fields of 8 columns each.

The first two columns are used to identify the type of data on

the card. Coding instructions for input data are given in

Addendum G-I.

48. Eleven classes of input data describe the computational
* mesh, physical constants, properties of the flow, and properties

of the sediment. The following paragraphs describe the input

data in detail. A summary of input data is given in Addendum

G-I.

Title cards (TI, T3)

49. These cards contain descriptive information used to

identify a model run. As many TI cards can be used as are
needed. The final title card must be a T3 card. Information on

the T3 card Is saved with the program output files (along with

data management banners, if used), so it can be used to

identify the data file.

Run control cards ($T, $L, $H, $$END)

50. These cards are used to control various aspects of

program control. The $T cards dictate at what time-steps output

is to be printed and input files are to be read. Information

requested by the $T cards may be given there or in an alternate

format following the $$END card, but the requested information
must be furnished. The PS cards specify the mesh locations at

which output is printed. THE $L card is not usually needed but

is available in case the user wishes to change some of the input

or output logical unit designations. If the card is omitted, all

logical units assume the default values shown.

51. The $H card is used to control HOTSTART runs of the

program. In a coldstart, a model run begins fresh, not using the

results of any previous run as a starting point. In a hotstart,

G21 STUDH
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some of the variables, such as concentration or bed thickness,
begin with values that were computed in a previous run.

52. The files needed for hotstarting a model run are writ-
ten every time the program is run; however, unless they are saved
by job control, the files are not retained. In order to make a
hotstart run, first submit a model run in which logical output
units 18 (bed structure) and/or 7 (concentrations and bed eleva-
tion changes) are saved. Then submit a run with the appropriate
hotstart switches on the $H card and access logical input units
88 (bed structure) and/or 87 (concentrations and bed elevation
changes).

53. In a coldstart run, all of the important processes must
*: spin-up from an artificial condition such as a uniform sediment

concentration field. The spin-up time is the length of time a
simulation must run before the solution has recovered from the
artificial initial condition. For example, in a sand bed
problem, if the initial sediment concentrations are too low in
one area, erosion of the bed may occur there during spin-up, even
if the prototype bed is stable in that area. To overcome this
problem, a second hotstart model run would be made in which
concentrations are hotstarted from the previous run, but bed
structure and bed elevation changes are coldstarted.

54. Use of the S card permits any one or a combination of
the three variables (concentration, bed elevation, and bed struc-
ture) to be used in a hotstart.

Trace Printout (TR cards)

55. Use of the $TP card or the first card following $$END

controls the output of the important model results of concentra-
t ion and bed change. The primeirv purpose of the trace printout
controls is to assist in diagnosing problems with a run, but they
also provide for printing of some parameters that may be useful
in interpreting model results. If a trace printout is selected,
it will print only at the times dictated by the $TP or $$END
cards, and only at the locations specified on the PS cards if
they are present.

Geometry cards (GI,c;3,GBGS,GE,G4,GN,G7, and GD)

5h. The program contains an internal mesh generator for
those problems that do not require separate modeling of flows.
In those cases, it may be convenient to use the internal mesh
Lgenerator, but in general, it is more efficient to use the sepa-
rate TABS-2 mesh generation programs.

57. When a mesh has been separately generated, its specifi-

cations ot model locations and bed elevation cannot be overridden
by uise of the GY and GN cards. iHotstarting bed elevation

t I ! (; 2 2
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change with a $H card does not change the original bed elevation;

but by giving a nonzero bed elevation change, it alters the

effective elevation of the bed for that run.

* 58. For model runs in which a portion of the mesh may be

out of the water at some time, a GD card is required. Otherwise,

an error is diagnosed. The CD card permits specification of a

water depth (DSET) at which drying is assumed to occur and the
node is removed from calculations. The value of DSET should

correspond (in metric units) to the value of the rewetting depth
(DSETD) used in the RMA-2V run that supplied the hydrodynamics.

Timing and run length control (TZ and TE cards)

59. The TZ card specifies the starting date and time of the

run. If time-varying boundary conditions are used, all of these
variables must be specified. The card also specifies the computa-

tional interval and number of time-steps to be run.

60. Choice of a computational interval is dependent on the

size of mesh cells used, speed of the flow, effective settling

" velocity of the sediment, and how well the modeler wishes to

resolve small-scale bed features. For most production work, an

interval of 15 min (900 sec) has been found satisfactory, but
some experimentation may be required to find the best value.

61. To obtain the number of time-steps needed to reach a

given length of run, use the equation

No. of time-steps = Run Length + I

Computational Interval

62. Use of the TE card permits longer run times to be used

at a cost (computer cpu time) lower than possible with direct
time-stepping. This is accomplished by an interval extrapolation

procedure.

63. Figure G4 illustrates the extrapolation process for

results of the bed eltcvation change (DELBED) at one node in a

hypothetical model run. During the first time-stepping cycle

(A), the bed elevation changes at each computational interval
( t), with deposition during some intervals and erosion during

others. Over the time-stepping period, more deposition occurs,
soDELBED at the end ot the run is positive. The length of the

time-stepping cycle, TTS' is as specified on the TZ card.

64. At the end of the tirst t ime-stepping cycle, extrapola-

tion No. I begins. The net bed elevation change from time zero

to TTS is used to calculate an average rate ot hed change at each

node. This average rate of change is assumed to remain constant
during the first ext rapolat ion (B). The ext rapolat ion period

length, TEl , is determined hy bow lon it t -i v to reach onc of

several limits on bed change or run length.

* - . ,. ' ** . l
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These limits are discussed later. During the extrapolation,
concentration and flow velocities do not change.

65. At the end of extrapolation No. 1, time-stepping is
repeated (C). The unit flows and boundary conditions are exactly
repeated from time-stepping No. I, but velocities, concentra-
tions, and erosion/deposition rates are recomputed using the new
bed elevations. Note that since the water is now shallower at
the example node, deposition rates are lower and erosion rates
are higher than before. The length of time-stepping No. 2 is

, exactly the same as No. I, TTS

66. At the end of time-stepping No. 2, the average rate of
bed change over that interval is calculated and used for extrapo-
lation No. 2 (D). Extrapolation No. 2 is shorter than extrapola-
tion No. 1, either because the elevation change at some nodes is
greater than before or because the time limit (Tmax) is
approaching. Each run must end with a complete time-stepping
cycle of duration TTS

67. At the end of time-stepping No. 3 (E), the run is

completed.

68. Three limits are used to determine how long an extrapo-
lation period lasts. EXDYMX is the maximum absolute bed change
in metres that will be permitted at one or more nodes (when more
than one node is used EXDYMX is the maximum average change per-
mitted at the number of specified nodes). EXPDMX is the maximum
bed elevation change in terms of percent of water depth. Thus a
I-m bed elevation change in 10-m deep water is equivalent to 2 m
in water 20 m deep. For multiple nodes, the average is used.
The third limit on extrapolation time is the maximum time (EXDT)

" that the model run is to reach. Since each model run must end
with a complete cycle of time-stepping, extrapolation will end at
a time that permits the final time-stepping to occur, even if the
depth limits are not exc--eded.

69. If the depth limits are imposed on a single node,
extrapolation times may be very short. To avoid having one badly
behaving node abort an extrapolation, the variable NONOD may be
used. IF NONOD is greater than one, the average depth change at
NONOD number of nodes and EXPDMX are used for calculating permit-
ted extrapolation time.

" 70. Values of EXDYMX, EXPDMX, and NONOD must be developed
by experimentation, but typical choices are 0.5 m, 10 percent,
and 20, respectively.

71. In the hypothetical example shown in Figure C4, only the

most recent time-stepping period results are used to determine
the average rate of bed elevation change at each node. This
corresponds to an implicitness factor (ZFTA) of 1.0. For smaller
values of ZETA, the last two time-stepping periods are used to
compute a weighted average rate of bed change, with small values

STUDH
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of ZETA emphasizing the prior time-stepping period over the most
recent one.

72. The program gives the option of leaving bed structure
constant during the extrapolation period or attempting to compute
the effect of continued 'ed change during extrapolation. The
value of MTEX contruLs this option. A value of zero is less
expensive and should be used unless a good reason exists for
evaluating bed structure. The computation procedure is an at-
tempt to reproduce changes that would occur if genuine time-
stepping were occurring, but the calculations can only offer a
rough approximation to the ictual processes.

73. The variable MEX on the TE card is used to prevent
runaway costs In extrapolation runs. It limits the number of
time-stepping sequences that are performed and can cause a run to
fall short of the desired time. If it is too small, the desired
time will not be reached and a warning will be printed. If it is

4too large, computer costs may be excessive.

Implicitness factor (TT card)

74. The program uses the Crank-Nicholson time-stepping

scheme that employs an implicitness factor, Theta . A value of
0.66 is recommended, but variations from 0.5 (equal weighting .
of this time-step and the previous time-step) to 1.0 (no in- WI__
fluence from the previous time-step) are permitted. A higher
value of Theta produces results that are more stable but in-
creases numerical (artificial) dispersion of sedimen.

Selective print (PS card)

75. The PS card specifies the mesh locations at which model
results are printed. Times of printed output are select d by the
$TP or IFF card sets. If the PS card is omitted, all nodes and
elements are included in the printed output. If elements are
specified on the PS card, only those elements and nodes sur-
ounding them are included in the printout.

Sediment size classes (SA,SR,ST, and WC cards)

76. The program requires that sediment sizes and/or their
characteristics he specified. For noncohesive sediment bed prob-
lems, input allows for multiple grain sizes on the SA card, BUT
AT PRESENT THE PROGRAM CONSIDERS ONLY ONE SIZE AT EACH NODE. The
grain size specified on the SA card is applied to every node in
the mesh. Values at specific nodes may be changed by use of the
SR and ST cards. The ST card specifies grain sizes to be used in
noncohesive sediment transport equations and the SR card speci-
fies the effective grain size to he used in bed roughness calcu-
lations (Ackers-White transport equations only). These two sizes
will b, the same only for plane beds in straight channels. Bed
forms and channel curvature introduce form roughness that causes
the SR sizes to be larger t'ian sizes used for transport
computat Ions.
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r. 77. Note that the SA, SR, and ST cards constitute a
cascading set of defaults. If neither an SR nor ST card is

present, the grain size on the SA card will be used at all nodes
for both transport and effective roughness. If SR cards are

present, they override the SA card at those nodes specified and
become the default values for the ST card values. Finally, use
of ST cards overrides the SR and SA card input at every node
specified on the ST card.

78. Two characteristic length parameters are requested on

the SA card. CI.DE is the length factor for deposition. The
default is a value ot 1, corresponding to an average settling
depth equal to the water depth. For fine sediments that are
distributed throughout the water column, a value of 0.5 is recom-
mended. For coarser sediments in less turbulent flows, a smaller
value is suggested. CLER is the length factor for erosion. The
default value of 10 is suggested, but more investigation is
needed to find the best value.

79. Settling velocities are specified on the WC cards.
This settling velocity is an effective fall velocity which goes
up with grain size, goes down with increasing turbulence, goes up
with increasing aggregation (cohesive sediments), and goes up if a
too large value of CLOE is used. The best starting point for
noncobesive sediments are fall velocities for spherical particles
of equal diameters. Figure C5 shows a typical graph for settling
velocities.

80. For colesive sediments, ihe settling velocity of parti-

cles can vary enormously with sediment type, salinity, turbu-
lence, and other chemical and physical conditiions. Laboratory
or field tests are needed to define effective settling veloci-
ties (see Appendix K).

Cohesive sediment characteristics (SC
and DT cards)

81. Figure G,6 Illustrates the relation between the various

critical ;hear stresses for cohesive sediments. These values
must generally he determined by laboratory or field experimenta-
tion, but publ ished results for similar sediments can be used if
caution is exercised.

82. Values specif ied on the SC card for crit ical shear
stresses for erosion and tht erosion rate constant are overridden
by those contained on the DT cards. The DT cards are use] to
assign charatteristics to various types of cohesive sediment bed
layers. These (haracteristics are assigned to existing bed
layers as specified on the I)C cards and to new layers as they are
deposited. Freshly deposied sediments are asigned a type 1
designath',o and increase to higher nombered types as the thick-
ness ot sediment above them ncreases. Data for the DT cards
should come fro,,i laboratory tests on the sediments t( h- modeled.

STU DIt
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Figure G6. Cohesive bed behavior as a function of shear stress
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83. Dry density as specified on the DT cards can be
calculated by the following formula:

where ei se ) e

S =density of individual sediment particles

B = bulk (wet) density of sediment

w = density of water entrained in the sediment

Note that a lower density for layer types 1-4 will result in
fluffier deposits, increased thickness of deposited layers, and

~ greater bed change.

84. Density and shear strength of cohesive layers generally
increase as they consolidate. The shifting to higher layer types
in the program accounts for this, but the computations associated
with layer consolidation are fairly involved. If these computa-
t ions Ire not needed for accuracy, it is more economical to
decrease the number of layers that are subject to consolidation
IMNCL on the SC card) and increase the typical thickness of the
consolidating layers (THKTYP on the DT cards).

Bed structure (DV and DC cards)

8. The thickness of the sediment bed at the beginning of a
run is specified on the DV (noncohesive) and DC (cohesive) cards.
I t t hat thickness is eroded, It is assumed that nonerodible rock
has hen relchoed. The DC cards specify which layer types (DT
cards) ire present, how thick each is, and how old each is.
During extrapo l.ation runs (TE card), the age of a layer is used
to u pr orm calculations for consolidation with time.

M,'%. In hotstart runs (S1 card), the bed structure from a
previous run is used and information on the DC and DV cards is
d i s r egia rt .d

Vtfect ive dit fusion (EX and EY cards)

.
"  i t ; us ion of suspended sed i ment occurs because of tur-

h l , in the flow tield. Whon the transport equation is sim-
i v av,'ra ing over depth, as in STPDII, dispersion is

i ro, -d ,-,ac , of vertical variations in the flow field and
t tt I tt'i s ediment through tie water column. In practice,

t1 i so ' i I umpod to e th'r with turbulent dif fus i on and t he
t,<tt f av ora,inp in time and the combined effect is called
(1 i 1, r, i on o r f f- e t Iye I f f i on . I n num e r i c a I m 0 1 e n of the
tr1i ;t: '' ',lat i)q, an1 ifl it i )niI dispersivo effect is intro- -
I It'' 1111t'l('w; I' r 11 1u1 Hi i o t A I 'onc vnt rat ion prof I I e i s
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represented in a discretized fashion by the numerical mesh. In
this program, these various effects are combined in a pair of
effective diffusion coefficients given on the EX and EY cards.

88. Selection of appropriate values for the dispersive

coefficients is not a straightforward task. Elder (1959) gave
approximate expressions for longitudinal (direction of flow)
turbulent diffusion coefficients as

De = 5.93 Du* (G20)

and for the transverse (perpendicular to the flow direction)
diffusion coefficient as

Dt = 0.23 Du* (G21)

where

D = water depth, and

u= shear velocity as given by equation 8.

Experimentally derived values of the constants in Equations G20
and G21 are often orders of magnitude greater than those given.
This is attributed to nonuniformity of the flow, wind effects,
wave effects, and so on.

89. In choosing an effective diffusion coefficient to use
in numerical modeling, consideration must also be given to the
mesh cell size. Exact relations are not available, but general-
ly, larger element sizes require larger diffusion coefficients.

90. Allen Teeter of the WES Hydraulics Laboratory has
suggested that an equation of the form

E = KI (K 2 Du* + 10-51 2 ) (G22)

where
m the element size

K1 and K2 constants

91. Equations G20-G22 differentiate between dispersion
coefficients parallel and transverse to the direction of flow.
Since the coefficients in the present version of STUDH apply in
the x- and y-directions, not necessarily in the flow directions,
these equations can be used only as a guide.

92. Fortunately, in most applications, effective diffusion
is smaller than convection by the calculated flow velocities, so
a wrong choice does not affect the results very much unless the
chosen coefficient is far too large. The best approach then is
to use a moderately high value (say 50 m 2 /sec) during the first
few runs, then reducing the coefficients to the least values that

G31 STUDH
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will run without introducing excessive numerical instability (as
revealed by negative concentration).

93. Table G2 lists some previous applications and the
effective diffusion coefficients that were used.

Table G2

Example Dispersion Coefficients

Dispersion

Typical Current Typical Element Coefficient
Location Speed, mps Size, km rnZsec

Medium-size river I - 1.5 0.1 - 0.5 100

open bay 0.5 - 1.0 0.75 100

4Tidal river 0.2 - 1 .0 0. 1 - 0.3 5-10

Initial concentration (IC cards)

94. The nodal concentrations at the first time-step are

specified on the IC cards, or in a file if a hotstart is used
(pa ra g ra ph 5 1 , $I) H_

95. Depending on the length of a run, the initial concen-

trations can have a significant effect on the results. If they
are too high, deposition will be high for the f irst few time-
steps; and unless the run is long enough to overcome this start-
up anomaly, the end result will he biased. For noncohesive sedi-
ments, the same will be true if the initial concentrations are
too low.

96. To overcome these problems, it is best to use field
data to obtain an approximation to actual concentrations; to make
an initial spin-up run to stabilize concentrations, then hot-
start; or to run for a period long enough to make start-up
perturbations small with respect to the results produced.

Boundary conditions (BC cards)

97. BC cards are used to prescribe concentrations at the
water boundaries of the models. Concentrations need not be
specified at land boundaries. Boundary concentrations are best
whon based on field measurements; but for noncohesive sediments,
the model is somewhat more flexible.

98. if the model boundaries are sufficiently tar from the
arca of Interest in noncohesive sediment bed studies, the model
will tend to compensate for imprecise boundary concentrations.
It concentrations are too low on an incoming flow boundary, the
model will erode material from the bed (if the specified reser-
voir thickness is; adequate) to put enough sediment in transport

.1~~ 3I 1 2
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to equal the bed material transport capacity. If concentrations
are too high, the excess material will deposit, again bringing

* the concentration to that needed to satisfy transport capacity.
The rows of computational elements near the boundaries will have
erroneous deposition/erosion effects under these conditions and
results therefore should not be used.

99. This tendency for noncohesive bed models tu heal the
boundary conditions is a fortunate one, but it should not be
strained. For example, a too-high boundary concentration will

S-form a delta at the inflow point. If the model run is long
enough, the delta will propagate throughout the area of interest,
producing erroneous results. The boundaries should be suffi-
ciently removed from the problem area and an attempt should be
made to adjust boundary concentrations that are seriously
different from near-equilibrium conditions. Note that this
healing process does not apply to cohesive sediments.

100. For boundaries at which there is always flow out of
the model, for example, a downstream section in a nontidal river,

boundary concentrations can be left unspecified, and the program
will calculate the outflowing concentrations.

Description of Output

101. Output from a model run consists of summaries of input
data, computed parameters, and computed results. Input data
summaries include an echo of all card Image input data and a
tabulation of options and sediment characteristics that have been
chosen. A number of data set codes are output that are of use
primarily in debugging. A listing of program dimensions is
provided and data management system banners from input files
(geometry, hydrodynamics, and hotstart data) are printed. These
summaries should he carefully reviewed to ensure that input data
were correctly specified and interpreted by the program. Exam-
ples are shown in Figures G7-G9.

102. At selected time-steps, some results and some asso-
ciated parameters are printed for selected nodes and elements
(see paragraph 75). St andard resul ts out put i nclIudes suspended
sediment concentration in kilograms per cubic metre at the nodes
(Figure GI1)); f low speed in metres per second; water depth in
metres; total bed change in metres from the start o the run
volime of bed change in c ihic metres for the elements; and net
bed ch.inge (al ;,cbraic sum) and gross bed change (sum of absolute
va li, ) in cv , ;c m- t r,.!; over the entire mesh to that point in the
run ( :-'I g . r v G I 

""13. Ext ra polat ion runs produce printed output during ex-
trapolation periods showing which nodes control the extrapolation
and the amount of extrapolated depth change at the nodes. An
example is shown in Figure G12.

G 3 3 STU Di1
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**# CONC/OELBEO HCTSTART EXPECTED ON UNIT 81

BANNER HEADINGS ON HOTSTART CONC/DELBED INPUT

WES HYC OS VERSION 1.0 DATED OCT 81 THIS FILE IS FRGM STUDH VERS

LON 3.30 DATED AUG 1983

• .. ... ~............. ............ ..... . . . ........... •....... ...... * *

***STUDH CONCERT RATIONh/DELBED HOISTART AT HOUR 9.00

Vi4ru >3.Simple STUDH printout showing liotstart announcement
and hotstart input file banners-U* e o - - * - - - - * - - - - - - - -

Ii- - - -C. - - o * o - - - - - - - - - -

* *- * - -* - *- - -a * -- - - - * - - -- - - - -
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TIME STEP1 0 6E.O
TOTA TINM 38EO

TIN .360.04

NODE POINT CONCENTRATIONS....(BY SELECIED NOeS)

NODE CONE NOot CONC NOo LONG NiIIJE GOING NODE CONG NODE C ONL

I .5161 588 .5501 181 .569') 11J34 .5318 23 16 .6049 2317 sill 0
2 .5363 589 .5413 788 .5696 1356 .5331 2176 .6024 2318 .5146
3 .5163 590 .543S 190 .5768 1351 .5346 2180 .5992 2319 .5156
4 .5163 602 .5307 812 .6392 1359 .5362 21,2 .59sz 2320 .S 2
5 .5363 603 .6Z58 813 .6481 1361 .53.16 1164 .5899 2321 .501 5
6 .5363 604 .6352 817 .5719 1363 .5381 Z186 .5833 2322 .511 1
7 .5363 608 .5504 633 .5405 1365 .5195 z188 .S161 2323 .5180
8 .5361 609 .5528 634 .5385 1367 .5399 2190 .5698 2324 .5134
9 .5361 610 .5215 835 .5161 1369 .5401 z 12 .5641 232S .5 10
13 .5363 620 .5557 836 .5332 1311 .5196 2194 .5606 2326 .5. "
14 .5363 621 .5568 831 .5299 137i 5291? 2196 .55713 2321 .W ,
is .5363 622 .5624 838 .5269 1313 .5280 2198 .5543 2328 .Se3 I
21 .5363 623 .5611 839 .5261 1314 .5303 2199 .5503 2329 .526 1
22 .5363 624 .5726 840 .5296 1375 .5286 2ZOO .5517 2330 .52 8
Z3 .5363 62S .5796 8641 .5363 1316 .5316 2201 .5480 2331 .528 3
31 .5363 6Z6 .5868 842 .5383 1311 .5z9 2ZO2 .5499 2332 .564
32 .5363 627 .5928 843 .5364 1318 .5331 2207 .6286 2333 .511 6
33 .5363 621 .5974 844 .5350 1319 .5315 2208 .6291 Z334 .5101

43 .5363 629 .6009 845 .5346 1 10 .5338 2210 .5389 2315 .51)4 7
44 .5363 630 .6031 922 .6400 1331 5351 2212 .5354 2336 5130
45 .5163 631 .6061 923 .6482 1392 5.562 2214 .5349 2337 .511 3
57 .516 632 .6079 929 .6381 1331) .5372 2216 .5360 2338 .56 0

58 .5163 633 .6091 9130 .6463 1384 4 2 2.8 .5374 2339 .5196
59 .5363 634 .6114 945 .6423 1385 5388 2220 .53889 2340 .5121

65 .5363 635 .6132 946 .6354 1346 .5401 2222 .5391 2341 .%42 3

66 .5363 636 .6175 951 .6304 3 397 .5399 2224 .5397 2342 .519 5
67 .5363 631 .6252 952 .6363 3318 .5414 2226 .5396 2343 .54 9
13 .5363 638 .6320 972 .6241 3 319 .5401 221 .5343 2344 .5.19
74 .5363 639 .6419 913 .6283 1 10 .5423 2228 .5389 2345 .56 4
15 .5363 640 .6521 916 .6161 1 3 1 .53l 2229 .5313 2346 .54 0

76 .5363 641 .6100 911 .6140 1 1*2 .54,1 22 0 .5368 2347 .5461

F i ,u re G 10. S imp 1 ) 1' l) p r iLt nLL [IhowIng Setd 10M'0 L

c 0nl n ic L r I L i o n ltO , t C L 0 ed ltodes

- (;3 7 S ' Di| I)11
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,o.43002,
1

1.t Oo3,o..

L (N- 03LB :0 /0 5M 0""vS
%L01 LAV Q TIP: 7t'ICKNLS CONSITY stiR ST'44:7A A G L V

O 4 .03c, .13i02k-0t -. 00920c-0 .3 .0 UOS1-4 2. 29.?16 .10126L0

24 1 .0000 402.00 9 00.0 .0.
24, 1.01 E9,,0 -. 2 0 .0 -.. a~ .00 2,. )26 a678;or I

1 i 1. 0000 402.00 9 00.00 .0

3 1.9 11 1.1 -. 28812E-01 .C-0. 2a.925 .1691o.-E
I4 1 1 .0000 402.00 900.00 .0.

341 1 .0 00 432.00 900.00 .
4 01.,9 242:'t 304401. - iBi_ 4. 5 .00.61 .190

4 1.0000 402 .0 0 9 00.0 .O 0

o ..: d1160 .:'6,f -0 .0 -. 0',t 4z-4 .0 .0 29.413 .2599t -03

0~ t I< 1.44 I.3t0 .. 190 .0 1.0 402.00 900.00 .0
76 41 30 - 36E-3 .U84E -04 11 .0 9J. 6 6 .3122946- 0 2

9 1.000 402.00 9 00.00 .2 .

4 0 1.34. -. 53162E-02 .325101E-02 .0 -. 0810 0 .32.66 .1152.E-03

I 1 1 1.0000 402.00 9 00.00 .

O 91.3 .174 34-,0: -1709-00 .0 -. 664404, .9 .0 29.566 .16503,6-02

* t 1 9 1.0000 402.00 900.00 .0 .

14tjo .16t0 36553t-02 .0 - .lt7ti-0-.. .0 e29. 564b 1 6lla-641

4 10 1 1 .0 300 402.00 900.00 . 0

0 14 1.2033 .41.70E-01 .294111-01 .0 -. 54818E-04 .0 .0 29.566 .486941-0 2

0 1Ito 1 7 1.0000 402.00 900.00 .
I 4 1..010 -. 270131-01 .071-o. O .0 -42606 E04 .0 .0 9.413 .116291-3

0 2 1 0.00001 402.001 900.00 a0

$ 3 .561 1 -3024 T-0L 36.143E-01 .0 -. js 1? -05 . 0 .0 2?9. 2 hI .4416I6;0f

4 15 1 1 1.0003 402.01) 900.02 .0

$ 144 I .63t, -. 013.E-C 373.E6-0 1 - -50 46 0E -C .0 U 29.1b5 .4 2312C-0

I 1 1 O00 402.00 900.00 A.

I.172 .3lt0 C 04~c0 -. 14 1 04 0 .4 29.100 .2730--2

S1 .0000 402.00 900.03 .

14- 1. 13, 1 71110-C .. s )C -Cl - . 42 . Ito"

I.0,0 4,2 .0 9000 .0,
41*1.,71 .. 14,-0t .1C,2;5-0 .0 7' 0 0 42.56 .013-0

1.1002 402 .00 02. 03 3.23
1,.2 )d1j )E -2,6-3f .- 1t 0 .3 . 29. 109 .931

109o00 432.03 900.03 .0
Q. 1.261 .1421 4

1 .O0000 402.00 903.00 .0

3 2-C 2 1 407 . 3 3 3. 54 O .0 -"-3

2 1 1 1.0)0) 402.03 900.02 .0

2: 2.4,7 . ,310 U-0 -. 10314t-03 .- s' 4-O 0 3 .. :7.29 .46,31JE 3

Figure GIl. Sample STUDH printout showing trace print

- information from subroutine BEDSUR

S TUI) ) 1 G 38
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***SUBROUTINE EXTRAPOLATE*,**

EXTRAPOLATION NO. I

CONSTRAINTS ON MAX. PERMISSIBLE EXTRAPOLATION ARE 2.000 METERS. AND/OR
20.009 PERCENT OF DEPTH AT 100 NODES, OR

432000.00 SECUNOS.

RRAT ERAT OT RYIF NTTS.

.SS5556E-04 .0 3600.00 18000.00 6

CALCULATED EXTRAPOLATION TIME PERIOD (SEC)= 396000.00

[ETA = .500

IS CONTROLLED BY TIME LIMIT

TIME TO = STARTING TIME
TIME TI = START OF PREVIOUS STUDH SIMULATION PERIO= .0
TIME TZ = ENO OF PREVIOUS STUCH SIMULATION PERIOD = 18000.000
TIME T3 = END OF THIS STUDH EXTRAPOLATION PERIJO = 414000.00
PERCENT OF TOTAL TIME PERIOD OF STUoY (TINEX/EXOT) = 95.833333

Figure G12. Sample SI'UI)I prinLout showing intetiLal
extrapolhtion results

G 3 9 S TU 1)11



104. A number of specialized output results are available

through the trace printout (TR) cards. Most are detailed

listings of the input data or parameters calculated from input

data. KSW(l) controls output in the bed computation module and

can provide for deta iled results of bed structure and rates of

erosion/deposit ion. 'Table G 3 lists the column headings in this

output and e xplai ns what each means.

TABlE 3. OFI)SUR AND BEDXC(. OUTPUT HEADINGS

HEAl) [NC MEANING

AGE Age ot a clay layer, years

ALPHAM Amount of clay mass erosion, kg

BSHEAR Shear stress on the bed, newtons per sq in.

CONC Average concentration of noncohesive sediment

in the water column, kg per cu m

CPOT Concentration of noncohesive sediment in the

water column that would correspond to full
tra~sport capacity, kg per cu m

DELBED Bed change since the beginning of computations,

m
DENSITY Dry density of clay bed layers, kg per cu m

DEPTH Water depth, m

DYBED Bed change during the current time-step

E/D(NEW) Erosion/deposition rate at the present time-

step, kg per sec per sq m. Positive values

indicate erosion

E/D(OLD) Erosion/deposition rate at the previous time-

step

ELEV Bed surface elevation, m

N or NODE Node number
SHR STRENGTH Shear stress at which mass erosion of a

cohesive bed layer occurs, newtons per sq m
THICKNESS Thickness of a cohesive bed layer, m

TTHICK Thickness of a noncohesive bed, m

TYPE Clay bed layer type as shown on DT cards

J Current speed in the x-directiou, m per sec

V Current speed in the y-direction, m per sec

105. Two output files are created by every run of the model

and a third is also created if an extrapolation ron is performed.

If these files are saved by job control, the information may be

retrieved and printed by the postprocessors or subsequent runs

(hotstart runs). Table G4 lists the output files and their

generic names (see Appendices N and 0).

106. TAPE7 contains sediment concentration and cumulative

bed change at every node, every time-step. TAPEI8 contains

cohesive bed structure at every node for the final time-step.

These files are created by every model run. TAPE99, created only

during extrapolation runs, contains bed elevations at the end of

the model run.

1 ()40
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Table G4
Standard Output Files

Generic Standard

File Logical
Name Unit Contents

01S3 7 Concentration/bed change results

02S3 99 Extrapolated bed change results

')3S3 18 Cohesive bed structure results

OEGO 19 English geometry file

-- 06 Printed output

Job Tracking

i07. Keeping track of STUDH jobs is made easier by orderly

methods of recording jobs and naming files (see Appendix N). The
File Management System, described in Appendix N, can be quite

useful, as can be job tracking sheets as shown in Figure G13.
Rigorous record keeping about all runs made and their results is

strongly recommended. Also see Appendix N.

1

G4 1 STUD)I
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STUDH JOB TRACKING WORKSHEET

JOB NAME DATE I/ TME LIMIT (SECS) PRI

DESTINATION UN SUBMITTED BY JOB COST

JOB PRINTED SPECIAL UPDATES

TYPE OF RUN

SAND CLAY SAND/CLAY

W/EXTRAPOLATION PRODUCTION TEST ONLY

NUMBER OF TIME-STEPS _ TIME-STEP (HR.) TOTAL SIMULATION TIME

JOB DESCRIPTION:

INPUT DATA

RUN CONTROL GEOMETRY VELOCITIES

WATER SURFACE HOTSTART WAVES

OUTPUT DATA

CONCENTRATION/DELBED EXTRAPOLATION

Figure G13. Example Job Tracking Sheet

ST 1! 1) 1l G 4 2
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NOTATION

0 = coefficient for the source term 1/sec

042 = equiiihrium concentration portion of the source

term kg/m
3 /sec

C = Chezv roughness coefficient
c = concentration of sediment, kg/m 3

CMH = coet ficient of I for metric units and 1.486 for
English units

Cc = critical concentration = 300 mg/i

Ca = coefficient for deposition

C =coefficient for entrainment
e = equilibrium concentration

Ce

C = approximate concentration in an element as evaluated

from the shape functions and nodal point values of c
= water depth

= effective grain size
Dx = effective diffusion coefficient in x-direction,

m2 /sec

Dv  = effective diffusion coefficient in y-direction,
• m2 /sec

DT = computation time interval

AT = computation time interval
t = time-varying characteristic

I shear stress coefficient for currents

1w  = shear stress coefficient for waves

G ;' = transport potential

s(;S = transport capacity
V, = acceleration due to gravity
i = number of grain size class

M = consolidation coefficient
N = quadratic shape functions
NE = total number of elements
NI. = total number of boundary segments
t = Manni g's roughness value
. = erosion rate constant

PI = percent of bed surface covered by grain size,
expressed as a function

o = ( S'&t) + C2 for the transient problem

qS = flux t roe source on boundary

0 = water density
I. = density of the failed laver
, = source term

r = thickness of the failed layer
t = t ime sec
t c C = characteristic time

to = time zero
t I = t ime , I year

= bed shi)re stress

rd = critical shear stress for deposition

Z- = c r i t ical shoar stress for particle erosion

. - = h ulk shear strength of the layer

II (;1t/4
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u = flow velocity in x-direction, m/sec

Uom = maximum orbital velocity of waves

u, = shear velocity
v = flow velocity in y-direction, m/sec
V = kinematic viscosity of water

Vk V s/(Cc)4/3

V s  = fall velocity of a sediment particle

V = mean flow velocity
x = primary flow direction, m

y = direction perpendicular to x ,m
= local coordinate

&

'At
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ADDENDUM c-I: CO)ING INSTRUCTIONS FOR CARD IMAGE INPUT DATA
I"

I. A summary of cards in this data set is shown in Table
G-I-. A summary of the variables is shown by card in Table
0-1-2 at the end of this addendum.N! 2. Card image data are coded in 80-column lines consisting
of 10 fields of 8 columns each. Blanks are read as zero except

where noted otherwise. The first two columns, referred to as
field zero, are card identifications that indicate the type of
data on that card. Column I is the card group, e.g., G =
geometry, F = fluid, etc., and Column 2 is the data type within
that group, e.g., Q = discharge, N = Manning's n , etc. Figure
C-1-1 illustrates field numbering.

Coding Options for Nodal Point Data

3. Four options are provided for coding nodal point data.
These are: (a) constant value for all nodes, (b) constant value

by cross section, (c) value at each corner node, and (d) value at
each node. Column 3 of the data card conveys the coding option.
More than one option may be used provided the cards are arranged
with increasing option numbers.

4. Terminology is defined in Figure C-I-2. Cross sections
are denoted by Roman numerals. Thus cross-section II consists of
nodes 3, 7, 11, 15, 19, 23, and 27. Positive directions of flow

correspond to the positive x- and y-axes as shown in Figure
G-I -2.

Option I

5. Coding a blank in Column 3 and a constant value in Field
2 causes that value to be assigned to every node. For example,
"HJ I1.0'" would assign an x-velocity of I to every node
in the data set. Options 2 through 4 may also be included as
desired, to change from the constant value at selected locations,

Kbut always arrange cards in the sequence of increasing option
numbers.

Option 2

6. Coding an X in Column 3 activates the cross-section

option (only available when using CARD (;3 or G4). In Figure G-I-t 2, cross sections are deloted by Roman numerals I, 11, 111, etc.
When coding with the cross-sect ion option, all nodes along the

I- .section are assigned the constant value. For example,
[I fiX 0.5" would set x-velocity at 0.5 at nodes 5, 8, 13,

1 6 , 2 1 , 2 4 , a n d 2 9 . V a I u e s a t m i d s e c t i n n nodes , i.e., those
between cross sections such as 4, 12, 20, 28, etc., arc calcu-

- lated by straight-line interpolation hetween corner nodes after
all cross-section dt;i have been read. Numbering does riot

(;- - I STI! )1
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FIELD 0 1 1 2

COLUMN 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

FIELD 3 4

COLUMN 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

FIELD 5 1 6

COLUMN 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48

FIELD 7 8

COLUMN 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64

FIELD 9 1 10

COLUMN 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80

Figure G-1-1. Field numbering

I [t I (;- I -2
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ilLf-T I iiN

C ) ' '25 2 F NUwr i(

F' F'24

B 11 12 13

7

A
I - 4 =NODE NUMBE/,S

Figure (;-1-2. Coding option terminology

G-1 -3 sTUr ii
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have to be sequential; the end of cross-section-type data is

signified by a blank, zero, or negative node number. A new data-

type (Column 2), or a new card-group (Column 1) signifies a new
input parameter.

Option 3

7. Coding a C in Column 3 activates the corner node option.

For example, "IIUC 1. 0" would set the x-
velocity at node I to zero. The corner node option may be used

for all or part of the corner nodes. Numbering does not have to
be sequential. All mid-side nodes will be calculated by

straight-line interpolation. A blank, zero or negative node
number signifies the end of corner node data on a card. A new

data type card or a new card-group type signifies a new input
parameter.

Option 4

8. For coding individual node values, an N is placed in

Column 3. Both corner and mid-side nodes may be prescribed with
this option. As in Options 2 and 3, numbering does not have to
be sequential nor do all nodes have to be included. However,
only those node numbers coded will be assigned a value with this

option. A blank, zero, or negative node number is interpreted as
the end of data. 4

Coding Date/Time Data

9. On some data cards, a provision is made for assigning a
date and time to the data that follow. This information is

placed in Columns 5-8 of Field I and in Field 2. Columns 5-6 are
the last two digits of the year. Columns 7-8 are the month
number. Field 2 contains the day, hour, minute, and second in
two-column dfigits.

Coding Values

10. All values, other than card identification, year, and
month, are read as real number variables. If no decimal is used,

the data should be right-justified in the eight-column field. If
a decimal is included, they may be placed anywhere in the field.
Unless otherwise noted, only positive values should be used.
Where noted in the coding Instruction-, a blank or zero entry in
a field causes default values to be assigned.

,C-1 -4
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Continuation Cards

II. Some input data cards may call for continuation cards.

For an example, see the summary sheet in Addendum G4 for the DV

card. When using continuation cards, the first three columns are

duplicated on each card, but after the first card, date and time

are not coded and coding begins in Field 1.

Input Instructions

12. Table G-I-I lists the card image input for STUDHI.

Instructions for each card are described in the following pages.

Table C-1-2 at the end of the addendum summarizes input data

requirements.

0

G - I - STI 1)
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Table G-1-1

STUDH Version 3.3 Sequence of Cards

Group Content Required? Page

TI-T3 Title cards One G-1-8
$i Input/output file numbers No G-1-9
ST Timing controls No G-i-I1
SH Hotstart controls No C-I-16
TR Trace printout controls No G-I-17
(;I Geometry parameters, general Yes G-1-20
G3, GB, Mesh generator Yes G-1-22

GS, GF
or

G4 Rectangular mesh generator Yes if geometry G-I-27

GN Nodal point coordinates Yes not input G-i-28
GY Bed elevations Yes on file G-1-29
GD Mesh drying No G-i-30
PC Acceleration due to gravity No G-I-31
TZ Time zero Yes G-1-32
'K Extrapolation in time No C-1-33

-L-T Theta for implicitness No G-1-35
PS Print selector No G-1-36
SA Sand (noncohesive) parameters For sand G-1-37

and /o r

SC Clay (cohesive) parameters For clay G-1-38
DV Bed deposit volume For sand G-1-39
I)T Bed layer types No G-I-40
DC Bed layers Yes, for clay if G-I-42

not input from file
FT Fluid temperature Yes G-I-43
FD Fluid density Yes C-I-44
HS Hydraulics, shear stress method Yes G-1-45
H N Hydraulics, Manning's n values If HS (2) = 2 or 3 G-I-46
till Hydraulics, water-surface Yes G-I-47

elevations
HU Hydraulics, x velocity Yes if not C-1-48

and input
TIV Hydraulics, y velocity Yes from C-1-50

or ti le
QX Hydraulics, x discharge Yes G-I-52
a n d

OY Hydraulics, y discharge Yes G-i-54
EX Dispersion coefficient, Yes G-I-56

x-direct ion
F Y Dispersion coefficient, Yes G-I-58

y-direction
IC Initial conditions, sediment Yes C-1-59

concentrations
S R Sediment size, representative No G.-I-h

for roughness
ST Sediment size, representative No -I-6I -I-

for transport (sand only)

t, P It G- I -6
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Table G-1-1 (Concluded)

Card Group Content Required? Page

WC Fall velocity, sediment Yes G-1-62

particles
BC Boundary condition, sediment Yes 6-1-63

concent rat ion

$$END End of data Yes G-1-64

LFF(J,2) Printout control, type and Yes G-1-65
timing if $T G-1-65

IVCOD(J) input velocity field, timing Yes cards not G-1-65

IDIF(J) Input dispersion coefficients, Yes used G-1-65
timing

IDEPC(J) Input depth of flow, timing Yes 6-1-65

iSVS(J) input settling velocity, timing Yes G-1-65

G-1-7 STUD H
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TI-T3 CARDS Job Title One requirec

Any number of TI and T12 cards may be utilized and sequence is

not significant to the program. But only one T3 card may be
included and it must be the last title card in the set. Informa-

tion from the '13 card is saved on the tape of STUDH results, and
* the program roads the "3" as meaning END OF '1-CARDS.

Field Variable Value Description

Col I ICG T Card group

CoL 2 IDT 1,2,3 Data type

IS[ Any Comment

2-10 LULE Any Any alpha-numeric data can be coded. For
example, stream name, model name, date,

Col ~~ G I IC T Crdgru

study name, model run number.

SF_)1 -
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$L CARD Input Data Logical Unit Numbers Optional

Card image data described in these pages are read from logical

unit (LU) 5 by the PRESED module. Module HORSED reads from a variety
of logical units that are usually disk files. These files are either

written by PRESED or supplied by another program (e.g., RMA-2V or
GFGEN). The default values must be used if PROCLV (Appendix 0) is
used.

Field Variable Value Description

0 ICG $
lIDT L

2 Not used

3 LP + LU for standard printed output

O Default to 6, line printer

4 INB + LU for fluid properties data
O Default to 4

5 INC + LII for initial and boundary conditions

concentrations
0 Default to 8

6 IND + LU for water surface elevations

0 Default to 9

7 INE + LU for dispersion coefficients
O Default to 10

8 INF + LU for water velocities
O Default to 11

9 ING + LU for computational mesh geometry
O Default to 12

10 INHI + LU for bed structure data
0 Default to 13

CARl) NUMBER 2

0 ICG $
IDT L

2 INI + LU for general data

0 Default to 14

3 KPU + LU for end results file (Hotstart

Luncentration and bed elevation
c h an g es)

0 Default to 7

G-1 -9 S UI)n
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SL CARD (continued)

Field Variable Value Description

4 KPL - Not used

5 INJ + LU for bed roughness

0 Default to 1

6 INK + LU for settling velocities

7 INHOT + LU to read concentration and bed change
hotstart data

0 Default to 87 (hotstart will occur only

if a $H card is present)

8 KOHOTB + LU to write clay bed structure for

subsequent hotstart
0 Default to 18

9 LNHOTB + LU to read hotstart clay bed structure
0 Default to 88

(Hotstart will occur only if a $H card is present. Hotstart
output files are always written. If they are desired for future
Sue, save them using job control.)

"1

-;wlflI- (
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$TP CARD Print Controls Optional

These cards may be used instead of the IFF, etc., cards

(p. G-1-65). They specify the time-step numbers at which printed
output will be produced ($TP) and at which particle fall veloci-
ties ($TF), water surface elevations ($TD), flow velocities
($TV), and dispersion coefficients ($TC) will be read in. The ST
cards should be placed in the order shown here.

Field Variable Value Description

Col I ICG $ Card group $ Command

Col 2 IDT T Data type T = Timing control

Cot 3 ISI(I) p P = Print timing control

I IFF I Print concentration
2 Print bed elevation and volume change
3 Print both

Fields 2-10 can be used (interchangeably) in two ways:

(1) A single time-step can be entered in each field. This time-step

Ice will print with the print type defined in Field 1.

(2) Three consecutive fields can be used to specify an implied loop
(much like FORTRAN) with a beginning value, ending value, and an
increment. However, the increment must be coded in the third
field as a negative number. The time-steps selected will
have the print type specified in Field 1.

Single fields and implied loops (three fields) can be mixed in Fields 2-10
and all will have the print type specified in Field 1.

Repeat STP cards until all desired output time-steps have been
selected.

1u
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STF CARD Fall Velocity Input Controls Optional

These cards may be used instead of the IFF, etc., cards (p.

G-1-65). They specify the time-step numbers at which printed
output will be produced ($TP) and at which particle fall veloci-

ties ($TF), water-surface elevations ($TD), flow velocities
($TV), and dispersion coefficients ($TC) will be read in. The ST

*cards should be placed in the order shown here.

" Field Variable Value Description

Col I ICG $ Card group $ = Command

Col 2 [DT T Data type T = Timing control

Col 3 ISI(l) F F = Fall velocity input

*Fields 2-10 can be used (interchangeably) in two ways:

(1) A single time-step can be entered in each field.

(2) Three consecutive fields can be used to specify an implied loop
(much like FORTRAN) with a beginning value, ending value, and an
increment. However, the increment must be coded in the third

tield as a negative number.

Single fields and implied loops (three fields) can be mixed in Fields 2-10

Repeat STF cards until all desired time-steps are specified.

I
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$TD CARl) Water-Level Input Controls Optional

These cards may be used instead of the IFF, etc., cards (p.
G-I-65). They specify the time-step numbers at which printed

output will be produced ($TP) and at which particle fall veloci-

ties ($TF), water-surface elevations ($TD), flow velocities
($TV), and dispersion coefficients ($TC) will be read in. The $T
cards should be placed in the order shown here.

Field Variable Value Description

Col I ICC $ Card group $ = Command

Col 2 IDT T Data type T = Timing control

Col 3 ISI(1) D I) = Water Depths

*O Fields 2-10 can be used (interchangeably) in two ways:

(I) A single time-step can be entered in each field.

(2) Three consecutive fields can be used to specify an implied

loop (much like FORTRAN) with a beginning value, ending
value and an increment. However, the increment must be

S coded in the third field as a negative number.

Single fields and implied loops (three fields) can be mixed in

Fields 2-10.

Repeat $TD cards until all desired time-steps are specified.

G-1-13 STUD1
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$TC CARD Dispersion Coefficient Input Controls Optional

These cards may be used instead of the IFF, etc., cards (p.

G-1-65). They specify the time-step numbers at which printed

output will be produced ($TP) and at which particle fall veloci-

ties ($TF), water-surface elevations ($TD), flow velocities

($TV), and dispersion coefficients ($TC) will be read in. The $T

cards should be placed in the order shown here.

Field Variable Value Description

Col I ICG $ Card group $ = Command

Col 2 TDT T Data type T = Timing control

Col 3 IS(1) C C = Concentration input

Fields 2-10 can be used (interchangeably) in two ways:

(I) A single time-step can be entered in each field.

(2) Three consecutive fields can he used to specify an implied loop

(much like FORTRAN) with a beginning value, ending value, and an

increment. However, the increment must be coded in the third

field as a negative number.

Single fields and implied loops (three fields) can be mixed in Fields 2-10

Repeat $TC cards until all desired time-steps are specified.

STUDI G- I-14
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$TV CARD Velocity Input Controls Optional

These cards may be used instead of the 1FF, etc., cards (p.

G-1-65). They specify the time-step numbers at which printed
output will be produced ($TP) and at which particle fall veloci-
ties ($TF), water-surface elevations ($TD), flow velocities
($TV), and dispersion coefficients (STC) will be read in. The $T

cards should be placed in the order shown here.

Field Variable Value Description

Col I ICG $ Card group $ = Command

Col 2 IDT T Data type T =Timing control

Col 3 ISIMI V V =Velocity input

Fields 2-10 can be used (interchangeably) in two ways:

(1) A single time-step can be entered in each field.

(2) Three consecutive fields can be used to specify an implied loop

(much like FORTRAN) with a beginning value, ending value, and an
increment. However, the increment must be coded in the third
field as a negative number.

Single fields and implied loops (three fields) can be mixed in Fields 2-10

Repeat $TV cards uintil all desired time-steps are specified.

G- 1-15 ST U1 D H
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$H CARD Hotstart Controls Optional

The parameters on this card cause the program to begin with
values computed at the end of a previous model run, thus
continuing the computations of the previous run (hotstart). The
previous run must have saved output of the desired parameters.

Field Variable Value Description

0 ICG $
IDT H

2 KCHOT + Hotstart concentrations using those from

last time-step of previous run.
0 No concentration hotstart.

3 KDBHOT + Hotstart net bed change (DELBED) using
last time-step of previous run

0 No DELBED hotstart

4 KBSHOT + Hotstart bed structure (thickness of

layers, etc.) using last time-step of
previous run for clay and mixed beds.

0 No bed structure hotstart

ST U) H G- I - 16
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TR CARD Trace Printout Optional

Note: Use a continuation card to define trace variables

KSW( I I)-KSW(20).

Field Variable Value Description

0 ICG T T = Card group

IDT R R = Data type

I IECHO -i No printout of input data cards

0 Print out each input card as it is read in

+1 In addition to input, print FE mesh

+2 In addition to above, list boundary nodes

and Data Set Codes.

2 KSW(2) 0 No trace printout in Subroutine GRIDGR

I Print NETNP (Ist and last node on x-section).

2 In addition to above, print FE mesh

3 KSW(3) 0 No trace printout in Subroutine BEDSUR or

in BkEI)XCC.

I Print the following in BEDSUR: Node,

u-velocity, v-velocity, bed exchange rate

at beginning of computation time interval,

bed exchange rate at end of computation

time interval (kg/m 3  sec), change in bed
elevation during computation interval,

mass erosion rate, bed elevation, and bed

shear stress (newtons/sq m).

Plus the tollowing from Subroutine BEDXCG:

Node, u-velocity, v-velocity, water depth,
depth ot sand in bed, suspended load con-

centration potential transport (kg/m
3
),

bed elevations, alphal, and alpha2.

2 Print the following in BEDSUR: Node,

layer No., layer type, layer thickness (m),

layer density (kg/cu m), layer strength

(N/SM), layer age (yr), and change in bed

elevation (m) at each time-step.

-2 Same as above for initial conditions only

3 Print both Options I and 2 in BEI)SUR at

each time-step.

-3 Same as above for Initial conditions only.

G- -I - 7 TU Di
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TR Card (Continued)

Field Variable Value Description

4 KSW(4) 0 No trace printout in Subroutine ELSTIF2.

I" Print Element Shape Function coefficients

and their derivatives.

5 KSW(5) No trace printout in Subroutine AWHITE
and its interface SANDX.

1 Print the following SANDX: Node, D35,

velocity vector, depth of water, bed shear
stress, water density, kinematic viscosity

of water, sediment concentration.

Plus the following from AWHITE: Size

class number, grain size, and the Ackers-
White coefficients (DGR, AWN, AWA, AWM,

AWC, USTFC, USTCG, FGR, GCR, CBAR).

6 KSW(6) 0 No trace printout in Subroutine HORSED.

I Print Initial Conditions Data by node.

2 In addition to the above, print element
data.

3 In addition to above, print nodal point co-
ordinates and the element connections table.

7 KSW(7 0 No trace printout in Subroutine ONEDIN.

I iTrace array sizes and data set codes.

8 KSW(8) 0 No trace printout in Subroutine CLASS.

I Print class interval data.

9 KSW(9) 0 No trace printout in Subroutine DEPTH.

-1 Print out water depths for initial
conditions.

+1 Print out water depths at each time-step.

I) KSW(I0) 0 No trace printout in Subroutine DIFCOF.

-I Print Diffusion Coefficients for initial

conditions.

+1 Print dit fusion coefficients for each time

I[)H -i -I H



04/85

TR CARD (Continued)

Field Variable Value Description

I KSW(ll) 0 No trace printout in Subroutine INPUTV

-1 Print u- and v-velocity components for

Initial Conditions.

I Print velocity components for each time-
st ep.

2 KSW(12) 0 No trace printout in Subroutine SETVEL.

-1 Print settling velocity of particles for

initial conditions.

+1 Print settling velocities for each time
step.

3 KSW(13) 0 No trace printout in Subroutine EXTRAP.

I Trace printout of extrapolation

coefficients.

4 KSW(14) 0 No trace printout in Subroutine JONFW.

I Wave particle orbit length, wave velocity
and current velocity near the bed, wave

Reynolds no. and wave friction factor.

5 KSW(15) No trace printout in subroutine DRYNOD.

Print out list of dry nodes and elements.

C- I - I 9 STU I)H
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G CARD Required

General description of the finite element network.

Field Variable Value Description

0 ICG,IDT GI Card identification begins In Column I

2 IHV 0 Data set is for Horizontal Model

(only option at present).

I Data set is for Vertical Model

3 UMILE -,f,+ Identifies the upstream limit of study
area by river mile. If 'his value is
omitted, the program defaults to O.

4 DMILE -,0,+ Identifies the downstream limit of study
area by river mile. If this value is
omitted, the program defaults to O.

5 XSCALE + The X-coordinates will be multiplied by
variable to scale from map to prototype
size.

0 The program defaults to 1.0.

b YSCALE + The Y-coordinates will be multiplied by
variable to scale from map to prototype

0 The program defaults to 1.0

7 NE 0,+ Enter the number of elements in the finite
element network when reading in the compu-

tation mesh from cards or from a previously
generated tape file. Leave blank when
networks are to be generated by the pro-
ram Subroutines RGRID or GRID.

8 NP 0,+ Enter the number of node points when read-
ing the finite element network from cards
or a previously generated tape file. It
may be left blank when the network is being
computed in Subroutines GRID or RGRID.

NPX O,+ Enter the number or corner nodes when

reading the finite element network from
cards. This variable should be used in
conjunction with NE and NP variables above.

ST 11)H (;- I -20
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GI CARD (Continued)

Field Variable Value Description

10 METRIC 0 The computer program expects all input
data to be in metric units.

The computer program expects all input

data to be in English units. It is con-

verted into metric units immediately upon
reading and all computations and output

are produced in metric units.

Not yet ava lahie.

1- -2 1 I) n
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GC CARl) Mesh Generator O)tional

This card is required to use the internal mesh generator.

Field Variable Value Description

0 ICG,IDT G3 Card identification begins in Column I

2 WTLMAX 0 The program will default to a fully iso-
parametric computation mesh.

The program will use a LAPLACE approxima-
tion to the isoparametric mesh.

3 *WIDT0 Vertical model width. Values are coded on

GW cards.

+ The program will assign this width to all

nodes. It can be modified at any or all
cross sections or nodes (see Options GWX

or GWN cards) if desired.

4 DEPTH 0 Horizontal model options. Depth will be

calculated from water surface (il-Cards)
minus bed surface elevations (GY-Cards).

Ignore this variable when coding for ver-
tical modes.

+ The program will assign this constant

depth to all nodes plus modify it at se-
lected modes if desired (UHN and GYN-cards)

Total nodes = 3*NE+2 (NPAN+NXS) - 1.

I

* Not used.

SIVI)I G-1-22
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GB CARD Mesh Generator (Continued) Required if
G3 card Is present

Code XY coordinates on this card to prescribe the outside
boundary geometry and all interior nodes will be calculated automati-

cally. The program assumes the coordinate on this GB card is connected
to the coordinate on the previous GB card if an INCR value (GB-6) is
entered. In addition, GB cards can be used to "fix" the location of any
coordinates, thereby overriding the automatic computations.

Field Variable Value Description

0 lCB,IDT GB Card identification begins in Column 1

2 RM[LE This variable is optional. It is convenient
to identify cross sections by river mile

when mesh points are aligned in a systematic

fashion across the river or estuary.

3 N + The node point number for each new node.

The number has already been read on GB

cards .

4 XP 0,+ When N is positive, enter the X-coordinate

of thle node.

5 YP -,0,+ The y-coordinate of the node.

I 1NCR -,+ The numbering increment between corner

nodes from the previous GIs card to this
one segment. Enter a negative value it
node numbers are decreasing.

0 I)o not enter a numbering increment for tie
first nodal point. Do not enter an INCR
when simply prescribing (freezing) the

location of a node.

7 INCR2 -,+ The numbering increment between the corner

node and midpoint node along a circular
arc.

0 When not using a circular arc.

8 D".I) Corner nodes are spaced equidistLanice apart
on this segment of the boundary (i.e., i iI

elements are the same size).

+ Enter tihe ratio for C h i n g s'i. o mrielit siz4.

along this boundary. V tiles Lreater than
1 I .1 1 increase the size. ValIues betw ,i

1"and 0s decrease the siZe.

S o not use.

G-I -23 1'1i)I
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GB CARD (Continued)

Field Variable Value Description

9 XC Leave this value blank for a straight line.

-,0,+ A point on a circular arc which is not an

end point. Do not use (0,0) for (XC,YC)
because program will treat it as a blank.

Io YC Leave this value blank for a straight line.

-,0,+ The companion to XC (GB-9). Do not use

(0,0) for (XC,YC).

S1'1)11 G- I -24
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GS CARD Mesh Generator (Continued) Required if

G3 card is
present

The parameters on this card prescribe the number of elements along

as well as across the computation mesh. One GE card must follow to de-

scribe element connections.

Field Variable Value Description

0 ICB,IDT GS Card identification begins in Column 1

2 NXS + The total number of cross sections along

the computational space described by the
tollowing GE card. It includes both end

sections in that space. Do not count mid-

side nodes as cross sections.

3 NPAN + The number of panels (i.e., elements)

across the computational space. In terms

of backwater notation, NPAN would be the

number of subsections at a cross section.

4 INCRP Increment for calculating nodal point num-
hers around each tier of elements in this

computational space. If left blank, the

program will calculate INCRP as follows.

INCRP = 3 * NPAN + 2.

5 NBEL Connect meshes.
Base element number for first tier.

6 DELEL Numbering increment from base element to

adjoining element.
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( CARD Mesh Generator (Continued) Required if

G3 card is
present

The parameters on this card connect the nodes prescribed on GB
cards into the sequence of elements which forms the finite element com-
putation mesh.

Field Variable Value Description

ICB,IDT (K Card identification in Column 1

2 NTE + Code the element number

The program will default to element num-
her 1. NTE is the number of the element

whose nodes are specified on this card.

3 NODP(I) + This is the first of eight nodal point

numbers which describe the element NTE.
It must be the lowest numbered corner node

at the outer edge of the element.

"Connect Meshes" option only. Code Node I
as a negative if changing direction from
previously generated mesh.

4 NODP(2) + Proceed counterclockwise around the ele-
ment. See Field 3 description for details.
Negative nodes not permitted unless indi-
cated in the Value Column.

5 NODP(3) +

6 NODP( 4) +

7 NODP(5) +

8 NODP(6) +

9 NODP ( 7) +

IO NODP( ) +

S I !) (;- I -2
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04 CARD Rectangular Mesh Generator

The parameters on this card are only required if using the rec-

tangular mesh generator.

Field Variable Value Description

0 ICG,IDT G4 Card identification begins in Column I

2 TML 0 The program will default to the distance
between UMILE and DMILE shown on Card GI.
If these were not prescribed, TMI must be
entered on this card as follows:

+ Total model length in metres.

3 *WIDTH When a constant width geometry is desired
in the vertical model.

+ Enter the value here.

0 The program will look for 0W-cards.

4 DEPTH When a constant depth geometry is desired
in the horizontal model.

+ The program will subtract this value from
the water surface elevation at all nodes

to determine the bed surface elevation.

The program will expect bed surface eleva-
tions to be entered on CY-cards.

5 NXS + The total number of cross sections in the
computation mesh. This includes one at
each end boundary. Do not count mid-side

nodes as cross sections.

6 NPAN + The total nu:'iber of elements across each

cross section.

7 XR 0 The program will use uniform spacing in

the x-direction for calculating the dis-
tance between corner nodes.

+ For values greater than I, the length will
increase in the x-direction. For values

between 0 and 1, the length will decrease
in the x-direction.

8 YR Same as XR except in the y- or z-direction.

Not used.
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GN Card Nodal Point Coordinates optional

The coordinate of nodal points can he prescribed on GN cards by

coding the (x,y) values at each corner node. When this option is
selected, a GE card is required for each element and only coding

options 1, 4, and 5 are permitted for all other input parameters.
Code 3 points per card. Omit CN cards if geometry is attached on an
external file. Begin continuation card in Field 2.

Field Variable Value De scr ipt ion

Col I ICG G Card group G geometric data.

Col 2 II)T C Data type C =corner nodes.

2 Node + Code the nodal point number.

3 X + Code the x-coordinate.

4 Y + Code the y-coordinate.

5 Node + Repeat (NODE, X, Y) for 3 points per
card.

N No te t h at data on these cards will not override data on an -

external geometry file.

S [ 1)1 ifG -2 8
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GY CARD Initial Bed Elevations Optional

When coding more than one time point, enter the YEAR/MONTH/DAY/

HOUR/MINUTE/SECOND for each successive time using the format for the

first one. If two or more options are used for coding this data type,

stack the cards in the order shown for Col 3 below.

Field Variable Value Description

Col I ICC G Card group G = Geometry.

Col 2 EDT Y Data type Y = Bed elevation.

Col 3 [SII Coding options.

Blank = constant value for all nodes.

X X = constant for this cross section.

C C = value at corner node only.

N N = value by node.

Col 5-b YEAR + Code the last two digits of the year.

Col 7-8 MONTH + Code the month number (01-12).

2 DAY + Code the DAY, HOUR, MINUTE AND SECOND for

HOUR + this event. Use 2 columns for each

M INUTEK + (01-31) (01-60), etc.

SECOND +

3 LOC + Code the locator for ELEV 1
for 6 option - LOC = I

for X option - LOC = cross-section number

for C option - LOC = corner node number

for N option - LOC = node number.

4 ELEV I  + Code the bed elevation in metres.

5 LOC 2  + Code the Locator for EI.EV 2 .

6 ElEV 2  + Code the bed elevation for node or

X-Sect ion LOC 2 .

(7-10) etc. Use all 10 fields.. .start continuation
cards in Field I and do NOT code date/t ire.

Leave at least one blank LOC-field at the
end of data even if it requires an addi-

tional card.
Note: LOC I , LOC 2 , etc. , do not have to he

.sequent ia l

Note that data specified on these cards will not override data on

an external geometry file.

C -I -29 i!lhi
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GD CARD Mesh Drying Optional

Field Variable Value Description

Cot I ICG C Card group G = geometry.

Col 2 IDT D Data type D = drying.

2 IDRY 0 Default. Depths are not checked for dry
N nodes.

+ Depths are checked for dry nodes and ele-

ments and those with depth less than DSETD
are excluded from computations.

3 DSETD + Critical water depth for node to be
considered dry.

Default is 0.1219 M
(This should have t ie me t r i c
equivalent to DSETD used in the RMA-2V
run supplying hydrodynamic data to
this run).

4 DRYEXP 0 Default. All nodes are considered in the
extrapolation computations, regardless
of depth.

Water depth below which the extrapolation

limit EXPDMX (p. G26) is disabled to
prevent very shallow or dry areas from
dominating the extrapolation.

SrUDIi- 1 - 3(0
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PG CARD Physical Properties (acce ration of gravity) Optional

The program defaults to standard acceleration of gravity at

45 deg latitude and sea-level elevation, which is 9.801 mps2. If

refinement is needed to other latitudes, elevations, or planets,

code as shown below.

Field Variable Value Description

0 1 () IC , IDT PG Card group = P (physical properties).

Data type = (; (acceleration due to gravity).

2 ACGR Acceleration due to gravity in metres per
second .

0 Default value is 9.802 m/s 2  (32.174 fps2).

G - 1 -3 1 S'I'U 1)
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TZ CARDS Computation Time Required

Field Variable Value Description

Col I ICG T Card group T = Time.

Col 2 IDT Z Data type Z = zero.

2 YEAR + Code the starting year for this

calculation (four digits).

3 MONTH + Code the month number.

4 DAY + Code the day.

5 HOUR + Use two columns for each starting in

MINUTE + Column 35.

SECOND +

6 DT + Code the computation interval length in

seconds (required).

7 NTTS Code the number of computation intervals

for this job.

STUI)H G-I-32
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TE CARD Extrapolation in Time Optional

The parameters on this card are only required if using the

Extrapolation-in-Time option.

Field Variable Value Description

0 ICG,IDT TE Card identification begins in Column 1.

2 IDLB 99 Logical unit on which previous extrapolation
results are stored and read in as initial
condition.

0 No previous extrapolation.

3 MEX + Maximum number of time-stepping cycles.

Used to prevent runaway costs. This
parameter should not be used to control
extrapolation time.

4 TIMEX + Starting time of this simulation in
seconds.

5 EXDYMX + Maximum permissible bed elevation change

(luring the extrapolation, metres. This is
the first of three constraints used by
EXTRAP to compute permissible extrapola-
tion time.

6 EXPDMX + Maximum permissible bed elevation change
expressed as a percent of water depth.

used by EXTRAP to compute the permissible
extrapolation time.

7 EXDT + End-of-run time (seconds) is the third ot

three constraints) and ultimate consttaint
used to control the maximum permissible

extrapolation time.

8 -- ZETA + Implicitness factor. ZETA can range be-

tween 0.000001 and 1.A in selecting the
influence of history on extrapolation rate.

O Defaults to 1.0 = most recent simulation
rate is used and all prior simulation

rates are disregarded.

9 NONOD + Number of nodes at which depth limits must

be exceeded before extrapolation is stopped.

O Default is one node.

G - I - 3 3 S T U ) H
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TE CARD Extrapolation in Tihe (Continued)

Field Variable Value Description

10 MTEX I Clay or mixed bed extrapolation approach
control. I = bed layer structure is con-

sidered during extrapolation using the
same model as subroutine BEDSUR.

0 Bed layer structure is not considered or
changed by extrapolation. Only bed ele-
vations are changed, except erosion is
limited to thickness of sediment in bed.

The extrapolation routine takes the results of the real-time compu-
tations and extends them forward in time without recalculating the ero-
sion and deposition at each time-step. At intervals, it stops and de-
tailed calculations are resumed before subsequent extrapolations are
made.

EXDYMX and EXPDMX are used to control the maximum bed change that
can occur in an extrapolation period. EXDT is the total simulation
time that is desired. MEX limits the number of real-time simulations
that are used in an extrapolation sequence. Used to prevent runaway
costs, it may halt an extrapolation run before EXDT is reached.

In applications where wetting and drying is occuring, successful
extrapolation may require use of the DRYE.XP variables on the CD card
(p. G-1-30).

S T UI 1)1 -1-34
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TT CARD Crank-Nicholson TIETA Optional

Field Variable Value Description

Col I ICG T Card group T time.

Col 2 IDT T Data type T = Theta.

2 TETA* 0.5 This produces the most sensitive model re-
sponse but often causes computations to
oscillate.

1.0 This produces the least sensitive model

response and often smooths results too
much.

0 The default value is 0.5.

-Recommended value =0.66

;- - 3 5 s'riI
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PS CARD Selective Printout Optional

Print, normal and trace options may be restricted to preselected

elements.

Field Variable Value Description

f ICG P Card group P = print out controls.

IDT S Data type S = selective locations by
element.

I IHAVL + Code the element number. Values may be in

any order and embedded blank fields are
permissible.

" 2 IHAVE2 + Continue coding values, using continuation
PS-Cards, until all desired locations are
specified.

AN
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SA CARD Sediment Size Classes, Non cohesive optionalK. (Required for sand
bed problems)

Note: Use only I grain size at present. Code SANIL = SANDU
and CLASSA =

Field Variable Value Description

0 SA Card group - S (sediment size classes).

2 MTC -- Default is not available.

7 Ackers-White transport function.

3 SANDL 0 Default for minimum size is (.0625 mm.

+ Enter desired value in mm.

4 SANDU 0 Default for maximum size is 2 mm.

+ Enter desired value in mm.

5 CLASSA 0 Default is I class.

+ Eater the desired number. The class in-
terval is calculated for the log of par-
ticular sizes.

6 SGSA 0 Default specific gravity 2.65.

+ Enter the desired specific gravity of sand

grains.

7 GSF 0 Default grain shape factor is 0.7.

+ Enter the desired grain shape factor.

8 CL)E 0 Default characteristic length factor for

deposition is 1.0 (times depth).

+ Enter the desired factor.

9 CLER 0 Default characteristic length factor
for erosion is 10.0 (times depth).

+ Enter the desired factor.

G-1-37 Sr I D Ii
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SC CARD Sediment Characteristics, Cohesive Optional

(Required for
cohesive bed

problems)

Field Variable Value Description

0 SC Card group = S.

2 MTCL 0 Default not available.

Original Krone and Partheniades equations
for deposition and erosion.

3 TAUCD 0 Default for critical shear stress for

deposition is 0.06 newtons/m 2 .

+ Enter desired value in newtons/m 2 .

4 ERODCP 0 Default for critical shear stress for
particle erosion is 0.06 newtons/m

2.

+ Enter desired value in newtons/m 2 .

5 EROCON 0 Default for constant in erosion equation

is 0.002 kg/m 2 /sec.

+ Enter desired value.

6 SG;L 0 Default for specific gravity of clay

particles is 2.65.

7 MNCL 0 Default for maximum number of consolidating

layers = 4.

+ Enter desired value. It must be less than

LNBL which is preset to 10.

Note For mixed sand and clay bed runs, both SA and SC cards are re-

quired. The separate sand/clay runs are performed in the sequence

in which these two cards appear.

STU.It C- 1-38
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DV CARD Volume of Sand Bed Sediment Required for
sand only runs

When coding more than one time point, enter the YEAR/MONTH/DAY/
HOUR/MI NUTE/SECOND for each successive time using the format for the

first one. It two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I ICG D Card group D bed deposit

Col 2 IDT V Data type V = Volume of sediment reservoir

Col 3 ISI Coding options

Blank = constant value for all nodes

X X = constant for this cross section

C C = value at corner nodes only

N N = value by node

Col 5-6 Year + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for

* HOUR + this event. Use two columns each (01-31)
- MINUTE + (01-60), etc.

SECONI) +

3 LOC 1  + Code the locator for TTIIICK I
tor 6 option - LOC =
for X option - LOC = cross-section number

for C option - LOC = corner node number
for N option - LOC = node number

4 TTHICK1  + Code depth of sediment layer in meters

5 LOC2  + Code the locator for TTHICK 2

. TTIlICK2 + Code the depth of sediment at LOC2

(7-10) etc, Use all 10 fields.. .start continuation

cards in Field I and do NOT code date/time.

Leave at least I hlank LOC-field at the

end of data even if it requires an addi-

tional card.

G - - 3 9 S T1, ) H
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DT CARD Characteristic Deposit Optional
by Type of Cohesive Material

Each node can be assigned up to 10 layers for describing the char-

acteristics of the initial, cohesive (silt or clay) (DC-card) bed de-

posits. Each layer is assigned a "'type" number, and the characteristics

of those "types" should be prescribed on these DT-cards. Up to 10 DT

cards are permitted; code I type per DT card.

Field Variable Value Description

Col I ICG D Card group D = deposits

Cot 2 IDT T Data type T = characteristics of deposits
by type

CoL 8 ITYPE + Type numbers I through 10 are permitted

Start with I
Layer type No. 1 must be freshly deposited,

unconsolidated material. Layers with
ITYPE greater than MNCL (SC card) do not
consolidate

2 THKTYP + Code the typical layer thickness in meters

for this type of bed material

0 Default value is 0.03 m

3 TAUP + The bed shear stress at which cohesive

particles begin to erode, newtons/m
2

0 Program defaults to 0.06 newtons/m
2

4 PERC + Erosion rate constant for particle erosion

0 Default value is 0.002 kg/m 2 /sec

5 QSI + The bed shear stress at which cohesive
layers begin to erode in mass, newtons/m

0 Program defaults to 0.06, 0.12, 0.41, and

3.4 for layers 1-4, respectively, and 3.4
for layer types 5-LNBL

S QSE+ The bed shear stress at which cohesive

layers I year old begin to erode in mass,
newtons/m

0 Program defaults to 1.1 times the default

values of QSI

S FI'DII G- I -4
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OT CARD (Continued)

Field Variable Value Description

7 RHOI + The initial dry density of a deposit of
this type of cohesive material in kg/m3

0 The program defaults to 90, 108, 144, and
263 for layers 1-4, respectively, and 402
for layer types 5-LNBL

8 RftOE The consolidated dry density of deposits
of this type of cohesive material at
age = 1 year

0 The program defaults to 1.1 times the de-
fault values of RItOI

9 CCC + The consolidation coefficient relating the
change from RHOE and QSE, to time in years

0 Program defaults to 256 kg/m 3

Note* Values of the variables in Fields 5-9 vary widely among sediment
types. Default values may be grossly wrong for a given sediment.

- 1.
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• DC CARD Layering of Cohesive Required for
or Mixed Sediments in the Bed cohesive bed problems

unless tape input
provides this
information

There are two coding options as described in the introduction,
Coding Options for Nodal Point Data, and shown below for "Column 3."

Field Variable Value Description

Col I ICG D Card group D = deposits in the bed

Col 2 IDT C Data type C = clay

Col 3 Coding options

S =fi constant value, use at all nodes

N N = values for nodes (place all f cards
before first N cards)

Col 5-6 YEAR + Code the last two digits of the year when
bed was sampled

Col 7-8 MONTH + Code a two-digit number for month (JAN = 01
"-". to DEC = 12)

2 DAY + Code DAY, HOUR, MINUTE, and SECOND the bed
HOUR sample was taken. Start in Column 9 and
MINUTE use 2 columns for each. A blank is read as
SECONDS zero. (This field is read as F8.0 and par-

titioned into columns of two digits each)

3 Node + Code the node number

4 LAYER + Code the layer number for this data type.
Numbering starts with one for the lowest
layer and increases upward (maximum of
LNBL, dimensioned to 10)

5 ITYPE + Assign one of the clay types coded previ-
ously on DT cards

6 THICKL + Code the total layer thickness in meters

0 Program assigns thickness on the DT card
*' for this type of deposit

7 AGE + Code the age, years, of the deposit at

,.. time zero TZ card

STUDH 0-1-42
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FT CARD Water Temperature Required

When coding more than one time point, enter the YEAR/MONTH/DAY/

HOUR/MINUTE/SECOND for each successive time using the format for the
first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I iCC F Card group F = Flow

Col 2 IDT T Data type T = Temperature

Col 3 ISI 1  Coding options

Blank = constant value for all nodes
X X = constant value for all nodes on

this cross section

C C = values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for

HOUR + this event. Use two columns each (01-31)

I INUTE + (01-60), etc.

SECOND +

3 LOC + Code the locator for WTC I

for j' option - code first node

for X option - code cross-section number
for C option - code corner node

for N option - code node

4 WTCI + Code water temperature in degrees

Centigrade

5 LOC 2  + Code the locator for WTC2

6 WTC 2  + Code water temperature at LOC 2

(7-10) etc. Use all 10 fields...start continuation
cards in field I and do NOT code date/time.

Leave at least one blank LOC-field at the
end of data evei it if requires an addi-
tional card.
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FD CARD Fluid Density Required

When coding more than one time point, enter the YEAR/MONTH/DAY/

HOUR/4INUTE/SECOND for each successive time using the format for the
first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Col 3 below.

Field Variable Value Description

Col 1 ICG F Card group F = Fluid

Col 2 IDT D Data type D = Density

Col 3 ISII Coding options

X = constant value for all nodes on
this cross section

C C = values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTI] + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND +

31LOCI + Code the locator for RHO 1

for V option - LOC = I
for X option - LOC = cross-section number

for C option - LOC = corner node number

for N option - LOC = node number

4 RHO I  + Code fluid density in kg/m
3

5 IOC 2 + Code the locator for RHO 2

6 R|1O2 + Code density at location 2

(7-10) etc. + Use all 10 fields...start continuation
cards in Field I and do NOT code date/time.
Leave at least one blank L C-field at the

end of data even if it requires an addi-
tional card

S',. . G
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HS CARD Bed Shear Stress Required

Field Variable Value Description

Col I ICG H Card Group H = Hydraulic data

Col 2 IDT S Data type S = Shear stress

2 MSC Code the option number for shear stress
computations

I Shear stress computation using
the log-velocity distribution for a smooth
wall

2 Manning equation (must enter n-values on
HN-cards)

3 Wave shear stress by ACKRSHR

G-I -4 5 sru i t
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lHN CARD Manning n-values Required if
HS (2) = 2 or 3

When coding more than one time point, enter the YEAR/MONTH/DAY/
HOUR/MINUTE/SECOND for each successive time using the format for the
first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col 2 ICG H Card group H = Hydraulics

Col 2 IDT N Data type N = n-values

Col 3 ISl! Coding options

Blank = constant value for all nodes

X X = constant value for all nodes on
this cross section

C C = values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year .

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SEC ND for
HOUR A this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND +

3 LOC 1  + Code the locator for XNVALU 1

for $ option - LOC = 1
for X option - LOC = cross-section number
for C option - LOC = corner node number
for N option - LOC = node number

4 XNVALU I  + Code n-value

5 LOC 2  + Code the locator for XNVALU 2

XNVALIJ2  + Code the n-value at location 2

. (7-10) etc. Use all 10 fields...start continuation

cards in Field 1 and do NOT code date/time.
Leave at least one blank LOC-field at the
end of data even if it requires an addi-
tional card

STU1)H G- I-6
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HH CARD Water Surface Elevations Required
if water levels

not input on file

When coding more than one time point, enter the YEAR/MONTH/DAY!
HOUR/MINUTE/SECOND for each successive time using the format for the

first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col 1 ICG H Card group H = Hydraulics

Col 2 I)T H Data type H = Water surface

Col 3 ISI1 Coding options

Blank = constant value for all nodes

X X = constant value for all nodes on
this cross section

C C = values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)

MINUTE + (01-60), etc.
SECOND +

3 LOC l  + Code the locator for WS

for 6 option - LOC =
%. for X option - LOC = cross-section number

for C option - LOC = corner node number
for N option - LOC = node number

4 WS 1  + Code the value for water surface in meters

5 LOC 2  + Code the locator for WS,

6 WS2 + Code water surface for location 2

(7-10) etc. Use all 10 fields...start continuation

cards in Field I and do NOT code date/time.
Leave at least one blank LOC-field at the
end of data even if it requires an addi-
tional card
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H1U CARD X-Velocity Required if not on
file and no (X, QZ

cards used

When coding more than one time point, enter the YEAR/MONTH/DAY/
HOUR/MINUTE/SECOND for each successive time using the format for the
first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I ICG H Card group H = Hydraulics

Col 2 IDT U Data type U = velocity in X-direction

Col 3 I1  Coding options

Blank = constant value for all nodes

z X X = constant value for all nodes on
this cross section

C C = values by corner nodes

N N = values by node -.

Col 9-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND +

3 LOC + Code the locator for XVEL(I,I)

for 6 option - LOC = 1
for X option - LOC = cross-section number
for C option - LOC = corner node number
for N option - LOC = node number

4 XVEL(I,I) + Code X-velocity in m/sec, + X-direction

- When X-vel'ocity is in negative X-direction

5 LOC 2  + Code the locator for XVEL(2,1)

6 XVEL(2,i) + Code X-velocity at location 2

When LOC2 velocity is in negative X-direction

STUDH G- -49



04/85

HU CARD K-Velocity (Continued)

Field Variable Value Description

(7-10) etc. Use all 10 fields ... start continuation
cards in Field 1 and do NOT code date/time.

Leave at least one blank LOC-field at the
end of data even if it requires an addi-

tional card

G- 1 -49 STUIJI
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HV CARD Y-Velocity Required if not on file
and no QXO QY cards used

When coding more than one time point, enter the YEAR/MONTH/DAY/
HOUR/MINUTE/SSCOND for each successive time using the format for the
tirst one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I ICG H Card group H Hydraulics

Col 2 IDT W Data type V Y-velocity

Col 3 SI1 Coding options

Blank = constant value for all nodes

X X = constant value for all nodes on
cross section

C C = values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND +

SLOC + Code the locator for XVEL(I,2)
for $ option - LOC = 1
for X option - LOC = cross-section number
for C option - LOC = corner node number

for N option - LOC = node number

4 XVEL(1,2) + Code Y-velocity in m/sec, + Y-direction
When Y-velocity component points in

the negative Y-direction

5 LOC 2  + Code the locator for XVEL(2,2)

6 XVEI.(2,2) - When LOC 2  velocity is in negative Y

direction

S ['Ui) If-50
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HV CARD Y-Velocity (Continued)

Field Variable Value Description

(7-10) etc. Use all 10 fields...start continuation
cards in Field I and do NOT code date/time.

Leave at least one blank LOC-field at the
end of data even if it requires an addi-

tional card

'ye
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*QX CARD) X-1)ire ct i on Di scha rge Required if velocities
are not on file and no

HU, HV cards used

When coding more than one time point, enter the YEAR/ MONTH/1)AY/

HOUR/MINUTE/SECOND for each successive time using the format for the

first one. If two or more options are used for coding this data type,

* stack the cards in the order shown for Column 3 below.

Field Variable Value Description

*Col I ICC Q Card group Q =Discharge

*Col 2 1 DT X Data type X =X-velocity

Col 3 is[1  Coding options

Blank =constant value for all nodes

X X =constant value for all nodes on

Cross section

C C =values by corner nodes

N N =values by node

Col 5-h YEAR + Code the last two digits of the year

Col1 7-8 MONTH + Code the month number (01-12)

2 D)AY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Ilse two columns each (01 -31)
4INUTE + (01-60), etc.

*SECOND +

3 OC+ Code the locator f o r X VI:' 1,2)
for ~6 option - 1,O0G = I
for X opt ion - 1,O)G = c ro-;s - s v<-t innii nmbhe r

for C opt ion - LOG C n croe r Tiode nun her
for N option - 1,G () C ode number

4 XVEL( 1,1) + Code X-discharge in m3 /sec, + X-dirCctiOll

- When X-discharge is, iTin ne),at ivl
X -d ire ct 1no n

S O~+ Code the locator for XVIEL( 2,2)

XVE, 2 ,1 I Wh en LOC~dshrei nngtv

X-d irect ion

S~ N 0 1) 11-
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QX CARD X-Direction Discharge (Continued)

Field Variable Value Description

(7-10) etc. Use all 10 fields...start continuation
cards in Field I and do NOT code date/timc..

Leave at least one blank LOC-field at the
end of data even if it requires an addi-
tional card

C - 1 3 STt 101
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QY CARD Y-Discharge Required if veloci-
ties not on file

and no HU, HV
cards used

When coding more than one time point, enter the YEAR/MONTH/DAY!
HOUR/MINUTE/SECOND for each successive time using the format for the
first one. It two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I ICG Q Card group 0 discharge

Cot 2 IDT V Data type Y = in Y-direction

Cot 3 IS1~ Coding options

Blank constant value for all nodes

x X =constant value for all nodes on

this cross section

C C =value,; by corner nodes

N N =values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTrE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (')1-60), etc.
SECOND +

3 LOC1  + Code the locator XVEL,(1I,2)
for option - LOC =I

for X option - LOC = cross-section number

for C opt ion - LOC = corner node number
for N option - LOC = node number

4 XVEL(1,2) + Code Y-discharge in m 3/sec, + Y-direction

- When Y-discharge component points In the
negative Y-direction

5 LC 2 + Code the locator for XVEIL(2,2)

6 XVFL(2,2) + Code discharge at location 2

When LOC 2 discharge is in negative

Y-d irect ion

s=UD1G C-I-54
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QY CARD Y-Discharge (Continued)

Field Variable Value Description

(7-10) etc. When all 10 fields...start continuation
cards in Field I and do NOT code date/time.
Leave at least one blank LOC-field at the
end of data even if it requires an addi-
tional card

76t
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EX CARD Effective Diffusion, X-Direction Required

When coding more than one time point, enter the YEAR/MONTH/DAY/
HOUR/MINUTE/SECOND for each successive time using the format for the
first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I ICG E Card group effective diffusion

Col 2 IDT X Data type = X-direction

Col 3 [SII Coding options

'S Blank = constant value for all nodes

X x = constant value for all nodes on
this cross section

C C values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND +

3 LOCI + Code the locator for DIF(1,2)
for $ option - LOC - I
for X option - LOC - cross-section numher

for C option - LOC - corner node nuimber
for N option - LOC - node number

4 I)IF(1,2) + Code the X-diffusion coefficient in
m2/sec

5 LOC2 + Code the locator for DIF(2,2)

6 DIF(2,2) + Code the X-diffusion coefficient for L(oC
in sq m per sec 2

STUDH G-1-56
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EX CARD Effective Diffusion, X-Direction (Continued)

Field Variable Value Description

(7-10) etc. Use all 10 fields... start continuation
cards in Field I and do NOT code date/time.

Leave at least one blank LOC-field at the
end of data even if it requires an addi-
tional card

" -
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EY CARD Effective Diffusion, Y-Direction Required

When coding more than one time point, enter the YEAR/MONTH/DAY/

HOUR/MINUTE/SECOND for each successive time using the format for the

first one. If two or more options are used for coding this data type,

stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I ICC E Card group = effective diffusion

Col 2 IDT Y Data type = Y- direction

. Col 3 ISt1  Coding options

Blank = constant value for all nodes

X X = constant value for all nodes on
this cross section

C C = values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND +

3 LOC + Code the locator for DIF(I,2)

for 6 option - LOC = I
for X option - LOC = cross-section number

for C option - LOC = corner node number
for N option - LOC = node number

4 D[F(1,2) + Code the Y-diffusion coefficient
in m2 /sec

5 LOC 2  + Code the locator for DIF(2,2)

6 D[F(2,2) + Code the Y-diffusion coefficient for LOC 2

(7-10) etc. Use all 10 fields...start continuation
cards in field I and do NOT code date/time.

Leave at least one blank LOC-field at the
end of data even if it requires an addi-
tional card

STUDI G -I 58
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IC CARD Initial Concentration Required

When coding more than one time point, enter the YEAR/MONTH/DAY/

HOUR/MINUTE/SECOND for each successive time using the format for the
first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col 1 ICG I Card group I = initial value (state value)

Col 2 IDT C Data type C concentration

Cot 3 IS1 1  Coding options

Blank = constant value for all nodes

X X = constant value for all nodes on
this cross section

C C = values by corner nodes

N N = values by node

Cot 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND +

3 LOC + Code the locator for CONC1
for 6 option - LOC = I
for X option - LOC = cross-section number

fcr C option - LOC = corner node number
for N option - LOC = node number

4 CONC I  + Code concentration in kg/m
3

5 LOC 2  + Code the locator for CONC 2

6 CONC 2  + Code concentration at LOC2

(7-10) etc. Use all 10 fields.. .start continuation

cards in field I and do NOT code date/time.
Leave at least one blank LOC-field at the

end of data even if it requires an addi-
tional card

C -1-59 s-ru mi
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SR CARD Effective Grain Size for Roughness Optional

NOTE: If an SR is not used, the FFDR array defaults to SD(l)
as determined from the SA card data.

When coding more than one time point, enter the YEAR/MONTH/DAY/
* - IHOUR/MINUTE/SECOND for each successive time using the format for the

first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Cot I ICG S Card group S = sediment

Cot 2 IDT R Data type R = roughness size

Cot 3 ISI[ Coding options

Blank = constant value for all nodes

X X = constant value for all nodes on
this cross section

C C = values by corner nodes

N N = values by node

Cot 5-6 YEAR + Code the last two digits of the year

Cot 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND

3 LOC + Code the locator for EFDR1

for 6 option - LOC = I
for X option - LOC = cross-section number
for C option - LOC = corner node number
for N option - LOC = node number

4 EFDR I  + Code Der

5 LOC 2  + Code the locator for EFDR 2

b EF)R 2  + Code Der at location 2

(7-10) etc. Use all 10 fields...start continuation
cards in Field I and do NOT code date/time.
Leave at least one blank LOC-field at the

end of data even if it requires anadditional card

STUD 1 1- -6()
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ST CARD Effective Grain Size for Transport Optional

NOTE: If an ST card is not used, the EFDT array defaults to the

EFDR array specified by the SR card.

When coding more than one time point, enter the YEAR/MONTH/DAY/

HOUR/MINUTE/SECOND for each successive time using the format for the
first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I ICG S Card group S = sediment

Col 2 IDT T Data type T = transport size

Col 3 IS11 Coding options

Blank - constant value for all nodes

x X = constant value for all nodes on
this cross section

C C - values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)

MINUTE + (01-60), etc.
SECOND +

3 LOC 1  + Code the locator for EFDT,

for 6 option - LOC = 1
for X option - LOC = cross-section number

for C option - LOC = corner node number
for N option - LOC = node number

4 EFDTI + Code grain size

5 LOC 2  + Code the locator for EFDT 2

6 EFDT2 + Code grain size at location 2

(7-10) etc. Use all 10 fields...start continuation

cards in Field I and do NOT code date/time.
Leave at least one blank LOC-field at the
end of data even if it requires an addi-
tional card

G- 1-61 ST11 OH
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WC CARD Settling Velocity Required

When coding more than one time point, enter the YEAR/MONTH/DAY/

HOUR/. INUTE/SECOND for each successive time using the format for the
first one. If two or more options are used for coding this data type,
stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Cot I ICG W Card group W = settling velocity

Cot 2 lDT C Data type C = clay, silt, and sand

Col 3 ISt 1  Coding options

Blank = constant value for all nodes

X X = constant value for all nodes on
this cross section

C C values by corner nodes

N N = values by node

Cot 5-6 YEAR + Code the last two digits of the year

Cot 7-8 MONTH + Code the month number (01-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECOND for
HOUR + this event. Use two columns each (01-31)
MINUTE + (01-60), etc.
SECOND +

3 LOC + Code the locator for VS

for ]6 option - LOC =
for X option - LOC = cross-section number
for C option - LOC = corner node number
for N option - 1,OC = node number

4 VS1  + Code settling velocity in m/sec

5 LOC2 + Code the locator for VS 2

b VS 2  + Code settling velocity for particles at
location 2

(7-10) etc. Use all 10 fields... start continuation
cards in Field I and do NOT code date/time.
Leave at least one blank LOC-field at the
end )f data even if it requires an addi-

tional card

1 -62
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BC CARD Boundary Concentrations Required

When coding more than one time point, enter the YEAR/MONTH/DAY/

HOUR/MINUTE/SECOND for each successive time using the format for the

first one. If two or more options are used for coding this data type,

stack the cards in the order shown for Column 3 below.

Field Variable Value Description

Col I ICC B Card group B = boundary nodes

Col 2 IDT C Data type C = concentrations

Col 3 IS1j Coding options

Blank = constant value for all nodes

x X = constant value for all nodes on
this cross section

C C = values by corner nodes

N N = values by node

Col 5-6 YEAR + Code the last two digits of the year

Col 7-8 MONTH + Code the month number (Oi-12)

2 DAY + Code the DAY, HOUR, MINUTE, and SECONI) for
HOUR + this event. Use two columns each (01-31)

* MINUTE + (01-60), etc.
SECOND +

3 LOC + Code the locator for SPEC 1

for $ option - LOC = I
for X option - LOC = cross-section number

for C option - LOC = corner node number

for N option - LOC = node number

SPEC 1  + Code concentration at boundary node(s) inkg/m 3

5 LOC 2  + Code the locator for SPEC,

f6 SPEC 2  + Code concentration at location 2
ke

(7-10) etc. Use all 1) fields... start continat ion
cards in Field I and do NOT code date/time.

Leave at least one blank LOC-field at the
end of data even if it requires an addi-
tional card

G- -6 3 sru mi
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$$END End of Job

Field- Variable Value Description

Col I ICG $ Card type $=Command

-Col 2 IDT $ Data type $ =Command

Col 3-5 1 S EN14D The program tests for $$and thle word END
is only for the user

.1 UDi G 1 6
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ITERATION CONTROL FOR INPUT/OUTPUT
REQUIRED CARDS

The tolluwing cards follow the $$END if no ST cards are used. They
must be omitted if $T cards follow the T3 card.

Card Purpose

IFF(2,l) Print out at selected time-steps

IVCOD(1) Read in velocity files at selected time-steps

IDIF(l) Read in diffusion coefficient files at selected time-steps

IDEPC(l) Read in depths at selected time-steps

ISVS(l) Read in new fall velocities at selected time-steps

Note: All these cards are read as 8011. Consequently, to print re-
sults, code I (concentrations only), 2 (bed elevation/volume changes
only), or 3 (both concentration and bed surface information) in the col-
umn number corresponding to the time-step when printout is desired.

To read a new velocity field or diffusion coefficient set or depth tile
or tall velocity of grains file, code I in the card column corresponding
to the time-step when data should be read.

For example, to print results at the time-step 2 (i.e., the end of the
first computation time-internal, DT) code 3 in column 2 ot the IFF (2,i)~card.

,G-1 -6ST 'l 1)
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TABS-2

APPENDIX 1. GRAPHICS DISPLAYS

C' William A. Thomas, Stephen A. Adamec Jr., and Donald P. Bach
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APPENDIX I: GRAPHICS DISPLAYS

PART I: INTRODUCTION

1. Output from the TABS-2 programs can be displayed in
graphical form using Tektronix-compatible and Calcomp-compatible

devices and line printers. Items that can be plotted include:

a. The finite element mesh.

b. Velocity vectors from RMA-2V.

c. Sediment mass transport vectors from STUDH.

d. Time history plots of model output.

e. Contour maps of:

(1) Bed elevations.

(2) Water depths.

(3) Water surface elevations.

(4) Velocities.

(5) Bed changes (erosion/deposition).

(6) Sediment concentrations.

(7) Constituent concentations.

(8) Particle paths.

f. Factor of sediment concentrations and bed changes.

Graphical output is also produced by output analysis programa,
which are described in Appendix J. Table II shows the plots

available, the plotting program which creates the plot file, and
the program creating the data file that serves as input to the

plotting program. For instructions on the individual programs,

see the addenda to this appendix or the program index in the TABS

manual main volume.

2. The plot files are created by GCS and/or METAPLOT and,

when using PROCLV, are saved as permanent files. They should be
directed to the desired plotting device by using the DIRECT

program, also in PROCLV. Instructions for obtaining plots are
contained in this appendix.

I GRAPHICS
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Table II

Summary of Plots

Plotting Data Sources

Plot Program From Programs

Mesh by region and total mesh QMESH QMESH

. Finite element mesh GFGEN GFCEN

Finite element mesh with wet WDGPLT GFGEN, RMA-2V

and dry areas defined

Velocity vector map VPLOT GFGEN, RMA-2V

Sediment mass vector map ACE ENGMET, STUDH

Contour bed elevations CONTOUR GFGEN

Contour depths CONTOUR GFGEN, RMA-2V

Contour water-surface CONTOUR GFGEN, RMA-2V

elevations

Contour velocities (mag- CONTOUR GFGEN, RMA-2V

nitude)

Contour ELEVGRD CONTOUR ELEVGRD

or TRANSA data

Contour depth CONTOUR ENGMET, STUDH

changes

Contour concentrations CONTOUR ENGMET, STUDH

Contour first CONTOUR GFGEN, RMA-4

constituent on
RMA-4 file

Path of drogue transported DROGUEPLT RMA-2V

by flow field

Time history of water POSTHYD* RMA-2V

level and/or velocity

Factor map of concentrations SEDGRAPH RMA-2V

and/or depth changes

Time history of concentrations POSTSED* STUDiH

*. and/or depth changes

*See Appendix ,J

R,\I'H I (S 12
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PART II. METAPLOT SYSTEM

Introduction

3. METAPLOT is a device independent plotting software pack-
age supported in the TABS-2 system. The purpose is to display

plots on graphics terminals or direct them to a hard copy device.
The programs were obtained from Air Force Weapons Laboratory,

Kirtland Air Force Base, New Mexico. They have been modified by
Messrs. S. A. Adamec and D. P. Bach, Estuaries Division, WES, to

operate on BCS and CYBERNET. The plots themselves are created by
separate programs that are described in Part II.

Program Design

Hardware and capability

4. METAPLOT supports a variety of plotting devices. The

present implementation permits use of Tektronix-type graphics
terminals, Digital Equipment Corporation VT-125 terminals, and

CALCOMP devices. The plot file can have any number of plots, and
they can be viewed in any sequence. Both line segment and
character strings are plotted. Images can be plotted at their
generated area and scale or regions can be established and the
images can be magnified up to 200 times their original scale.

Software components

* 5. The METAPLOT system consists of a library of plotting

routines that are used by the TABS-2 graphics programs to create
device independent plot files (META files) and a conversion
program, DIRECT. Direct converts META files commands into com-
mands appropriate to the desired plotting device. In interactive
mode, DIRECT also performs windowing and other image manipula-
tion. A version of the Graphics Compatibility System (GCS) has

- been developed that writes META files for use by program DIRECT.

Problem size

6. This program handles data as an external file and there-

fore does not require redimensioning to be compatible with code
.. . changes in other programs in the TABS-2 system.

3 .

13 CRAPHI CS

P ".

' ' " : '" " ' - . .. . . ; - i = ,. . . ..* , ' i 
- '

:



04/85

Program Use

7. There are three steps in using METAPLOT.

o Generate and save the plot file.

o Direct the plot file to a graphics device.

o Create the plots.

8. Those programs that generate plotter output are shown in
Table II. These are executed using PROCLV. The plot file, like
other input/output files, is assigned a permanent file name by
the user at execution time and is automatically saved by PROCLV.

9. The DIRECT program is initiated by the command sequence

"BEGIN, META, PROCLV, plot file name, device"

SI where "plot file name" is the permanent file name of the plot

file and "device" is the device on which the plot is to be pro-
duced. Device choices are "TEKTRNX" (for Tektronix-type

, terminals) which is the default, "PRINTER," which assumes a 132-
column line printer, or "VT125." The plot file is directed to
the terminal which responds by clearing the screen, beeping and
printing the word "READY." For CALCOMP devices, replace "META"
with "METAB." 'J

10. If "READY" does not appear, the terminal is not set at

1200 band, the default transmission in DIRECT. Change DIRECT to
the terminal baud rate using the BAUD command (see DIRECT COM-
MANDS). The system will then be ready to accept DIRECT commands
and generate the requested plot images.

11. Use the plot command to generate the first image as
follows:

PLOT n

where n is the sequence number of the plot (nth plot in the
file).

12. After the plot finishes, the terminal will beep and
halt. Control is returned to the user who can then obtain a hard
copy of the plot, magnify (i.e., change scale) the plot,

establish a region within the plotted image, or exercise any of
the other DIRECT commands.

GRAPHICS 14
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13. When magnifying or establishing a region, two commands
must be issued. The first is:

MAGNIFY S

or REGION S T U V

- - which sets up the plot space. The subscript variables S, T, LI,

and V are described in the section on commands. The second
* command required to plot a region is:

PLOT nR

where *n" is defined as above and *R- is a suffix character

* activating the region or magnify command.

14. If the R is left off, the plot will be at the same

size and scale as the original. Once a region or magnification
is established, it can be used with any plot number, n, by simply

including R with that sequence number in the plot command.

Input

*15. The plot file and DIRECT commands, which are issued
interactively, are the only input data required.

104- Output

16. The plot image is drawn on the screen or hardcopy

device. No other output is created.

Example

17. Each of the items listed in Table 11 requires the
DIRECT programs to create the images. The procedure is illus-

trated and described in the examples which follow this general
description of DIRECT.

DIRECT Commands

18. DIRECT commands are I to 40 characters in length and
are reasonably free field, allowing abbreviations and arbitrary

delimiters between fields. Commands may include integer or real
numeric values. The form of these fields is described below.

19. An integer value begins wi th the f irst numeric charac-
ter (i.e., digit) and cont inues tip to but not including the first
non-numeric character. The numeric value is the value associated

with the string of digits.

IS CRAP HIC S
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20. A real value begins with the first digit, decimal
point, or minus sign; it continues up to but not including the

first character which is not a digit, decimal point, minus sign,
or letter "E." Examples of character strings and the associated
real values are given in Table 12.

21. In the command descriptions that follow, "M," "N," and

"K" refer to integer values and "S, "T," "U," and "V" refer to
real values. Numeric strings of the type described above should
be typed within the command at these points. In all commands
only the first character is mandatory, and that character deter-
mines the command being used. Any other characters, including
those characters that spell out the command in English, may be
used freely. Note however, that the characters "A," H, S,"

V, and "N," when they appear anywhere in the command other than
the first character, cause additional effects. This is explained
in the suffix characters section.

Table 12
Command Value Examples

Character String Numeric Value

1 1.00

-2.34 -2.34

4.56E-3 4.56*10

.01 .01

2E4 2.00*104

-'IE-4 1.00"10(-4)

22. The numeric fields within commands may be delimited
with arbitrary nonnumeric characters. A typical delimiter char-
acter could be a blank, comma, slash, or equal sign. The actual
character chosen would depend upon ease of typing and the subjec-
tive preference for readability.

Basic Commands

23. The following descriptions of the DIRECT commands was
originally written by Bob Conley of AFWL. WES personnel have
modified the descriptions somewhat to match modifications to the

system and format of this report.

;R.\PHl[CS 16
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This command terminates DIRECT execution.

BAUI1) N

This command informs direct of the line speed currently

being used. This command must be used if the BAUD rate is
not equal to 1200; otherwise, portions of the plots may be
lost during screen erase, or undefined results will occur
during hard copy generation.

PLOT
PLOT M
PLOT N N
PLOT M N K

The 'PLOT- command is used to display a plot or range of plots

-Aon the terminal screen. if both N and N are present, then all
* plots with plot numhers from M to N, inclusive, will be dis-

played. If M is absent, then all plots in the file will be
displayed. If K is present, then both M and N are required

A to be present also. In this case, the three values work the
same way as the implied "DO" notation in FORTRAN and plots

P. numbered M, M-iK, M+2K, . .. , are displayed; the last plot in
the range to be displayed will have plot number less than or
equal to N. When a range of plots is displayed, there will be
no pause between plots. The characters "R," "H," "5," "V.- and
"N" may be used to select additional attributes for the displayed

* - plots. See the suffix characters description below for an
* ' explanation of the effects.

-N

These commands are used to display a plot whose number is N

greater than or M less than the plot number of the last dis-
played plot. If M is absent, a default value of I is assumed.

(it no plot has been displayed, then the last displayed plot
number is zero.) The characters "R," 'H," "S," -V," and 'N"

may be used to select additional attributes for the displayed
plo0t . See the suffix characters description below for an
explanation of the effects.

COPY

COPY N
COPY N N
COPY M N K

The COPY command Is used to display a plot or range of plots

on the terminal screen and produce hard copy on the hard copy
un it. The effects of -M,- "N," and -" are the same for the

r COPY command as for the PLO)T command. The characters 'H,"*

1 7 CHAPH II CS
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H".5,.. ..V, and "N" may be used to select additional attri-

butes for the displayed plots. See the suffix characters

description below for an explanation of the effects.

SOFTWARE

The SOFTWARE command is used to select software character

generation. This command will remain in effect until changed
by the HARDWARE command, and overrides any software or hard-

ware commands within the file. The software characters
should be used when the exact size and orientation of characters
are desired. Since software characters are produced by drawing
each line segment of the character as a small vector, the time

required to complete a displayed plot is considerably greater
than that with hardware characters.

HARDWARE

The HARDWARE command is used to select hardware character

generation. This command will remain in effect until changed
by the SOFTWARE command, and overrides any software or hard-

ware commands within the file. The hardware characters
* . are used when the exact size and/or orientation is not important

in the displayed plots. Most terminals have very restricted
capability in the hardware generation of characters, but the
plots are displayed extremely rapidly when hardware characters
are selected. Hardware characters are selected by default

until the first occurrence of a software command.

QUERY

The QUERY command will cause the current date, time, baud

rate, hardware or software character status, accumulated CPU
time for this DIRECT execution, plot numher, screen parameters,
region parameters (if defined), and certain model number
parameters to be displayed on the terminal.

REGION S T U V

The REGION command explicitly defines a region rectangle.
The parameters 5, T, U, and V are in the coordinate system
of the screen rectangle (these units are -played in the QUERY

command); the screen rectangle is defined by a call to
subroutine SCREEN in the program that generated the file
be ing v ie wed. "S" and ""are the minimum and maximum X-
axis values and "IT" and "V" are the minimum and maximum Y-
axis values for the region. The relation of screen and

region is illustrated in the following diagram.
once a region has been defined, the "R" suffix may be used
to cause the plots to he displayed with the region plotted
to fill the terminal or plotter display. See the suf fix
characters below for an explanation of the effects.

RA P1Il I C r 8
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SCREEN

V
REGION

U
S T

MAGNIFY S

The MAGNIFY command is used to implicitly define a region.

The magnification factor (in diameters of magnification) is
given by -S.- After this command is sent, a graphics cursor
(either cross hairs or a blinking arrow) will appear on the
terminal. The cursor should be positioned to the point which

is to become the center of the region, and then the space
bar Is pressed. Some terminals also need the carriage return

key to be pressed after the space bar is pressed; you can tell
if the carriage return is needed by observing the result of

pressing the space bar. If the graphics cursor becomes an
alpha cursor (a rectangular cursor which may or may not blink)

at the same location as the graphics cursor, then the carriage
return must be pressed. If the graphics cursor becomes an

alpha cursor at the left edge of the terminal screen, or if
no alpha cursor is displayed, no carriage return is needed.
The region will be defined with a center point at the point
specified, and such that the region represents the desired
magnification of the screen. Once a region has been defined,
the "R" suffix may be used to cause the plots to be displayed
with the region made to fill the terminal or plotter display;
see the suffix characters description below for an explana-

tion of the effects.

* The MAGNIFY command will cause whatever image is displayed to

* "'be magnified. if the terminal has an already magnified image,
the MAGNIFY command will cause that image to undergo magnifica-

tion, resulting in a cumulative magnification of the original
screen. Magnification values less than 1.0 cause less magnifi-

cation. However, the cumulative magnification may never he

less than 1 .0; it such a reduction is needed, the REGION
command is the only way to achieve it. In this case, the

" - region parameters are entered to define a region larger than

the screen rectangle.

Suffix characters

The effects of the basic commands +, - " Plot, or

may be modified using suffix characters. The sut t ix chaTacters
may appear anywhere in the command except at the t irst chairacter

position, which always must be the basic command character.

19 C RAPH I CS
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Each command may be modified by any number of the suffix charac-
ters, providing two mutually exclusive operations are not speci-

fied in the same command. For example, it makes little sense to
use the "S" and "H" suffix characters in the same command because

one cannot select software and hardware characters at the same
t lime.

R

If a region has been defined with either the REGION or MAGNIFY
command, the "R" suffix causes the region to fill the terminal
or plotter display area. If the "R" suffix character is not used,

then the entire screen rectangle will be made to fill the display
area. For example, the command P3R would cause plot number 3

to be displayed so that the region fills the terminal display
area.

H

The "H" suffix character will cause hardware characters to be
selected prior to displaying the plot. The character mode will
remain hardware until a SOFTWARE command or an "S" suffix
character is encountered. The "H" suffix allows hardware char-
icters to be selected on a plot-by-plct basis, within the
command causing the display. It eliminates the need to enter a

separate HARDWARE command.
7W

S

The "S" suffix character will cause software characters to be

selected prior to displaying the plot. The character mode will
remain software until a HARDWARE command or an "11" suffix

character is enconntered. The "S" suffix allows software char-
a-ters to be selected on a plot-by-plot basis, within the

command causing the display. It eliminates the need to enter a
separate SOFTWARE command.

V

The "V- suffix character will prevent the screen from being

erased before the next plot is displayed; it therefore causes
plots to he overlayed.

N

Fhe- "N" suff ix character is used only with the COPY command.
Normal ly the CO)PY command causes the hardcopy to be generated
before the plot niimh* line is added at the top of the terminal

display area. The suffix will cause the plot number line
to be generated before the automatic hard copy is produced.

This is usetol in causing the hard copies to he nnmbered.

:: \ !' : i '-
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PART III: PLOTTING PROGRAMS

24. Plotting programs are listed in Table 11. Descriptions

of the programs and user instructions for some of them are con-

tained in the addenda to this appendix and others. If a program's

primary purpose is to create a plot, it has been included here.

If it produces a plot, but its primary purpose is some other

* "task, the program is described in one of the other appendices.

See the program index in the main volume to locate user instruc-

tions for each program.

Plotting Finite Element Meshes

25. The plot file for the finite element mesh is produced

by the batch program, GFGEN. Details are provided in APPENI)XI D:

Finite Element Network Generation. After the plot file is created
and saved, using PROCLV, it can be directed to a graphics termi-

nal for plotting by using the instructions in paragraph 8 of this

appendix. An example result is shown in Figure I1.

26. A CFGEN plot file contains one to five plots:

" n Description

I" The mesh

2 The mesh plus element numbers

3 The mesh plus node numbers

The mesh with element material

types (IMAT) labeled

5 The mesh with corner node bed

elevations labeled

27. For information leading to the creation n t the GF;EN

mesh and plot tile, see Appendix ) in this document.

Plotting Results

28. Programs CONTOIUR, VPLOT, IROGUEPLT, 4VIEW, and SEDGRAPH

are used to produce graphical output from model resul ts. CONTOUR

produces contour maps ot any model output and is described in

Addendum I-I.

29. Programs VPIOT (Aldendim 1-2) and DROGUI'PLT (Addendum

1-3) are used to plot RMA-2V velocity results. VPLOT creates a

file of vector plots showing current speed and dirpction as

arrows. Figures 12 and 13 show examples. DROG(. tKI'LT creates a

plot t i Ie showing the path of a drogue that has h,*en t ransported
by currents calculated by RMA-2V. An example drogu ;!ot is

shown in Figure 14.

It 1 1 ;RAPHIl CS
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COLUMBIA ESTUARY
DROGUE TEST

Figure 14. DROGUEPLT plot
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30. Program 4VIEW produces quasi-3-D plots of DMS-A gridded

data. Each plot contains views of the data from four directions.

* -Its use is described in Addendum 1-4 and an example is given in

" Figure 15.

31. Program SEDGRAPH is used to display STUDH results of

S"bed elevation change or concentration as shown in Figure 16. ihe

program's use is described in Addendum 1-5.

* .%
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ADDENDUM 1-1: USER INSTRUCTIONS FOR PROGRAM CONTOUR

Purpose

1. CONTOUR is a batch program for contouring output from

the TABS-2 system. The input can be uniformly gridded or it can

have the random spacing of the finite element mesh.

Origin of the program

2. The program was developed by Mr. D. P. Bach of WES.
The gridding subroutines LOCATE, POINT, and their subordinate

subroutines were written by the staff of Resource Management
Associates. All graphical output is produced by the Graphics

Compatibility System (GCS) which was supplied by the WES
Automated Technology Center and modified by Mr. Bach.

Description

3. CONTOUR will accept data from GFGEN, RMA-2V, RMA-4, STUDH,

ELEVGRD, and TRANSA and produce plot files. The RMA-3 subroutine

LOCATE and subroutine POINT are used to grid the output from the
finite element models. All graphical output is written by the

GCS Library using the GCSMET driver. Output is directed to

Tektronix type terminals using METAPLOT (META in PROCLV) and to

Calcomp using (METAB in PROCLV).

4. CONTOUR will contour bed elevations from a GFGEN output

file. It will also contour water-surface elevations, depths, or
velocities from the RMA-2V output file. It can contour any type

of data that has been created with ELEVGRD or TRANSA. CONTOUR

will also contour bed changes or sediment concentrations from a

STUDH output file. It can contour the first constituent in an

RMA-4 output file. When interpolating model results, it uses the

same slope functions that were used in the model solution; thus,

it exactly reproduces that solution for contouring.

Use

5. CONTOUR requires a card image data file and either one

or two binary data files, depending on the source of data to be

contoured. Table I-I-I, Coding Instructions, shows the required

files. In brief, contouring requires a finite element mesh
file plus the file with the desired results from RMA-2V, RMA-4,
or STUDH. GFGEN, ELEVGRD, and TRANSA data can he contoured with

only one binary file. The files must be available prior to
executing CONTOUR.

I-I-I GRAPHICS/CONTOUR
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6. The program produces one output file which is saved by
PROCLV. The user can then direct the output to a graphics termi-
nal and/or to a Calcomp plotter. A job summary statement is sent
to the line printer. If a "DUMP" is requested, it goes to the
line printer also.

Plot size

7. The plot area on a Tektronix 4014 screen is considered

to be 14.3 by 10.9 in. The hard copy unit reduces that image
size to 8.5 by 6.5 in. For CALCOMP devices, the size is 8.5 by
11 in. Optionally, CONTOUR will adjust its plot size in an
attempt to achieve a user-specified scale.

Plot orientation and scale

8. CONTOUR does not permit grid rotation and it calculates
its own scale if the user does not override with the PSCALE
command.

Contour values

9. Specific contours may be requested or the starting

value, ending value, and interval may be prescribed. Details are
given in the coding instructions at the end of this section.

Execution

10. CONTOUR is executed with PROCLV. A typical command
line is shown in the APPENDIX 0: PROCLV. Current procedure may
differ slightly and can be listed by requesting

BEGIN,HELP,PROCLV,CONTOUR

Plotting does not begin when CONTOUR is executed. The output
file will be saved by PROCLV and can be attached and directed to
the plotting device by the command sequence "BEGIN,META,PROCLV,
plotfile."

Examples

Example I

ii. The first example illustrates the CONTOUR input data

required to contour sediment concentrations that were calculated
by STUDH. The input was coded into a permanent file called
INCONDB using an editor, and that file was attached to CONTOUR at
execution time via PROCLV. The contents of INCONDB are

\) k 1[-1-2
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ATCHAFALAYA MESH 12 (1967 DELTA)

'C',, 'LINE', 5.,,105. ,,10

12. These two lines contain three pieces of data. The

first is title information for the plot. The second line tells

the contour program the data file to be contoured is Concentra-
tions and thus in the STUDH output format. Also, the second line

of data tells the contour program the smallest, the largest, and
the interval between contour lines. These commands are described

below. The result is shown in Figure I-1-1. Note the contour
lines are numbered and the legend at left gives the concentration

for each line number.

13. Figure 1-1-2 is a magnification of the area around X =

332500, Y = 210000. This plot file of concentrations was

created by executing CONTOUR with PROCLV as follows:

BEGIN, CONTOUR, PROCLV, BACH, INCONDB,, S30TBAY, CONPLDB

14. The STUDI output is file S30TBAY and the output contour

plot file is CONPLDB. Plotting does not start automatically.

PROCLV stores CONPLDB as a permanent file and the following
command is required to direct that file to the terminal.

BEGIN, META, PROCLV, CONPLDB.

15. The terminal will respond with a beep and the message

"READY" on the screen. It is then under control of METAPLOT and

- commands are expected from the keyboard to activate plotting,
these are described in METAPLOT in this appendix.

Example 2

16. An example of plotting bed elevation contours from an

GFGEN output file is shown in Figure 1-1-3. The input commands
for contour are coded into file INCONDB as follows

ATCHAFALAYA MEST 12 (1967 DELTA)

'BED ELEVATIONS',,'LINE', 5., 100. ,,l0.,

I)UMP' , , 'NX' ,200, 'NY' ,200

17. This Input will cause a printout of gridded data

between NX = I to 200 and NY = 1 to 200 on the line printer.
CONTOUR was executed with PROC1,V by typing

BEG[?i, CONTOUR, PROCLV, BACH, INCONDB, AGOMI2A,,CONPIL DB

1-1-3 GRAPHICS/CONTOIR
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Figure 1-1 -1 Contour plot ot sediment concentration
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Figure 1-1-2. Magnified plot of Water depth

(artificially rotated to fit pave)

1-1-5 GRAI'HICS/CONTO1R
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Card Image Data Coding Instructions

18. The card image data file contains the plot title plus

instructions for reading the binary data file(s) and setting the
contour interval. It is created with the editor and saved as a
coded" data file, rather than a binary data file. Table I-1-1
shows the coding instructions, the sources of other data needed

before CONTOUR can be executed, the disposition of the output
data file, and the command syntax. The commas ,, indicate a
null numeric field. Abbreviations are shown below each command.

19. Please note the different style of these card input
instructions as compared with those in the main programs. After
the Title line, the CONTOUR program expects a 'command' followed
by a numeric value. The command should be set off by the apos-
trophes and arguments separated by commas. (Free-field input

structure.) More than one command can appear on a line, but the
line length should not exceed 80 columns.

1-1-7 (;RAPIII CS/CONTOUR
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Tab'le 1-1-i
Coding instrtmt ions

Add i t iona l
Function Input Data Required* Output Writtrn* ,;d occiri Commacd

i. Type, oi Data That Can Be Contoured:

Bed elevations oii C 1B,1 : VAr: r

(Nccl 15, tha ch, ,,0 -ri id is "nfll
Depths 01RI OIR2 'ls,, or

Water surface (1Rl GiR2 d,11 t IK k I ATIII ' or
levations 'IA'

Velncities iRl OIR2 V p, I IF S r

EIEVGRD E 0 G rfIEc D' , or
or TRANSA data . or

TRAN;A' , , or

Depth 0SS3 'D E l Cc1ANc,.S',, or
changes 'C'

Concentrations 01$3 CONCFTRATIiNS',, ar
C I,

First 0iRl GiRlR4 R MA ',
onstituent on

RMA4 file

New bed elevations OIS3W EG' o
from STUDH '',

II. Contour Instructtons:

Set contour window 'XMIN', xminv lue, (coordinate value)

(not valid when 'XMAX', xmaxvalue,
using 'READ',, 'YMIN' , yp invalae,

command 'YMAX', ymaxvalue,
The numeric field here speeifies a

limit along one of the two major axes
in input data -crdinaten. Defaults a,,

man ioms or sinimoms fooccd on the
input tle.

Set number oI 'DX. number of gr id line in x-directicn,
linen In each 'NY', number oI grid Ilines in v-direct 10,
di rect ion De fault - 110.

M, Imo. - i )o,.
Set scale factor 'SCAl.', scale nalse, or

'SC', scaLe calue,
Dlft 1 1 It - I .0
uDA DATA-SCALErDATL'M

Set datum 'SATI'M', daton oalue, or

DA', da t aloc,
D , aul . i.

DATA DATA SCAlP. DATUM

;R A NI IC S /CONTO I!R"-
Z- - -
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~TABLE i-i-i (continued)

" "Add it ionalI

dump Swath dump 'DUMP', value.
(like DUMPER2) or
on lIne printer 'DI', value,

where
value - 0 (or dump o data to be contoured.

I lot dump fi element assignme, t

to each grid point

2 for both options above

Define Individual Plot (OUTCON) 'LINE', contour value, or
Contour tine 'L', contour value,

Define contour lines 'LINE'. start value,_ end value,, incremest.
by "DO-LOOP" or

method 'L'. start value,, end value,, increment,
Select timestep to 'TIMRSTtP', time-step number, or

use 'Xl', time-step number,
Default - last rime-step
(Numberi. starta at I)

Dintort plot to fill 'DISTORT',,
screen

Scale plot 'PSCALE'. plot scale,

DEPAULT - self scaled

'.9 li. Pile handling Insttuntios

Read intermediate LOCATE information 'READ',
grid array from previous This option is used to save computer
(Not valid for CONTOUR run time by avoiding calling LOCATE, which

EI.VCRD/TRANSA (SVC) maps elements onto grid locations
contour.ing) Mus first 'SAVE' the file.

Write intermediate Locate Infor- 'SAVE',,
grid array mation to use in This option Is used to save computer

(Not valid for subsequent runs time by avoiding the use of LOCATE.
E "LEVCRD/TRANSA (SVG)

contouring) Plot (outcon)

Write ELEVGRD/ ELEVGR file (ELC) 'WRITE', scale,
TRAlSA type Plot (outcon) This option can be used to send gtdded
iIe DNS-A file data to programs such as 4-VIEW and

PEG file BATHVOL. It can also he used to -hot-
start" CONTOUR, avoiding the griddling
process while experimenting with diflerent
contour values.

See Table N7 in Appendix N for explanation of the file codes.

_;do - 1-1-9 (; RAPH I (: /CONfTiU
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ADDENDUM 1-2: USER INSTRUCTIONS FOR PROGRAM VPLOT

Purpose

1. VPLOT creates a plot file of velocity vectors from RMA-
2V results. It will plot at all nodes in the finite element
mesh, plot at selected nodes only, or interpolate onto a regular
grid and plot the interpolated velocities.

Origin of Program

2. The original VPLOT program was obtained from the Ohio River
Division, Corps of Engineers, in connection with the Edinger
Model. The Corps' Hydrologic Engineering Center (HEC) modified
that program to be compatible with the Resource Management Asso-
ciates (RMA) 2-D finite element hydrodynamic models. The inter-

*polation scheme was added by WES, using shape functions from RMA-
3--a program originally written by RMA. Subsequent modifica-
tions have been made by WES personnel.

Description

3. VPLOT is a batch-oriented program that reads GFCEN and
RMA-2V output files and creates a velocity-vector or unit
discharge-vector plot file using the METAPLOT system (i.e.,
Calcomp look-alike calls). The length of the vector Is scaled to
the magnitude of the velocity or unit discharge, the direction
shows direction of flow, and the base of the vector is plotted at

the node. Unless instructed otherwise, VPLOT will plot a vector
at every node in the finite element mesh; however, nodes can be
selected or a uniform grid can be interpolated if desired.
Interpolation utilizes the RMA-2V shape functions so the
interpolated results are exactly as calculated by RMA-2V.

4. Only these nodes inside the wet portion of a mesh will
be plotted. External boundaries can be drawn at the option of
the user.

5. A plot file can be directed to a Calcomp device where
the plots may be scaled to overlay the base map and/or the file
may be directed to an interactive terminal.

Plot size

6. The plot area on a Tektronix 4014 screen is considered
to be 14.3 by 10.9 in. The hard copy unit reduces that image
size to 8.5 by 6.5 in. CALCOMP plot sizes are user-specified.

F-2-1 GRAPHICS/VPLOT
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Plot orientation and scale

7. The term plot orientation refers to the alignment of the

(x,y) axis of the mesh with the (x,y) axis of the plotting de-
vice. The x-axis of the graphics device is longer than the y-

axis. When the finite element mesh is longer in the x-direction
than it is in the y-direction, the best utilization of plotting

space corresponds with the problem shape. However, whe. the

study area is longer in the y-direction than in the x-direction,
plotting space is wasted. VPLOT allows the (x,y) axis of the

mesh to be rotated to best utilize plotting space. The amount of
rotation, which can be any angle, is prescribed in degrees
with the default being zero. The coordinates of the mesh are

modified as shown below with all plotting and scaling being

referenced to that rotated mesh.

XR = CORD(J,I)*COSAR + CORD(J,2)*SINAR

YR = CORD(J,2)*COSAR - CORD(J,I)*SINAR

where

CORD(J,I) = the x-coordinate at node J

CORD(J,2) = the y-coordinate at node J

SINAR = Sin (ARR)

COSAR = Cos (ARR)

ARR = azimuth of rotated y-axis in radians

8. Two scales are established: (a) the scale for plotting
the rotated (x,y) axis and (b) the velocity-vector length scale.

Regarding the space scale, VPLOT will either scale the XR- and
YR-dimensions of the study area to fit the plotting area, or the
scales can be supplied by the user. in either case, the mesh
size is converted into inches as follows:

XC = (XR - XZERO)/XS

YC = (YR - YZERO)/YS

where

XC,YC = plotting positions of the nodal point

coordinates in inches

XR,YR = the rotated mesh coordinates in prototype units

XS,YS = the x-axls and y-axis scales in prototype units
per inch .

;RAP lIcS/ Vi'IOT 1-2-2
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XZERO = the smallest XR-coordinate in the mesh

YZERO = the smallest YR-coordinate in the mesh

9. VPLOT calculates vector length by scaling the u- and v-
velocity components as follows

H = u/HS

V =v/VS

where

H = calculated plot length for the x-component of

velocity vector, inches

HS = plotting scale for the u-component of velocity,
f ps/ inch

u = calculated x-component, fps

V = calculated plot length for the u-component of

velocity vector, inches

VS = plotting scale for the v-component of velocity,

f ps/i nc h

v = y-component of velocity, fps

IDL. Whvn axes have been rotated, the velocity vector
com;'unerl. arte also rotated prior to plotting as follows

HR - H*COSAR + V*SINAR

VR = V*COSAR H*SINAR

~Wh -r k.

H,V described above

COSAR = Cosine of the azimuth of the rotated coordinate

axes

SINAR = sine of Lhe aximuth of the rotated coordinate
axes

The base ot the velocity vector is plotted at (XC,YC) and the tip

of the arrowhead is plotted at (XC+HR, YC+VR).

1-2-3 GRAPHICS/VPIOT
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11. To highlight zones of velocity greater than the maximum
scale length, a solid arrowhead will be displayed when either the
u- or the v-component exceeds a "maximum value" that is pre-
scribed in the input data as VECMAX (JI-7).

Use

12. VPLOT requires one to three input data files and pro-
duces one output file, summarized in Table 1-2-1. All input
files inist be created before executing VPLOT.

13. Graphs are not displayed when VPLOT is executed; the
plot file is created and saved. It is then ready to be directed
to plotting devices by using METAPLOT.

Table 1-2-1

Summary of Files for VPLOT

Description of Data Source/File File Type

Input A
Mesh data GFGEN/OIRI Binary
Hydraulic data RMA-2V/01R2 Binary
Card image input data Editor Coded

Output
Velocity vector plot VPLOT/PLVP Binary

file

*See Table N7 in Appendix N for explanation of
file codes.

14. V.LOT is executed with PROCLV. A typical command line
is shown in the APPENDIX 0: PROCLV. Current procedure may differ
slightly and can be listed by requesting

BEGIN,HELP,PROCLV,VPLOT

15. Plotting does not begin when VPLOT is executed. The
VPLOT output file will be saved by PROCLV and can be attached and
directed to the plotting device by METAPLOT.

16. VPLOT writes a short printout back to the line printer
separate from the plots.

(;RAPHiCS/VPLOT 1-2-4
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Example

t 7. The following Card Image Input data file produced ihe

vector plot shown on Figure 1-2-I.

TI LITTLE ROCK AIRPORT RUNWAY EXTENSION---ARKANSAS RIVER 12/9/83 RFA

JI 1.0 1.0 0. 0. 10. 10. 15.0 00.0

J 2 3 0 0 0 1 0

XS = 1.0 ITYPE = 3
YS = 1.0 ISEL = 0

HORIZ = 0. IPNN = 0
VERT = 0. ISTEPS = 0

HHS = 10. IBOUND = 1
VVS = 10. ITONLY = 0

VECMAX = 15.0

Instructions for Coding

Card Image Input Data

18. The input data should be coded in eight column fields

with the card type coded in columns I and 2. The instructions

- - that follow show details. Variable names appearing in the input

are shown in Table 1-2-2. A list of the input card images is

given in Table 1-2-3.

.7
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Table 1-2-2
Summary of Variable Names on Input Cards

Variable Card Variable Card

AR JI NODLST PN
NPXMAX VW

HHS Ji NPXMIN VW
HORIZ i NPYMAX VW

NPYMIN VW
IBOUND J2
IBNPLT J2 TITLE TI
ICG all TPL VT

IN VN VECMAX Ji
INODES J2 VERT Ji
IPNN J2 VVS iJ

NX RG
ISEL J2 NY RG
ISTEPS J2 XS JI
ITONLY J2
ITYPE J2 YS it

Table 1-2-3
Sequence of Card Image Input

Card Content Required?

TI Title for plots Yes
JI Scaling and orientation parameters Yes

J2 Run options Yes
VN Nodesat which vectors are to bedrawn If ITYPE = I
VW Plot window If ITYPE = 12
RG Regular grid intervals If ITYPE < 0
VT Times at which plots are to be drawn If ITONLY > 0
PN Pinpoint location of a node No

1-2-7 GRAPHICS/VPLOT
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*TI Card Title Card Required

Record title information on one card.

-Field Variable Value Description

0 TI Card identification.

1-3 TITLE Enter up to 20 character plot title

- 1 -I
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JI Card Job Parameters Required

Field Variable Value Description

0 ICG Ji Card group identification

I XS + Scale factor for the x-axis of the mesh

(Code as 1666.67 for 1:20,000 scale map,
i.e., 20,000/12 = 1666.67)

0 Program will search HORIZ, VERT then
YS for use as x-axis scale for mesh

2 YS + Scale factor for the y-axis of the mesh

when creating a distorted plot (not

recommended)

0 Program will search for HORIZ VERT then

XS for use as the y-axis scale for the
mesh

3 HORIZ + Maximum plot size in inches for the
x-axis of the mesh. If coded HORIZ

will override XS

0 Program will search VERT, then XS

for the x-axis scale for thie mesh

4 VERT + Maximum plot size in inches for the

y-axis of the mesh. If coded, VERT
will override YS

0 Program will search HORIZ then YS for

the y-axis scale

5 HHS + Code the x-velocity scale factor in

feet/sec/inch of plot (i.e., 5 = 5 fps

per inch of Calcomp plot; 5 = 5 fps

per 1/2 inch Tektronix 4014 plot)

0 Never

6 VVS + Code the y-velocity scale factor.

For undistorted plots, VVS = HHS

0 Never

7-7 VECMAX + The maximum velocity component for

open arrowheads. If either u or

v velocities exceed VECMAX, the

arrowhead is shaded. If both u and

v velocities exceed VECMAX, the

1-2-9 GRAPHICS/VPLOT
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Ji Card (continued)

Field Variable Value Description

vector is set at 45 deg in addition
to the shaded arrowhead

8 AR +,- Azimuth of the y-axis of the mesh in

degrees when it is desirable to rotate
the vector plot. AR is measured from
the y-axis of the plotter device (i.e.,

vertical on Tektronix and across the
paperon drum plotter), positive
clockwise

0 No rotation

GRAPHITCS /VPLOT T-2-10 j
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J2 Card Job Control Parameters Required

Field Variable Value Description

0 ICG J2 Card group J2

ITYPE Type of vector plot requested

0,3 Default, full finite element mesh plot
1 Plot selected nodes, finite element mesh

2 Plot selected window, finite element mesh
-2 Interpolate from finite element mesh

onto regular grid and plot selected
window

-3 Interpolate from finite element mesh

onto regular grid and plot entire space
Type of per-unit-width-discharge vector

plot requested

10 Plot selected node, FE mesh

20 Plot selected window, FE mesh
-20 Interpolate from FE mesh onto regular

grid and plot selected window
30 Plot a full finite element mesh

-30 Interpolate from FE mesh onto a
regular grid and plot a full finite

element mesh

2 ISEL + The number of nodes coded on VN
a cards. Required if ITYPE = 1

0 Only required when ITYPE is not equal to I

3 IPPN 0 Node numbers are not written on

the plot (preferred)

I Node numbers are written on each

node plotted.

4 ISTEPS 0 Steady state, yields I plot

+ Code the number of time-steps in

the RMA-2V dynamic run output file
for which a vector plot is desired

5 IBOUND 1 Plot the external bouindaries as a
solid line (preferred)

0 Do not plot external boundaries

6 ITONLY 0 No VT card is present

+ Enter the number of time-steps

coded on VT cards

1-2-11 (;RAPHICS/VPLOT
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Field Variable Value Description

7 IBNPLT 0 Do not plot locations of boundary

nodes

+ Plot locations of boundary nodes

8 INODES 0 Plot vector at all nodes in
specified plot area (default)

I Plot only corner nodes in the

specified plot area
2 Plot only midside nodes in the

specified plot area

!

KI
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VN Card Selected Nodes for Vector Plots Optional

Include this card when ITYPE =I or 10 (JI Card)

Field Variable Value Description

0 ICG VN Card group identification =VN

1 INC I) + Enter the first node to have the
vector plotted

2 IN(2) + Continue coding 10 nodes per card until
all nodal points have been entered for
the vector plots

etc. Code ISEL (J2-2) nodes

WE

1-2-13 GRAPH !CS/VPLOT



04/85

VW Card Rectangular Window Optional

Field Variable Value Description

0 ICG VW Card identification = VW

I NPXMIN + The node number of the smallest X-

coordinate in the window

2 NPXMAX + The node number of the largest X-
coordinate in the window

3 NPYMIN + The node number of the smallest Y-
coordinate in the window

4 NPYMAX + The node number of the largest Y-
coordinate in the window

* Include VW card when ITYPE 121 or 1201 (J2 card)

GRAPHICI(S /V ILo r 1-2-14
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RG Card Regular Grid Scale Optional

Field Variable Value Desciption

0 ICG RG Card group definition = RG

I NX + Horizontal axis spacings for regular

grid plotting
Default = 50

2 NY Vertical axis spacings for regular
grid plotting

Default = 25

Include RG card when ITYPE (J2 card) is negative.

--

I-
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VT Card Selected Time for Vector Plots Optional

Field Variable Value Description

0 ICG VT Card group identification = VT

1 TPL(1) + Code the time in decimal hours

for the first vector plot

2 TPL(2) + Continue coding the times in sequential

order until ITONLY values have been
entered

Include this card when ITONLY (J2 Card) is positive.

,'- .1
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PN Card Plot Node Location Optional

Field Variable Value Description

0 ICG PN Card group identification PN

I NODLST + Code the node numbers where you want a
"+" sign plotted for references. Up
to "'MM3" values are permitted. Code

continuation cards exactly the same as
the first card. Program will count

the number of values coded and stop
automat ical ly

1-2-17 GRAPHICS/VPLOT
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ADDENDUM 1-3: USER INSTRUCTIONS FOR PROGRAM DROGUEPLT

Purpose

1. DROGUEPLT's purpose is to trace the movement of a drogue

with time when placed in a flow field computed by RMA-2V.

Origin of Program

2. DROGUEPLT was written by J. P. Stewart of WES using
interpolating routines from RMA-3, which were written by Resource

* - Management Associates.

Description

3. The program plots the movement of one drogue for a
maximum of 25 hr. A maximum of 400 nodes may be used to describe

the land boundary.

4. Results at the finite element mesh points are converted

to a rectangular grid with each grid cell assigned the element
number within which it lies. The rectangular grid is used to

approximately locate which element the drogue is occupying at
each computation interval. The drogue coordinates are converted
to local coordinates, which are tested to see if they lie between
-I and 1. If so, the correct element has been located and the

drogue velocity is computed using the shape functions. The model
results time-step increment is divided into 36 equal parts. Tht
drogue is moved a distance equal to

TINCR

x = Vx 36 and

TINCR

Y = Vy 36

The new x , y coordinates are then used along with the rec-
tangular grid to approximately locate the element within which
the drogue lies, and the process is repeated.

5. If the local drogue coordinates do not lie between -1
and I, a second iteration is made by choosing the appropriate
adjacent element. This is determined by checking whether the
local coordinate is less than -l or greater than 1. When the
correct element Is located, the drogue velocity is computed as
described above.

1-3-I GRAPH I CS/DROGUE
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Use

5. DROGUEPLT is executed from PROCLV. Card Image Run
Control input is described below. Required input includes the
GFGEN geometry f ile (01 RI) on logical unit 3, and the RMA-2V
results file (01R2) on logical unit 6.

Card Image Data Input Instructions

6. Card Image run control data Input is described In the
following pages. Input is fixed format.

GR~APH~ I (5/DROIGUE 1-3-2



Card I. (13A6) Title Requircd

Name Value Description

TITLE -- Title to appear on printed output

1-3-3 GRAPHICS/DROGUIE
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Card 2. (FIO.O, 215) Timing Control Required

Name Value Description

TINCR + Length of velocity input time-
steps in seconds

NSTEPS + Number of time-steps to be read

from tape unit 6

ISTRT + Time-step at which the drogue is

to be placed in the water

(RAPH I CS /DROGUE 1-3-4



Card 3. (2F 10.O0 Initial Drogue Location Required

Name Value Description

XDR(1) + Initial location of the drogue
YDR(l) +

Wdi

1-3-5 GRAPHICS/DROGUE
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*Card 4. (315) Job Options Required

Name Value Description

iPTI 0 No grid print

I Swath dump of grid is printed

1S3 Tape unit for GFCEN file
(default - 3)

1S6 + Tape unit for RMA-2V file
(default =6)

GRAPHICS/DROGUE 1-3-6



Card 5. (4F10.O, 215) Griding Description Required

Name Value Description

XORG + X-coordinate at origin

YORG + Y-coordinate at origin

XGRID + Grid spacing

YGRID + Grid spacing

NK + Number of columns

NY + Number of rows

1-3-7 GRAPHICS! DROGUJE
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Card 6. (1615) Element Control Required

Name Value Description

Every element must be flagged.
14AT 0 Element is ignored

I Element is used in the computation

kW-
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Card 7. (15) Land Boundary Control Required

Name Value Description

NPTS + Number of points to be read
describing land boundaries

1

1-3-9 GRAPH ICS/ DROCIJE
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Card set 8. (1615) Land Boundary Nodes Required
if NPTS > 0

Name Value Description

NBP(J) + Node number along a land boundary

9999 Flags end of a land segment. Used
to lift plotter pin before starting
a new segment, such as an island

Blank End of land boundary description

- NOTE: Use as many cards as needed to describe the land boundary.

|3
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Card set 9. (10A8) Axis Titles

Name Value Description

H-EADER 2 title cards to appear on the
plo0t. Titles should be centered
in an 80-column field

1-3-IlGRAPIIICS/DROGUI:
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ADI)ENDUM 1-4: USER INSTRUCTIONS FOR PROGRAM 4VIEW

Purpose

1. Program 4VIEW is a batch program that produces 3-D line

drawings of DMS-A gridded data.

use

2. Input to 4VIEW consists of Card Image run control and a

gridded data file. The gridded data file, input as logical unit

to, is i the format produced by the DMS-A as described in
Appendix L.

3. Output consists of a plot file on logical unit 3.

4. 4VIEW Is available through PROCLV:

BlEGIN,VIEW,PROCIV,id,13RP,I 14V,014V,rje <Ct)

where id - user's name
13RP - DMS-A gridded data file name

114V - run control input file name
014V = plot output file name

rje - destination of printed output

5. The run control input to 4VIliW consists of one card
(line) and is as follows:

Variable
Number Format Description

II View for plot number I

= 0 for no plot
I for front
2 for rear

= 3 for right
4 for left

2 II View for plot number 2

3 II View for plot number 3
4 II View lor plot number 4

5 F4.I Vertical exagg, eration (scale factor)

6 16 Minimum x-value of grid to be plotted

7 lb Maximum X-value

8 lh Minimum y-value

9 Ii, Max imum y-value
IO 1 0.0 Dimension in inches of long dimension

of page to be plotted (28. is maximum)

II FIO.O Pedestal height in inches (position
where area of interest is to be drawn)

G RA I'III C S / 4IV [W 1 -4-1
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ADDENDUM 15: USER INSTRUCTIONS FOR PROGRAM SEDGRAF

Purpose

1. Program SEDGRAF displays one through nine ranges of

desposition/erosion or concentration data from the sediment model
(STUDIO in a factor map display.

Origin of the Program

2. SEDGRAF was written by S. A. Adamec of WES.

Use

3. The irregularly spaced nodal results are interpolated to

a 100 by 100 regular grid. For each plotting range, the user
mus t specify starting and ending values and a symbol (such as
or "1"). The symbol # is reserved for land. The user must
specify which time-step is to be displayed from the STUDH results
(if you want the last time-step of a run that lasted 20 time-
steps, you would specify 19 since STUDH runs one time-step before

producing results) and the component to plot (1=concentration,
2=bed change).

4. The program will window in on a particular area of the mesh

if the user specifies four nodes that form a box around the area
of interest.

5. SEDGRAF requires a GFGEN geometry file as input on

logical unit I and a STUDH results file as input on unit 2. The

card image input data are read from unit 8 and the output

METAFILE (plot file) is on unit 99. The input data for SEDGRAPH
is read in free-format. All fields are separated by commas and

the symbols for each range must be enclosed in single quotes

6. Letters, numbers, and symbols may be used as factor

plotting labels. Commonly used symbols are letters for varying
-. degrees of erosion and numbers for varying degrees of deposition.

When plotting concentrations, it is advisable to also include a

minus sign for negative concentrations between -0.01 and -1000.

to warn of patches of negative concentrations.

7. The scale of plotting chosen may mask some local results
because of averaging. To obtain details of results, windowing is

necessary.

E4
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Card Image Data Input Instructions

Card 1 (Free-Format) NUMSTP,NCOM,IWINDOW

NUMSTP =The number of the data record to be displayed
NCOM - The component to plot (I=CONCENTRATION,2-BED CHANGE)

* IWINDOW - Turns windowing on or off (O=OFF,1=ON)

Card 1A (Free-Format, Include only
if Window from Card I is Equal to 1) NXMIN,NXMAX,NYMIN,NYMAX

NXMIN - NODE FOR MINIMUM X-COORDINATE
MXMAX = MAXIMUM
NYMIN = MINIMUM Y-COORDINATE
NYMAX = MAXIMUM

Card 2 (40A1) (ITITLE(I),I=1,40) ITITLE =PLOT

TITLE (40 CHARACTERS OR LESS)

CARDS 3 THRU 11 (FREE-FORMAT, USE ONLY AS MANY AS
YOU NEED UP TO MAXIMUM OF 9) VMIN,VMAX,SYMBOL

VMN=SATN ALEFRTI.AG

VMIN = STARING VALUE FOR HIS RANGE

SYMBOL = PLOTTING SYMBOL FOR THIS RANGE (MUST BE IN SINGLE
QUOTES)

SEDGRAF is run from PROCLV. See Appendix 0 for instructions.

(;RAPHI CS /SED GRA F 1-5-2
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ADDENDUM I-b: USER INSTRUCTIONS FOR PROGRAM WDGPLT

Purpose

I. Program WDGPLT produces plots of wet and dry portions of
the finite element grid during an RMA-2V simulation. The first

plot produced by WDGPLT is a plot of the entire grid as produced
by program GFGEN. For each user-selected time step, two plots

are produced--one of the wet area and one of the dry area. The
grid plots may be rotated and scaled by the user.

Origin of the Program

2. WDGPLT was written by S. A. Adamec of the WFS Hydraulics

Laboratory.

Use

3. Program WDGPLT can be accessed through PROCLV in the

following manner:

BEGIN,WDGPLT,PROCLV,ID,IIWD,OIRI,0]R2,01WD,RJE

where

I = user name
IIWD = filename for WDGPLT card input (may be null)

OIRI = GFGEN output geometry file

OIR2 = RMA-2 output hydrodynamic file
OIWD = output Metaplot file from WDGPLT
RJE = user name of RJE printer for printed output

Input

4. Input to WDGPLT consists of a geometry file (GFGEN

output) on logical unit 1, an RMA-2V output file on logical
unit 2, and card image run control on logical unit 6.

Output

5. Output from WDGPLT consists of a GCS/META Metaplot file

and a short printed output. The metafile can be post-processed
by DIRECT into Calcomp or graphics terminal plots.

Instructions for Card Image Input Data

6. Each input d ita card contains eight real input data

1-6-1 GRAPHICS/WDGPLT
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fields of ten places each (8EI0.O). The input title card is 80
characters wide. If any or all of cards I through 7 are omitted,
WDGPLT will plot all of the time steps on the RMA-2V output file.

Card I (8EI0.0):

Field 1 AROT -- grid rotation factor in degrees
CCW from the positive x-axis

*-" Field 2 SCALE -- coordinate scale factor to be applied

to all coordinates by multiplication

Field 3 TSEL -- if nonzero, plot only the user-
selected times on cards 2-7

Cards 2-7 (8EO.O:

Fields 1-8 TUSER(J),J1I,NUTS -- user-selected times for
plotting. Code 8 values to a card
up to a maximum of 48 values (6
cards)

Card 8 (A80):

IUTIT -- an 80-character plot title

CRAPI ICS/WDGP.T 1-6-2
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't .,t i t i I c rs 0 ;1 r n o t t' 2-i) hydi rodynl'amnic t code. ',:"a t er-s itcr I I I.tu

e v i Vn , o c i-y ;a i - / di , c t i on, n cit ve ocity e, Ih/1 1 oo

I."] I t 1.l' I cii s c, a it- p " rcc it l. t in si l , OlS b, ot It r i c 1)l i C I .t i1

I ; t. it Ia r 1'. 11ll ' :n! ' , , t' n t w o I01 A- 2 V ricos o r a f R 1A- 2 V r clii ; 1ii

a It I rato : ( i i t'I ! o r I ra :i , phy sic;: I mo dteL. A r;tnked c l rc Il-
t i n O t .tiO I c i 0 1 t ttn t' ('1)1 c t1 Io Idle IO,; C pa r ison. itr stat is-

Lics icict! i, ill;. lI! ;aia victt Icis I-or dt'pths ca ! tl'rrea t

fir i,, t at Pro,, rar

Po2. I 1i)ScIY was wri ttec i by I. P. Ibacl of the \141.S I!ydraul ics

i',e"cri pt iton

3. G;raphi c s Compati hi lity System (;cs) calls aire tic;od for

S ol Ltt i n Tnlt' idj c ,stinIl It t I i, II c od di rec t i it i s per Fo r nd by
I ic sL si q1: lr's c itr''c I iL II- rcllyty tic' dat al. Tic cotrrv'I.-tioi

c t' i ,'i i t (.i -I c o ;i i i s Ill. r I o r ile i y cd' r i L t t-I it y 1'. i%,
:1.i r p i i 't It' c ' I w 9 7 i tc is ;i ' t i 1i c ti oti!, tl: L IF K S

.11; I Itl'o r iw Lo c i l " I t 'llo , r i' I Iir a ry (It"i' . pr at' r;i n n ll 1it, r 7It -

,7-1"41 lt)

4. PiOSTiIY I) is i, x' cI'tIt c I r m PiOCI V. litc Cyber Cott tr I
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1 , lit 1T Y ) , 1 tCL V ( CR>
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Tahic 3-I-I

Input rlata Files

FORT RAN
Log i ca l
Unit(s) Input Pata

1-5 RMA-2V time-history data filts, n chron-
olo gica] order: tIe file supplied on
Un i t 2 shou d have been "h o t s t a r te
f r o in t lie run t hat prod uc d th . i Ie h• i u,
supplied on Unit I.

21-30 Data Ii les Ior coriii soui. These c arl he
out p tLL from RHA-2\ , fi ,Id iata, or )1 sictJ

mode I data.

40-41 GFGFN geometry files, ti. il. hf, i ,,
s u p p 1 i c (I on Ii i t 40 ;o c s w i t I t h e d a L :i rn
Un i t s 1 -5, alld tile file s LI p p 1 i i 0n Ii1 i t

4 1 goo s w i t i the d t ita ol in i t s ? - 1. I t
n o d a t a a r e su p p 1 i t, d o Un i t 41, 1 a ad ;

c onlaris on is m ar J o t , 'I o i wr P1"\-o P rus,

then tIt pro) gra3m will usv tt lil
su pp ied o fer i t so1) for both 1,iA- 2V rui ns .

50 Ruln control i n pt tO POS IIY1), as

d(escr iei ill the fol I owin paes.-

7. A summary of PSTI!YD ruo control input is ,iven i Table
J-I-2. Figure J-1-1 illustrates sample run control inlput. lIe-
tails ot run control input are given followin "r nhle ,I-I-h.

h. Input file tormre ts for data to be cm,.patrt,< with I i A-'
results art ;iven in Table J-1-3 (field date), ,I-I- ('h is i I
model tide data), and 1-1-5 (physical model vclocity dnta).

On lt pi t

. H YT Po( r1 , t 1u tnt c(illS St s ot p r i ,t ( I rl 1 1 -0 Lq i

lor ts. Fi ;itr , .U -I-2 shows a sampIl til ir 0itt 1 )tL tr:h I i' , .
Graphical 1 )UtptIt is writttcr tn lo ical irni t 77 :mr icr :1 statil i r

TAKlS tormat for t1;TA system plot til,, 1;I P1)1 ) otS :ar1 s holI' 1
F i pit rcs J-I-3 - .1-1-5.

OUTPUT/POSTHYD 1-!_"
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Ti1 Mi4l VS WkSHI 570K CrS GL-100.00 5-17-85
T2 M4 M1
PL 0. 50.
CS RMA2
PU 634 0. MS
PM 634 0. &IN , 0.
PN 216 0. NB
Ps 216 0. 1rm ,, 20.
PU 1023 0. MS
PM 1023 0. IN ,, 20.
PU 737 0. NS
PM 737 0. UM ,,1315.

PL 0. 0. 99. 110
PP 00. ,1031,1023,1015,1007,999,647,646,645,644,643,642,641,625
9M

Fi, iro .1 -I-I . P[oS'I Y I) saimpk. rmuii control inim, t

.' ". "J-I -3 ot;'PUT! PO(STHIY I)
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PROGRAM POSINwO .... MESH4 VS MESHI 18K CFS GL=IO0.00 TIME HISTORY TABLE
KA2 hODE 216 RPA2 NODE 216

TIME 0-VEL 0-REL MAGNTUODE DEPTH MS ELEV NET/DRY vS ELEV
(HOURS)(FTSEC) (FTICEC) (FT/IEC) (Fl) (FI) STATUS (FT)

.00 -.115 -.043 .1Z3 5.501 100.50? WET 100.013
1.00 -.341 .040 .34 5.391 100.391 WET 100.24

04.00 -.491 -.005 .591 5.105 100.185 WET 100.090
3.00 -.269 -.061 .286 5.152 100.152 WET 100.248

06.00 .113 .166 .201 S.671 100.411 WET 109.675
35.00 .280 .368 .63 4.71 100.1 MET 100.S01
6.00 .214 .39 .555 4.84 100.88 MET 100.8687.00 .198 .166 .ST 5.942 100.9 2 MET 100.9510.00 .280 -.018 .082 5.929 100.929 WET 100.9 29.00 -.062 -.260 .110 5.854 100.854 MET 100.8510.00 -.186 -.233 .298 5.733 100.233 MET 9100.721l.00 -.267 -.290 .394 5.582 100.582 WfT 100.57212.00 -.309 -. 355 .020 5.408 100.50 WET 100.40213.00 -. 326 -. 411 S5ZS S.225 100.22S WET 1 10.223

14.00 -. 337 -. 449 .562 5.040 100.040 WE 1 100.039

15.00 -.300 -.230 .543 4.855 99.355 WET 99.85316.00 -.349 -.311 .591 4.65 99.615 WET 99.61311.00 -. 345 -.469 .503 5.510 99.510 WET 99.50818.00 -.333 -. 44 .555 4.36Z 99.362 WET 99.3689. 00 o2 400 :40 .26 .99:269 WET 19.26530.00 -.36 .939 5.21 99 212 ME1 992070.00 -.2 37 -.260 .32 4.230 90.210 MET 99.20632.00 -.188 -. 160 .239 5.861 99.269 MET 99.2663.00 -.128 -.OZ9 .131 4.36 99.386 WET 99.38624.00 -. 023 .118 .120 4.546 99.546 WE 1 99. 5*7

25.00 .100 -. 34 .254 4.735 99.138 MET 99.13726.00 .190 .303 .357 5.91 99.91 WET 99.90700
21.00 .237 339 .414 5.156 100.156 WET 100.16338.00 .255 3S4 .536 5.366 100.36 MET 100.31
39.00 -.35 3 1 3 .31 5.055 000.555 MET 500.60
30.00 .230 .316 .391 5.167 100.81 WET 100.719
31.00 .207 .462 .334 5.830 100.830 WET 100.637
3Z.00 .13 .183 .139 5.896 100.896 WE 100.902
33.00 .07 .081 .112 5.901 100.901 WET 100.905
34.00 -.831 -.06 .O9? 5.845 90.24S MET 100.846
35.00 -.151 -.166 .26 5.238 100.238 WET 100.136.00 - .243 -. 261 . 351 5.593 100.s93 WET 100.591

31.00 -.297 - .24 .39 4.2 100.222 MET 100.20S30.00 -. 320 -. 399 .512 5. 35 100.235 WET 100.237
39.00 -. 310 - .443 .553 5.045 100.045 WET 100.049

40.00 -.35 -. 4,8 .50 4.57 99.881 WET 99.861
41 .0 -. 331 -I47 .583 4.64 99.6? 4 . 99.6To42.00 -. 334 -. 461 S514 4.508 99.508 WET 99.510
43.00 -. 323 -. 440 .546 4.367 99.367 WET 99.369

4 5.00 -. 266 -. 333 .426 4.z08l 99.208 WET 99.208

46 -. z -.254 .336 4.28 WET 99.208• 1o0 .17 -. Sk 230 4.Z6 *I.:6 WET 9.6

01t llF T10/ 'll ' Y T)'2 .i ,7 2 ;

'N.
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PROGRAM P05THIO.... MESH4 VS NESHI 1K (FS GL.100.00 TINE HISTORY TABLE
MRA2 NODE 216 RMA2 NODE 216

|- TINE I-VEL V-VEL MAGNITUDE DEPTH MS ELEV ME1/0RY x-VEL T-VEL MAGNITUDE
(HOURS)CFT/SEC) (FT/SEC) (F/SEC) (FT) (FT) STATUS (FiSEC) (FT/SEC) (FT/SEC)

.00 -. 115 -. 043 -. 123 5.501 100.507 MET -. 112 -. 069 -. 1321.00 -. 341 .040 -. 344 5.391 100.391 MET - .105 -. 049 -. 1162.00 -. 491 -. 001 -. 491 5.185 100.185 ME1 -. 060 .060 .085
3.00 -. 269 -. 061 -. 216 5.152 100.152 MI -. 059 .241 .2494.00 .113 .166 .201 5.411 100.411 MET .188 .361 .407
5.00 .280 .361 .463 5.114 100.124 MET .252 .356 .436
6.00 .2T4 .39 .428 5.884 '00.884 MIT .237 .259 .3521.00 .198 .166 .258 5.942 100.942 SET .356 .120 .1
8.00 .080 -. 018 .082 5.929 100.929 MET .024 -. 041 -. 141
9.00 -. 062 -. 158 -. 110 5.854 100.854 MET -. 01 -. 166 -. 204
10.00 -. 186 -. 231 -. 298 5.133 100.133 MET -. 208 -. 231 -. 31511.00 -. 261 -. 290 -. 394 5.582 100.582 MET -. 251 -. 282 -. 31
22.00 -. 309 -. 355 -. 470 5.408 100.408 MET -. 211 -. 322 -. 421
13.00 -. 326 -. 411 -. 525 5.225 100.225 WET -. 2d8 -. 356 -. 45814.00 -. 331 -. 449 -. 562 5.040 100.040 MET -. 306 -. 380 -. 48115.00 -. 345 -. 4TO -. 503 4.855 99.855 MET -. 321 -. 391 -. 506
16.00 -. 349 -. 411 -. 591 4.615 99.615 MET -. 329 -. 391 -. 52111.00 -. 345 -. 469 -. 583 4.510 99.510 MIT -. 328 -. 318 -. 501
18.00 -. 333 -. 444 -. 555 4.312 99.312 MET -. 316 -. 351 -. 41219.00 -. 312 -. 400 -. 501 4.269 99.269 MET -. 293 -. 307 -. 42420.00 -. 280 -. 339 -. 439 4.212 99.222 MET -. 258 -. 245 -. 355
21.00 -. 231 -. 260 -. 352 4.210 99.210 SE -. 210 -. 162 -. 26522.00 -. 188 -. 160 -. 241 4.269 99.269 MET -.250 -.053 -. 15923.00 -. 128 -. 029 -. 131 4.386 99.386 MET -. 063 .083 .104
24.00 -. 023 .118 .120 4.546 99.546 MET .048 .192 .190
25.00 .100 .234 .254 4.135 99.135 WET .138 .253 .288
26.00 .190 .303 .351 4.941 99.941 MET .185 .289 .34321.00 .231 .339 .414 5.156 100.156 MET .206 .309 .37228.00 .255 .354 .436 5.366 100.366 WET .213 .314 .380
29.00 .255 .341 .431 5.555 200.555 MET .209 .301 .36130.00 .240 .316 .391 5.714 100.114 WET .188 .268 .32831.00 .207 .262 .334 5.830 100.830 MET .149 .214 .261
32.00 .153 .183 .239 5.896 100.896 MET .088 .138 .16433.00 .011 .081 .122 5.901 100.901 MET .003 .036 .03634.00 -. 031 -. 046 -. 055 5.845 100.845 MET -. 101 -. 0081 -. 13035.00 -. 151 -. 166 -. 224 5.738 100.138 MIT -. 189 -. 119 -. 260
36.00 -. 243 -. 261 -. 351 5.593 100.593 MET -. 244 -. 251 -. 35031.00 -. 291 -. 331 -. 449 5.422 100.422 WET -. 275 -. 301 -. 412
38.00 -. 320 -. 399 -. 512 5.235 100.235 WET -. 293 -. 350 -. 45639.00 -. 330 -. 443 -. 553 5.045 100.045 MET -. 309 -. 319 -. 489
40.00 -. 335 -. 468 -. 515 4.851 99.851 MET - .322 -. 395 -. 50941.00 -. 331 -. 415 -. 583 4.614 99.674 MET -. 330 -. 396 -. 516
42.00 -. 334 -. 463 -. 514 4.508 99.508 WET -. 329 -. 383 - .50543.00 -. 323 -. 440 -. 546 4.361 99.361 SET -. 318 -. 354 -. 475
44.00 -. ]00 -. 396 -. 491 4.264 99.264 MET -. 294 -. 308 -. 42645.00 -. 266 -. 333 -. 426 4.208 99.208 MET -. 258 -. 244 -. 355
46.00 -. 221 -. 154 -. 306 4.208 99.208 MIT -. 209 -. 162 -. 265

47.00 -. 112 -. 154 -. 230 4.268 99.268 MET -. 149 -. 054 -. 158

I i I 1 - i. I N JJYi) 5,. i T pl
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AD-AI12 390 USER'S MANUAL FOR THE GENERALIZED 
COMPUTER PROGRAM

AD-1.5 3M SYSTEM OPEN-CHANNEL FL (U) ARMY ENGINEER WATERURYS
EXPERIMENT STATION YICKSBURG MS HYDRA

UNCLASSFIED WA THOMAS ET AL AUG 85 ES/R/L-85-i F/C 13/2 UL
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5e0-475K CFS 6-22-83 FIELD CONDITIONS --- maO as 4UD
-- -FIELD Sm7lli0 irTOTIOs

3.

Z.I

T
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2.
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-S.", 16 is DI a 310 3 40 46

Figure J-1-3. POSTHYD sample water level time-history plot
-o. o

- r--'.:OUTPUT/POSTHYD ,J-1-6,-% -?
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S70K CFS 25 HR RDT 1.8 FT RANGE 5-17-85 -312~ t 5704
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Figure J-1-4. POSTHYD sample velocity time-history Plot

J-1-7 OUTPUT/POST HYt)
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PLOT

AT'CHAFALAYA MESH 2 33SK NO. 2 M.T.

OU6.*T"U

-P 2: 7!612.6 It. -24.
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P1STHI) R.un Con trol1 Commands

l~a KCon tent Pag'e

'!a * iaiu r i itLi t1- J-I-13

T% - 2 Le s'uld 11 otL:-ItjLu o mSfor P 1o t t in ii, J-I- 14

0 Lt citr v e s'iibol CollLrol J - I- 16

'ji 0curIt-v e lille control - 17

(.s ",ont ro o, source o[ comparison - 18

PN PIlot t ime-bistory at i ndiv iduml 1 -I- 1 9
ntodek

1, P r o c p r o t i I t p l o t a ] o n f, s c - 13 - 2 ! 1

C C Pr o (I i c o nt jvrut t v cc alIn J -1 -2-
t; o C Li i 0( 11(1 e s

4 (out nu11aL i fll card used by the J1-1-23
P 1n 1 ' ; c o in va lnd
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T"abl e ,J-I-3

Field Data Input Format*

Re cord
Number Co I uRn s For-t lDesc r iIt ion

1-60 A A title describing the Station and
type of Iata.

A 3-h A cl ract e,rsi-Lditi I vi I tit

s t at ion.

24-25 1 Starting 0month L 1Itniir (- I- 2).

2t)-27 I .tartiit, Iay (1-31).

2b-2
)  I Sta rt ini'.,, year ( I- 9).

32-33 1 Start ing our (1-2').

34-35 1 Startin 1iiiiite (i -1)i,) .

53-57 1 Ti et r i , me it , in it lit r

04-6 I N ii ) r o C da t ;A p o j , t

7(l-77 (. irt c tc r i'1-n t ! i , I ,r L ty e 1i

dI a t a .
= 'i I ;F II '" icr t i s.

X-VI.L " 1 nr the x-ve-locity
CO t 'm ln t s .

= " YI- V .i o r tft_ y-rc I (I r u y
c 1)l111 11 ) 11, 1 L 1; .

3+ lI-80 1 1'7.1 , I , H 1 I' 1 li I t tt i I I

d;ata arte; i inpIt L.

' t,. I [ :11 H 1i V 11 i it - I i i I 1t it i 1n ' . .' 1 .1 e L ;I

Vi ('l c tY ' t . i) i I) (r45 I ' it Ii I. II I o I s,

1(. . Initi 1e I or ti e At clin a I ay ay 1 l a 1, yI-),1 st i.' v.

OUTPUT/POSTHYD .- i-

-. U,-. 7. - . . . . .
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EI Ta, i,,J-1-4

Physical Model Tida IInput lata Format*

Snr'hr h',o i ur C s ,'orviat Description

1- 1-7 1 Line nunber.

_ A Ch a r a v t r s I k- n t v i j n 1, t fI' a ta

nonti. r
*1'-7 Iline nhlmoer.

- 1 i I Number of sLait ions in ',his fl .

it., I -7 1 I ne nuri her.

'-1 1 1 Station identit i-r Ior tlie

lollowin,; tidal data set.

4+* 1-7 1 Iine number.

1 4 ValIue of v,,iter-sirfa('' c ilevat oti .

t,: I. li !t rt a record t yp1)e 4 for each data Oi Lit or 1

part iciil;ir staLion. (ise a record t yp to start oft

tie data .or each ot the stat ions Cognitd in record
" ." t y st 2.

'-,

2 . Th i l to 1 ii v has not it, (2in i I e ri c ii L cc yt t

I-I - I I 11)11 '[ I!/I'SI Ii !

- -:
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Table J-1-5

Physical Model Velocity Input Data Format

Re corrd

Type Cot Imns Format PIescriI) t ion

1-7 L Line nthlber.

S-,O A , yeutitying title for tLfi iHe.

? 1-7 1 Liile nimf ne r.

8J- In [ Ntinmher of sta. tions on this i ilt

3+* 1-7 1 Line number

-'-1 I Station uenitit fior.

12-14 £ Nu-a be r of depths for which dat;
were taken at titi station.

15-18 A :ILter 1 nli iber ta ii ; data.

19-25 F Total depl1th at this stat ion.

26-32 F e p)ptf [or the bottom readin.-

33-39 F Depth for th;e midd, pt I, readin:.

40-47 F Depth for th1e sLir face real i n;

48-56 F X-coordinate for stat ion.

57-64 F Y-coordinate [or stat ioi.

4+ 1-7 1 Line nuiher .

8-14 F Velocity magnitude , in t t/ie .

- 1S-1 1 V.: fucl t 0 rir,,ct i 'I, in h

clIockwis I rm t rt ii,'i.,L
Sby Ifi

7"-'IA i t) t , o r t a (I i .

Iff fI-1 o r S I Ai AC.'

< tes: . inpit a re cord type for i.c Ii tim c,-st''. inl rt a
c ar I type 3 et e ore t h. dati a Fur ( i lI s ts t on it 0ou ti,:
on record type 2.

2. ''llI s opt i()n ihas not lie ('I i 1 3 i -l1 3,lit .I V,

4:- J'+:OURPUT/POSTHtYD -f-I- '

---------------o '- 'b Pr - - - - - - - - -
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T'I CAi: laini Run Title

____ vr ia blIe Descriptionl

C. - I Caj rd keoywo rd =T I

IT IT Up to 77 characters of title thlat will

he' printed at the top of the tables
.10(1 plots

J- I - 1 '3 0111 PI' 1/ 0 l'oi-

.2 .-
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T2 CARD: Legend Notatios for plottin,

Field Variable Description

Col. I- ICI Card keyword = T2.
COl . 2

1 LEG( I) Up to 8 charact ers ()I i n t orma tio1 t o

be useidto ident i I y the h;ise curvf
i n the Leg (n td fi, .. if tfhis fi ,I

is nul1 , a blank is assuimed.

2 1. F C(2 Identifier for the , ,cond curve. If

n nu Il or not supp i c, a blina k i s
,I S S U il ed .

. Note: If the '2 card is omitted, h1anks are assume-d or IF(I)
and LFC(2)

OUTPUT/POSTHYD--.

.* -

OU P T/ O TH DI -I, - - ". -



P ,C R1) P o x s i it1

%Not vAR: If o t AIXisI aind M Xar u;

thel Xaraxil weilbtioIfn c e

* :IN Ni nimuir va I tit I-or t he YX- axjis (tdiae),

i n wmhotv vc hurniS. thedata

NI AX M~ax irnumi valuae for thc N-ax is.

Note.,: I f hot hb X!IN and YZIAX are nulI
ornt s1 1 -aIs il e d self-a scaled

s e rI ~ I S ca t he df a. b

o te c i the PI, card is not suppi ecl, both the X- and Y-,ixes will

soII a
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SC CARD: Plot Curve Symbol Control

FieId Variable Oescription

Co 1 1- I C I Card k e ywo rd = SC.

Coc. 2

I S Y: I ) y r hot It y p t to us A t. o ;iI ,t

.-;iC (1,1 Lit po i 11t on t h' h isn C i r v,- .
Y0 L~ v p t 1)) s . ro i s 0 ) i L

-1 o t n syL.boI s
( plot lotiire sy,';huls

= plot Octagonl,

2 j) ot t r i a qg
3 ploL crosses

1t S
p L d t dit Hi0 )1' s

1 t = p It ;stLur i s ;
14 plot 5-pointed stars

I f I SY I( ) i s null 1 I 1 j e Ile q

assumod

2 2 ISY'I(-2) Svm iol typito 10 Iv to 1 iict t '1( 1

"i , t poi t OTi t e Co I; !1,r i sii cIirve.

T f T S Y :1 I 2 ) i t n n I or no t sip ie
o value o - is oIs sumi.

0o t e: II thi. SC card i s no t su p pti ',, I i, s u I for lY'(1I
it iid -I t r i.Y i 2) 1r t, a s it med .

_-.

OUTPUT/POSTHYD -1 -I

-. 7"



-ic Il I I .V . - - - -~

-1,C CARl: Plot Curve Line Control

Fie ld Var iab le Description

o 1- 11 Card keyword = IC.

Co I

li.SI( l)* Line type control tor the hasecurve.

If IhStl( I) is null ,a value ot ()

(n,,in2 plot a s I ilI ine) is OSSLu d.

I1 Sif( 2)* Line type control for the compari.son
curve . III DSi( 2) is null or not
sUp )l ied a val ie of 56 (the CCS
detauIl t for a dIiashlIod I ine) is zissuun.ed.

eNte: Ii the LC,G card is not supplied, values of 0) for 11)SIt(I) and

t o It I I)SI( ? ) re ,ssuint d.

l.n (( ,trol uSos tile. CC:S ,Ish index codes. See The Graphics

Compatibi Lity Systeci (GCS), Progrannier's Re tference. Man oil , Aut0-

eat.<d T.chnology C7enter, U. S. Army 1,.ni ite r Waterways Lx 11 r i C [ t

Stt ion, Vickshllr:;, Miss., 1or an explanation.

S- 1-17 1'< I : , ..

777
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CS CARD: Control of Source of Comparison

Field Variable Description

Cot. 1- ICI Card Keyword = CS.
Col . 2

CPATA = FIEL) D f data for th , c, ur ar i s)i tr
to be read from a t i eu I dat a i I 1,

= PHYS I CAl. if dat a for t h,, c ",');.,r i F

a re to c read t rorl i , ys i c iI o, I
data file.
K .R A 2 V i t w P,A- 2 V r i or ,
comp ared.

= NO if no compar i sons art. to he :,'. .

2 DATUM Valte to be subtracted i rum v ,A- .' ' -. :- r
suirface elevations be t o r pI ott i i

in feet.

3 MEAN I f '- K AN i s n o t e q i a I t o L , t ,

comparison curve will h,, , r to ht ,
the saIme mean as the bas,, curve. Ii 'I '

i s not suppliedi or null , t valu , ,IC.
is assumed.

Note: If the CS card is not supplied, no comparison curves wil
he drown.

2

OUTPUT/POSTHYD J-I -I

:.n.
"- '- . - .. ' .: .":;. ,' ' . . .' ' - ' '. . .- ,.. . . . .. .. '.. . ', . " ,." ,' '.'",-. " ." ,
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', CAIC : P10L r im-I,iator' it Individual Nod'

,"ie I Va r i ib Iv Descrition

Co ( . i - C I Ca rd keyword = PN.
Co I * 2

:'.1P. :(l) :.ode irom RMA-2V ,tasr, fi]', to hi' plotted.

2" i'!(Il) S tartLtin> time c or read i; w . A - V base

f ile . I f iT(, l is 111 1 it pl0t will
i elC i at \the first tim e o t file-

3 i " = S to plo t wat er sor fonC .fe I va t i on;.
= V l I) t o p lot v I oi c i t Y ' h i t ud a 11 d

dirct io vecttors.

V I;,! t o pl o t e b b - f I o o d n ;i ,,, n i t ti d c

curvus. II 1i' T it; uiIlI, no plots ;ir e
produced

Th fol lowin., field is silppl ied only i f CD)ATA ( Ie ' .S card) is

R 'A 2 

o. 1)2 i i tori It -A2\V c tmp i soti fi le to he

p" pl ot te-d. I f :q O) l'(2) i! 11 ul or no t

T h u fo[ Ioswin, f ield is suppi i ed onIly if C,0ATA is IELI) oY

t'IY. I CAL *-i

4 IS L,% Tht nstat ion idcLit i fierf or t he compa r-

soII curve, I ) ch;rdict 'rs io Lcli t h

* I' i 01 I Cl ii f f ts:. ! 1 1i pt i d oI nl Iy i t 1 11, is ' :

) C I Ai I , I r o t U L i oil 1 v cC Lo r s 0 ii p 1 o t

C. fo ilt . c Fl C 1 0 n c k w i se ron L 1 w' i i, ,ix i - , '1

r ce C S I I I 1 j, s il I or notL it PIi''

v, ', 1 , i o I vt' v . ,ctr i' (I . 'fT , I I I w s

(I c it C c Y -i r, ot rl c . It c T * r I
,...", C , C lr'5 1 t e h i ' ,11S 1 Itt I 1' C ' I I C ' 1 I V

o t~ I I) o w illI I eul it p 1 ) itd il Y y It I P1.7i i s

it , Ct',C r c il 0 o tt tI , ' CCL I, o t l 1 i c

C 'iltI i' tI i IIr T i I t'e -- o r .

t o ho1 1 1 tt '' lie of j w i 1 1)P
".'.l![',i 1it, -~ i) I - l ha l lod tl tin t, a ',r ',. ,'I c kw i

:I t1 1 t v I ,i S I 11' . ia St q tt ret

I i il t o i 1 t l a) 1 i t~ I V " 1 I

o ,' r l i i 1s t i t it w c

I - I ! A i' I I

J t I n i,' c 1

i[~~ ~~~ Lis !:Rii l ) r4.r;lllid vlt,
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PN Card: Plot 'rime History at Individual :,ode (continued)

' The fol lowing, two fii-lds are supplied only if Cfl.\[A is J'. 1D1,1

b S II:.(I) Starting daI a t wIi c , L r,.ii a eld
latn , in :i:.I)!YY form.it.

7 SrItt(2) St artin;, time at wIich to read i d

J at a, iIn .I 1 0 rma t

* The fo I I o i a it) f i e d is s u 1p 1 i d ou v ji 2 c , Ai'A\ i s P oY S r I. ir

R:1A2 *

6 FI'( 2, 1) Starting time at vhi cI to real phy t4 cal

or RM A-2V cata.If [.'f'( 2,1) is !ull or II
SIpI)l ied, PT( ,1)=iT(I , 1)

** Tie followiii:; ield is stipplitd only it CDATA is PHYSICIL ;iO

IPLT is CFM or \',) *

7 .TYPE = S UP FACE to plot surface v2locit is.

S1) )D!'; 'f11 to plot mid1,thI velostLi So

= OTTO.I to plot hot v 1 c, ot iti is

N";= AI ",AGE to plot avcr. ;t vtI oc it S
I f V TY P i nu, I n r no t si e1 lii,, , a

value o1 AVLRAGF is assumed.

OUTPUT/POSTHYD J -

.4N.,
,i-:-
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PP CARD: Produce Protile Plot Along Selected Nodes

Field Variable Description

Col. - WCI Card keyword = PP.

Col. 2

RT( II) Time at which to read the RMA-2 base

file for the profile plot.

2+ LINEC Nodes where water-surface elecations

are to be computed ,as many as an 80-
column card can hold. Continue on the

card.

-. '-.

t,-" - -. 1- 1-21 OUTPUT!/'OSTHIYD

...........................
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CC CARD: Produce Continuity Check Along SelecteC' Nudes

Field Variable Deuscript ion

Col. I- ICI Card keyword = CC.
Col . 2

RT( I ,1) Time at which to read the HMA-2V base
tile for the contiliuity chuck.

2+ 1,INFC NodeI!s dletfining the cootiniiity cross
section. The nodes miist connect with
each other, and hoth mil-side and cornelr
nodes viest he specifited. As miany nodes
as, an 8 ')- c oI u m c arl( c an h olId c al n r.

s p (, c i f i e c; oil t h i s c ;i rd . C on t i no u w i t
more nodes on tile card .

OUTPUT/POSTHYD J-1-22

pp . .. . . - . . . m I" ' . " 2 ." - ': . + = . : 
.

: i
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SCARD: Continuation Used by the PP and CC Commands

,-i Variable Description

( . -t21 Card keyword = &
('fl I. 2

1+ I[LC Hore nodes defi ning the data needed by
the previous PP or CC card. As many
nodes that can lfit on ain 80 column card
can be suppl ied. dul ti ple & cards can be
used, up to a limit of 100 nodes. The &
card :ust immediately follow its PP or
CC card .

J

- . . . . . . . . . . ...... .

...... . . . . . . . . . . . . . . . . . . . .
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AI)i)ENDUM J-2: PROGRAM POSTSEt

t-. -Purpose

1. PlOSTSiDi) produces an analysis of a STUDII output tile and

prints pertinent deposition, erosion, and concentration stat is-

tics tor each time-step on the file. The user may optionally

select certain nodes (by element or node) for which the concen-

tration/bed chiange values are to be printed at each time-step.

Nodal deposition and/or concentration data can be plotted on a

line printer or any GCS/META-supported graphics device.

Use

2. POS'TSE'D is accessed through PROCLV by the command;

) EG I N, POST SED, P ROC.V I i e 1, f i 1 e 2 ,f i 1 e 3 ,n ame , pr i

w )e r c

filel = name of the card image run control input file

-file2 name of the STUDH output file

Slilt, 3 = name o1 the .CS/META plot file (it needed)

name = your last name

pri optional Job priority (default is P3)

Input data

3. Input data cons ist ot the STU DI! output tfile and a card

image run co .trol tile. The card imafe tile uses a rodit ied H FC

inpuL format, with the first three columns of each card reserved

for card-identifiers. The remainder of the card is free field,

with com as separat ing' ,tch rmeric fic Ifd. Oo not exceed 15

numeric i it ds on any input card. Inlput c'ards may a 1 ippe r in any

. order or may ho' omitted I rom the card imag;e input i i Ie.

/4. Tith10 J-2-I Ilists the run contrni input card images

* ,ct,d,'d to r(4 thi program. A d, t n i I ed ties cr i Pt i cin oif ec c, r d
"r.ia. t, e o lows tfhe tabl, .

Oil t po t

5. Output consists of printed results and pIot fi Les.

-.Example outputs ar, shown in Fiigures A-?-I - .1-2-7. At the c ch

time-step, the nimrher of nodes ,x×perine in ; dieposit ion/eroinn

are listed and a statistical brec akdown of the ho'd changts in

.- 2-I (U' 'iT/ POSTS 1I'

C

-------------------------------------------------
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1)r in ted0,. )p t inllyt toe s a me b)refakdown nay be app1 I ed t,) coil-
ctn t rit i on daita. Se lect ive pr int ting o f TodalI concont rat icnl bed
change, valutes is alovalbea ach tineo-step.

IF) F i I os con ta i n i n), pir inat er plont s or UPS I p1 o t .S ire
wr it t en t cir bed cii~r,e aind/or concentrat inn as 'i roted by tLI-
ca rd i ri': i n p titfi Ie. l-xarallS osre show'ni i vioe I'i
J-2-7 . pl1ot t i it0 thie Iies is accomplishedi by thc MIt-A systeni

(SeA!p e OTH'X 1)

OUTPUT, POSTSET)
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*04 TIME 90000.00( Z5.00) **o

*POSITIVE CONCENTRATIONS*
NUMBER Of CONCENTRATION NODES LbOST
MAXIMUM CONCENTRATION AT NODE 1484
MINIMUM CONCENTRATION AT NODE 7147

MIN MAX PERCENTAGI

o69026809E-09 .30370941E#02 98.62
.30370941E#02 .607A188ZE*02 .55
.6014182E.02 .9111Z824kE02 .09
.9111Z824E*02 .12148376E+03 .28
.12148316E*03 .15145471E#03 .18
*15685411E*03 .10222565E#03 .18
.18222565E*03 .21259659E#03 .00
.21259659E403 .24296153E*03 .00
o24296753E#03 .21333847E#03 .00
.213338*E403 .30370941E*03 .00
-30370941E403 .33408035E*03 .00
.
3
3408035E403 .36'45129E*03 .00

.36445129tE03 .394822Z4E*03 .00

.394:2224E.03 .4Z519318E03 .00

.42S19318E*03 .'5556412E*03 .09

100.00

I&NEGATIVE CONCENTRATIONS*
NUMBER - CONCENTRATION NODES 825
MAXIMUM4 CONCENTRATION AT NODE 1478
MINIMUM CONCENTRATION AT NODE 1155

KIIN MAX PERCENTAGE

-. 817887221E-10 -. 11538900E*02 98.30
-. l1538900E02 -. 23017800E*02 .73
-. 23071800*E02 -. 34616699E102 .12
-. 34616699E#02 -. 46155599EOZ .Iz
-. 46155599E02 -. 57694499E*02 .00
-. 51694499E*0Z -. 69233399E.02 .12
-. 69233399E*02 -. 80172299E02 .12
-. 00172299E402 -. 92311199E02 .12
-. 92311199EOZ -. 1Q385010E*03 .00
-. 10365010E*03 -. 11538900E.03 .00
-. IISJ890OE403 -. 12692790f*03 .24

-. 1269Z190E*03 -. 13846680E#03 .00
-. 1384668OE403 -. 15000570E*03 .00
-. 15000510E403 -. 16154460E*03 .00
-. 16154460E*03 -. 11308350E03 .12

100.00

NUMBER OF NODES W/ ZERO CONCENTRATION- 448

1Iirt 1 -. L~ I c s ~t i L1 i t' oAI t I' t Irol

.. ........................ . . - -31.. . 1'-T' v
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4004 889
.. 68E*000 ... ........ . ...................................................... ........ . .. . ......... A ......

"0. .... ... . . ...... ". .. . .

•.,S .oo0 .......... ........................................................... .........-.................. .........

c I .142 .00* A.... ....... ..... . ......... .. ............

m0
c

O A.. .. . ..

4 .928-Oil .................................... ............. 4..

A
.. A .

.....E-O 0 .......................................................................... A ............ ....... . .........

1.39(-003 1.4.8-O 1A -151-804 2.56f.04 1. 36E-04 4.1878.04 4.978.0* 5.718f.04 6.58E-04 1. 31[.04 8.2 9f -0* 9.001 -04

F" .Ir. o I

(i!JfV F/OSTS(KU.
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a...... .. .. .. .

I Z E O * .. . . . . ... . ... . . . . . . . . . . . .. . .. . .. ..4 .. . . . .. . . .

_ ....................................... .......... ........ A.... ......... ........ . .... .... .......

A~~~~~ A
. . ... .. .. .. - . .. . ........ ......... ......... .........

139.0 '3 15fO 336;' .?0; .9k0 5.504 .E 1.394 0 .19.' E

I. .., _ , . . .. .. ... . . . ... . . . . -.. . . . .. . . .. ." . ... . . . . . . . . . . . . . . . . . . .

o t" it utod c1 ) 1
A. . . . . o .

4 . A .IA,5 04- A3 AA4 3A . . . . 4A

* .. .A.

.

F ,t,-.- .1 - - " . I' p 1' i I er bI 
t  

(st fut o t hN'd c'h 31-, ' Ii st usr

,'_~~~~~. .. . .. ,.... . ......,-.- . ......., ... ........ ... . ... ....
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1M TIME= 90000.00( 25.00) *

*0D POSIT IONS

NUMBER OF DEPOSITION NODES 1411

MAXIMUM DEPOSITION AT NODE 2023
MINIMUM CEPOSITION AT NODE 1920

MIN MAX PERCENTAGE

.10148092E-05 .)0684925E-01 97.38

.90684925E-01 .18136883E*00 .92

.18136883E*00 .2205274E*00 .28

.27205274E*O0 .36273665E*00 .50

.36273665E*00 .45342056ft0 .43

.45342056E400 .54410447E+00 .00

.54410447E#00 .63478838E*00 .1'

.6
3
4
7 8 8

3Bc*0 .125472290 O0 .07
.72547229E*00 .81615620E*00 .00
.81615620E#00 .90684011E*00 .14
.90684011E*00 .99152402E+00 .00
.99152402E#00 .10882079E*Ol .00
-10882079E*01 .11788918.*O1 .01
.11788918E001 .12695758E*01 .00
.12695758E*01 .136025iE*01 .07

100.00

* N 0 E R 0 S I 0 N *-*

NUMBER OF NOCES W/ NO ACTIVITY= 949

Figure J-2-4. Example printout showing erosion and
deposition nUmeria] distribution

do*-

ouTFPT /- POt El -s I.-,[

.. 7
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S ~NODE 889 __

*wwm.9

C3r

.04 mo ___ O ___ ___0T*E l
Fiur J25 Exm l plto be chne ieh itr

J - rpwrposrsi,
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_____ ~NODE 889 ______

TIME al

FiueJ26*xml lto ocnrto iehso)
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Tbbc J-2- 1

POSTSVD Run Control Card Images

Ca r d Con t en t Pa gc,

'TI Ti tL card .J-2-10

DT s.tatistical data type J-2-15

pS Slcctive print J-2-Il

S( o c t i ve pLot J-2- 12

AX Plot axes limits J-2-1 3

(T Craphics type J-2-14

-. J -

-. • " ""-2-') OlII'IIIi I/ Wt' W T. I
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TI CARD >ai1 RhO Tititl 0 pt) io1al

Fie d Variable Des c r i pt i on

Col . I- 1CT ; Card keyword = I

Co I . 2

1 1I F'I+  ! -character usr title.

pOSTSi) dots Iut ist tlit,

title. It is user i'e t if i-

ca ti on1 o t thc i I,'

OUTPUT/POSTSED

-" .---. 
- ---



!IS CA',!) Se Lc Li ive Print by ,ode or Elt-eet 0 ptio nalI

V~e. Var in ) cDese i~r 111 1

* I- I2( ~Card keyword =PS

1 2

*Col i IS I Can be bi arik or N. f hi ark

thIte f ol Io w ingi nuitm er ic t eld Is
a re a s suim ed t o b)e elevm en t nuti m-
hers whose nodes are used in
selective print.

If -W," the fotlowin,, numneric
C lelds aru assumed to he node
numirbers.

i - 1 '. Node or elIemen t numnbers .

:4(1T 1: I Tt thf, PS cards are ortitted, there will be no selective
p)r init a n ! i n o des will1 be printed. PS and PSN cards may be
m"l xvOland may appear in any order.

AWV
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PC) CARID ,elective I-']ottint; by Node or E.(lement Opt j OInlI

F ielId Var iablec ioecr i pt ion

C~oI 1- I Ca 0c 1,'eywo rd =PO)

Co. 'I1 See de.c r i pt ion o f th i f iet

on pS; carO. above

I IT Y 1). 'Iy 1 ) o t 1 C t d v, i I- o r

I I 1 1 0 C' 0 CC od (' s o r (' 1 otm( e t n

I t = I Co iiceL, t rat i o n v s t i ive
I f = 2 w2 rlc iny, c v., t i atc

I1I 3 10oth concont rat io ind

bcd change( vs . t i -Ce pl ots , wi II
beci pr o(!iiced

2-15 IWA NT P io (I' or e lteC1L numbers fo r
p1 0 t t i ns

NOTE: P0C and PON carls may be m ixed and -lay occor iCii any order.
it omitted, no plotting will occoir.

OUTPUT/POSTSED J21
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AX CARD) Plot Axis Limits Op Li on I

Ti I fd V ar ia blIe Descriptio-n

Col. I- ICC Card keyword AX

Co 1 2

Co 1 3 1ST Mlu st lie ")" ( f or hed change) o r

f tor conce n tra t ion). if )

axes limits apply to bed
change plots. If a*, xes

limits apply to concentration

))lots .

V11 I t-linlimom valoe [or X-( L ime) axis
in model seconlds

2 XMIAX ,;aximum valute ior X-(time) axis
in model seconds

Y1 YIN Minlimom value tor y-(data) ax is
in metres or K,/cubic metre

w,4 Y, A X Maximumi valoe tor Y-(data) axis
in metros or Kg;/cublic metre

Z T 1 S: 1. For X-axis self-scaling, set V-.llr=X.MAX=ll.O

For Y-ax is self-scaling, set YMIN=Yt1AX=fl. 'I

I: no AX cards are present, all. plot axes will

be sel f-scaled.

2. T! both bedl change and concentration plots are

to the prod uced(I, t wo AX ca rd s may he i nsecr ted.

J -2- 1 3 ITP 'if T/ 11' 1 1, 1
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GT CARD (;raphics 'type Selection OptionIl

Field Variable l)escription

Co . I - ICG Card keyword = GT

Co I 2

I IPTYPE Selects tit? igraphics system used

to display plots

If IPTYP . , ir,,,u ce pr i )t(,r

1 1 

I f IPi'YPi' 1, s GCS/ '.TA ;n

create a plot I i ie

N OT I' I f n ; card is supplied, printer lots i 1l bc us.d.

If the GCS/,I:TA option is selected, the tL, r Aust 11 ), y

an appropriate plot fi le name in the cal I to0 P'<OCLV.
The G CS ' ITA optioun can he exercised e n tLIe resu t

cIaned to a printer plot dnrin ; (,xeCuti O 0 1 MLITA (see
Append ix I)

OUTPUT/POSTSED -2-1

-7
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ff (>i 11eie 'Type CoI StLat is t icalI L i StLing 1 pi o n a

Field Variable Description

Co I . I - IC; Card keyword = DT

Col. 2

ISTYPE Must be 0,1,2 or 3

0 = no statistical listings

1 = concentration statistics
only

2 = bed change statistics
only

3 = bed change and concent rat ion

statistics will be list'd

;uTC: It no IT card is present, ISTYI '= 0 is assumed.

-. 1 1'/ *I

,1 2 1 ~ ll' l "/ .1 ,"'',*.+:i



Pu rpose

P. roi; ra ia AC E iiro dtic es c a culIatLed resulIts f roiq runs o0! t tec
sed im t.nta t i o 111 model s i't mi. It uses thti STU DH out pitt resulIts

t i I c, t'WA-2V outpuit results f ile, aud mesh geom etry tile to
calul'c sei ievn t t ra nspo rt raitt es, shIoa Ilig vlm n

d dred i n i volumes, and to create vector plots Ot unit sediment

(Iridin of thle Program

2.This pro -rari was developed by mod ifyinrg VPI,0'' ( APPENDI X
I, Addenidumi 1-2). Thie developers were Williai,. A. Thomas, lamlif- It.
Liliridge , Jr. , anid J. Phi 1Liip Stewart, Hydraulics Laboratory,
Waterways Experimnt Station.

lDe sri p t i on.

*-3. ACL is a hatch-or jented program that reads FENGMETr
(Appendix Ni) output files of thle G!'GEN (Appendix D) finite element,
tietworK and te C-iA-2V hydraulics; it reads the STIUDIt output file
of3 %,, i mevt Lconcent rations aind chiantes in) bed surface ('levation;
it reads card i ,einput data that cont rol thle executionl and
thleu produce the requested vector plot files and ir in ted shoaIi n;g
and1( d red -, in g vou mes.

4. Prod oct s of th li roe ram are:

a. V'ctor plots 01 ,-dimtiit_ uischtareeo at stCIlC ted
t i P.1tis

I' ec t o r p[ o t o n Li ts 1  inc'i t d i s c ia ret i ove r a coin-

pie t1 L ST 1! tls roiln

C . P1' it if i;h i .1 1 i il (I is -, r i 1)itt i oni (fit c cii t I , a id,
:iorcen t ii L ot alI ) ovi r d ist itn ce.

di . a I ii I ai r I i s t i ii i s oi t - ii I a I i n voIi ii tile s

I m Io . r I i tI i n s oI ai i ai n I i c t-1C d r , iTi:, v I tint-

Tai 1,11 itIi r I i St i i o i mii de I t o pr ot ot ype) ra;It i o s i
Sill ;i I I ii [ Vi nines

5. P ' .it iituciut d i -;c1,l-, k-t raite is cacIul Ia t ed it - vcr y iled;
iow v cr, I oLntt ill,, (ani In r.st ricted t o s veect (i11nods r wii ii
r T i I t ro , ri m Ito ks 1i oit Y. t a I w te li, otn i t o r i er i di o 1)t i oil t I ait i s

.1-i- 1 C1TI' ii A.A I.Y I S
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av a I a ble i n V P1.?, oin ly v alo 19s a t the t I ini tt. e I 011 tI T ( I o 1 a-
t ions are plottedi.

I. Vector I .- n gth1s i re s iaIed t o th[eI'[ ni t .o d ir ent 0 i sc hia rg
a t thle liod e, a 11d the tailI of the v - tor lies ,iii tIcL 'iaol coord i-
t) a t 4, "

lost a nt afnlQe0S ,ed (I iiieTi t s ic h ar , e

7. The1 S dm 11t c o n c v 11t ra;It inno n r on ST [) r coo11V Lr t
tIra o /"Is5e c t o s c har o iT it o 0 / y) S I n )0Lo t i w th 1 1 k I I

0) W TI.' 0 'T1 i 01

OS

-"C 04 8 DR FTF

whos ac

1' .2 Vector l n(sec/dlay) 3 2 t /nit f1* ( itt)

/1 (t n ) O'It ilf

-~~ 2(13 5 Se(c x toils y'P

day x in2 ~~~TP

Ct Sh id Ml illt o Icent r.te io, i i HIT

= d L t. i ii m e r e s

ti T -vielse it t c ompoen i i 1/ 

V y - v e' I o c i t y' c-m nniif(0 t~l j ni P1 /

1)' pa;1r is 0t P "I i TiO I I ,i r p1); r t I ini ix taurtI

1) it r t 0s 1 -i I n I P 11 t 1 1, I- 'I ) 1 r L L, o i n x1 2 tI ro

Sc at i n,/ te (i.x ,tyr) plane I II

. T. t o .Sk a I t, s a re re I i reI : ( a), so C I o or L Lt i ii

thc (x ) pla n l (h thet vIc tor I nIn l l I) li a t e d I or C AC; 1. I L pr r - 1 i I o
t L F = Tl i n i t ; I t r i i I 'I t * 3 2 I t o I 1 ] ,2 o, t t; Ir

t r iy i I t2 I i t ' to Ii I-t I

t =1 I))d i 1)l ~l C n a o l n itT

I i 1' = r iIt I I r a I p t I rli , I I li t

PU-

"cai ng.U' AtlYSI (-y)pln
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I = I to quih, r o nodes

- y/7.I.iK€It [t;,(('(il) (1,2))

e-'+ i:(:;l ( I,2 -coordi~natte ot iiodt I

P'i ( cr- c"1 1 po ±c l I

y ,'. ( ),) p si t it is t re then converted to 1lot inches by

iII) (I,1) ( ) ( I , I - XX L10 /XS

, 1)ll (1,2) = ( ORI)(1 ,2) - yZ iI )/YS

-" sit the - ir ct ion, pro totpe m0 i ts / n 'it

'S - sc,l i i t ho y- iirec t ion , pro tot)y " tion iL / it' h

s y, t' is e uIal to YS, which product's undist ortel plots.

.c li ,,-; vVector Ilo'i.,tl1s

I1 . .t (ttlitr C',I U, vector lvnf,;tit, is .- ;cIt'loh t more

L - 'o pi c ttd i t O l t. d,scribe because two i i Iferent sits ot data appeir

7--' v 't' t or pl o ts :

Tt. ' i' is taF1t;It'oos Ina sa s rate of sedim,,nt trans-

port er t ( t width for each timi'-stefl, ni1

1 . ["' oacciiintlatei mass per foot width over all

Sme - s L eps i i t lIe s i mu I a t i o e 1 n' r i od

It. Scal i, ist ifit lit'ofs mass-rate ve'ctors. The STUDII

r rat: i I l write tilt conct'Itrat iotis ;Itl ac ctm Iitt't bed change .

t t8 it lt ) it i ' 1or Lho i in i t i aI c o td i t iol a' oid for each t imle-

" 1' n the tl
1 A Iti1. ACL w i 1 I read t;1t a L ie, cal ci ulate thL

V. , n; it c' s i s i :r , to,; it . v / ot a f w t t 1) f ot ra ch
,,, ,+, t +'i ',)o " r t t , ,t I , :q r .- t ', ) o l 1 t - i (' t s  tl l r C' L t

j .. , ; ( ,, -/ 7 i n ' , ..: , .;[ I ' , ,: I .! I irKc ,o - lot) , r «;VS I:;

it; p. 1.ot

A S+r 
t =; ' vC '.Iin' r. Tn'S - sc r' ra t ' , It': (. i I-itt ' i

<
i .i fI '

t' ; / i :r

y V Q S y v t :

1,, ;(-, 1 i vt ,x'i t o

•'SV,,'t or m ,s - {is h r,,,,' r t , s(< + ti x d ir ' t o

(t ot/daty/ft )/ I / 2 i 11c 1)

h . .I I c tl I ;I t 1, 1 x - c i n m l ,o 11 ' t , I 1 t( 11 t %,[ I c t o F i [I

i c 0('

I- I-3 il P1 'l ANAIY S I S

N,
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V V S t te v e ct or II aS d is chIa rg e r ateu s ca iton t Ite y -
irLc t io n (t on s / y /ft)/ /I i nch)

V = thIte c aIculte !d y -c o mpone n t o f the IIlot vector inl
ii ) c e s

I. T he othrer vector I esg th scalec opt ion i s basedt on

o-xceedlance, freq ti, tcy. That opt ion all ows the programl to lut.ar'a-
t ically scale vectorr lecngths .Vi thout ris ins, thle rtox imlc-t mass r ; teI
valute tO de2Velop1 tihe scale. Tie b ene f i t i s t ha t ont ex t r (- rie
v aIueto oos n)o titsup Ir ess th leP Pn -,th ctS I an1 _ entLire pllt f ilIe.

I1'. I'he 0 Xk'CeLiadr11CU)e prce-,n t ailow%:s tha pei ) r cet t ftOas s
d is chIa rg ;e rate (2s t o e Y.7e ie i ;nv,- Iit t iI oI tire vector plot clr

Consequentlyv, w ito,1 tr p lo0t t ilet i s c rc-ait cci, vic t or ln L i s mia y
e x cedc ( th p)Qi),r m i s sil value,,- II p r es cr 1 b)ed n Dv VV C-l A X ( J2 c ard in I

11 11CirS . SuchI till occurrence cautses ;Ito jtoran Lo trI iigil isgirt tilt,
n1odl Iv aIit, !)y a itoa vy ar rowinail Wie,,i eiher Lli x- or the y-
con ipollent exceed s V:I AX . IVhe i ot11h tC or'ioi 1t'IILS eX CA'ed VI: L1I.AX,
v ec tor di rect ian def ault s t o + 4 5 deft, from the + x-axis i n ifddli-e t ion to t ie heavy arrowhead.

*14. Us irlal Iy , an exceedlanci valule of 10 p ercenTit- i s
t o 1c r it iii 1 e* Thre pr I gr ami us es 5 p r cen t it I e t t i I li e2 I it LIIi t IT 0 d C

1 5. Scal ing tone accllmulated mass vector. Tire ethIeiLr s et o f
d at a pr,,Stenteci as vector plots is the accumtulatedl motss 01 s e (I-
rIn1't mrlvi ng at tile node Over the s i mulat ion peri ori. 1il'Sael
scalIing, clep~s apply as described ahove for mass-rate vector,

hu tt dIi f erent var iable naires are suipplier1 . The varial reci
It binig torts/toot ot widti- is HORIZ. ( The- t crprIn vaiale PVT
d def alIt S to PONIiL) The va r iabhIe for tfie exceeda nce, lpt conI is
l-XVSAA (card J I , f ield ( 7). H"'caLIR values willI have tlt i LS oh
tortis/ foot ratiret tihan of tolts/Ilay/IF ott, tilt vector Ilte-it ,Li1r s er-Ie
will probably Ill ( dif fe r ertt t IlIa i tila t of I ist ;n talii-ol valltic,".
l)'lo)t t irr; ; Ic c I mitrIli t od ve c t or s ilas "i high]t igt;st na deIs r1a Ving),' tax-
m 11II o r -iin i ir I mS e di Me0n)t 11iS C hor get , lri c.hI will ro i ct so)urces and
s iniks %in t Ife. sttld y atr ea-. PaIt 1ts ofI n et seudiment motion will he
S Ithuwrit a I so .

irrm1)lltt in, s IrrraIi it g a nd dredging voluimes

16 AC coIi if it L\ (, S nr o tt Ie e 1 C S 5 (I itit v0 tAtL ir a ] it ! 't re t2I- i"
r elliire me n ts ;by a cc llI tI a t n s STii1)! r esul 1ts. I t t ;i ke S ecc! "YiT1ri
r It ii oit t 1 t a Is o ItO 0 2 v C et t1 an 1i (1 Iit I L i p)1 i e s t hre d 1) L c h I a it e s t o r t I i t
e vent byv the 5 r' ci f i en d rItrnr her I -r r o t i r I t L r r t'I i s X I) C t ('' tis
rc cifr . F nr rexari n 1ri., I cotr i I t a Slih r ut ) f r li thIIt rc ir, -r Ill t it o ' .

ei 51(I in fit i t I L i rr i a, t a i c, i ri ver I low if tha.t I r is. r t' r
hl>' ys 1rw Vr- .y r' , Ml!. %iji I L 'it It p ) y tire 1 ";TU 1)h-ri Hl - c oo m'. 'r

Ic 11 lle ic 2 5 a ii tI dd t rose , t re S;r ts ~ to art1% o !itt h r I' t i

eo r r s b i e vt overt t s I o r se(,ve4ralI repro Sc itt It ;I i tr K i

l t iri k, - r d i o li t a t i nlitr r sr its ear te - cm ) cc I I c i I It'

1) o ;rI I . i iirr I r t- a re C i I cci it I -I Li .p
ii I-' il' t ii v r' 1i i t ' ,. I r h i it si 

4
or e lvi - I s

OUTPUTr ANALYS I S 1
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lirat ions. Shol ing is delind Is it t- d change S--t1- L allebraic
Inte "'.ra ot d, pth changes over an element. Thus equal quantities

erosion ;nd deposition in an element will lead to a zero
shoilil rate tor that element.

1 . leldgi n. like shoaI inx, rates, dredgini; rates are

r.luitt't for scllli, leiteitnts hy acculalulting bed cllalles for
.1 I v 1t s ,to! Lheir litrat io1s. How ev er, in dred ined , neg;ative

V* l II L S ci o lot o ' (I as t positivce vOluIies. I'epositioll qtuaintities

A I'' r jr; d!r , i )h voluTMIes only if they result il a Water dlepth

l La . t e p ,'i- i d chanuel IiLen1sion s.

I). Ir,.l it is L ri ,,,ore1  
.it a node it th. I T:tlcI atLt d

iot tIoin l i:'atil Iai itbove tie sie('i fied channel IItt)i:,. Once

dr . i 0 1 t r i , ,r (I tIT I redgeid vol lne is cal ci l; ted to 1e th.

" ti;lit I L1 'k-C0 to re tore chann-I dtptI plus overdrl't, ing.
C a rd ( ir , C i ed o i, t I! IM card) can ho any Comibin a t ion ofi

.II v IIe I 1.1 ' t e It '' and ;a lIlo a' I e ovcrci l)L t , hit only one valatue

4 p r'Iitted.

ls e

C2. 1:g is ,xvc t with I)ROCIV. A typical comnand L ine

- h t ii A1ppend ix (I: I'[ROCLV. Current proc edure nay di ffer

fr111 that typical , x i ille, 1 nd it can )e listed hy requesting tIe

' 1 1p' opt iot iIT PROCLV.

21. C i uses f I,' input files and three output files. They
iru siiillariz e i ii Ta1l,' J-3-1.

22. c creates a plot tile which can then ie directed to

S1it her Ia , rapiT is terminal or ieln-ptot ter Ls igt, M' TAP ,0T

'lIlt si/1

S2 . fh. ont ir-, study area can he plotted or plots can h,

0 ' , I Ct in n, Ti d i t I, i n Ii ts, o r a p lo t w in idow . A p lo t can

cii' cl or , .ic t i Ill '-!i k, [ i i ii a 11 an CCi'(lIll kI At'' In q 1 i1i ( a 11

~;x a m In~
i,,, ws rIc , It, t',, ,xnt nr ~ mu ) 1, e c rofd. or cr.:

c I. i ti- - L- ll ixingilt' card lirteil:, fit crct:lti , n I:,

c l I-l o nit ' 1lit t n t tI r t- t i oIT s

.'. h- i pit a110 5 } il I ' t a I dh i c' I' I i iI I t i Wi S W t I

Fi. P II A 1 Yl ; 1 ,,;

I-.h-i (Ill ,ii A'. wy,-;'us
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TIa 'l, .J-3-l

Sumrarv of Files tor ACE

c, s}oscri1)t i on of )ata Source/File* File 'rypt

1 11 p 11 t

r' I i-it .i' ri It XSu'r t 'c r k NLons C S[/(1 T M N nar y
'.4iW;t,r-Sartac,, El'vatjions i ihTVq/)I-I-i Binary

C:'-' it .... 1 t\ (as ity tie,,t I" Ti /v( , o TI oI t ;tar v

c I Co it I D; alr., ( t 1 o' r7 2 /vI I'Ll.Ca -y
TC t 1 Cot

u t

* 1 ' TI t co 'le It .1 r 'I < ACT! CAh mr
I (' it , , t' s

L. i Di' Pr iT tar *'-l / PI T (ct, a 0

W cc Ta lL' "7 , Ap p l i r c It,

TI LITrTLE iRO(K, AR"., t/, '.,-,\Y 'i [25'. 1(2 ' .\il t'.yX'.Py ! ,i ."' L USFT I

I2 1 2 1 4 i , -- Ti 1 1] l i

~I2 l%.2 154. 11i'i -10 '1 I
J3 2 1

V'l .' I V1 7

I) P ' 2 (
I T.1", . 1 21I 2 I7 IV

L l T . 1 5 ' . 2I9
,IT . li>' . 7 2 I' -' 5( /1

tt s,
7-. ji,',* 1 5 5 1

".ITl 1Ii .*2 al hh

i ' - - .r t AC 1 , r t

OUTPUT ANAIYSIS ?
" " '.." -.N 'iT ' i' , ,,, .-.iT l ,, " ' "- , . . .

'I- ' ' m 
:

,' " i" " 1. . . . ' 1 i T . . .T .I " a a i' r T ' t T
1

'i " " L I ' " " I. "1
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Summary of Card image Run Control Input for ACE

C rd (on ten t ag e

11 Tle 1 -3-u

.11, J2, 3 Job par;meters .1-3-9

VT l'ime-step selection for plots J-3-1 3

IT i -8kp s Iection Ior tables .3-3-14

V,,ctor plot node selection J-3-15

V I. c( t : ;, ii u a r w i n dow o 1pt i on .I-3- 16
.Vtor lots element selection .1-3-17

1 1) -sh lot Clef01ont selection .- 3-18

r 'riut e-d resuLts, n tod' selection .1-3-19

P)1 red; in,; opt ions .1-3-2,

ri. dr, , 1 1,,i a; oat ions J-3-2]

I i [a v* Itln's opt i oi, mode I J - 3- 2 2

Si ', 1 ocat il ', mt1d ] .- 3-23

K", S .1 n i a n vo Iu n1' o t i o 1 r 0 L o t y 1'. .- 3-2

S1 ; Ioal i , I)ctitna and vo]_to l ), prototyl)' 1-3-2 5

.! " ',',.,..' 0 sc i n e t itle .1- 3-2n

i; ',.,, ts ~ r; ion.1-3-27'0 0 11 Ci r 0 ton

1* t ' I ac c ti ii ao L i i r's L -- 29

- .- -7 ) [I'UT A,. I M A'S
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TI Card T itIt ca rld

Recordl title i nformat ion on one card.

Field Var ia bIe V.aIne l)c sc riptioil

0TI Ca r d I PI 11 t j f i C'a t i oil

1-) YTET i t I ce iio rriat i o n

OUTPUT ANALYSIS -'
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JI Card Job Parameters

Field Variable Value Description

0 JIl Card identification

I IOPTION Vector plot scales and shoaling and
dredging computations are controlled by
the IOPTION parameter. Must be 0 if
NFILES>I on J3 card.

0 No vector plot. Shoaling and dredging
computations are made.

1 A vector plot is made and the scale is
described with input data (J2 card,
field 5 and J2 card, field 6).

2 Vector scale is calculated at each time-step
in each event.

3 The same vector scale is used to plot all

time-stepsinanevent. (not yet
available)

4 The vector plots all use the same
scale at all time-steps in all events.

2 JCONC The logical unit for saving calculated
bed change results from the shoaling
and dredging computations.

0 Results will not be saved.

14 The results are saved on logical unit 14.

3 IDSC A logic control record for reading the
STUDH concentration file (ICONC).

0 STUDH output file having three records,
title, geometry, DBed-concentration,
with Delbed concentration repeated
for each line.

A "GET" file. The three records are
present for the first events but
thereafter only three exist for the
last time step in remaining events.

4 ITSHOL 0 No trace printout will be produced during
the shoaling computations.

Trace printout will be provided in sub-
routine SHOAL.

-"J-3-9 OUTPUT ANALYSIS

re
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il Card (Continued)

Field Variable Value Description

5 ITDRG 0 No trace printout in subroutine DREDGE.

I Trace printout will be provided in subroutine

DREDGE.

6 ITRON 0 Only the final results are printed from

subroutine EXCEED showing scale computation.

3 A table showing the percentage of concentration
in each class interval for the total 20 class
intervals.

7 EXVSAM 0 - 100 The vector scale length in subroutine EXCEED.

It is the percentage of nodes that can

have the accumulated mass vector equal
to or greater than the maximum vector length.

The consequence is that a heavy arrowhead is
placed on the end of the vector. Usually up
to half dozen or dozen of these in a plot
of a thousand nodes is tolerable.

8 EXVSGM 0 - 100 The accumulated mass plotting scale when
a "global" scaling requirement is

requested (J card, field 1). (See
EXVSAM above.)

9 EXVSIM 0 - 100 Vector scale for an instantaneous mass vector.
It should be included even if the previous
two variables have been used.

10 IPC IPC controls whether velocities, concentrations,

and bed change values will be printed or not.
It is optional and works only if NFILES I 1
on J3 card.

0 No printout will be made.

I The velocities, concentrations, and bed
changes will be printed at the nodes selected

for plotting vectors. Consequently,
that option has to be exercised (PT-card).

2 Velocities, concentrations, and bed changes
will be printed for nodes read in card PN.

OUTPUT ANALYSIS J-3-10
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J2 Card Job Parameters (Continued)

Field Variable Value Description

0 J2 Card identification.

I XS + The grid scale factor of the X-coordinate

(units per inch).

2 YS + The grid scale factor of the Y-coordinate.

3 HORIZ Horizontal scale for plotting accumulated
mass vectors in units of tons per day

to foot of width for each inch of
plotter paper.

4 VERT NOT PRESENTLY AVAILABLE FOR USE.

5 HHS + Scale for plotting instantaneous mass movement

at each time-step in units of tons per day per
foot of width for each inch of plot.

6 VVS Vertical scale vector a comparison to HHS
above for possible later expansion.

7 ISEL A logic variable for partial grid vector plots.

-1 Use the rectangular window option by

prescribing the number of the minimum and
maximum X and Y nodal point values in
the grid. (Need VW Card)

-2 Nodal points will be selected by reading

in element numbers. (VE Cards, which follow).

0 Mass vector will be plotted at every node.

+I A list of selected nodal point numbers will
be read from cards VCN.

8 ITNN 0 Node numbers are not written on the plot.

I Node numbers are written by each vector plotted.

9 ISTEPS + This controls the number of records read from
tape ICONC. STUDH output files have time

concentration and bed change data for the
entire run. Only the ISTEPS record is
saved internally by code. ISTEPS must equal
NTTS on the TZ card of the creating STUDH

run control file.

10 VECMAX + The maximum length of a vector, usually

1.0 in. is satisfactory.

J-3-1 1 OUTPUT ANALYSIS

, ."2' .i'i% ;r; % -. : - . -' .,, ' ' . - K - . - .• .- . . - - - •.
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J3 Card Re iIu I r e d

Field Variable Value Descri ption

. 2 Card I dent it i c a t l it

K x I .Nuimher of extrapo L io , list.d i n SiLU ii'

run. (Note t at t Ii is o't, c less t t ain

tihe va te of MEX i1 the c ST]I'l)Il run )

2-,t TEPS + Number of tirtle-ste s or, IXIT' veloci ty

a nd w a t er -soUrt .acec otut jt iles.

3 1)T + Length of tine-step, st, c

4 NFILhS + Niumber of ST ITI1 outpu ft les to be read
(see paragraph 7)

ISIPLT Shoalin ; i itrihtt h o u t i ,lot option

+1 Cubic feet vs. river mitle

+2 Cubic feet vs. river ri le aind perc-.nt

s 1ho a Ii t vs r i v e r int i

+3 Cubic feet vs. river ini le, e;t- rceuit

s ho a liing vs . r iv er m i e , ii

feet of shoaling vs. river ,i ii

OUTPUT ANALYSIS I
- - - - -

-,,- ~ -- - - - - --.



V Cirdi S lCt eJd 'f iiise, S L s Lor V.ctor 1 ot. 1 tsui reLd
: i f I 0P)1 >)1
i- ~~ ~~ omi fIVI,.S)

-'i 0-- Lsts'1 record hav ing VT in columns I and 3 1ol owe-d by

- • Lht vs lut 1 corresponid irg to the t ime-sLtep witre SuLcI inssttlntilieous
shi -;S r , e p It is r qlested

'To o1 5 t s *ice '1ss i t i t e d t IsIss, code I in tse column I o owin g t 1 e
I at i c-ste p nmelirho r

( o t c l i ci a I- i' i L C c odtiel i c oI-column f I ds.)

'WI.

N- [
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PT Card Sclecte.. 1 imestups, tor Printecd keSultS I.e qhji r~ c t

I F F( AD , K i'' i)

An )-co I iii it rcord4 t.av I ig PTj i n coilios I -,it(!2 tc ow v
the va I te I cor respondiltn-, to the t i mel-s tkt') to. wOr" tile coiic2ll-

t racit i oi andi hed c 1a n e Iprintout s are requestoed.

OUTPUT ANALYSIS14



04/85

V.i Card Vector l'otselected Nudes Options Reqiii rv d iI
ISV L>0

-F ieA Variablev Value Description

V IX V' 'X.rd ide'nt if icat iol

IL: 1) + Ente.r the iirst node number where vector is
to he plotted

I'l( . 1, ) + Continue codin; 10 nodes per card unti 1
all nodal points have been entere,,d for the

vector plots.

NSN + Vnter the number of nodes coded on VS cards

2 I N( I) + First node number where vector is to be

plotted. Sequence is not important.

3 i,(...) + Continue entering node numbers until NSN
values are coded.C

Continuation Cards

T X Vi,. Card identification

IN( 10) + Continue coding 10 numbers per card

'L' etc.

I- 3-I S (IJTI'U ANAIYS IS

.
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VW Card Rectangular Window Option Reuiireci i
ISii = -1

Field Variable Value Description

0 VW Card identification

PXM IIN + TlIe iiodaI point T umbe r !or t w X-co ocit a to2 hvi ng tp, Tin t '1 lC1 al I i, Tv t t[I va, Itw

'Itav i n,, te nxi o o i, I lip 'Ij tow2X N A Y XN + T11C 11t ,11 po in t onilniber ()t L lo Y -c rr inat,
hav in;. the i mo vi ho' i I , L ,i w tt..4.

3 NPYM.I, + Tht nodal poiint tttiimh r ot titt Y-ctrlinit'

4P Y:lI\X +Thte nodl p 0i 11t IT tirI t2r o I th Y-co or:; n :i ,.
lIav i ,' tie nix i nl a Vii no I it t !' wi i-t 4 ,1Wk

O T L

oUTPUT ANALYSIS .- 3- lu,

" . - . "- - - . ., . - ,- .



V* V .C'. Vek o r PIo t s , S' I t* ci d 1'. e inevn L 0 )t i on( u ru

Fiel k.irialu ValI ue De scr iption

VC Card ident ificat ion.

1 1' L::IA + ThIte n uimb er ot eIe meniit s t o be reva d in .

? I 1 CU'T( I) + The f irs t e Ierient iiumhe rs a t wih ,the it
velIoc ity vector i s to be 1)lottcd.

3 1 I,, iT( . + Conltiniue enterinig elemnent numfbers
mint i NELA values are coded

Con tifua t ion Ca rd s

VE (.: ard identif ication

I [LlT( 10) + Continue coding 10 numbers per card

.1-3- 17 1l; 1IIT AN FJA Y5 I S
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(;. Card Select Lilemint I or the 'iosh Plot

Field Variable Valu Description

G ;E Card ideit jicat ion.

N .NGRi) + Tihe number of elements coded in this data 5eL .

2 1HAVE( 1) + The first eLement number for which the mesh
will be plotted.

3 I !IAVE( 2) + Co tioue cod ill! all ) 1 ( t i tds . Start Col-
tinuation card with GFI in colionns I -,0 7
and code all 1() Lietds pr c;ard

OUTPUt ANALYSIS J- I-I 'I
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rdI Sc I c N o (Ik o r Ir ji i t ii t Rc'cjci rd? i t I PC ?

p) r o s c TiL

,r ) 1 VaI U( De cript i on

P, C, r (Ii J e it t i f i c at t ic oi1

11C + %N1PC nodes have been se 1ec tod tor pr intout

+ F i r 1 nod m oih e r whecr cpri'ntLo ut i s rvc(Iticos t c4
"hcey ba e in any oriter ,httt the printout

i id f i n the -came, orde r as voi ies i ro co(!(,,!
on the card. Follow cod iic proredc on
pr ev iois cards.

1 1 - . - - - - - - - - I
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DO Card Dredging Option Parameters Rlquired

Field Variable Value Description

1 U) Card Ident i ficat ion.

blP >o dredino 1ocations arc ,r criho 1.

+ l1)R" d red,, i n stat I Ins a rI cod on c rd
which io low.

2 1) (, + Depth of over dred ; in ; tort is job .

+ FATU>1 -,t, + rter the datum of t h(, d rcde, channel

cv at ion wi,4n i t is ,t hor than that daltuii
de scr h i n 1 t ho, 1 d r' ;iil i c and s L1 i m nt

c olput.;tions Ior the .otUary elevntion,
(I * . , t Iw dn at. !! 11 ; al 11 r) r Cl i fl I I, I ti

nay hO meanl I 0W at,; t r who (,;is thL' (, at 1
[ 1 a ne for tht rimit 0 ; 5 , v hi4, s o
arbitrary da;t LIM .

v" crired,,o is used here in the sense ,t : , 'i,. , I l ch 1 i, j1 to

a depth greater than the design depth for aii rcasilin. TI over-
d dredged amount May be allowable overdepth, iaJv ac mai nt nanci ,

other or il1 o f t les ..

OUTPUT ANALYSIS 3-3-!
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S 0 -'1r d S110al i III VO 11,712 (11ti 01 , (( 11t DUItdlr

Fij2 1d Variable \a 1 ti Descri ption

SI) C ar j i (1 11 It j j caIt i111.

1 L~~ X) shooi ill;; i ocO t ions ( r,:, Co rt's ) tol 10,,

+ AF- L~w iii o 1 i n,, loca t i W' s itr- cmlcd
ml 5 e1 c r,' W hich I t1) 1 'w ti i j

OUTPUT ANALYSISJ
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St, Carro Shoaling Locations, 'od l d ata Required ii
ME LDR>O

Field Variable Value Description

(0 S , C ard idct ie ica ion.

I[LE -,),+ ntler the channel mile at which shoaling
results compulted for the elements on this
card should apply. (This is useful tor
correlating computer results with prototype
data Wt maps.)

2 t 'liIis variahl permits accumul:ting shoaling
Vu i i ae fo r more than n i ei ct I to he
printtd at Lhe location or mile shown in
I ield I. -"NEW is any number of elements
up to 3. The el ement numbters will follow in
subs lqulellt t ields on this card.

i3 !DR(; (ide the el ment "umbmer for tlose elements

where the bed change is to he computed to geta s tofllin g volum ae and thn. added together

or a result at this river mile.

4.', . 1 l t(; :( , . .) +

l S) liliEs!-(I , 2t ) + Up to NEN values should he prescribed

across the card.

3S.-

• -- .-,,- " .- .. ,*'j*-_.*,,, . - .,1 -. . , .- ,.- - . i: .,7



- -- -. -- 7i- -7 -- .. - - 77 - - .

I.

04/85

S11 Card Shoaling Volumes Option, Prototype Data Required

If prototype data are avai labLe, code the values on the- SN

cards which follow this card and the program will calculate ratios
between model results and the prototype.

Field Variable Value Description

SP Card identification.

N gPD + No prototype shoal in,; data ar4' in1cluder
(no SN cards)

+ The number of SNX cards that follo w

OUPU ANALYSIS 3-

.................................................-. :-

. . . . .. . . . . . . . . . . . . . . . .
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SN Card S oal il; Locat io n;, Prototype Rat io Requi red

Field Variable Val c Description

O r Prototype bed change in IrU et by element .

IPROIn) F Element nunber for the bed change shown
in field 2.

cR(II;{for Vhan,I in fo e ev ent )ein
,C -" 

desc ribed on the PD cards which Lol o .

IP1' (0 .., 1 7 ement nuialw r i or the, I,,d c htin-,e snown

in field 4.

4 A #lc i, 1 , e chan 4 ,e 1 Ie t, -tc.

o t c.Code 5 pai rs per card.

'I'

J-3-25 0UTI'ITl 1 1.\ .Y',

,?-.
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T2 Card Event Sequence Title Reqired

Code up to 72 chiaracters of the title information tu describe

the condition of the events which follow.

Events are discussed in paragraph

K--.

OUTPUT ANALYSIS j -1- 0

-- --

. - - - - - -



iD Card The Duration ot Each I-vent Uequ I red

Field Variable Value Description

I iiD Card ide i I i cat 1Ou

The total number of durations coded iii this
job. The durations follow in subsequent
fields across this card.

+ The duration ol the first event on the sedimctit

t a pe i n days whe r e the seq tje n c c o 1 4 i r a t i orti:;

on this card should match the sequence of dat a
on the sel iment tape file.v

KM

.1-3-27 OUTi'UT ANAlYS S

"--.,- : ( -:: .2- . .. . ~



04/85

S1 )R tDC Command Card-Dred, : ptional 

This command causes the computer program to calcu ate tile

amount of dredging. At time end of event analysis results are rinted

in terms of volum,, as well as percent distribution.

OUTPUT ANALYSIS



- , .

o -. 0..4/;

i G.I rd !-Iv cnt Ac cima tI a t ion se t Op ionl a I

t is is stCial colt ro to res.t criiol aLtors when more tha; olne

e-Vi't hts Inen placed ill the job streani and uach one is to bt,, il with
tle sariv initial 'enditioo I or shoaling and dredgin. wi, ich is tile val l .

KW

.1-3-" 9 UT 'UT ANA 1,Y S I
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S$ E %1) Ca rd Endc of Job Card

Fiel1d Variable Va ILie Description

OUTPUT ANALYSIS
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APPENDIX K: FIELD DATA NEEDS
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APPENDIX K: F[I;I I)ATA NEEI)S

PART 1: INTRODUCTION

Objective

1. This appendix discusses what field data are needed for a
riode l ing el tort and gives an overview of how they can be
o ) t a i n e d .

Uses of Field Data

2. Field (prototype) data are used in a model study to
describe the geometry of the area to be modeled, to identity the
important processes, to provide input data to the models, and to
provide a standard with which model results can be compared
(veri ication).

Sources of Field Data

3. Primary sources for hydraulic field data are direct
collection of the data and the publications and records of state
and Federal agencies. A combination of data from these sources
is usually necessary.

4. Federal agencies collecting substantial amounts of
hydraulic tield data are the Army Corps of Engineers, U. S.
GeolI gical Survey (USGS), Fish and Wildlife Service, Bureau of
Rec lamat ion, and Nat ional Ocean Survey ( NOS). The USGS and NOS
publish nearly all of the data that they collect, while the other
agencies publish part of their data and retain the rest in their
files. A list of addresses for making data inquiries is given in
Addendum K-I. Secondary sources of data include universities,
private companies, and the technical Ii terature.

Special Considerations

S y no p t i c me as urem e n t s

5. Model studies exhi hit some spec ia I needs that are di f-
terent from most other uses of field data. Prominent among these
is the requirement that much of the data he synoptic, or taken
over the area of interest at the same time.

6. Nearly synoptic data are needed so that one set of
boundary conditions are responsible for data at all locations and

K I FIKLD! D)ATA
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so that relationships can be established between processes at the

data collection locations. For most situations, this does not
mean that measurements are made at the same instant, but within a
time interval of minutes or even hours. (Some data, such as
short period wave measurements, must often be obtained within a
few seconds at several locations.) Where circumstances or
resources prohibit nearly synoptic data collection, some means of
compensation must be applied. For example, data collected on
successive days might overlap where one station is sampled every
(lay to serve as a reference station.

7. Meaningful verification of a model to field data usually
requires that measurements must be made over the area modeled
during steady or quasi-steady conditions. For example, if
several ranges in a modeled reach of a river are to be measured,
the measurements should be made for an essentially constant stage
and discharge. It the stage is changing slowly, then measurement
at all ranges during a I , or possibly 2-day period will be under
sutticiently constant conditions. For a tidal waterway where
measurements are made at regular intervals over a tidal cycle,
optional data collection occurs when the tidal range does not
vary dramatically prior to or during a survey.

8. E'nvironmental conditions prior to and during data
collection must he considered. For example, if the process of
primary interest is tidal propagation across a broad bay,
measurement of water levels during a period of a sustained strong.
wind will greatly diminish the value of the data.

Vertical control

9. Establishing an accurate datum plane for water level and
hydrographic measurements is important for model development and
use. It is also nearly impossible. Despite claims for datum
plane accuracy, level nets are notoriously inaccurate [or use in
obtaining water surface elevations and slopes. In tidal waters,

the problems are worse since there is often considerable rubsi-
dence and level circuits over marsh and water are so diffi ult.
Because datum plane measurements are so inaccurate, there is no
particular point in being dogmatic about rigorous vertical con-
trol . Accept whatever you are given but do not be L ieve in it
very mich.

Personnel and organization

l1. Many organizations have excel lent equipment an wel l-
trained personnel for collecting field data. ti tortunately, that
(does not mean that they are able to make field masurements that
a re so i tah I e t or use i n a mode I s tud y . The overall desi ii and

specit ication of a data collection effort should he done by the
modeler. The detailed design and execution should be pertormed
by personnel who are familiar with the study and with model ing',.
The rmodeler should, as a matter of course, he pre-sent and
actively participating in a majority of the data collection
ettort. lgnore this advice at your peril.

FIELD DATA K2
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organization ot the Appendix

IiPart 11[ ot this appendix describes the kinds of data
needed tor a modelI appl icat ion and where the data come from.

Co~lctifl nd nalsismetodsarediscussed only when it is
necessary to provi'le informiation beyond that given in the

Nat iona Iandbhook or Recommended Methods f or Water Data Acquisi-
t ion- (SG 15;1~ ) 77)

F 3: 1 1): ) AT\lA
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PART I VT F II) IATA NEEIDS AND COLLECTION

12. This portion of the appendix describes the field data
that are lced(d in a model study and discusses some aspects of
collection and analysis methods. Field data needs are summarized

in Tahles KI-K'.

All Modeling

13. Data that are required for all modeling etforts include
those listed in Table KI. Dank lines, bed elevations, and struc-
ture details are needed for generating the computational network
ot the prototype. Most of the data can be obtained from charts
and photographs of the area, though some additional surveying may
be needed .

14. Since structures such as dikes and jetties can be
represented as solid, permeable, submerged, or dry in the TABS-2
system, data on their design and condition are needed. The mesh
can then be created in a fashion that most accurately describes
the structure. Side-scan sonar surveys can be prol i tably used in
some situations to obtain a description of underwater conditions.

15. Digitizing of data from charts and maps is discussed in
Appendix E: Digitizer Instructions.

16. Analysis of soccessive hydrographic surveys is used to
Sgenerate scour and fill patterns and deposition volumes used in
sedimentation model verification. This use of the data is
important, but the previous warning about vertical control is
especially pertinent here. The modeler must remember that hydro-
graphic surveys contain both random and systematic errors.
Systematic errors in excess of 1 ft are unfortunately common. It
;1ccurate measurement of bed elevation changes are essential, the
modeler should turn to techniques other than soundings, such as
sedimontation stakes or density profiles over artificial reflec-
tors. It should also be noted that acoustic surveys of I lutfy
hottom matrial can be very misleading (see paragraph 37).

Fydrodynamic Modeling

I I. Table K2 lists the field data requirements for hydro-
d vn am i c m ode i 11

Water le vI s

I. Water levels ire used to formulate boundary conditions
" . and to c a lcu la te or est i mat e houndary rou ioho ss Coe L i cii(lt s

1% - .v tablishin1; an a ccur;t e vertical datum tor th i wator-levol data
1s i mpo r tan t, hut it is ra re achieved . In in Ian, a ters , t he

FI EI.D DATA 4
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levels are needed for a sut ficient variety of conditions so as to
represent the range of I lows that are to he tested. For .xam-
pIe, it flood flows are to he tested, water levels duriiit hinh
flows are needed.

1[. In tidal waters, several tidal cycles ot (4o) t i0,,,,s ,r
trequent intermittent water-level measurements are , i,,. rIH
water-lvvel records can he used directly and/or in .aalyz,.l

(phase relations, tidal range, or constitue nts) torm. A 1-m,,ii-" sampling interval is usually sufficient. [Durcti ,iq ,"I H OaV

I" are commonly required.

2I . In areas where vessel tratfic or wind crutt,. sl,,ri-
period waves at a water-level gage, some vlI lort may h, requir,,d
to t i e r short-period oscillations betore m )asurin'I. Ordinarv
stilling well port design (a circular orit ice or short tubt)
transmit short period oscillations to the wet I nonlin,,arly, and

postmeasurement analyses cannot reliably remove therm. linear
stilling well ports are needed (Fisackerly, et al. 1985).

Current velocities/discharges

21. Current speed and direction measurements are used to
calculate boundary conditions, either as velocities or dis-
charges, and to verity the model. D)irection should he measured
in degrees trom true north. For some boundaries, such as power-

houses, disharges may be obtained from the operating agency and
then used to calculate boundary conditions.

22. Velocity measurements are sometimes needed at locations
or under conditions where an above-the-water platform (boat or
structure) cannot be manned for the desired measurement period.
In those cases, in situ recording meters are needed. For an
example of in situ meter application, see Fisackerly et al.
(1985)

- 23. The number of velocity measurement points needed at a
cross section depends on the channel width, depth, and shape and
characteristics of the flow. In general, two or three locations

in a cross section are needed with at least three points measured
in the vertical at each location.

Turbulent exchange and roughness coefficients

24. Turbulent exchange and roughness coetficients cannot he
measured directly. They are a function of morphology, flow

characteristics and computational mesh.

Sed nimentation Model ing

25. Data requirements for performing sedimentation modeling
are summarized in Table K3. Some of the data are needed for
either cohesive or noncohesive sediments and are denoted as be in),
always or usually noeded. Some are n eed ed only tor one type ot
sediment and that is noted in the -when needed" column.

K5 IELD DATA
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Grain sizes and settling velocities

2 . Sediment grain sizes and settling velocities must be

analyzed before determining values to be used as model input.

The input data needed by the model are effective grain size and
settling velocity. This is particularly important tor settling
velocity since measurements are made in quiescent water (settling
tubes) whereas the effective settling velocity includes turbulent
resuspension in the flow.

27. Cohesive sediments exhibit different settling veloci-

ties in he laboratory than in the natural environment. This is
caused by changes in aggregation of the particles during sampling
and storage. Laboratory measurements of settling velocities
should be supplemented by on-site measurements with an Owens
tube. See Fisackerly et al. (1985) for a discussion of Owens
tube measurements.

Concent rat ions

28. Sediment concentration profiles in the vertical are
needed even in a two-dimensional model study. The concentration

profiles can be used to deduce settling velocities and critical
shear stresses in some cases. Standardized equipment and
sampl ing procedures are described in the Recommended Methods
Hindbook (USGS 1977).

29. Under conditions of high suspended sediment concentra-
tions and steep concentration gradients (sometimes referred to as
tluft or fluid mud) or density current in estuaries and reser-
voirs, discrete sampltng of concentrations in the vertical can

*lead to erroneous conclusions. The behavior of very fine sedi-
ments in high concentrations leads to irregular concentration
profiles. It such conditions exist, continuous concentration
profiles should be measured by delivering a densimeter through
the water column (Parker and Kirby 1981). Density profile infor-
mation can also be used for establishing bed elevations and the
unit weight of bed deposits.

Bed gradition, density, structure,
and consolidation coefficients

In. Donsity measurements can be made on cohesive bed sedi-
ments. The profile of bed density with distance into the bed can
h determined in situ by a densimeter (Parker and Kirby 1981) for
lw densities and by laboratory tests on slices at short cores
for compacted sediments. Density profiles in newly deposited
material to y also be measured in the laboratory by analyzing
- -deposits made in a sett 1 in g columni from resuspend d bed siimples.
Inspection of cores and laboratory analyses of slices from the
tireq -an provide information on layering of virious sediments.

FIELD DATfA Kh
o .
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i c ie I s ht,ar strevss es

Si. Indirect methods. IndirecL esti-ates oI crit ical shear
-,trvsses zor deposit ion an d erosion o cohe sive seii ments can be

:,ail, ye riy asiri 0. ccrt ain parameters and comparing them with
v~i I evs O)tained by laboratory tests on simi tar seJ iments.

*a". sitrements of mi ieralogy , cation exchan)'., ratio, and sod him

ad sorl, t ioi rat io can be used to characterize tit sediments and
thus the critical shar stre-sss. For examplt. seve Krone (1972

a i id 1 97 - ) a i ( A r i a t li. r a i and Ar it Ian and an ( 1 97 8

1 2 r C.ct Pethoas . i rect methods ot obtaining critical

slteair stresses iivolve Ier lor-mi ng I Itme tests on sodi nent sam-

lIe vs then -a Ic, I at in,,, the crit ical shear stresses from test

re-its. itses tests iisily t riqulire Iar:;e sapiel volumes, spe-

c i ;I i 'i d I I mi s , or hot I.

i i. A second direct method ises a rotat iu,, cyl inder ap)para-

tos in which a core ot se-iment is placed. Smaller samples can

b v used , hilt the method may requ i re remoldi rg of sa M.p l es and does
not work tor very loose, fresh deposits.

}3. Iirect methods for c)htaiiino , 
critical shear stresses

Sr, iair I y (! il i cilt to pert orm and tIe resii ts may he at -c Ied

c ra t icai Iy by seemingly mi it or test 1)r ocedu re s. A hi tter w ay is

needed

1) ispersion ce It icieiuits

'I . l I sp p , si (ii .o, I r i c i ints ca not he. me, asutred di rec LI v

'I li y v -lie a !inet ion ol I low characteristics, tile vertical sed i-
merItt concen t ra t ion l pro!il e , itid the compi t it i ona I mesh.

D I)eiosiI ion/ero sion pitterIts

lh . Di pos i t i )u / ri s ion pa t t .'rs and vol ne s a rev is a l v
o r i nit d !,v colipa r I iin, succe ssive hIydron),raphic surveys. The rev-
stil ts are coril icated :y siirvo'ying errors and inaccuracies (s cc
pi r..; raph 16) ani dred.;ii a ct i v it i e s. For a discussiii ot soni.

of t! I) ri h i ms j Ivo Ive d nd how t hand I e thee see Let t er anitd
1cA it I v $I 1177 anl 1 )41 )

c?. Mu.is of 1i)h.i v c s.1 i mvnt heds s oi im es lIatk, thi ck

I, I C , very I o)w den ity (ile )o its o1 the hed . Thu-se dlp,)s its

-irev ot ten tr.insitory, occhurrin!, ditrin- pe ri.)ds ( It low vtlIocit v

i:il resl !,its nA ini5,, i I ve lo it its increase ( such it t i .L c )ry ItL

) 1h#vi or i l li I t ;a I r s,, ) . low lens i t d - po I 5i . 10 , -

' l.C l0 s ti C ,11:1 J i1 11, i. i qil 1 1i it t ) prov i d 1) I ; i l i, sur i .r , m I ;t I

. r v s o r i ,)l., I , (,s- ( c i I I ' i t ) iit or ror r. ir si k-i c,)i (I i t ,I

duvrits i m' t r i c -ir vc y ni,iy he It( - 1vd d .

1) p. App i i x I. 'ut t i rt, ) r I d i s c it s ,c s lh s moI
a no I y i ii' ptbr o),r.i ti i c (0it 1t or suioir in)l i I I cmi)miitat ils.

""K 7 I V Ii)IA i.
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Table Kl
Field Data Cequired tor flesh Creation

Data Requi red hecded Used for 0)bt ;inedt from

aInk 1 i 1e s A ways i 1 1 i o;i mesh Iyd rograph i c/rpot;r , i 'c
location hoiundIr i e s charts historical

water-l evel rico rd
a er i I pho t os

;I A ways Ass i in, hid d r(I r a h i c / ot . ri 1ph i C
Li' V at ions ' [ vat i onIls ii yvevs

;It echcl; Tiiodt

Stroctores Usualu c tef iun mesh IvS ,sin dmriwinaIs), cf ii-

des i gi andi t i ci 1 v

cond i t ion

o ,,

.-. -.-

• ." I"1 I El DA\ .
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T'able K2
Field D~ata Required for Ilydrodynamic Models

When
-it a Oeu e edd lsdfr(btai ned t rom

Water Always BC,* veriiica- Direct measurement
levels Lion, calcu-

lation of
roughness

Current Always BC and yeri- Direct measurement
v el0c it y f icat ion

Boundary AlIwa ys Model input Observation of channel forms
roughness and vegetation. Analysis

of water levels and
discharges.

Eddy Always Model input Estimated/calculated
v is coS it y from knowledge of flows

and mesh

W ind( Sometimes Wind SC and Direct measuremcii! or
velocity prototype weather records

understanding

Climatic Somietimes Prototype D~irect meastirement or
dIa ta un der s tand i ng weather records

Wt Le r Always Model input Direct meastirement
t em pe ra tuir e

Lat itaide Al ways M*odelI input Map

K C = liii ida ry cen id i t i on s

K 9 1, 1) ATA
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Table K
Field Data Required tor Sedimentation Model

1 h e n
I)ata Required Needed Used For Obtained From

k;ta i I Ai wa vs Mode I I i p,It La h m e as i1 r t mti t s ni

si o tr sampls
lolil c"o It' eS i v C

Se t t i ig Al ways Mo t I eI i )np t I.a 4h meas or l it t l

velocities s.III I , tS

Concentration Always BC,* l (l * Iah mi'.strei,'', ts oI

(sediment and veri icauioi sampleos
sutp p1y )

Bed Usual ly >M.odel ns, t s rvat itons ot chaniutitel

r k og 0 ness t (ir ms a rid ve get a tio n.

Analysis of water l, vels
and di s cha rges or velocity
p r o t i I e s

Ht.d Us n I I y Mode I input l.ah meastremeit ot
ticIts i t V for colhes iv e samples

Bed shear Usually Model input Lab measurement and
stren gth for cohesive calculations

Cri t ical Always Model input Lab measurement ant
1h ear tor cohesive calculations

st ress

Ueel [Jstta 1 Iy Mode I i npu t Lab measurement and
consol idation for cohesive calculations

coeft f icients

iel Always Model input An ilvsis ot cores
st r utre

W14 t or A I wa vs -lo (, I i pt l)rei t 1)1i r u t i, r, Is i t' i t

tempe rat ore! c ., I c i at lo it
d ens i t v

isp pe rs ion Al ways Model inpit Calcl!at,41 or Lst in. t,.i
coet I i ci ents

1), s i t i 'n' Is no I I y V' r it i cat ion Ca 1 co 1;t ,d I o m m t I t i , 1
or, sioi h vd r ,rph ic slrrV''Vs

pit terns &
v (I ]ime, S

;¢ ~ ~ ~ ~ ~ ~ C !1, d t!~l, "' ( lr i r" i oIlS

** l Ii t aI ( , i C d it ions

F 1 II) DAFA V I

%'
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Ta ! e K4
.ie, I ata Required for Transport Model

Wheni
)at a Requi red Nveeded Used For Ohia Ted From

Concentration Alwa ys BC, IC, veri- Direct or lab measurement

tication, cal-
,-, culat ion o f

dispersion
.:. coef ficients

i)ispersion Always Model in,)ut Calculated or estimated

coet t icients

Decay Usually Model input Calculated or estimated

c o-t t i c i v.n L s

,c,

.p .. ,

K I I , 1 ). 1)IA TA
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1'. S. Nrmy Corps o: Engineers (district offices)

t'. S. Fish -id IWi Idli i Service (districtraftice'fl
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k4 I- S I) : -1 A.'

1ART I 1 : tIRO RAM S A',D PRICLIjI .S : ,S

1);i t a I' r e p a r a t i O . I, on

ia La itroc. Iss i .

il t aI Re t r i , v I I i I I n I a v

1ART I I I : TY I Cl Af' C AAI , A\ N S 11 ,, 1 L l+

A cl d i n g I- I I, v a t i o it o t (FCIN I n p t i 1 . ....,.... .....1. 1.

Post Construction Veri i i cat i ilIi
Se C1 J i e a 1t 'In o d I V c r i I i c ai t i cti........................... II

Atch li;l'I a y t hay ij lt-ii c (;rovt I .trn l tio) o t ;I LI ]

AI)!I i)F A: P'rot, rri Descript ions and LUs, r Instruct [oil s

)ii it i Zing 'roigrams
I i. .. .... . . . . . . . . . ................... -

L- ? ). LT . ............. . . ................... L-2- I
1o r ri i t n;., P ror;srS

I.- I PF . ............. . . .................... I,- -I
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:i,, L -ti r a i , or r i t It .. s

-1- cU U T ........... . . . ..................- I
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A P PI: )1X 1, 1 AI A 1A. AP1i1:NI' SYs'rK. A

PA P I : I t I l'iK( :'1 T 1 0

P1 r i 051e

" Iie 1)u r poS L t 1is ip i01i ix i s to describe ti , h iater-
c '". i ri. t ,r !;t It.St ) !);a t i '" itiIg, it Sys Le m A t !i.)-,J

Iid r I r ii I ,i i i ti ;il t" t iI, syste 's so.

. ' ) r v i ry o c It e Liv s I ) t r ii ) I),S -A are to provi d e
t 1- c uir cIt, , , i i v I, :aTnd rapid Ice is ni sp,t ial Iy distrib-

unt.I Iat a I. u in iydr, lic stoLijes of rivers, lakes,
"t iil c ii r ' s t ;I I ci Leti S.

l) ta Base rlanageien t

I. \ dat I i stc consists o 1 c o I lect i on l in IormaL iion
s ot 'd in II si/Ysti, ini (" l i!siln. In early computer aIpplicattiia,

ins! 0 ! A .1 1. ) LI S S I L Iiu .- Se I y to r i i z zei d ;Ii i d e d i c )c 0d t (I I i 1C1)r osr r. ms It t has'I t ~ rl Co s l Cr;l i e Vii Se L(t 11,otIII til

* ilri.hr~iris Liii! ciCcease i thm. Asc eaLa r(ses Irew larg er, two
q ." cJ s i r os t--at rage rieii1S t hat ie rri t t ed rapid ai CCess t 0 t he

, d;I L ;I lilt d Ic ce S S I f 0 lt h o d tih cait aIl owed in ore than on1e program to
iS t atci Iro ii th Ii ; ,5 Firo o n t ietse ie,'is i vo)lviii modern data hase

L:: n , 'eIa'l P 1 y t,1.. ".lom ' %,;,I i ch ., |i t th,, I o o 11 ) -,

[,:I r;i c to r i IL i ec

i. "'; U t a I stIcIr a I ,i r nit sys[tLnlc tics::i llion )t1i t

a i i m rlI e i'a r ei: ili ii I C y ', iL I I xi in1 X i e S a ii 'e d ) n

I " , I c -Ii),I, r,. r i ,v . in ii f i j1 t c a t i on

i i t ii i n c i , ii C LI I o I s , 1 L a t r iic t ii r .c it t t ),o

d iti stnr , is tii( saeIi l(t Li i dIit;i types.

C . Ir il' i I yy I d ei , dP I , d 0 r C hit 1 e, 1 1 i I t i t

r- 'r L.i iie. t! i n t i r' dci t s hac.

T 1) 1h, ir o ,,r i r :. thl i torI, i n rt I ci1i Lev. ' te ;]it.l itr 0
,pa r nt. o ite m Lth( -; L t halt I I.a \y .I o r rdis pl y t h , dit.

i . cit L ' I i Cr I;t IY til) I c ilh I s l5 t (I I t o P I

5~l cliv,,. li. lit;r. pi Iiiii Is z s 4iu'rci '1, aui'I is <c'

pi t i t i ii i t t 11ic v i ill ! S 'fTI l 1 2' , cs.t1v it r

c a e I I or t i on t in 1 S Y ir n) ! I)

li\V \. r.\ t i. II



Ki

Ao

04/85

14KM DS-A

. lit !)'IS-A .sy tt ri is ise l h t rho i;ydraitl ic Analysis

aaj i-'stl ri,, I) ivision s ot th,' S 1iy dr iiC's Laboratory. s'-

hsi c ) IS-A ;t s trictuet L a sveor;i It th WM-A h rot-rams

sre r Ic e Iope d ide r t he s tipe rv isioi o Ir. Vi ct or LiGa rdIe,

T the nS v in,iro, menta laborat ry . 'tno Ir -A sx' ste. is 
sieli':fei'IL~ I)[ tlie TABS-K data rIlna e'ne l t systm, which ust)

inic l.idt, tit, Colitnhia ive bry rid !)ic il.Iil , -,, 't :i, tI . "A'iq-2

I I , I 1' n .1 t "1 t s ys t c nd1 v arliois -iti Iit Y , . ran s. r. i it d t o
c l.' ,, c ' I" t t h e Sy t i, i o t i ti]l r ic it P, o 'l Iin 1 . 1, c i]( t i l s t [{ o 1" i t ) o -

\'iiiiI. ' Llt i!S ArtOy l~it , I r piitriet , Ni''.' tirleans.

('. , 'l t_ hr, il a jOr C-OM :)Ii o LO I i t C'S - r 1)' 1 S -A : r 0 t h c
v i , d ,' It I i ' S Ij r r I'I n i r (, t, T C a Io r , N r e a s . i

I M ' i'vW', - l't FWiM) t Ile0 JAl 1. C'll itl' s Li 'il , 0 il

L t T) r oi r, t i 0 r o r r Iv r t1m1r1I 1iico1I, tItr No t

. 1 t t cti - '- ' t I' r it t v' e. r it) n s o IL it l i d 0 s ; i r r lltn i i i it t

tie itt' , huii t t,' v a rc in at allI d on m oy clliij 1)iter avste il
,i' I "t t.d ,d .

7. I e I di t -n -- ril nt r t n

t P r ii ill litn Iic i il I rd c l l l , r 2 k v11.

t .1li pul at i t k h ; .1it1' d iii iil t, .

I t em c ;it( bo , iti~c ,l lS Ltdes l'me i .1s k LhIt I ;i 'i n it L ,Ll [ I v o tlnii s r t,

I, 'rt I a da i It,! )i. malal t',rii v t t y''stt i't. TI, ' v n crI' i T iC' i l!( d ) ti

tIe It, ' ,ti Liost iiniv. rs i\' I l, lpl ict i c ti S ,':Liil lyc i, tr i tit .
I 1 ,l t .

C ha r Tc t t r o I t 1 it )a t a

; .1 !)'IM- A i s ci tId i H s, C' 1, Tio(: i I I v ' o r ii s' i t I

I t i i I I y, i t riI) il t cI d 1 whc11 ti oi iii t111 o ' 11 t oh I I0k ii t i oIt

c111' o iti I ' I I .1 05'.' t ii I oa L-c t' t I c ;,'
C I t!lt ',)")IC-, i ' tl, ; ! p r i ip i' -,) 1 tl1 C 0th

;ii tiil rC -1, 'IoII' i r v r i '..'. !

o c;i t i o )' t' r I v t l ;I I I dilt ;I i cd i i i Ydr i i I C c t ' 0 1 c i o

! -II I ' o I t o it' c , tr !u - -1 , co nr t.,i i i klt r

.10 s'itii \ t ! d w i t itL c o clr lt1 1 )o. p.] ttc o I it 0  1~ d" l '!rI
1 ir ' I T I N' t ll . ) t I I '' Ol" it . i t I o i

-I'1 i1 T It I l),i-1 1 . rn i i I 1 1 ? t . t, J 0r t t I I I

o t it l Li ' lit t I ii -;11 - , t i , ptt , ,' ' i c S 1 , 1 i

l I pt l t r I 1 J (I I t r i I I r o t 11.1 r It

t i ,
.

tll' ' 1 1 I si>' ' I'd '- ,, 'li ' 'i it .t o'L1 it I t

'i ri i.< , ,1i, v = ( r l t r t u c i ir ' t io .i. i ri l

D) A I'A \1 AN AG EKM 1, Ni'

A I [ Oi t, 1 :7 - I:, ,is ,] lI fl~ L~l h~ [ ,rt i~r n ,i il\ spt i l 1
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Fact or itiIta have disc rete vt I ties that are Keyed to a |)art icil Iar
stat,, or classi icat ion. "'Znr'naI|y, tactor data will have a
Co tit ant v ;lit t ove r a clost-d area, suct as bed sediment classif i-

cat ion (gra ve, san l, s i lt, or clIay).

I'. rydr-itil it- data are generally derived fron tour sources--
I i;,Id meastrennts, physical model measurements, numerical model
output, and resitlts of data analyses. The tollowing list
cla ssif is the data m.ost freIitently en countered in hydraulic
St it d i s S

;1. vd rat I i c

I) .:t re n t speed and direct i olt
Q,) Sunrace e Ievat ions and sta;es
( ) )i schar,-,.
(') Tiidal ccnstittints (ampi itide itl phaset)
(5) |ydrauli c roug zhness parame ters ('Mtannin'ps n, etc.)

h. Yc't eoro lo.i caI

I) .inI speed and di rec Lion

(2) haromet ric )r essu r e
(3) Air and water temperature
(4) i'recipitation

( I pindtea s P 'imont conce nt rkt i on an i! charaic te r--
;rain sizes, lint'ralogy, etc.

Pot(2) r-od itrial c!baractecrist itcs--color, density,
. ra in-s i i z p araet, fl r, rin ra 1',;y, etc.

• ( ) Se';l-it, n t d i sc irt,v

," v hI I i o I. i i t I e r io a l t t

"(2) V¢..a v o -1 i ri-' Lion

3) -pt'cLrat I list ri -1ti on
(4) -,, 1 ;i I vilo)cit it*. and ampI itLudt,

e . v:ilt r ,tlU, Iity

(I) SalIi it ty

it ht, r w., ir quil i tI pa;I r; i vt r s

re
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t. Bat iymeu try

I ) t c' r de pL t / bed e I v l i oil

Bo c i I ov at L iou it Ii s

M; Oetry

) Co it lt at i ona I I me's It )i , Lt Io cat ia ns an, T itd
n tim1)' r .

(2)( P.1i ;e n't r V pe 1) i' C Ct i en) 1 (c;I inm it

(3) Assi ',iod oir to i,ut l m-,;e i I ar,,wt, rs (,,
vi Sc o s i y , tu I t,'I ' nt a ra, et .)

Ft in d a m c iu n a 1 d t I a s t r tic t ii r U

1 1. When tie V' S DMiS-A was wr i t t , I ) ifl t I i il t i () s 11 n
sto ra ge si zo ian| ,) a(d i le I a r;' iq ; ii i nu

mb r- of f I na t i g pu , int
aritlloetric operatinns i;ipractical . "Itt, ri t ore LIte W iS ' A, ; - A was
writtun to util ize integers for many of the systet..)'s cIlc la-
tLi olls. W Iii i proCe, ii i; ) ir ) ci r it I li c 'ci nt I i r e i ols a rt'
used , t lie d a t a I r e int I t i pl i e d bi y i 1 p r o p i at L' w r ri I p i o r
to processii. ,  iind di vi'ed by Lht same factor aftcr procois-

in;, aI towin; the uise r control over th 1 precision oI the .
it e r c n m p a t n aion s .

DATA MANAG ENT '

-. . A~ A . . . .- --. ,



04 / 8

'AhT II. PIw::lA', S A,!) PROCEIURFS

.'rise proc dur s typically involved in a study are
'i cu, ,d ill tliAS part of tile appendix . Tibe prog~rams normal ly

t u i I i {z.d in these, procedures are mentioned and are also I isted in
k!. k. I I alo n ,i t I 1 1rie- description of their 1unction.

Data Preparation

13. ).ta 4hich ar. to be in iit lIy pIac d in the
.system itre usital ly in grapl,ical form such as maps. 'rhes
dat a are mintiia I ally :1 ig 'it i zed and thereat ter the only manual
proc tu rL S pe r t rm d a re e rro r check in g an cd i i il.

1 14 . A r.ctaugiilar coiord il te syste.-I is i ,posed on the

ta, us-al I tit ior the Universal Transverse '-rcator (UTU),
NI stat. planar, or an arbitrary rectanstular system. Unless the

iarea ol interest is very sinai I or very large, the state planar9. sy;lem is ose(!.

I i i i I 114

'15. e t i irst step in the dli ;it izin g process is to posi-
tion the, map on the digitizer tahtet with the rectangular
coorlinate system of the map iarol lel to the x-axis (lower
horizontal I imi t) of the,4! digitizer. The IS-A programs will
mla.k corlt,cI inns Ior Jistortions in the map's recta iigil ar coordi-

" I1 1 [ t" -; y'-, tc m .

l i. rhe ii;,itizer at the I'S -nstrumeutat ion Ser-
vices Division (ISD) is conl i;,ured to write records containing

twe i -t ':e r I i IJ -I: ,t six di; it s. For this reason, tht DMS-A

* progl.,..s read di- it iz r data in a FORTRAN 216 tormat. Pro:,ram
DP1 SP I has ht.--ii developed to control Tektronix di -it izers ,,nd it
also .4rites th, 216 tormat. A W1S-A digitizer tile consists et
an idei tiIyiij record, ix records containing transIormation
iniormation, area ot interest definition to limit computations
to a speci tic area of the g ri d (it needed), and records con-
Sa i r. i oi, t he nor dlo ed itpitnL--elevatiois, dtepths, coordinates, e tc.,

f or t he part i cisI ar DM S-A pro ra m. Spe c i a I f I a s are inc iIsided i n

.this ii Ie to ,ostir- that the correct pro',ram read, the t ile, and
t hit data ri smatets ,ii cI as coi;nparin 't devtts an,' elevat ails to
not i c r. InstrucLiions tor usint-, the II,;W) di' itij/vr and I Ih,
Tek It ron ix 14) 5 4 i i i t i z o r arv ., i ven in AI'I )NI' 1) I Y :: pii it i z inV
" Ist r citct i o is. 'l'aT', 1,2 i I lost rat . t It o or-ma at t lhe I i rst Ltc

r co r (I t pVl.' .; i a d i i i t i zo d 1 a t a 1 I ic c o r ils I I - I 4 v a r y
de pendi i n, on it Ii t y lit' ot d a .l

1 7. .A di itize r t ile tor at hias teen dev ' I lped to

( I di itiz in., ! astir and to i] low lot b tter error corrcction.
T]i 11 w t i it, tori at type mu t he I oiid I hrii I' r o,; ran 'ri -FN I- to

-. • . . .. -DA

-. . .' . IS .- ° . . i) i IA ,-;t- . . . .. .
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cluock the data .nd convert it lo be read hy Ii .I V. ISIP * )i'i izer
in puInt tile tor REFNT tollows the 216 Iormat.

* .- K. The area of interest spec ification allows t lag;irrg
- po rti )ns of a mai where nonoxis tLt or bad data exist. It also

caOn b used to li mit griddin; computations across islands,

jcttvs, Levveus, and dikes. Thu area of interest is deo in(d hy a
series ot points that enclose the region ol the map for which
data is presented. The points are digitized in a clockwise

dircf 11) around the area. If a larne number ot maps (e..,

variouo ntes) for a qivc'n protect are digitized, the oreci se

a ,a ic t i interest i or ea ch mrap will o teo 'ii .1 tif e rept Iecoo c-c'' iil

dil t .rencu in locatin tie supecvstvd il rea.

19. A set of programs callo MESH merges d t It' rent i in'put
*'" ' digitizer files that have been developed separately. MESKI

merqes scalar data that is in La uhlar torm iduoti I Lcd by a sta-
t toil numher to a set of x-v locations c re so ar In d i In, , Li o Ic' ,i, 0

icmI vlto di-Aiti z r lile'. I ESill is oltAi usel with s',riment
measurements. lKSH2 is designed to work with standard
hydrographic survey data (strigs o sotndinns). , lMSI reads in

data sets generated I ron mult ipl mooas of suharoas to a riaster

s P t for the entire area of int.,rust.

1Ov r t ay

20. When repetitive digitizing is to h,. perti rm-d or

th- same basic map coverage at a given scale, the u , ol over-

lays is recimmeicded. In order to simplify d t ta prnc ssinp,

at later stages, it is necessary to have conisistent corner ccoer-

dincates for cach of the scries of mais ttc le dii'it iz,,dc. 'or

* ~this purpose, overlays can he constructed on transpiare-nt filmi
which has the four map corner coordinates tor the seris ot

maps and th, I ine segments ctonnect in the corners. It is
also recomiendccd that internal control points he includod when-

t iz d tor the sa e proj i-ct locat ion. Tho conrtrol po ints can be
chocked tcor consistency to reduce the chance of undetected errors

in t itting thoe, overlay.

2 1 . 1 i i t I l pr atV r a i s 1 o tihi' I ' - A eoIi t A [ n i A it
- . control procedure-s, primarily t host that check 11t vac lueccs t ci

- see i t they !all within reasonabl.e houind . i)hnalitv cont ro I

programs display the data yraphicaLly ti permit insycti o n. ro-
-,'- Ai m ii (;PIT checks A I c'i t i td t I , cr at and Iplit, tc ,ir Ac

inte r es t, t he t r tor corner coordinates iiitt i r co4 'i.'. sy i. nt

Sfor use with ox' crlcivs, . . i i h1t i It' loca tini C' cii ,rd i ,ct 's
-, tie raw datat.

, r IdW in an r idi l transl rnat ion

2). Spatial ly i-; i -trii't i-cl ,-,it i I.I ] I xV ,Ar c "ri cd, Lh l
inc, va luei r( t icri-cl I ir ev,n i i r miq ) of ,li-, anc 1 n, ti

DATA MANAGEMENT
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" 1- 0 .o|Ift y- (At it li ornLi op.()lo a c o oer 11aLv systt m. Raw Il odol
r iesults are o ttv i ungriddocd, but intermediate results are

uual ly in -,ridded torn. Output is always -,ridded unless the
spec ii ic ;.p1 ication requires ungridded data.

23. Cridded data are often assigned to cells lather

t[i 1. points. Oa ta cells are identified by their size (dx and
dy), location (x and y), and cell index (i ,j) where cell (1,l)
is Lite upper left corner of the grid. In DI)S-A, all gridded
data are written in i specific hinary format for fast access
and smal ler storage, exc,.pt for the lloneywell version that
has some coded records at the top of the i Ie. The tormat of a
I):IS-A .,,ridded data ti l (output from EIJAVGRD) is as shown in
Table 1.3. Since I)MS-A tiles are in binary form, data written in
this format ned to be converted to a coded torm (ASCII, BCD,
EBC1)IC, etc.j !or transler betwen.'n computer sites or between
ma it tra nes o d i flvree t nan vactnre at the same compotevr site.
Prooram U1J-yl-O converts the I)MS-A binary format for transter
and pro-ram r()2UN converts the coded data back to the standard
binary format alter transfer. It is recommended that all compo,-

- tat inns performed on a part icular IHS-A grid he done on the

s a me c o mpute r.

. l'ro grau IIEV.RD traisforms spat ia I y random data
oj1 iLs into uunitornlv gride2d Jata. Interpolation to a grid

location is pertorned hy a live-step process:

a. l'he nearest input data points are located.

h. The slope of the variable surface is computed
a t the Iocat ion.

c. A local Cartes i in coordinate system is 1placed
with t he or igin at the grid locati on and local
y-axis in Lhe direction of the maximum rate of change.

d. 'Ihenearest input data point in each quadrant ottne
I oca I coo rd i n a t e sys tem i s ) oca ted.

e. The grid-I otat i ol val It- is ca Ic il ated us i n

4 Z(i)

i=I d( i )2

-- ---- - -- -i ml (i)2

w ile r e

1 (g,) data v.,I,,, It th s r i 0 1 1 c a t i on

Z i) = it 1 u t l t t a p) i n t i n the i t h  
qoadrant of I o c ai

-coord i iote syst el'l

1. DATA MANAGE.MIENT
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d(i) = distance between the grid location an a the
closest input data point in tire ith quadrant

25. Program TRANSA transforms gridIded data from a coded
'.. format to the DMS-A standard format.

26. Program FACGRD reads digitizer files of data
defining area of constant factors and grids them, writin;; a
standard DVS-A formatted file.

27. TABS-2 numerical model results may be converted to a
1)>S-A grid by using CO'I()tJR, which wi l l read outpult Irom
GFGEN, RIA-2V, RHA-4, and sTruml. Computed model resu ts such
as depth, bed elevation, water-surface elevation, velocity

, ma),nitudlo, water quality concntration, sediment concentra-
L . ion, and bed ch;niges may be gridded by C(,NTOUR. Prograi IICJTO I
is described in A,,PI'FNi)lX I: Graphics.

Data reviews

2:3. A DIMS-A gridded data fi le may Le lumped to a line
printer using iro.gran IiUMtliR2. This dump is in the torm ol 132

--column wide vert ical swaths tlrnrrgh the grid. oi;th I.I,FVG1) arid
C()N1TOIUR will also produce DM5-A swath dumps. GIijis May

I also be checked gr raphicaly using contour pi1ots (from COK-
O 'I IK) or using 3-dimensional line plots (from 4VIFW). Programs

CONTOUR and 4VIEW ;are described in APPUNI)IX I: Graphics
Displays.

Data Processi n,;

29. The OiS assumes that most users will provide their
own programs for anal yzing data, hut some procedures arc' soc
commonly used that tic have h en inclded in the IW.S-A.

3D. Program ;RDSIIB reads two sets of gridded dat
and cal cilai>'s the difference between them, proluciii; d itew

grid c,,d dat sc, t t Iiat re lire sent s t lite c h 't 1-e ,tt we' rn the 1 t, ut
sets. It is comrron1ly Iused to cnlc1riiat,- depth Ctiant;c, hi- t'wtuer

*two hy vrirr;phlic suirveys.

31. Program B'[HAPEA corprotes the area heti,%'n selected
contours in bathymetric or topog;raphic data. It is coinmiyiroit L
used to ileterrine the d stribr t ion of wat,,r dcptlcs ini ;ivera,',"
depth or elevation ovir an area. A compa nior prora , I A'I"i V()0 ,

computes the integral ot the di fferences b etween two ,riddcd
data sets. It is commonly Ised to computf' the shoaling
voi1t1ile bet w en two hydrographi c sUrveys. io tI IT:1AR1;A ;in(I
.BATHVO)L can ise FACCRD's ou tput tio produce area and viii lint

reports by s1b-areas or pat ci,,s.

DATA MANAGEMENT S

.. ' 1 - .•- -
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12. 1)a ta vauIIte s a t su Ie t 1) pint Ls w itLhin a D)M8S- A ;idmy
lee obtaie testn;;, RETPNT. input to RE'NT is eIin fitte r a (Ili' i t ize-r
ti le or the input tile for program GFC .iN. Program CROEN~i, which
;eelera tes ,vomvtry tiles for the TARiS-2 models, is described in
AI'PVXU IX 1u: Nttwork (enerat eon.

Data Retrieval and Display

3 3. Tht data retrieval system used for interfacing w it hay

the obt8-A in tho WES. I ydraul ics Laboratory is accomplished
by naIs oit the TA S-2 i eu management system (FmS). The ENMS is

lensrt cotiir site-specii IAnd t TAis ap ppensd ix wilI onIy
addi res s thle an i p'eI a t inon o)t f ilIl'so niice a c ce sseff. It should he
em 1)Ies i ze1'ei t ha t a11 i i port ant enomponen'Tit of any o' f t I Ci en t 1) '; S
is a r ' I i ab 1) ! f i i v ma na:-evtne-n i s ys tevm. T he F MS i s di isceessed in

I''IX : e iFile' naaenent System.

34. Prol-ra ria wised to display spatially distributed
data produce tabular listinas, printer plots, and output from
CT aI' n at p o tte rs. yrogram DcPT may be used to graphi'al-
by dsplay tI, mh c a )-co ieler % ,, area of it sterest, an I tie data
point eati in I ro in EltV il) digit izer input file. DoMPER2
pri wt., gr i d dea a a in t a bt ar t or m suicn h t hat tl e d a L t Ia n eih
inspect .d or contored by hand. Program 4V I EW , mentitoned
earIivr as a eaI i t y c it tro Il(vicd', is also used to produce
o Idimensiona p lts of surfaces over the x-y grid lines. The
erotritm cr.eate' i.beer plots with viewpoints f rom thu four

ax 1 s I cat I o t c) t Ie. t t fo r d it I r t t y i v ews art pre rsen hted

ld a 'hm ra coTOxrno u R produces contour plots on a 2-1)
coo rdinat syst em t ro- aID die-A grif.

lt

,"- xs otn ttorn e IIAA MANAtIeNT

*.' "z

-" - 'oord at(, sy tem r- ' I} - A g.'I. , .
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PA RT I I I TY 1 I A CAL A PPL I CATI ()N S

Adding Bed Elsevat ion to CFGEN In put Fil es

16. Automatic nt iraerical mesh generators, such as
,AlT ' ( N S it , do not us(, t he x - y 1 o ca t i on s o f t h oai r e I til en t s a nd
nodal points. This li mitation is necessary to allow the resa
sm oothing schemes to be flexible. Also, thwi iser is- mort, free
to experiment with various resh configurations, and dif terent
hed ,omotries for a given mesh c;,r he easily installid'

37. The sources for digitized data may he corps of
1.Engineers condition surveys, USS qt ad ran gI- sheevts, 1d /or N05
" o avigat ion charts. If more than o ne source is etd, tLiu epirat t
(I i t i z er riles need tuo ho combined using; "r5.5fr3. '.he ma stevr
d! i ,,itizer fi I i s then conve rted to t)S-A ':ridde! foruat usi i,,
IIVGRi). The (FREDTN f ih- is then processed bv !1TPhY-f to ohtain
interpol,ted oodal values from the Oh.S-A grid.

38. The above method ,-as used in a model study of
Atchafalaya bay, La. , to create a mesh with l9ar7 hi -'Ieviti ons
trom a mesh with 1977 hathymetry. In that cast, 1l7 depth d at;
wore processed by LI,,EVI;1), then that output tile and the 1977
G;F.EN input file were used by PI:''TINT to create a data tfile with
new elevations, Because tihe 1967 dtta cuidnout cover the entir "r.
Athalalaya grid, the interface between tie hpFTPNT o(Itpit -
tat a and Itre 1917 mesh tar tar he smoot it 4 y hiaTId.

V-). Iat it ot It r L 1an 'nd e Iev at ions l i e added , i nr e r i-

ci1 mesheivs in the same mainer as tIre bed elevation additions.

os;tcoistriction Verit icurtioil

4(). a lit, V3I Iostcrol strict iri Veri icat ion (lCV) re;,.rt'c
arrir kt l orikec! at how sicesstul ly physical ; o' ,els 1ve irci,,Iic d
('hitirr;c's ir tir' Itavatria, lie arid setia 'nitary reiimes w ithin a
i, ro t I lar tao r w coirs t r ct i al. I ii or no t i o I i ror r In' '(
trilvsis wais ist ed tao i rip1r ye in in ieu i toect itii '.

4 1. lia' I )2 -A provides a good mV'ans 0t or i i z i ' rstkl t
r a CV 1) 0 1rt iotatirI st ctdies, wich a11Alyz' Iantt',0' va)laI'a's rt
spat il t distrihi',t'e battryin ttric data. Since c)i, lr .nsive

i eld surrvr'ys i) jostconstrtrct ion conditiiris ar' ta la I rot
av alr I' ;I, tror of 11n-inears condit ion surveys wna as n 1'v
(151,i t1) di ' i i 1, r oj ' c t Ip t Irs. Iar! I? rr ico n a t roti I i o! ;id )s t-
(e:)natnict ion surveys were dlitizazed and read thror't i.EV';R!i
tar cre te i IS-A ;prid or dt'pths for each mp.

DATA MANAGEMENT I .
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4?_. Sr.:timelt mode I analys es re ustia I Iy per ormed on

.a sect ional or elemental basis, and it is necessary to perform
PCV I ieird analyses ising the same sections that were used
ii tire model study. A !);S-A grid of the computational sections
was writtenv by FAC;I'D usin, a digitizer fi le det ining section
I i. i t rs.

43. Two depth grids and the section grid were read
througl IIATIIVOL to dt.termiie the shoali ug and scouring volures
I or t i ,me periods hot It prior to project construct ion and after
coust recl ion. The percentages ot shoal in) change for each sect ion

e r, I h en co;:p,1 - w i t I I the vole I shoalI i ; , red i c t it .

/ 4 . -'lh e I) M S - A s ys t e in wa s it s e dI il t he I'CV ana I y i s o t

tie TiI I .i mOk iia y , reg . , iIhys i cat model.

Sed iment Mod l Veri f i cat ion

4 5. rh, i n i t i a I std i men t at i on ver I i ca t i on a na I yses of
both numerical and phiy.;ical models can he performed usin., OllS-A
ini teit .me manner as Lit. 'CV analys is. Thv prototype condition
survey n.ips showin;; data tor the verification period are used to
comi ,it, the shoal i n,; rat os that the model is expected to

r e p ro tic v .

Atcht alaya hay feltaic Growth Extrapolation

46. The study of deltaic :.rowth in Atchafalaya hay, La.,
us ing extrapolation techniques is an example of a specialized
use e1 the IS-A. Hathymetri rc data from various sources were
convertedt to the D)1S-A ,r i'dIevd format ising LEVCRI). Then an
extrapolat i analysis usin,; re:gression techniques was
pertornr'd hy computer codes written to read the IhS-A gridded
I or ma t

-) I ATA HANAGF,.M NT

- - - . - --- ,- -- -~- -- L A- ------.------- - -
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TA LK I I
PROR(;AMS OF T I S P18

PROGRAI NAME FUNCTION

PIGIT I Z': PROGRAMS

"15) I Rea ( I 'iqt i zertabletoutput and converts

it to input format for ELIV,Vl, -. FIT,

R 'TPN T, PRIt dIESII, FACUKOi, .LNPE

I PI. T Qnality control o n dii ti e d a a
plots digitized data

FORMAT ING PROC RAMS

ChUM? Converts special digitizer tiles into
format required b y v ,I.V ,RI)

TRANSA Transforms gridded data from one grid
system to a.iother

F2I;N Converts data fi Ie coded by N2IO haul
to standard =llS ,;ri dde,! hi,'ry ftormat

U12FO Converts DMS gridded data Cies to a
form that can lie transferred hitwe en
computers

GRID TRANSFORMATIOr,S

',.M Sri I ".er Tres tabular data into an x-y n ridJ ,II

a t a s V t

'IFcSH2 llor..vs, standard hydrolraph~c survuy Vata

into %-y ridd,,, data set

>11>St113 Pie r ges griddud dI .i t i zed data I roV
severall mo ps

FV GN [ D T r I itS I V - lr ali i I0t .I V T 1 41 tin-ta T randomly

10c;l d ,t t P i n to a r da :, ! , a t a a y t

FTPN1I'T Extracts data Val"Us at rainlomly spci-

Fied locatinrs hy int rc T lat in. froi ,
a gridded Tata sit

FT\(C RIO S ts ip a IS t T T I a'er i dT

DATA MANAGEMENT I

-pop -. . .-. ..- "" ' ,.



T I A ti , IA (I t nti ned

GI' < ' C R A A F U N CT 1 0 N

DATA TRA>.S FO RHAT IONS

14 r i t es a si t of gri ded d It ferences be t w e- en
two data sets with a common grid

SA, i<I.. A Calculates areas between contours trom
a C'ridded data set

I i. ,\'iV')I. (>:omp i , tes Volumes he tweIl two sets ol

Kridded data

DATA REVI EW

I L 1'k Prints swaths of ),ridded data

Il 3 DATA IANACFIIM NT

%I
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'Ta b1 ' C2
Digitizer Data File Format for Card Types 1-10'

Card Field
N umber Number 1)vscription

I 'llap n ovine r

2 Code speci fying data type
For depths = 3

For elevat ions = 4
'For AUT .-.ISII It i 's = I'(

3 j tni;itizer x-c orr inite ot pt t,r 1.i t i'n-i1) corlir.
2 0i it i ze r y -coor di nate o t ij pe r t I t s1f1t cor it r

4 1 Di it i zer x-coo r d i na Li' i! upper i ,ht map

corTer
2 It t zI r -c o o rn tIc i a a La u of tip It v r r i) L tit a. p

5 , li ,iti zer x -c oor din at e o L o wi' r I t t ! I ap cori t,

2 1)i, iti zer y'-c ot' r ;in itc' 1 0 1, r I-c l'tti inp cori'or
6 1)g i i z er y - coo r uliii a t ' o laws r I t t ri vht map

coner.
2 1)i-,itizer y-coordiinsite o I owc ri ht m ip

corutt, r .

7 I Grid x-coord ii a ttu ot upper Ik - s:.i p ar iir i i

• l ,wii1 iiiiits.

2 Cr i d y-coord i ii i L t, o t t p cr lt I t i i( Ci c cr I "

I , tl (Iit t i ts.
1 I rid x-cOOtrinat' f lawc r i-j t ia!' t'srn' i' .

i ,' 1 I till I ts .

;rid y-cio r i ii a t, o t ilt 1 ;w r I t .,lt CnIt i' r 1
I 91 (I' till i t s

9 I Sp cial cot'o -5555 ti sio aal ststct ( r I r tt it

i lit.'L'ct data.
11+ 1 Di it , zr x-coord i it it. o f pin n t (.I iot i i i '.r

oi iitturst

Ita r (ard TI.n'r v - t .,Ia ilt' i a I it r' v i' r iv A I

'4 e

DAT MAN

iDATA MANAGEMENT i ,
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1f- '1a 1 , 1,

LL 1.V(;RID OcLpu t Data Fi le Format

cc ,- . \cc r S. taum .! rd c oC yw- I I
i'r,'er XccmIcer I ormct Fo rcmat Ie scripti on

Binary 1) LINDAT data type (3 for depths
4 for elevations)

- ;inary I I XiI f X U -CoorIdin te o
t lie iI per It. t co rie r
o f t ct' a p

if3 inary I10 NYI1L 'ITP y-coordinate o
t 0 ic p 1) u r I e F t c o r i e r
o F Ih ic nl a p

Binary 1 1( 4 ,XL R IM1 x-Coordinate of
the lower right corner

of the map

i - if ary 11 NY ,R IJTM y-coord inate oi
tho Lower right corner
of the mi p

2 - 7 1- 2 2 i n a r y 2 2 Afh NA M E 6 1 i n e s o t 1 3 2
c har ic ters ea c h of
identifying inlormation

Ii i na r y F 5.3 1) AT A S C = F a i o r I t n L n i t s

(1.0 1 ocr 1cngl i s Ic
.3(05 tor inetri C)

2 li cry NXRE Nctimbe r ol .;r id cciccts
in the x-d i re c1oic

hi nary 1 NYRE = Niciber oft r i (I points

in the y-d i rec t in

"- binary = . IiX d ir inrc' c, nt ici tI

x-d i r c c t i 0c1

5 K ic1ry 0.1 I)Y = (;rid icccrement icn theo

y-d i rect icn

ia- Ir- li ry bic;ry h i 'I' w c I ens i If oca I ar ta y

' + RI Fif t i ic ' , i L a v a i l cc s

it (,;I cc ', ". I c c

S'li e ic ic ri I) c r cf iv o r d c th I Lt a r c r q if d i r eor s Lt ) cc c, e o t
tic i,.ident if icait ioll I i ic,'s va rit di pc ,, i i if . c) t , cc in 1t,t(' t ,.icr (I
s ; ) (1c c h;i,-t c tc r sf t. , i t hc c . 1 n it a r (I v ,,' i' ' c 1 ) S-A
"C II A(i'I" I A'' 1 A itSl'RNA I

.. .. '.1..1 5 .).AT.A. A%.A;. . . .F
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IS-: lI'( CIS , I 1W.S FOR 'kl0(;RAN .l 1) 1

ii, pirlms ts' ):jj5 1 ; Is to r,;ijd di).it Ti P at a tro a i k-

trillix '9'4 t I ihl t iii,l ('t)IIVert it to tih' pro1mer iiput tormat tnor

S" :I. H. V( , }", I', i': 'I' NT, I AC ;RID, PIFEME I, an] (ONI':;.

2 x t'i'Iit i ito I s L ar tiu w i t hict' t o w In t I u cunt l ro (' card s o i

C YB P
' I' 'iT

G F T 1 SI) j(;/ 1 [=:cI: Il j1)(: C >

3. ol()l oI)w tw i' m trtict iou s :iv en by Lhi, pro ,'ram. At t r ixc'cu-

I i n Lo rf in Ilii t L's , t y 1)

IlK I'II..W\ 'AP 3=digi Liz rf i ]i'nain (CR>

5. Sihro t i i, I.K4ii54 m1iy )n I y 0.' used (I tt'er CM: N(OS t iut'-
s I.i" rh rir !,,. ()thicr non-ANS1 statements are' noted in tht' code. Th t
p) op r i, viiy ) it , s Iy m (d It i I d to ri' (P i t L a t ro 'i'' k t ron i x 49')
t "1, p't

0), t li-tI t

h. (to t ) 11t ('i,)t ' s o t th 1 ' d i it i Z i d d i t I o I ; i -I 1 till . it .

. , : . .:: . : . . . . . . . .. . .: ,':. ' ': . " . .
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.id)i'.N1)U'l L-2: iSER i NS'fRxUC[Ii).'S t)I1 PROGRAM DGPILT

1. lhe prr lose ot DG , I LT is to plot tin I itcat ion of each d ii-
t ized point, ti' map overlay corners, and the area of interest

rom a : i tit i zer ti le.

osI),' c ri ption

.. liii,; tht, 'ai corner coordinates on the input file, alt of
the inpt data are translorned to plot inches and sent as input

to te CALCI)!F : iott it, roit i nes

Use

3. The ro:;ram is avai [taI on ti( WKS l)PS-8 and CYBERNET. The
tfl lo,.i . is the I ck structure for execution under the I)PS-;

C t)X V I'1': siisysteri (JR% Co lvand):

)$,;N
1 5$: I (ENT' :osernriinheor ,narne

2(1$ :f l'l ,: FOIITRAN,NOXAP
((). OR Y : \l"UYt't i , NiNO , X1,'T[ IN, 1I)8

4' S :hl I IT'S '11 , 3:1 K, I H0 0
51; $S',.;eT( rserno/PG R H/I)CP1,T , R)

t ( IS :111 ) At',

A1 : ARIT N :,

-- y,) ir rL i1 acem ,tt ca rds (or l ines m thr oii:;h n --

4 '1 Y( :13 USF": 1)vlT'
Sil0 1(1S :IX : CI"I I..

3l2(I$:,' - Fi.:'12 , ,,,yoir di,;itizer input filc
'9 3 (1 TA P I.7 : 1 ,1 X 1 1), C , 1, 11.i

"14, 1 : f. P I i

4. T"O c ix , t tIn' pro,-;ram o, cyol: RN :'[, us( PROGL:k (Appendix

5. 'r t, s p; a t i a di ; i ti 7e r d a t a I i I v is in standard format of
.1 oI , i caI i t 1 2 , w i t h t lv e d i g i t I i it' n bit in e r a ad d' -I for the IIIS -;

e s v irsoio. Tl injirt to !IKIjV(;jI') consists ist standard di:,itizL, r

card types 1-11 (set, 'labl 1,2) and canrd tvpos I I - I 3 as hown

be low:

L-2-1 DATA MANAGEMENT/DGPLT

N , ' i
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Card Field
Number Number Description

11+ 1 Special code = -7777
2 Data point value.

12+ 1 Digitizer x-coordinatu of data point.
2 fi ,i t ize r y-c oo r d in at ( ot I at i po int .

**Alternate card typos 11 and 12 tor each data vaLue Ioc,]iion

1 3 1 Special end-of-daita code 99
2 Special end-of-data curie= I9

out put

6. Output consists of a plot on Logical unit 013.

DATA MANAGEMENT/DGPLT L-2-2
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A IIII) 1I. L-3: USFR li;STFi4UCT IONS FOR POGRAN RF FM

Purpose

I. Tit iur)ose of program RFNT is to convert a digitizer tile
t rom a format that is easily used by the person doing the digi-
L izing, to a tormat used by the ELEVGRD program. It will also
check tor had data.

W.s c ri )t i on

2. E'ach coordinate and data point are matched in a one-to-one
corres.!; pondence. i; it izer coordinates are checked for bei ng in
the ran:ge between 99999 and -99999. Data points are checked for
being, in the range between 1100 and -1000. The program stops
when it finds an error. It will not catch all errors. A look at
the entire file is suggested. Also, OGPLT is a good diagnostic

program.

Us e

Input

3. Input di ;itizer data are read on logical unit 01. After the
normal digitizer header cards, the data are grouped into sets,
starting with a record which looks like: "p6-7777 NNNNNN" where
NNNNNN is the data set number, followed by the digitizer coordi-
nates for each data point in the set in 216 format, followed by a
record which looks liKe:

"t-4444l6-4444"

tllowed by the data values for each point in the set, in 6X, 16
format. The symbol "1' indicates a blank character.

O t pL t

4. The ontlit tile (logical unit 02) is in standard OHS, gridded
format as described in Appendix .4. In this format, the data can
he read by ELEV(;RI).

L-3-I I)ATA MANAGEMENT! R, FMT
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ADII'NIU'I L-4: USER INSTRUCfIu S r'OR PROGRAM TRANSA

Purpose

1. Th' porpose ot TRANSA is to convert regularly gridded data to
thi DI.IS-A s;ridded format.

Descript ion

2. Th. code reads in the user's :;ril and finds tile minimum and
maximum ot the coordinates. A truncated form of the coordinates
aid the, d;lLa are written to the random scratch tile. The output
array is titled with the area of noninterest code -999. The
coord ina tes are re read froi tie scra tch tile and conver ted to the
"'rid index usin6 ii rransformation hased on the hard-wired grid

"" a Ci " s c g. Grid ce, l]s not having data remain set to -999. Output

is 1 placed on file code 02.

3. The grid spacing (DX for x-direction, DY for y-direction),
" "1 iits lai' (IIATASC = 1.0 for English, .305 for metric), and the

data type fla, (NX = 3 for d pths, 4 for elevation) are all
I i;(irdw i red ito the code.

ka- Use

4. 'he program i s -lvai table on the WES I)PS-8 and CYBERNET. The
fol lowing is the deck structure for execution under the D)PS-8

CONVERT subsystem (JRN command):

1(1 $ N
15$: ll)lENT :115s'rnurnh ' r,name'

- 2(1S OPTION: FO RT RA N ,NOMAP
30$: F:0RTY:.FOPM:NINONLS'r p, N FS

40 S L I .'I ITS :1 , 261K, , 50) 0

car-- ( rd ima, s o0 the TIIRANSA pro ,,ram --

• ..- (){(1 0S. :I'.N E(L!f r

5 11 $:11 'Il TS : 10 0 ,68K, , 0O(10

5115S: F'ILE : 20,X3 ,20R
5 2) 0 1 R:II1,:OI , R,1,,your input -r idded data L ie
51) 31,1 :T A 1 1 02,X2') , ... Y ur na;'i,

. ,(IS 1 : OA'A :I

-- yo r roi iontrol inpt --

.-(,1 0(0 $ : EI' )J 0 B

Ark

-I 1--I DATA NIANA:I :MENT/T RAN,' A
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5. The program is executed on CYBERNET through PR'OCLV (see
Appendix 0).

6. Regularly gridded data are read in on logical unit 01. The

output file on logical unit 02 is in DMS-A standard gridded form.

7. The TRANSA run control input is as follows:

Ca r d
Number Format Description

1-12 22A6 12 lines of identification information
for DMS formattvd output.

Tho gridded input format is as follows:

Card Field
Number Number Format Description

1+ 1 3X,F1O.2 x-coordinate of grid point.

2 3X,FIO.2 y-coordinate of grid point.

3 3X,FIO.2 Data value at grid point.

-* Input a card type 1 for each ;,rid cell **

D41

-" DATA MANAGEMENT/TRANSA I,-4-2""

: . 'i . 2" ' " ,i ..' .'. i ' " -V .- .' " ..." ' ' .' . " -. .. . ', .'.. . - . " '-. '..\. ". ... , --. . " . . .'.' ' . '
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A0DK~I)UM L-5: JSER I NSTuc',rl0;;S FOR POGtAH VO2UA

-.Purpose

l. lhe purpose of program F02UN is to convert a gridded data
file that has been codd hy IJt42FO back to the standard DHS-A
binary gridded format.

De script i on

2. Thie 80-couinn-wide coded dait tiles are converted to the
)inary T.M -A ,,ridded format.

3. FI.21W; is ex,cuted on CYBRF.HNTi: by use of PROCLV. InpuL

consists ol an PN2FO (Addendum L-6) output file on loqijcaI tifnit
I) l iltpult is ;t MIS-A binary data file on logical ,nit 02.

D A 1

.- L-5 - I DATA 'l-,\NA(;INi':;NT/ FO20\N

P
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A 1)-.: LI) I I -h: U Si-K IN STR t;(C' I o;.S 'OR PROCRAM UN2r'o

Purpose

I. The p|irposc ot pro,rram Ur21"o is to convert D)MS-A griddtd data
i 'l.s to a 10rM that ('ain b traisferred betwPeti computers.

De scr i p t ion

2. 1Th, hi i.irv I'IS-A ridded lata f i les are converted to an 80-
column-wide codcd format (card image).

Use

3. IN2FO is executed through PROCLV (see Appendix 0). The
binary input file is read on logical unit 11 and the formatted
output file is written to logical unit h .

4. The deck setuip for execution under the Honeywell DPS-8
convert subsystem (JRN command) is is follows:

$ $ N
2 p 20 $ 1 D INIT : u s er i dn m20S:IH~NT~ueri,name

305: ()P' 1 O N: ' (,R f'AN, N0 A P

41 (S : o OI< Y : F O R l , NLN0 , S I 1 N, F1)S

.0 C P<O(;ikA;) 1' 2 FU

o )1) i1 tIF.: S ION N (I0 O )
7o R.WI.,1) 1 1
75 1IAD I I 1,5) .P DAT ,1XUL,,N;YUI,,MXLRI YLR
80#5 IOI>.RIAT( [I))
)i2 WRITU( I , 6)1,i"I'D AT,'IXU1I.,,IY IJ1. MX1,1, YLR
65 ) v # R M AT( 51 10, 3)X
9() PT iNT, " I DENT I AD ON I ijIIT TAPF"

1)0 Im) 2 1 1 I , 6
I 0 K U), ( I I ,3)(%N(J) ,J=1 ,22)

12(143 F 0K.IAT(22A )
13 0 P KI NYT3, ( .N(,) ,,J I , 22)

135 W RI'ri:( I ,4)(N(,) ,J l ,22)
1 40114 FOR.;AT(I I A6 , 14X

1 501#21 C0NT'T 1N

161) RI-AD(I I , 7) iATA SC , X!.F , NYR F,)X , IY

17() 7 FOR,"IAT( F5. 0 , 5X , 2 1 , 21"(). 0)
18i WRIT)( 1 ,S)DATASC,N.XN,F,NYR .,I)X,1)Y

1 9' 1 f),X1 KNAT( F5.3, jX ,216, 2F0,.I , 4 hX
2 11 ) 1,4 T=I , Y R F
211) ilKxIo( II )(N(J),J=I ,NXRi)

2?,) I 'rTio( I , 5) ( J ), = I , 'x K )
2 5 ) 64 C 0., 1 1 N 11 i.,

[R- R.W 1 A;) 1 (

DATA

Ai~
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2bo PR] NT, RULN COMPLE-TE
270 STOP
28~0 E N D
290)$ : .X E CU T F
3 90 $ :TAPE9 :11 ,XlP, . . .,.yotir DMS-A tape nurnbtri
310o$ :FILLE :01 ,X)S , 11)1
321$: UT L2
330$: FI L!-",IN , X2 D
340$ T A P! ' U T , I T I .l , . .f iIenane , , 0N8
350F'DFF IN,(,FRC.
36(OFDK(;: ()T,NLAB, I BM CIAOF80.
370 FO PT IN AND UTr,KRECCT'
380)PROC REWTID IN. COPY IN TO OT I FILE.
390$: EN IJO B

Ille above jcl will write a tape.

DATA MANAGEMENT/UN2FO
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ADD)ENIDUMt L-7: USER INSTRUCT IONS FOR PROGRAM MESH I

Purpose

1. 'ihu purpose of program MEIll is to mesh spatially digitized
data from a sediment characteristics map with tabular values for

depth, mean grain size, sorting coefficient, and sand, silt, and

c lay percentag-es.

Des cr ip tion

2. The input digitizer coordinates are matched with the selected

tabul ar data to iorm an ELE.VGRD d ig.iti zer input f ile. The trains-

Ilormat ion coordinates and the area of interest def init ion are
s imply copied f rom the i nput f ile to thle output f ile.

Use

3. :iKIES 1 runs unde r the lloneywel I1 DPS-89 t iine-s ha r ing, system. The
program and data files must be onl thle individuial user's d is k

file space. To run the code, log in to the Honeywell and type

-FRNMEIVSIII." The program will interactively ask the user input
and output t ile names and what kind of data are needed to be
Output. MES:1i will write depths, mean grain sizes, sorting
coeffIicients, sand sample percentages, silt sample percentages,
clay sample percentages, and silt plus clay sample percentages.

Input

4. Thno spa i tlialI( digi t i zer da ta file is in standard format on

logical unitL 0 1, Wi th f ive-digit l ine numbers added for the
I)PS-8 vorsion. The input card image recnrds 1-10) are in standard
ttormat (Table 12) and card types 11-12 are shown below:

Ca rdl Fit' I (
Nu1mber Number Description

11+ 1 Special code = -7777
2 Data point number.

12+ 1 1)1-' itt zer x-coordinate of data point.

2 Digit izer y-coordinate of data point.

d aAltorae rnat Card Type s i1 and 12 f r vac data va or

-" Desccatiio

7 2, The input digartinnr coriae remthdwthtesl e

13 1 Special 'l~d-ot-datl c'o(1e = -91499
2rSputifo ed-it-anaea code = -9999

1.- 7- I DIATA NMANAC KMlE NT/ MI-: MI

s f e t

3. ?I~tlru s , d r he Itn yw llDP - i e-sha i - sy te . The-
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5. The tabular data file (logical unit 02) is as follows,
with a five-digit line number added for the DPS-S version

only. Input a data record for each digitized point location.

Field
Number Format Description

I fIx,F4.I Depth value at this point It will be

multiplied by 10 and truncated on output.

I F5.3 Mean grain size at this point. It will he

multiplied by 1000 and truncated o) output.

2 F4.2 Sorting coefficient at this point. It will

he miltiplied by 0o0 and truocated on output.
3 12 Sand sample percentage at this point.

4 12 Silt samn1 .e percentage at this point.

5 12 Clay sample percentage at this point.

6 13 Point number

Ou t pu t

6. The output file from MESHI is suitable for input directly to

ELEVGRD for conversion to the standard DMS-A gridded format.

DATA MANAGEMENE/MESHL L-7-2
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A Ail)t'NDU I L-8: USER INST iC, I I (NS FO PROGRAM MES I 2

Pu r pose

I. lie purpose of pro. ram I'Si2 is to nesh spatially digiitized

data troin a hottom elevation map with fathometer values along
t ral1s-VCcts or r ai g e s.

Ine scr i pt i on

II. ii' 1 iptt di ,,it i zer coordinates of tlie start and the end of

ti. rant,'s of tepth data are matched with the depth data to form

;In I-I. V(C, 1) d i; it i ze i inut tile-. The traisforin at ion coor dinates
nd 1 ti i' t- i I!- i itt rcost d i t i Lit oi ar e co pi i'd Iroi tilte in ut

I i I U to tile out o t I i I e. '[lie s t a r t ini po ii t s o I r a r e s , eid s o f

titl r.i s, i ln! i i s illtcos a lon , ranges are used to coMpote

discr'te x and y digitizer corlinates [or iach data point.

3. The map corner coordinates in the iniput digi tizer file vitist

I.', perf'ctLiy retct inl111i4ir.

i1se

t . 112 ru,ils ltldt r tilt' I)PS-8 t ine-siar i i g systemP. The 1lram

aill Lt lilt's i it 1t. till the individual user's disk file space.
' I' ll rit1 th, c , 1,0 C IV I0_ IQt1 0 t~h 110 ~ y u/ HO1 a nd( t yp 1)N N E S 112 "

The Itro ratm til I interact ively ask thii s ecr inIit t id oItp l )llt t ilt'
:l imes q

5i. TlI' s li t i a 1 :1 3 i L i ze r da t a i It on 1 o g i ca I it t ) l is in

s ttiii;rd torl,!it, with t i ivc-diit linto !Imbers ad d ttlr tihe IIIS-i

v e s iol ., I' illtt card types I -I , are standard tIigit i ;,.r i lor mat
cah1' I,2 ) ;Ii d cI rd t ypt s 1-1 4 a re sIowit be 1ow.

('i r (I F i ' Il(

1111n li' r ,111 ml b , r I)escr i pt io n

I + I Spi')e i lt I code = -7777
'R. t I' number

I I Ill:;>it i zu r x-(o rd inT a L e of s t a r t o I io-'

lj it i 'r v - c o r d i n ;i t ' ill st1 t i) L rt i ll '

I Alt, rliitt' Ctrd y( I s I'I, y12, ell! 13 tor i,;ch ra ;i ;' l i

0I 1t .1

I 1,' I I I aid - ,t II ;I I ' i t'

2 1i' ' o I i' ll -d '101 t 'tilt' ;tI Lat (

I.- ,- I),VFoATA 11A',\C t: iA! ql:
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o. ['h e , L iio a t t I i It o ii o: i c a I u I i t (12 i ; a tO 1 I",S, 14 h I
even-di, i t line Im her added for the I)PS-i vers ion only. There

ar r oor ditince depth data airs per input rcord. -vlue ot
L 99 1,9 r o t i d A it cn t. , n I th t, nd of aL a L or i rt i c a i r ra an e.

Sr (. V i e d
. nher 'Iumber Format 1) cri pt ion

i Iile descriptor (skitp ed over).
2 1 A FiI o dfscript or (skipped o vt, r)
+ 1,,5,7 FlI D istance of data point tram tart o; t1,e

r; n e UT 9 or it1 t r ' I c o o r d i na t L S

999999 to sinal ti' <a (i dati, o-1r a

itrticular ran.,n . Start the neTxt ran
on a now card i mae.

2 ,4 , . 1 7 .2 Dle pt h val o m ,m t It ip i (d by I i nnd

t r it ic at d o 0 0 01 t )L u

In 1pot ,noog t card t y ' 3's a s ne ded fo r at I in pot
data points t t al _ ot the ran t,,s

7. The out pit file (lo ical in it P3) rom M-, S2 i i table f)r
input ti rect ly to FLVVGRI tor conversion to tie ataiidtr 1) IS -A
,r td rmat.

DATA MA';AGEMENT/M St2 I-12



Ailil';gt-1. L-9: USER 1 I SI-_(Ci IO)NS F"OR PRO(;RA. :IEStl3

ra a files into a single dilitizer input tile.

Description

2. The pro_ ram l':pects e~ach input file to contain an area of
interest an~d it mei ll hanvdi, any numbor of a~rpa of interest
patchv.s ,pt,r tile-. A total of iour innput files caii he tised. At I
'it tilt! i ilpUr da t can he trans) tl, d, hi t not rotated, to b-

inatche(c -oile tber. Alt inout is assumed to liavol come from the
same: d iitizer. "flp; hv.in;; a'h d to e h r d not have t ~
adjacent to each other or r'eshed together into a rectangle:.

-'.-_3. Tilt- input digitizer coordinatesq are translated to match) the
..-. :coord inat,.s on the, i iijmt f i It- that was chosen as tint, base f ile,

*>

.:.: usiin.; tit,. corner u rm or user's coordlinates.

Pupse

4. hS 3 runs itldv r tlit, ineyw II DPS-; tieshe-shara sdystni a d
"CYfiIP.ET PROC. The pror arnd data Ii les must he on th

individual user's disk file space. The program will interac-
tively ask the user inpii and output files nanes and which input

atile should be e to compute th output tile's scale.

. Tit spatiai ,iitizer data file s (logical units -) arto in
standard ortlt', Aith live-di it line numrs added for the

3oneTwell version. Tier input card tye- ta are shown in Table
t1.2 and card type 11-13 ari i e th ormat shown slfw:

:_~c :_ard r'i 'l 1
usit;humbe r ner' uTer u r co scrliption

I-" I1+ I Spemc iaI c od v -7 77 7
., "=2 D)ata value at a po0int .

"-12+ 1 D i.,itizer x-coordinate of data po(int.4."S"3un e i' iur y-coord i ate-sLh data poist a

. Ttitmrats Card Types11 anl 12 tor e(ich dta valin

ubr umrestlocationion31+ 1 Special end-o c -777

2 Special end-of-daa code = -9994

Speci.-l -I -ATA o-ANAdata dNT/e-ES3

2 Special en-fdaacd .-999'.

I . :,.-.€;' 7-.. : 3. "'. " .:-,-:'.... . " " .-- ." -. ." - -"" . .- AT .-. A-"-A,-C....'..E"NT/M .- 'l'.-'-S'-.''"3
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i'1)NII' :Li'.I l- L'; UiSI- IN W, '' T ' 'V : I 02S FOR PROGRA I. -V(RI)

" " j. Pui r [ O S C

l 'ile purpose ot program KIEVCRI) is t create a [IN S-f-ormat ted
:,rid trom a file of randomly scattered X, Y, and Z data.

p..

Description

2. Init dicitiz,.r coordinates are converted to the tuser's grid
coordinates. 0l01l ns are assigned to each regular grid eel I based
on a linear nearest nei,,hbors averaging scheme. (see paragraph
24 of Appendix I.)

Use

3. Tile program is ava ila ble on the WES IPS-s and CYIERNET.

4. Deck structure for exectt ton tinde r the DPS-8 ':ONVERT
u -bs ys t em:

, * -:-. SNr

S OPT ION: FORTRAN, ,O;lAP
$:US): .GTLIT

"'-' S : FORTY : NFO!.M , NNO , NST I N, F1)8

$ :l.I 1[1S: ,2K

-- card images ot the F EVGRI) pro ;ram --

$ : F. X 1:CT 'r I,"
S : . H TS :Ir", (K,,2000O11

S:F LE:20,X3R,25R
$:FII,F:21 ,X4R,25R

$ :PRMFI.:l',R,l,your userld/your scattered data input I ie
$ :PRTFI,: I ,I1,l, your userid/your DMS grid tile
$ DATA I*

youir run control input

D.': $ : VI. boI

5. The CYIIHI:RN T vers ion of I.:L.l:VCRI) is available throo,;h PROCI.V
-.. (sac Appeid ix 0)

s v p e

6. Run con t ro I input (CYKFERNET only) is ,shown h'low. a cIh
keyword is in coltomns 2-3. The t )l lowin', t i(,Ids are on the same
card, separated by spaces (free lormat). It is read on logical

unit 05.

L- Ill- I DATA ?IANA;FYFI:NT

I .", 4
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Ca rd Da t a
Keyword Value Description

CRS real Grid spacing in user's units.

>I-T nudne Supply keyworidilly if us 104 ric
uit its , e L ait It is L,'igl i s[t I itS.

SCA real :Numher hy which Loi mil tip v the in dt

( data. This value is used to coiitrol the
p r o c i s i on o I i I c :,t, r o ) 1, ra t ions.

EC io e Su p p1 y ke yword if I n echo of tie I inpt t
data are ds i rvd . De fatil t is no e cho.

DilP character (;rid swath dump control option.
= FlIT,, i or ai dump ot the en t i re t ;S

t orina t tod ,r i di.

= PAiT ' I for ;aI , ip of the 1'S-
formatted %rid without ,,rid tines
that are totally out o thc area of
ijterest.

w= n ,, for no ,r i s,.,ath dump (default)

T character Title to add to top of OiMS-forinattod,
g rid. lUp to 12 lines ot title s May be
supplied .

7. The input file of data (lo ric)al wit IC) at scatt red , N 11 Y
locatioIus ny be g iicratedI using the Lzur at lI; t r time at itLin
Servicevs 1 ivisi oi, utsing Lhe Tektronix digitizer tindr ti COO-
troI of a 1rogran cal led D)ISI)IC, or by hand. I ce f iLe format is
standard digitizer file format as shown in lable 1.2. Card types
11-13 are as shown below.

Card Typ, Field Description

11+ 1 Special code = -7777

2 )epth or elevation value.

12+ 1 1i) itizer x-coordinate ot locationi oI
o t hi v a l e.

2 Oi t i znor v-coord i nnt t 4 I c;it in ,n

depth v It uc.

** Alternate Card Types I I and 12 for each ', y,

trio. Also, mill t ipleI card s of Type 12 can n I lo w
a singIle Type I I card for arecs wi th a constaict

depth or elevatin, ' '

1 3 i Special *.n'l-ot-data co = _

2 Special eond-of-datc code 9t03(.

1,1t put

5 . I ir d d d ;i t a are wr itt e T is ;)t 't ti I,<,c ,'c 1 1.

DATA MANAGEMENT L- (- I

-A -A -b
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ADbDENDUM 1.-I I: U1S k 1 :Ns' RU CTI ONS FO R P)ROC;RA H RLI;il'N j*

Purpose

I. Time purpose of program RETPNT is to retrieve data at speci -

it'd random locat ions [ rai a DNS-tormat ted regular g;ri d.

Descr ipt ion

2. 'Hu' propraim computes a weitghted aiverage data val tie for cacti
ro-ques ted pint hased on tihe valu tes at the touir corn-rs Of tiht

'3. iKETPN'1T is ava ilbte on the WKS LiPS-9 anti on CYfiE-RNET. Deck
;Ltructurv tor ixectit ion ne thie 9'S-B CONVERT subsystem:

S
S :01'T IO1 : FORTRAN 1 O'-AP

SJ: .C;TLLT

"Kl -FORTY :NFORM ,NA lSFIN S

-- card inages of the KI:,TP' pro;;ran-

$ :K E C cUT Ti.
$ PP'-FI.: 101 , R , l,,user id/ your gr id Itile
$ :'NMFi.:I I W ,iL, user id /your out put ilt'e
-- :P RAFL: 20 , ,L, user i 1/youtr speified point t l e

S -ENUDJNW

4. Vlit' CYII .-ET versionS of ET'RNT is availabli through PIOCi

-".and it will work directly onl GFCEN input files to add bed Pleva-

tions at[or noalio x an y -coordinates have been set.

.Run control input expected on logicaI uni t ? (used only when

workin, with G.FGl:i\ input tiles, free f icid TABS format-) is shown
: low. -teh kiytint r is in CoIl; values ati alr cti rc in

s i i ce t ( in; co I hin s in It to in a s fotet

I-D.TA -'IANACEMIN'/R

''Use

r 3. iCE PX'[ is vdiltbi Oil the ICV; DP -B alt]011 YB'R 'E . Dec
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Card Data
Keyword Va I ue Description

") AT real Datum of TABS grid, elevation of zero
(I IttI (De faII t = 10 1. )

0I roaoI x-coordinatt ot TABS coordinate system
off set relative to D1S Er i I lie
(De t au t 1.0)

r ei I y-coor (Ii Il t v o t [ I APS coord i i,;ite O t s't
rL'IaL ive to 'M"S g r id (let 0 t IL = (1.

SCA r cat Th do pt I J at a oIn the '.is Ir Il dd d f i It'
is div ided by t iis v l 1(1e. (le fa u t =

I . 1)

S C B rea I The coord i ,t,,s on the GFC, N inIptt I i 1Q
are dliv ided by this value so that tIe)'
can fit 216 format. (Mlefaul t = ItO)

RHA none Special keyword to tel l R 'TPNT to process
an GFGkiN input file. this keyword is
optional if ot!1er run control cards airo

%' supplied.

6. A digitizer file of specified p)oint locationis (logical nnit
10), is supplied if the prograrn is not working with (;FCN ti les). -7-
Th, format is shown below:

Card Type Fielo Description

I I Special code, set = -1
2 Same as data type cod,, oil 0I:S dr aii Iota

file. Depths = 3, elevations = 4.
2 1 Special flag, set = -9

2 Special flay, set = -I
3 1 x-coordinate of opper lelt map corner in

lo0O's of state grid feet
2 y-coordinate oOf Upper Le tt , i a p corner il

100 1's of state yr i d fi.ir
4 1 x-coordiiate ol loivr ri:.,ht 'ia.p cornier

in lOOM)'s ct stat, rid I -.'t
.-2. 9 y-coordinate oI lower ri,ht -inp cor ner

in 1000's of state grid f-eet
5 1 l) i;itizer x-coordinate ol pj1er left nap

c r i e r

6 1 D i_,i t Ize r x-coilr dinacte ofii 1) p pe r r i It
niap corner

2 )igi tizer y-coordinate of o pper right
nia p c o r lit r

DATA MANAGEMENT/RETPNT L-l1-2

° A-'" A
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Card Type Field Description

7 I Oigitizer x-coordinate of lower left ma1p
corner

"2 Digitizer y-coorilinate of lower left map
corner

I Di ;itizer x-coordinate of lowir right
map corner

2 I)igitizer y-coordinate of low(r right
map corner

• " Special code -2
2 Sptcial code = -2

lfla+ I Special code = -7777
2 Point number to he retrieved.

10b+ I Di:,itizer x-coordinate of point to be
r,-trieved

2 Digitizer y-coordinate of point to be

retrieved

*** Alternate Card Types 10a and lOb for each data point

value to be retrieved *

i- I Special end-of-data code = -999
2 1 Special end-of-data code = -9999

Oi Sp c a en -o -d t co e = 9 9
1i p+Output

7. Raw RF:TPNT output is written on logical unit 11 in the
tollowin.; format:

Field Format Description

I 110 Point nunoer
2 111 x-coordinate of point
3 11) y-coordinaie ot point
4 1:13.2 nata value at point location

= 0.00 if point lies within grid,
but outsi!,- of the area-oi-interest.

Points that are off ot the grid are
set to 1 .00 on the DIPS-8 and are not
written to this file on the CYa6 g::ET
v(_"rs iot .

-" . [.- II-3 DATA >1ANA(IA- r:T/PKTP,'F". /

-7-

- ~~~~~~~~~. . ... . . • .. . . . . . . . . . . ... . . . . . . . . .. ... .o --.. m, ,.- = . -, . o ,.
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Purpose

I. The iurpose oi FAC(;lJD) is to transform a digitized boundary
region into a DIIS-A formatted grid for use as an overlay to an
ELrVGRD or TRANSA output file. It can be used to define patches
o: constant factors within which the ELEVGRD or TRANSA data can
h- anal yzcd.

Descri pt ion

2. The pro,-rai r a.!s tile input digpitizer file and the data
cards. The entire array is filled with -999. The program then
;I.signs to each grid cell the appropriate patch number within
which it is located. Cells outside the area of interest retain a

value ot -999.

Use

3. The program is avai lable on the WF.S DPS-8 and CYBIERNET. The
following is the deck structure for execution nder the DPS-8
CO g /.R'f suhsysten (J1.'. command):

2'S : OT I O4N : FORTRAN : NWIA P
3(0$ : FoFrY : N FO R M-, N L.0, NLS1 N, FI)S
4(jS1 : '. 141 rS : (1 32K, , I . 0o

-- card images of ti-e FACGR) prograr --

5000$ :FXKCUTE
501 S :1. I, ITS: 20,45K, ,200()
5020$:PRFl:OHldiitizer input file
5034,5:T.I'l9: I I ,X21), , , ,yotur name

50i40 V ATA : I*

-- your run control input --

600S EAI)JOB

4. FACCRI) is ext. cited on CYBV'g:NET throu:,i PROCIV (Appendix 0).

5. The FACKI) run control inptt (logical unit 01) is as follows:

L- I 2-1 DATA MANACEMHET/FACCRI)
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Ca rd Wo rd
Number Number Format Description

1 r re e Grid spacing in 1'rPI or user 's units.
2 2 f reeIl nit t ype f I a v

= I .C m' tor Fn 1i, i sh u Ti t s

= .305 for metr i C 1 ui t S.
3-15 1-22 22Ai 12 lineas of identification

i nteorn-it !on [ or T) IS forminat ted
O il t p kt.

6. Th e s poat Ji i t izer dait a I i Io is i n s tanda rd t orvat [oI()r
card types 1-l10 (see Table 1.2), w1th Ii lyve-digit I tne nwhers;
added for the Hloneywell v er s io n. Card types 11I- 13 are in the
f o riat s hown belIow:

Record ~o rd
Number LNumbI.er Description

1+ I S pcitaI codu =-66

2 Patch number.
12+ 1 Digi tizer x-coordiniate of point doifinil patcl,

2 IOiitizer v-coordinate of 1'oiLt let mmjl.- patch

** Input a Ca rd Type 1 2 for ealch d'l LI poi lit d,; lin -
part icular patch , goin1,, arounrl the patch ini a c toc kwis4.
ro ta ti on. AlIteCrn ate Ca rd Ilypo s I1I nJ 1 2 Fo4r ea ch1 p oL c h

1.3 1 Spo'ejal en(d-ut-dalta cotle 9 1
2 Special od-of-dilta cooe

DATA MANAGEMENT/FAGGRD ~ -
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AI ; !: ; I..-1 3: IS .. R S[.I'CIrloNS .')R PRO GRAI GRDSUIK

Purpose

I. TIl purpose~ of CRDSUI: is to subtra~ct two lDIS-A formatted
L i -.led data f i les and cre ate a new DIIS-A gridded I-ile.

Descript ion

2 ' tu, ir clordinatcs, title informatian, and rid size data
a rc r. r,-;u I om it,' I wo input Ii es. If thv grid spacing is not
tILk- slmvt, !. prt rin stops. Ti tIl data for Iie output file is
r e a. I roPi t 1c r tin con t r I input. The program checks to be sure
ti-al the riaps overlay exactly. If not, the program stops. If
so, t l pro,,ri, m proce,.Is to substract F IIELI - FI.2 = output
I i IU. It it particular :,rid cell falls outside of the area of
ininterest on either of the input files, the output grid cell is
st to the ;ra-ot-nonintvrest code, -999.

Use

3. The program is avai lable on the WES )PS-S and CYBERNET. The
tollowinr; is the deck structure for execution under the DPS-8
-(: V!':RTr subsystem (.IN command):

10 $.
1-5 3 11) ENT: user n uW' 1)e r ,n a me
20$ : 1'1 0 : FOR'rRAN,N ONlAP
3t1)$ F 0 V"Y N iF 'l , NI. , 1, N L s '

r
I , F ID S

40$ :1.1 M I TS :0 I , 29 , , 1 0)(0lJ
5(1S s ,s : ' CT( usernn/ tr o Im/ C R 0 'B , R)

6 )$ U I' I) AT E'
70" :AI,TF:first line,last line

-- your repl acerent cards for your personal chan;es --

.o t1 I$ : t-. c t;'r;

501(,S :1.IIT ' s :I1 , I 7K , , 10 ) 1
(5120S :T APF9 : 'I , X 1), ,your ON S g r i (I o I

5030$: TAP - (:12, X21, ,your :IS ),r id wit. 2

50(t1S :TA1''1.) : 0 3 ,X ) , , .ou t put f i Ii' name
5050$ :ATA : I*

-- your run (ont roI input --

60011$ : IE N,).I ()K

R. RI'S 1
.' is o xecuttvd ()I cY, t"R T throg)?,, P

4
COI,V (Aplpu ndix 0).

1-) 3- IATA MAAI;EEN T/ G WDS U I

'. -.-.. ,,... . .. -. .-- .- - ---- ,



S I ,, ... t _ *-_ _ _%.

04/85

5. The GRDSUB run control input (lo ,ical unit (15) is as follows:

Ca r d
Number Format Descriptiuo

tree Data type Ilao,

= 3 for dopths
= 4 for elevations

fr,' UTH x-coordinate of upper left nlan
-co rut, r.

• . corner ." ree I',I y -coordi nate of lp, r rI f t ';i

cuo r ni e r
f re UTI x - cno rd iI L. ' o f I)werv r 1 ;!i t ra f,

corner.
t ree IrJTN y-coordi n; t of lowor r i-.,t --ip

corner.
2-13 22A 6 12 lines of i lnt iI i cation in:orrition

tor 'IS 1 form itted outptit.

6. Input 0:115 (ridded data files are reaad on log,.ical Inite -I I In0

02. The (lit ference f ile bi,tween t Ite two jr i (d d data siots is
wri tt n to logical ini t 3.

D[t4

DATA MANAGEMENT/GRDSUB I.- 1-2

• - - - : ' '" - " -'" - . . L . - . " . . . - - ---..
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Pu r 1)o s e

I. Te po rpose o1 l;'[IIARF.A is to calet atv the arva above and

b-tween speci tied bathyrietric contour l evels using data supplied

on a IiIS-A form:tted tile. The program will optionally produce
, ret)orts hased on sections or patches of the area of interest.

Description

2. '"ihte program reads the information section ot both the input
ii les antd checks to i:a kev sure that eact grid ove rlays properly.
It st, , the arei het ween conto rits is co mptitvI. It data are
•s -up'lie, on Iogic ii tin it I I, the coril)utat ions are peri ormed by

p at c i.

Us e

3. [ p p rog ran is available on the WES IiPS-H and TYHE RNET. The
to lowin) is the deck structure tor execut ion tinier the IPS-H

CO\VERT subsystem (JR:; command):

1 05: [Pi-.\T : st, rn t 0in1) v r ,narie

20$: O rION: FORT RAN ,NOM AP
30 : F ()RTY : NFOIF 1 ,NI.N' , LST IN, FI)S
40$ : LI "ITS :01 , 3l K,, 10000)

O$50. SSE1.CT( ust rno/ PRN/ BATH AREA, )
60$: 0 l IAT:

7$) : Al T: :LT n

-- yoiir rep1l 1aceren tt cards to r I i io s i thro Iil n --

5 oot0$ : !XI- CL

S1)11 S :LI11 fS: 1:1,211K, 10l00l1)
5020):TA'1: l. , II, y,yotr hiS-A ,ridde:I data value tape number

I'3( :YAt'h.: A ,12., ,your ;NS-A }:ridded patch tape number

51140S : I)ATA : I*

". -- your run control input --
'

0 (0(I$ : ).J,11
V.

4. t;TI;AI? .\ is exetcted oni C Ye;s' 8Ri:T by 1P.rfCI. ( e Apn ix 0).

. The run con trot input (Ito; ic al n it iiS) to 1l IARKA is as

ho jaws:

L.- 14-1 DATA ,IAN. A(; r;NENT/ HTIIAR AA,:

- - --:
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Ca rd Wo rd(
Number Number Format Description

I Free The num~lber of paitclies to be read from
mur ial utnit 11. Set iif no patches

or sections are to hi- usedt.
2 Fret Sil e tiot or for in lint dzi ta \'d I 11

S houliid he tit he S a me sign a s tho i npi t

I Vreoe Numbner o( s pocif ied. o;tI t rio coniuirs.

)+ Frei- 1ser lei eti owi)itir v I

1:' i iot a Ca ri Typ 9t foar eaic c io i no r I i

h. rhe ,ri dded data file is road onl 1o ,icil uijjt I. The
r I i i de lat cl h I1,i t a t i I i si r- I (I~ on I o,, il 3 iii t I I (III t pit is

p)r in t ed o nIyv.

DATA MANAGEMENT/BTHAREA L-14-2
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A ) . , 5 Vi I,- I,): ki S . t.,'1 i ,' .i ;(.1I ,S F( I P R;Q JP ;7 I A t, wV 1

Purpose

I he!( p iIt postu o I:\'l,IV( L, is to) co m ph it b)| e ,Im Ii t, V ilmo s, , L lwevt nl

two sirvey late, % i thin user (etined contour intervals. Thv

pro-,r;,,i wi I1 pt ional ly prod tuce reports based on sections or

?I.-lt(:I.(,s : thi ,trv, ) interest.

Dvsc'ri pt ion

2. " ie iiro.,.tin r',,.d tie in.ormd Iioo sOcLio0n ot al l the inpot
I i S I inr

t 
cecks t mak e surte tiat vach gr id overI aps the o tier

r ope r;y. It so, the two survey dates are suhbtracted and tile
d,-pth Cii; t f r ear h ., r i c I I I s conve r ted t0 a vol time iduge.

I da t a a ro - i i ,i ,! on I : c ;a IlI I t I I ; t h co In 1 11 t a t j a( S a r e
)e riorv, ed iv patch. Ilhe siio;llio;, volumes are also compared to

p1 r. e.. t (!vpt'is (snoal iol r )oitJve aiid scourin, hielow).

lh . ! ,!.!t;i riid iro n'" jo',,ical ii t I10 mtst overlap} exact ly
ifit t v dat a r , dl on I (I c a I atoit i t 1 2. Ti. I wo i ) )iu1 div 1) th ti I s

s1ou1ld hivu the Sa let sca tlo lactor. Thi, pacttL c li I, ub rs m,!;t be
SeIrieui1 t i ;I I i r n one to L ti' t ot aI i tollit r ol pit t ' ch

11 s4I

4. "hi pro, ram i a avai r aie on the W'KS IPS-x and bE R",F T. The

") lowin, i s til ' c 'c stroctire ;or ex,'cotion under (lhe I"PS-
.S-

t)..V-. RT s o!- , ; m .( co /I 'rand)

)'"20$ :OP I'll)' F iP, TRAN iOAPl
1 0'. "O I "() R T Y : FO R ; ,'|L N 0 ,O S ., T I N , D .S

I A I FS : 1 3 1 K I 1iSiI 0$$:I ~INT: o ru t'rhe) r ,;t'rei/TIV IR

)OS : ltIRT'Y.:HR.LOSTNFlS :.! SC rT)1 / 1K PA/ PATHV;.,

OS : Al T-,:'R o

-- your rep1) Iaceme tt cards i or li (,s m t h roti,,h I -

"~~- s x!..I) c r.!:u' r

)I lt : I Sr : ,201,,I ) i)
- (1 ,.2 TA -: .I ) X I y ,Xoi, , o )r I S-A .rid I Ct' t ;I v a 11, 11i),c lii f tn iw. r

I or a r I i t, r d at

5 0 30 : A i : i I ,X.)V, ,Your DIN -A ,,riddjed patch tape numrhor

1it ,5$ : PT I. : 1 2 :X31), , yoar 0.IS-A , ricdded dat a valirc tap( notilh r

for I;itter (;It o

S) $ : IiAT \ :1 *

L- 15- I DATA A .:A :I I','T/ 4AT1\'(l.L

'.. ,. .. . .
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-- yolr run control input --

t)lI$:F N IM.("

N Pd C 1t :1 1 d 1
5 . xe r C i onl on i'VluYP'T i s cotl o I'd by P.(CAV (Appendix o)).

1w <on cont rl 1 iiput ( ion. cit unit 05Or) to lA1'IIV I, is i lt l tows:

CaIrdl 'o r,l

Wit r , rb),. r p o r m IL PC, s c C p L i

I ' ' e TF iT 0 ui'i ) e C | p1 V i' r e I C i r .( ( r '

Fh)!?TRA'. uni t I . SeL = o j it i i.

sect ions ar Li' ,1 -sd.

hr o i I atI f actor 'iir i !' i lent 11 V'i iet.S .

Slhou l I l , :4< m8 c i t; t{ i IC't' ,, .

- I pro' ' im e' it ll .('l. , '1lti 1,ii it 1i 1)

S t i noni,' crt to t o ,ie : s .

1+ + FI't rmber of pitches to LS,.' this Tro }ot

depth. Tie ('CO Itl t i 1 ) 0 t pat Ch'd h C_ i is

w ith patch o ii i I-r I a nI i S omtkI ;It i'V .

S F re ro jec t ,,pt r I, t r I n 1 It t oc

1 Till % card tm y p ree o r eo nd' i t 'ct ic- ,. i r

I+ It- rti umbe'r iof sp',cifie'l hrth'" ' tric 'ii'itiiiC .

7 i+.riltc I t,i ire input Friii Ti.,iciI unit A (icirti,,"t i

i,' Tiicfl tit t (latest in ti'). 'i' ,riif t c'
(t \ i ' ) r i tIiai ,ii iI l t l' t I

DATA M%ANAEMENT /BATHVOI, - I -

-."'
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A;)IjcNiLE, i L-I6: USER IxFsr iCaI j S -Wk PRORAI l)U:PI'Ek2

Purpose

t. The iurpose of pro:,ram I)UPE R2 is to produce a readable duimp
from data that are in binary D)MS-A tormat.

Ies cr i pti on

2. The rntr;a, prints tine data across the paler iii rows and
colutInI.. ior wide dumps, the swaths are printed sequentially and
can he recontroctelt by taping the paper swaths side to side.

Use(

3. iiItl.ER2 reads in a DIS-A formattted grid on logical unit 10.
"he dump, in tine torm ol vertical swaths through the grid, is
writ t en to the line printer I lie. At Cyhernet , I)UMPEI 2 is
accessed tihrou;h PROCLV (see Appendix 0).

i -l-I (ATA HANACEHENI/I1UMI'ER?

- -
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APPENDIX H: INTERFACE PROGRAMS

PART I: INTRODUCTION

Purpose

1. This appendix describes several computer programs that

serve as interfaces between the major programs of the TABS-2
numerical modeling system.

2. The interface programs process output from one program

so that it is in a form and format suitable for input to a second

program.

Origin of the Programs

3. Programs ENGMET, BIN2FOR, and FOR2BIN were written by

personnel of the WES Hydraulics Laboratory. Program JOBSTREAM

was written by Hydraulics Laboratory personnel using in part a

program named RMA-3, which was written by Resource Management

• " Associates. Programs TRANSA, ELEVCRD, and GRDSUB were written by

personnel of the WES Enviromental Laboratory.

MI INTERFACES

- -"--- - , . " - -- . '- -" -. . -, - - "-:. ;
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PART I: PROGRAM DESIGN AND APPLICATION

ENGMET

4. ENGMET is a batch-oriented, interface program which
converts GFGEN and RMA-2V output from English to metric units for
use by the sediment transport program STUDH. It will also change
the datum plane, alter the computation time interval, and alter

. the length of simulation hydrograph in the RMA-2V output file.

5. Work is under way on versions of RMA-2V and STUDII that
will operate in either system of measurement units at the user's
choice. These versions will be released when testing is com-
plete .

6. User instructions for ENGMET are given in Addendum M-I.

BIN2FOR

7. BIN2FOR reads binary output files from GFGEN, RMA-2V,
RMA-4, or STUDH and rewrites them in formatted form. It was
originally written to transfer model output files from Boeing
Computer Services to CYBERNET but has been retained because of
its usefulness. Program FOR2BIN reverses the process. -j,

8. Output files from the major programs are written in
binary form that is unique to the vector processing computer. As
a result, those files can be read only by the computer that wrote
them. This isolates the output files and prohibits accessing
them from the front end computer unless a program like BIN2FOR is
used.

9. Running BIN2FOR creates a formatted data file containing
the output results from GFGEN, RMA-2V, RMA-4, or STUDII. That
file may then he read by a front-end computer program, written to
a tape for transfer, or accessed and modified by an editor pro-
gram. At present, the TABS-2 system does not emphasize use of
these formatted files, but we can envision development of several
applications that may be added later to the system.

10. User instruct ions for B I N2FOR are gi ven in Addendum M-2.

FOR2 BI N

1 1. FOR2BIN reverses the process of BIN 2FOR, reading for-
matted fi les created by BIN2FOR and writing binary output t i les
on the vector processin g compter. It was developed for transfer
of files to CYBIKRNV T. The only obvious application of the pro-
gram would be to replace (GF( N output files that had been trans-
formed by BIN2FOR and then .dited. In most cases, it will he

INTERFACFS
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better to rerun GFGEN. Other uses of the program may be devel-

oped.

12. User instructions for FOR2BIN are give in Addendum M-3.

JOBSTREAM

13. Program JOBSTREAN creates input boundary condition
files for RMA-2V, RMA-4, and STUDH models using output files from
previous runs of those programs on a larger mesh. It is used for
running inset computational meshes that overlap or lie within
other meshes.

14. The JOBSTREAH approach of running successively finer
yet smaller meshes is widely used in finite difference modeling.
It permits detailed resolution of an area of high interest with-
out the computational burden of high resolution over the entire
area being modeled. It is not widely used in finite element
modeling since resolution can go from very fine to very coarse in
the same mesh. The need for such an approach does arise occa-
sionally and is therefore included as part of the TABS-2 system.

15. User instructions for JOBSTREAM are given in Addendum
m-4.

Other Interfaces

16. Other interface programs that are described elsewhere
in this manual include ELEVGRD, GRDSUB, TRANSA, FO2UN, and UN2FO.

17. Program GRDSUB (Appendix L) is a spatial data analysis
program used in the WES Data Management System A. It subtracts
one set of gridded data from another and writes the differences
to a file for analysis.

18. ELEVGRD converts data that are scattered in nonuniform
x and y locations to a set of DMS-formatted, gridded data
points. It is described in Appendix L.

19. Program TRANSA converts regularly gridded data to DMS-A
formatted gridded data points. It is described in Appendix L.

. 3 INTERFACES
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ADDENDUM 1-I: USER INSTRlJCTIONS FOR PROGRAM ENGMET

Purpose

1. The purpose of this program is to convert RMA-2V and
GFGEN output from English to metric units. It also allows
adjustments to the elevation datum and will interpolate between
time-steps or extrapolate additional time-steps.

Origin of Program

2. This program was written by Messrs. Donald P. Bach and
Stephen A. Adamec, Jr., Estuaries Division, Hydraulics Laborato-
ry, Waterways Experiment Station. The program has been modified
by several members of the staff.

IDescription

8. The program reads bed elevations from a GFGEN file and
allows for changes by card input. Coordinates and elevations are
converted to metric units. Next, the number of time-steps to be
input and desired to be output is read from cards, and the RMA-2V
file is read. The velocities and water-surface elevations are
converted to metric units, and a water-surface elevation file and
a velocity file are written. If extrapolation or interpolation
are desired, these operations are performed and new output files
written. If requested, a check of the output files is performed
by copying a few nodal point values for each time-step to the
line printer.

Use

Input

4. Three input f i les are required: (a) a card isag input
data file for run control, (b) a binary output file from GFGEN
(logical unit 01) which contains the finite element network, and
(c) a binary output file from RMA-2V that contains flow veloci-
ties and water-surface elevat ions (logical unit 02). These are
all in Enli ish units.

Out put

5. Th ree metric out put t i I es .i re prod ucd by EN;MET: (a)
the finite element network fi It' (logiral unit ()$), (h) Lilt, water-
surface elevat ion t i e ( log ical uni t (14), aind c) the, veloc i ty

"i- I - I INTERFACES
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file (logical unit 07). All three of these are binary and in
metric units. In addition to these, an optional printout can be
requested.

6. Optional output prints the water surface and x- and y-
velocity components at every node and for every time-step.
Beware of the size of the printout when using this option. Con-
sider it only for debugging.

Card Image Input l)ata

7. A descript ion of the card image input for ENGMET is
shown in Table M-I-I. Note that the nonstandard format is the
only option for ENGMET data at this time.

I " I" : RE "A : s. "- ...
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Table M-1-I

Card Image Input Data for ENGHET

Card 1. Format (15,2F5.0)

Column Variable Value Description

5 NOM + Number of node-depth pairs to be
input from cards as update to the

geometry file

to DATUMC Datum correction (It)
Water depths read in for nodes on

card IA are subtracted form DATUMC
to obtain the bed elevation at

these modes

Card IA. Format 8(15,F5.0) (Required only if NOM > 1)

* 5 NODE + Node number

10 DEP + Depth (ft)
15 NODE + Node number
20 DEP + Depth (ft)

Continue for NOM pairs of data

Card 2. Format (515)

5 ITM + Number of input time-steps
from RMA-2V to convert

10 ITOM 0 Not used

15 IFO 0 No output check is printed
I 1 Output check is printed

20 ITIOM >1 Factor used in interpolation

(ITIOM 2 will double the
number of time-steps)

<1 No interpolation
25 NSKIP + Number of input time-steps to

skip in RMA-2V output file

before beginning metric con-
version (used to eliminate spin-
up time)

M-1--3 INTERFACES



04/B5

Addendum M-2: PROGRAM BIN2FOR

Purpose

I. The purpose of BIN2FOR is to convert binary data files
generated by either GFGEN, RMA-2V, RMA-4, or STUDI to coded

tiles.

Origin of Program

2. This program was written by Mrs. Barbara Park-Donnell,

Estuaries Division, Hydraulics Laboratory, Waterways Experiment

Station.

Description

3. Alpha records are written in a 20A4 format. DMS IREC

and FREC information (see Appendix N) is written in [2 and F2.1

formats. Floating point data are converted to an E14.8 format

and integer data to an 18 format. The program is run in a batch

mode.

Use

4. The binary final results file from either GFCEN, RNA-2V,

RMA-4, or STUDH is input on logical unit 10, with the corre-
sponding coded file output on logical unit 20. ISee ITYPEII

5. The binary HOTSTART file from either RMA-2V, RMA-4, or

STUDH is input on logical unit II with the corresponding coded

file output on logical unit 21. ISee ITYPE2]

6. A second binary HOTSTART file from STUDH is input on

logical unit 12 with the corresponding text file output on logi-

cal unit 22. ISee ITYPE3]

7. Card image input data for run control are on logical

unit 05.

8. The program may be run from PROCLV. See Appendix 0 for

command instructions.

Card Image Data Input Instruction

9. Only one line ot input run control information is re-
quired. That input is described in Table M-2-1, "D)escription of

Card Image Input Data for Ruvi Control." Valid requests for

conversions are shown in Table M-2-2, "Valid Conxersion options."

M-2-1 INTRIFFACES
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Table M-2-1

Card Image Input Data for Run Control

Field Variable Value* Description

ICODE GFGEN Processing GCFC;EN files
RMA2 Processing RMA-2V files
RMA4 Processing RMA-4 files
STUDH Processing STUDH files

2 ITYPEI FINAL Processing a final results file from the
given value of ICODE

CONDLBED Processing STUDII concentration delbed
(valid only if ICODE=STUDH)

Leave blank if only processing a HOTSTART
(valid only if ICODE=RMA-2)

3 ITYPE2 HOTRMA2 Processing a HOTSTART file from RMA-2V
(if ICODE=RMA-2)

HOTRMA4 Processing a HOTSTART file from RMA-4
(if ICODE=RMA-4)

HOTBEDST Processing a Bed Structure HOTSTART from

STUDH (if ICODE=STUDH and ITYPEI=FINAL
or CONDLBED)

HOTBEDEL Processing a Bed Elevation HOTSTART from

STUDH (if ICODE=STUDH, and ITYPEl=FINAL
or CONDLBED)

. _ Not HOTSTART processing

4 ITYPE3 HOTBEDEL Processing a Bed Elevation HOTSTART from
STUDH (if ICODE=STUDH, and ITYPE2=
HOTBEDST)

Not processing 2 STUDH HOTSTARTS

* Fields are eight columns wide and data should be left-
justified. Table M-2-2 shows valid options for fields 1-4.

ITRAE' -'INTERFACES >1-2-2. "
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Table M-2-2

Valid Conversion Options

FIELD I FIELD 2 FIELD 3 FIELD 4

CFGEN FINAL

RMA2 FINAL

RK4A2 FINAL IOTRMA2

RMA2 IIOTRMA2

RMA4 FINAL

RMA4 FINAL HOTRMA4

STUDH FINAL

STUDH FINAL HOTBEDST

STUDH F INAL. 11OTBEDEL

STUDH FINAL HOToEnST HOTBEDEL

W. -STUDH CONDLSED

STIJDH CONDLRED HOTBEDST

STUDH CONDL8KD HOTHEDEL

ST1JDH CONDLIIED IIOTBEDST HOTBEDEL

M-2-3 INTERFACES
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ADDENDUM M-3: Program FOR2BIN

Purpose

I. To convert coded data files generated by BIN2FOR to
binary files of the form produced by GFGEN, RMA-2V, RMA-4, or

STUDH.

Origin of Program

2. This program was written by Mrs. Barbara Park-Donnell
Estuaries Division, Waterways Experiment Station.

Use

3. The output tile from BIN2FOR, for either GFGEN, RMA-2V,
RMA-4, or STUDH, is input on logical unit 10, and the binary
output file from FOR2BIN will be written on logical unit 20.

tSee ITYPEII

4. The IOTSTART file from either RMA-2V, RMA-4, or STUDH

generated by BIN2FOR is input on logical unit 11, with the corre-

sponding binary file output on logical unit 21. [See ITYPE21

5. A second tOTSTART file from BIN2FOR of STUIDH is input on
logical unit 12, with the corresponding binary file output on
logical unit 22. [See ITYPE31

6. Card image data for ron c,)ntrol are on logical unit 05.

7. The program may be run from PROCLV. See Appendix 0 for
command instructions.

Card Image Data Input Instructions

8. Only one I ine of input run control informat ion is re-

quired. That input is de scrih, in Ta le M-3-1, "Description of
Card Image Input Data for Run Contr l Valid conversion options
are shown in 'rable M-3-2.

- - N''RFAC S
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Table M-3-1

Card Image Input Data for Run Control

Field* Variable Value* Description

I ICODE GFGEN Processing GFGEN files
RMA2 Processing RMA-2V files
RMA4 Processing RMA-4 files
STUDH Processing STUDH files

2 ITYPEI FINAL Processing a final results file from the
given value of ICODE

CON)LBED Processing STUDH concentration del-bed
(valid only if ICODE=STUDD)

Leave blank if only processing a HOTSTART
(valid only if ICODE=RMA2)

I ITYPE2 HOTRNA2 Processing a IOTSTART file from RMA-2V
(if ICODE=RMA-2)

H* OTRMA4 Processing a HOTSTART file from RMA4
(if ICODE=RMA4)

HOTBE1)ST Processing a bed structure IIOTSTART from
STUDH (if ICODE=STUDH and ITYPE I =FINAL
or CONDLBED)

HOTBEDEL Processing a bed elevation IIOTSTART from

STUDH (if ICODE=STUDI- and ITYPEI=FINAL or
CONDLBED)

Not IOTSTART processing
4 ITYPE3 ItOTBEIDE L Processing a bed elevation HOTSTART from

STUDH (if ICODE=STUDH , and ITYPE2=IIOTBEDST)
Not processing 2 STIJDI HOTSTARTS

* Fields are eight columns wide and data should be left-

justified in each field. Table M-3-1 should be valid options
tor fields 1-4.

I NT ER FAC ;s M- 3- 2

Up



04/85

Table M-3-2

Valid Conversion options

FIELD I FIELD 2 FIELD 3 FIELD 4

GFGEN FINAL

RMA2 FINAL

RNA2 FINAL HOTRMA2

RMA 2 HOTRMA2

RMA4 FINAL

RHA4 FINAL HOTRMA4

STUDH FINAL

STUDH FINAL HOTBEDST

STIJDH FINAL HOTBED1EL

STUDH FINAL HOTBEDST HOTBEDEL

STUDH CONDLBED

STUDH CONDLBED HOTBEDST

STIJDH CONDLBED HOTBEDEL

STUDH CONDLBF.D HoTBE)ST IOTBED L

I-3- N TV K FA C .
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ADDENDUM M-4: p q')(; RAy . hit M ,'r A4 V R I(JN I .)

Pu r po s e

I. The purpose of .ICBSTR-.AM Is -i r t.e a set ot boundary
conditions for an iriset mesh usis,; TA -: mll I i ig system results
from another mesh.

! >. yr I[IL ion1

2. JO8STREAM is a batch-oriented ."rogram, composed of algo-

rithms from programs writtenl by th,- Waterways Experiment Station

Hydraulics Laboratory and Resource Management Associates,

Lafayette, Calijornia.

3. The finite element method allows variable mesh size

across the modeled area, hut there are still tines when the

modeler needs a computational mesh that fits inside a large one

or overlaps it. Operating in a JOBSTREAM mode permits the

modeler to run the larger mesh, the use those results as bounda-

ry conditions for a second mesh.

4. In this description of the program, the term inset mesh

is used to denote that mesh that gets the boundary conditions and

runs second. The iesh running first and supplying boundary
" conditions is called the coarse mesh. The terminology was chosen

to reflect a standard jobstream app oach, but the inset mesh may

actually be coarser than and lie outside the coarse mesh.

5. Use o1 the jobstream appro ich requires some care by the

modeler. It the inset mesh boundaries are too close to the

problem area, the inset m sh solut i, r ay he inconsistent with

the coarse mesh solution. Some experimentation may be required

to locate proper boundaries ior the inset mesh.

* - 6. The program roads output resIlts from the coarse mesh to

calculate boundary conditions for the inset mesh, using shape

functions where needed. The program will prepare boundary condi-

-''. tion files for RMA-2V hydrodynamic model runs or STUDI sedimenta-
tion model runs. A future version or --he program will do so for

RMA-4 dispersive trans port modt!e runs.

7 7. I u se t me s h n (I dos ma y h e i a c i 2( Ti ( w it h o do s i n t h e

coarse mesh or fal I w 1 hi n coarser ' e, e0 7 mn ts. Numbering of

the two meshes need unt ht, r atd , t ; cl

>t .- M

7" *
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Use

8. Inset mesh nodes may be coincident with coarse mesh
nodes or they may lie within an element of the coarse mesh. If

the two nodes are coincident, the program reads data (velocity
and water-surface elevations, or concentration) at the coarse
mesh node and specifies that data for the inset mesh node. If
the inset mesh node does not occupy the same location as a coarse
mesh node, shape functions are used to calculate a value at the
inset node, using results from the coarse mesh element in which
it lies.

9. Program JOBSTREAM is part of the TABS-2 2-D modeling

system. It uses the standard TABS-2 input data structure.

10. Input consists of control data, described here, which is
in card image and may be either on cards or a disk file identi-
fied as logical unit 5; mesh geometry files for both the inset
and coarse meshes; and a model results file for the coarse mesh.

Output consists of echo prints of input data, optional printed
output of the calculated boundary conditions, and an output file
containing boundary conditions in the format required by the
models.

11. The object code may be executed using PROCLV. If
PROCLV is used, the input/output logical units noted as "usual"
on the $L card are required. -

Card Image Data Input Instructions

12. Table M-4-1 shows the data card sequence used as card
image run control. Input is In the modified HEC-6 standard. The
user may choose between free-field input and 10-8 column fields.

13. The following pages describe the card image input data
for run control in detail. Table M-4-2 illustrates a typical job
input file. Prepare the card image input data file before
executing the program.

INTERFACES/JOBSTREAM M-4-2

- .
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Table M-4-1

JOBSTREAM Version 1.0 Data Card Sequence

Card Content Required

TI Title Yes

$F Format control No

SM Model designation Yes

$LInput/output files No

TZ Time controls Yes

CN Node correspondence list Yes

M -- 3I NTERFAu:SJOBSTHKAM
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T1 Card Job Title Required

Field Variable Value Description

Col I ICG T

Col 2 IDT

2-10 TITLE Any alpha-numeric data

INTERFACES /JOBSTREAM M-4-4
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SF Card Format Control Optional

Field Variable Value Description

*- Col I I C $

Col 2 IDT F

If the $F Card is present, the program expects all input (except Card SM)
to be formatted according to either (2AI, F6.0, 9F8.0) or (2AI, 16, 918).
If it is not present, free-field format is expected.

M-4-5 INTERFACES/JOBSTREAM
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$M CARD Model Type Requlired

Field Variable Value Description

Col I ICG $

LOT M

1MOD R2 For model RMA-2V

S3 For model STUDH

R4 For model RMA-4 (not available yet)

2 VER + Model version

For formatted reads, the format is (2A1, 4X, A2, 4X, A4)

INTERFACES/JOBSTREAM M-4-6

. - .
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$L Card Input/output Logical Unit Numbers Optional

Field Variable Value *  Description

Col I ICG $

Col 2 1 DT L

I IN + Unit for control data. TI through $M
cards are read on logical unit 5

0 Default = 5

2 LP + Unit for printed output
O Default = 6

3 ING + Unit for coarse mesh geometry file

0 Default = 14

4 INGI + Unit for inset mesh geometry file

0 Default = 15

5 INR + Unit for coarse mesh model results

O Default = 22

6 IFIL + Unit for output boundary conditions
0 Default =30

*PROCLV uses default values for logical units.

M

i1l-

' M-4-7 1INTEKFACES/JUBSTREAM
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TZ Card Time Controls Required

Field Variable Value Description

Col 1 ICG T

Col 2 IDT Z

TST + Starting time for boundary condition
file

.2 TINC + Time increments between boundary

conditions in same units as results
file

3 TDAT + Starting date

4 NSTPS + No. of time-steps to be placed in

boundary condition file
0 Will be calculated from TEND

* 5 TEND + Ending time for boundary condition

file
0 Will be calculated from NSTPS

S6 lOUT I Print boundary conditions
0 Do not print boundary conditions

INTERFACES/JOBSTREAM M-4-8

I
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GN Card Boundary Node List Required

Field Variable Value Description

Col I ICG G

Col 2 IDT N

I NODI + Node number in inset mesh boundary for
which boundary conditions are to be
calculated

2 NODE + Node number in coarse mesh that has

exactly same location as NODI

0 Program expects a value for NELE

3 NELE + Element number in coarse mesh within
which NODI falls

0 Program expects a value for NODI

4 NFIX - Type of boundary specification for
RMA-2V

See RMA-2V documentation for allow-
able codes of NFIX

Code one set of nodes per card

M-4-9 INTERFACES/.JOKSTRFAM
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Table M-4-2

Card Image Run Control Data File Example

T1 D'-NAMlC BC FILE FOR MESH 4 DERIVED VIA JOBSTREAM FROM MESH 1 800K CFS
SM R2
$L 5 6 10 20 30 40
TZ 0. .5 0 0 0 1
GN 191 191 65 00200
GN 205 205 65 00200
GN 230 230 65 00200
N 231 231 65 00200
GN 232 232 C5 00200
GN 245 245 77 00200
GN 269 269 77 00200
N 270 270 77 00200
N 271 271 77 00200
GN 285 285 88 00200
GN 308 308 88 00200
GN 309 309 89 00200
GN 310 310 89 00200
ON 325 325 101 00200
GN 335 335 94 00200
GN 336 336 95 00200
GN 337 337 95 00200
GN 338 338 96 00200
GN 339 339 96 00200
GN 340 340 97 00200
GN 341 341 97 00200
GN 342 342 98 00200
ON 343 343 98 00200
GN 344 344 99 00200 

- "1'
ON 345 345 99 00200
GN 346 346 100 00200
GN 347 347 100 00200
GN 348 348 101 00200
GN 349 349 101 00200
ON 1039 1039 294 00200
GN 1042 1042 294 00200
GN 1043 1043 294 00200
GN 1044 1044 294 00200
GN 1048 1048 296 00200
GN 1050 1050 296 00200
ON 1051 1051 296 00200
GN 1052 1052 296 00200
"N 1054 1054 297 00200
ON 1055 1055 297 00200
GN 1057 1057 298 00200
ON 1058 1058 298 00200
GN 1059 1059 298 00200
ON 1060 1060 298 00200
ON 329 329 217 00200
GN 330 330 92 00200: GN 331 331 92 00200
ON 332 332 93 00200

333 333 93 00200
ON 334 334 9 00200
ON 747 747 217 00200
GN 1029 1029 144 11000
GN 1030 1030 144 11000
GN 1031 1031 144 11000
GN 1033 1033 145 11000
ON 850 2032 145 11oo

% M --
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APPENDIX N: FILES AND FILES MANAGEMENT SYSTEM

William H. McAnally, Jr. and Barbara Park-Donnell

iF
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PART 1: INTRODUCTION

I. This app%!ndix describes the files used within the TABS-2

system and the files management system.

2. Standard file formats are used to improve portability of

the files, reduce programming effort, and increase readability of
the files. The ftiles management system was created to help keep
track of where data are stored. Computer files are the standard

input medium for TABS-2. Many files are formatted as card
images, but in general, actual cards are not used.

3. Four types of file formats are used: card-image run

control, Data Management System A (DMS-A) input, DMS-A output,
and model output. Program run control files, which serve as

input to the programs and specify what the run is to accomplish,
are usually ASCII and appear as card images with lines 80 charac-

ters long. Some run control ftiles use the HEC form of input with
an alphanumeric identifier at the beginning of each line. Even-

tually, all run control will be in this format. Run control
files are created and modified by use of a time-sharing editor.

Data Management System A files and model output files are de-
scribed in PARTS 11 and IlI of this appendix.

4. PART IV of this appendix describes the TABS-2 File

Management System. Part V describes an optional file naming

convention that has been adopted by the WES Hydraulics Laboratory
Estuaries Division and is recommended to the user.

NI FiLES
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PART II: DMS-A FILES

5. The WES Data Management System A (DMS-A) is designed to
store, retrieve, and provide common analyses of data that are
distributed in space. It works with both gridded (i.e., on a
uniform spacing) and nongridded data. The DMS-A is described in
Appendix L.

6. Some DMS-A data are stored as integers, thus data must
be multiplied by an appropriate power of 10 to obtain the desired
degree of precision if decimal fractions occur in the data.

7. Most DMS-A data files are stored in binary form. Map
information is stored at the beginning of each data file in
several sets of records, each record in 216 form. Table Ni lists
the form for digitizer data input files for program ELEVGRD.
Output from the various programs may use a standard format or an
alternate, specialized format. See Apendix L for details of the

* various formats. The DMS-A binary file format is shown below:

Record Word Variable Type Description

I I LENDAT INTEGER Code for type of data
= 3 for depths

= 4 for elevations
2 NXUL INTEGER X-coordinate of upper left

corner of grid

3 NYUL INTEGER Y-coordinate of upper left
corner of grid

4 NXLR INTEGER X-coordinate of lower right
corner of grid

5 NYLR INTEGER Y-coordinate of lower right
corner of grid

2-7 1 NAME CHARACTER*132 Title information for file

8 1 DATASC REAL Scale factor for gridded data
2 NXRE INTEGER Number of grid cells in the

X-direction
3 NYRE INTEGER Number of grid cells in the

Y-direction

4 DX REAL Grid spacing in X-direction
5 DY REAL Grid spacing in Y-direction

9 to 1 to N INTEGER Gridded data values. The
NXRE+B NYRE first value corresponds to

the upper left corner of
the grid. Area of non-
interest values are -999.

F ILES N2
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PART IIl: MODEL OUTPUT FILES

8. Files produced as output by the models have a common

format for the identifying block of information at the beginning

of each file (header records) but vary in the form that actual

model results are stored. Storing all output in the same form

would be convenient but would greatly increase storage costs

since many blank records would be stored. Files written by

GFGEN, RNA-2V, STUDH, RMA-4, and ENGHET write output files as

described below.

Header Records

9. Header records are common to all of the output files.

They contain both numeric and character information used to

describe file contents. Table N2 shows the header records struc-

ture and their contents. Record 2 is compiled by PROCLV. Most

of the programs will print out all header records from the files

that they read. Figure NI shows a typical set of headers printed

in the STUDH output.

BANNER HEADINGS ON INPUT MATER SURFACE ELEV.

MES HO ORS VERION 1.0 DATED OCT 81. THIS FILE IS FedP RHIAZ-VEtOCITT

VERSION = 7.10 DATED JUNE. 1183. METITIN ANC ORTIhkNGE-HI MA! SUR FILE

OHS = I GRADE =I PERSON CUP EL AND DE SCRIPTION
N CALIRRATION

MESHE OHS VERSION 1.00. SATED GCI ilel. THIS FILE IS FISH FGEN VERS

ION 3.36 DATED MAR 1964.
DXS = LOCK AND DAN I GRADE - A PERSON = LTNCH DESCRIPTION =

LOCK AND DAN I RED RIVER

CORRECTED ELEVATIONS

Figure NI. Example header records

GFGEN Files

10. After the two header records, program GFGEN output

files list the computational network description. Record 3 is

written (binary write) as shown below.

Record 3

NPNE((CORD(J,K),K=i,2),AI.PIIA(J),Wn)(J),J=I,NP)

( (NOP( I ,L) ,L=I ,8), TMAT(1) ,TH( 1), EM( I) ,= INE)

N3 FILES
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where

NP =number of nodes

NE = number of elements

GORD(J,K) = x- and y-coordinates of node J

ALPHA(J) = slope of element side at node J
WD(J) = bed elevation at node J

NOP(T,L) - list of 6 or 8 nodes surrounding elementI

IMAT(I) =element type of element I

TH(l) = angle for eddy viscosity tensor in element I
IKM = element reordering sequence

RMA-2V Files

I1I. Every RMA-2V run writes one results file. I f

requested, it will also write a HOTSTART file. The first two
records in both files are the standard header records.

Results

The third and fourth records of the results file are of the form

3. (TITLECI) ,I=1 ,20)

4. T,NP,((VEL(J,K),J=1,3),K=1,NP), (NDRY(K),K=l,NP))NE,

(IMAT(L) ,L=1 ,NE)

where

T -t ime
NP -numher of nodes

VEL(1,K) = x-direction velocity at node k, time T
VEL(2,K) - y-direction velocity at node k, time T

VEL(3,K) -water-surface elevation at node k, time T
NDRY(K - flags for wet and dry nodes
IMAT(L) = flags for active and inactive elements

Set 4 is repeated for each time-step that the program executes.

H OT ST ART

1 2. The third record set of the HOTSTART t ile is of the

T,NPNK NITSV ( (VEL(J K) ,IJ=l3) K-1,NP)

(VDOTO(J,K),J=1,3),K=1,NP),(NDRY(I),1=I,NP)

N4
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whete

T = time

N P = number of nodes

NE =number of elements
NITSV iteration number

VEL(J,K) = x- and y-velocities and water-surface elevation at

node K, time T
VDOT(J,K) = derivatives of velocities and water-surface eleva-

tion at node K, time T

VOLD(J,K) derivatives ovelocitiesandwater-surface
elevation, t tme T - T (old time-step)

VDOTO(J,K) = derivatives of velocities and water-surface
elevation, time T - T (old time-step)

NDRY(l) = flags for wet and dry nodes

The HOTSTART file contains only one time-step which is the final
set of results.

STUDH

13. The sediment model STUDH produces three output files--a

concentration and bed elevation change file, a (clay) bed struc-
ture HOTSTART file, and a final bed elevation file. Each output

file contains the two standard header records and each is written
in binary form.

Concentration and bed elevation change

14. The concentration and bed elevation change file con-
tains results from every time-step. It contains computed sedi-
ment concentrations and the cumulative bed change from the begin-
ning of the run. Record set 5 is repeated for each time-step.

Record 3

NTTS,(TITLE(I),=I1,18),IYR,IMO,IDA,IHR,IMN,ISC

where

NTTS = number of time-steps

TITLE(I) = alphanumeric title from T3 card

TYR = year

IMO = month

IDA = day

IRR = hour

FILFS
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IMN - minute

ISC = second

Record 4

" • NP,NE,((CORD(I,J),J=I,2),I=I,NP),((NOP(I,J),J=I,8),

I- ,NE) ,(AT(l) ,I=l ,NE),(ELEV(I) ,I-I ,NP),(CONC(I) ,I-I ,NP)

where

NP = number of nodes

NE = number of elements

CORD(I,J) = x-, y-coordinate of node number I

NOP(l,J) - element connection table for element I

AT(I) - element angle for element I

ELEV(I) = elevation for node I

CONC(I) - concentration for node I

Record 5

T,(CONC(I),I-I,NP),(DELBED(I),I- ,NP)

where

T - time
CONC(I) - sediment concentration at node I

DELBED(I) = bed change at node I
NP - number of nodes

Bed structure

15. Record 3 of the bed structure file (clay and mixed beds
only) is of the form

TF,(NLAY(I),I-I,NP),((RHOB(I,J),THICKL(IJ)

AGE(I,J),ITYPE(I,J),SST(I,J),J=lNLAY(1)),=I1,NP)

where

TF = final successful time-step

NLAY(I) - number of bed layers at node I
RHOB(I,J) - bed dry density of layer J, node I

THICKL(I,J) - thickness of layer J, node I
AGE(I,J) = age of layer J, node I -

FILES N6
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ITYPE(lJ) = type number of 'aier J, n3de I
SST(I,J) = shear strer:gth of layer J, node I

NP = numbe' of nodes

Final bed elevation

16. The final bed elevation results file contains the

computed bed elevation at the final time-step of the run. Record
3 is the number of nodes in the mesh. Record 4 is of the form

(rlTLE. I) ,I=1,8 ,TIMEX ,(ELEV( I) ,I=I,'dP)

where

TITLE = title from the input T3 card

T14EX = time of final time-step
ELEV(I) = bed elevation at node I

4 NP = number of nodes

RMA-4

17. RMA-4 wrtes a f !al results file and a hotstart file.

Records I and 2 of each file are standard header records.

Results

lb. Recorc 3 of the , rt ',lts file is of the form:

where

t~ tIme

NQUAI, nubr-er e r const ituen s being modeled

NP = n utber ', n de

TOLD = concen ratons 3 trime T, constituent number K,

U L = -c o n, t / at time T, noide

VI Y ,.,- 1, o -a ) 5'.)$> V v e T, node J

19. This re :r . a ;rr- m c .o' a• -stcp.

F I E.- S
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H OTST ART

20. The HOTSTART information file contains the following

data in Record 3 for the last time-step only.

WRITE( 1S8)NSTEP ,TOLD(NP,6),TDOT( NP,6),WTEMP(NP)

where

NSTEP - time-step number

TOLD = concentrations at time NSTEP, up to maximum
dimension of TOLD

TDOT - derivative of concentrations at time NSTEP, up to
maximum dimensions of TDOT

WTEMP - water temperature at time NSTEP, up to maximum
dimensions of WTEMP

F ILIES NS
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PART IV: FILE MANAGEMENT SYSTEM

21. The WESDMS File Management System (FMS) is designed to

be an automated notebook that keeps track of data files in the
TABS-2 system. Early numerical modelers used black, three-ring

notebooks to keep notes about each run, the files that it

created, and magnetic tapes containing backup or archived copies

of files. The success of the black notebook system always

depends on the dedication of the modeler to keep the notebook

up-to-date. O. large studies that generate many files and
employ more than one modeler, a more rigorous and automatic

approach is needed.

22. TABS-2 file management is an optional approach that

includes index files, a maintenance program embedded in the
procedure files, and a file naming convention. A file-naming

convention is described in PART V. The file indices are kept in

files that the FMS program can search to locate a given data set.

The index files are updated automatically by the procedure for
PROCLV.

PROCLV

23. The FMS program in the procedure file must be specifi-

cally activated in order to maintain the file indices. If it is

activated, each file-producing run causes an entry to be made in

the FMS indices. A 20-character catalog code requested in the

PROCLV prompt sequence must be answered properly or the index

update program will abort.

File Codes

24. The FMS is based on a 20-character catalog code that

identifies the source and nature of each file. It grew out of a

file-naming convention adopted for some projects in the WES

Hydraulics Laboratory. The 20 characters are composed of 10

concatenated variables as shown in Figure N2.

, FMS Maintenance

25. The FMS maintenance program is used to add new f.les to

the index, to search for a specific file, back up a fite, or

remove (purge) a file from the system. It can be run in interac-

tive or batch mode. Addendum N-I provides user instructions.

N9 FILES
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FMS Indices

26. Table N3 shows the master index for the 11 sort

variables for the two categories of Data and Code. This index is
composed of a set of "FIRST,/LAST" pointers for each sort

variable. Tables N4 and N5 define the index file structure for

the two categories of Code and Data, respectively. The "first"

pointer directs the search to the location of the "FROM/NEXT'
pointer. Continuing in this manner, a quick forward or backward

search of a sort variable is possible. For a search of any given
20-character catalog name, the above technique is used to compose

the pointer numbers of the sort variables involved. The
intersection of these lists provides all entries meeting the

given specifications.

FILES N 10
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a. SOURCE (I CHARACTER)

F = FIELD DATA

P = PHYSICAL MODEL

I = GFGEN INPUT
G = GFGEN OUTPUT
2 = RMA-2V INPUT

R = RMA-2V OUTPUT

3 = STUDH INPUT

S = STUDH OUTPUT

H = HEC6 OUTPUT

K = SOCHMJ OUTPUT

P CODE - PLOT

A = CODE - ANALYSIS

M = CODE - 'IODELING

D = CODE - DATA HANDLING

T = CODE - MAINTAIN

b. PLAN (2 CHARACTERS)

Any 2 characters

c. STORAGE MEDIA (I CHARACTER)

T = TAPE - SITE I TAPE

D = DISC - SITE I FRONT END
F = DISC - SITE I BACKEND

4 = MASS - SITE I MASS STORAGE
I = TAPE - SITE 2 TAPE

2 = DISC - SITE 2 FRONT END
3 = DISC - SITE 2 BACKEND

4=MASS - s ITE 2 MASS STORAGE
C = CARO II,1AGE

d. STUDY NO (I CHARACTER)

Any character

e. TEST CONDITION (6 CHARACTERS)

Any 6 characters

Figure N2. FMS catalog codes

N I FILES
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f. FORMAT (I CHARACTER)

F - FORMAT

V - BINARY VECTOR MACHINE

C = BINARY FRONT ENDS = SOURCE CARD

L - UPDATE LIBRARY, VECTOR MACHINE

U = UPDATE LIBRARY, FRONT END
D = UPDATE DIRECTIVE

g. DATA CATEGORY (1 CHARACTER)

H - HYDRAULIC

S = SEDIMENT
W = WAVE
Q = WATER QUALITY

B = BATHYMETRY
G = GEOMETRY

D = DMS FILES

h. GRADE (I CHARACTER)

A = EXCELLENT

B = GOOD

C - FAIR
D - POOR
F = SEE LIBRARIAN

i. DATA SUBCATEGORY (2 CHARACTERS)

SE = SURFACE ELEVEVATION

QX = DISCHARGE

VX = VELOCITY
TX = TEMPERATURE
PX = PRESSURE

RX = RAINFALL

HD = WAVE HEIGHT-PER-DIR
SD = SPECTRAL DISTRIBUTION
HR = HARMONIC RESIDUAL

FX = FILTERED RESIDUAL
SS = SUSPENDED SEDIMENT

BM = BED MATERIAL
SX = SALINTY

j. VERSION (I CHARACTER)

L = LIBRARY VERSION

R = RESEARCH VERSION
I = FIRST VERSION

2 - SECOND VERSION
3 = THIRD VERSION

Figure N2. (concluded)

FILES N 1 2
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PART V: FlL-NA4\, N ' .%VN1ON S

24. A standard way to name files is a useful instr um nt in

the modeler's tootbox. Tie TABS-2 system uses a reasonably
consistent file-naming convention for program files and although
a standard convention is not required for data tiles, it is
strongly recommended. in this manual and in the procedure tile,
PROCLV, generic file names are used.

Progra m File Names

25. In general, program tilus are named with a prefix that
is an acronym for the program name and version (e.g., STUOB

version 3.3 has the prefix S33), a -middle portion that indicates
the structure ot the file (e.g., CS means a card image source
tile), and a suffix that indicates program status or owner (e.g.,
LV means library version, JS mig;ht indicate Jaqueline
Sibernetic's personal version). The complete name would be
S33CSLV or perhaps S33CSJS. Note that the procedure file names

used to run tniese programs are not tue same as the file names.

Data File Names

26. If only one person is going to be running the programs
or accessing the data files on a project and that one person
possesses total recall, this.. - ,-ri , n is Li t applicable. For
mortals with fallib - m, ries ad ,:i, ed d ts, a s iadord

naming convention tor :ta. tiles is :a <, te1 a convenience, it
is our life line to sautt!.

27. A file-naming corvet ion should tollow the 3-S rule--
be simple, slavishly fnl-.wrd, an. written dewn. Beyond those
requirements, it can he ainric: 1- t hin g. Table Nb shows a

convention that the WES Fs t aries Divis ion adopted several years
ago. It is based on the coding show' in F;gore N2.

Ce!ncric i 1 N ames

28. In the programs .icrict a. d P , l7 on- ine hels,
input and ontp:rt t ites are I. t e L.::-vc',reL i ti e names.
These generic fi te names a - .3n r , i v tha - r.rtial v id en-

tifies them. T-e gr.vri -tcc -a Tbe,' N7.

29. The ven tic r r ,r,. ti u tr pu r - u poses.

They SHOULD NcT be " . r a ton. A t Z Lalning

data.

-F7-.-

]. -. . . ,,- ,.. _.... . .- ,.-.'-" ; . . . . ... s, ',.7,- -
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Table NI

ELEVGRD Digitizer Input File Structure

Record Variable
Set No. Name Description

I MAP MAP = map number (from title block of maps,
e.g., 246)

ITYPE User's code for data type

2 ICODE ICODE -9
ICODE

3 NXUL
NYUL

4 NXUR Digitizer coordinates of the 4 map corners

NYUR UL = upper left
UR = upper right

5 NXLL LL - lower left
NYLL LR = lower right

6 NXLR
NYLR

7 MXUL
MYUL Map grid coordinates of the upper left and

lower right map corners in 1000s ft
8 MXLR

MYLR

9 ICODE ICODE = 5555;
CODE before area of interest data.

NVAL NVAL = 0

10 NX
NY

Coordinates of area of interest.

11 NCODE NCODE = -7777 - before depth data

MCODE MCODE = range number used for checking data

12 (1-N) NX
NY N digitizer coordinates of a string of

depth readings

13 NCODE NCODE = -9999

NCODE -9999

14+ Varies with file type

FI1ES N14
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Table N2

Standard Header Records in Model Output Files

Record Sequence

No. No. Form

Contents

1 40 - 4-character Model identifier (RMA-2V, STUDH,

words etc.) of last model used

1 2 60 - 4-character Run control information input

words interactively

3 100 - 4-character Record I from previous model's

words output file that was used as
input

1 4 100 - 4-character Record I from GFGEN if last model

* words used was STUDH, otherwise null

2 1 40 Integer variables Run contents identification flags

2 2 40 Real variables Run contents identifiers

3+ See individual
models

AT
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Table N3

FMS Master Index File Structure

PT ( 1) SOURCE

PT ( 2) STUDY NUMBER -

PT (3) PLAN

PT (4) CONDITION -

PT (5) STORE -
Pr (6) FORMAT DATA POINTERS FIRST/LAST

PT 7) CATALOG
PT (8) SUBCATALOG
PT ( 9) GRADE
PT (10) ID

PT (11) TAPENO

PT (12) SOURCE

PT (13)
- PT (14) FORM

PT (15) VERS
PT (16) STORE

PT (17) ---- CODE POINTERS FIRST/LAST

PT (18)
PT (19)
PT (20)
PT (21) ID

PT (22) TAPENO

FILES N16
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Table N4

FMS Code Index File Structure

1. SOURCE POINTER FROM/TO NEXT CODE TYPE
2.
3. FORM POINTER FROM/TO NEXT CODE OF THAT FORM

4. VERS POINTER FROM/TO NEXT CODE OF THAT VERSION
5. STORE POINTER FROM/TO NEXT CODE OF THAT STORAGE MEDIA
6. GRADE POINTER FROM/TO NEXT CODE OF THAT GRADE
7.
8.
9.

10. IDUSER POINTER FROM/TO NEXT CODE OF THAT USERID
11. TAPENO POINTER FROM/TO NEXT CODE OF THAT TAPE NUMBER

12. TAPENO SYMBOL FOR TAPE NUMBER

13. GRADE SYMBOL FOR GRADE
14. IDUSER SYMBOL FOR USERID

15. PASSWD SYMBOL FOR PASSWORD
16. SOURCE SYMBOL FOR SOURCE
17.
18. FORM SYMBOL FOR FORM

19. VERS SYMBOL FOR VERSION
20. STORE SYMBOL FOR STORAGE MEDIA

21. PERSON SYMBOL FOR PERSON
22.
23.
24. MISC SYMBOI. FOR MISCELLANEOUS
25.-
26. -FILENM SYMBOL FOR COMPUTER FILE NAME
21.-
28. EDNM SYMBOL FOR EDIrlON NUMBER
29. DNOW SYMBOL FOR DATA CODE WAS ENTERED IN FMS
30. DBACK SYMBOL OF POTENTIAL STORAGE DATA
31. LIBRARY SYMBOL FOR LIBRARIANS NAME IF VERS=L
32. DESC SYMBOL FOR DESCRIPTION OF DATA FILE

N17

----------- '.*
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Table N5

FMS Data Index File Structure

1. SOURCE POINTER FROM/TO NEXT DATA OF THAT SOURCE
2. STUDY POINTER FROM/TO NEXT DATA OF THAT STUDY NUMBER

3. PLAN POINTER FROM/TO NEXT DATA OF THAT PLAN NUMBER
4. COND POINTER FROM/TO NEXT DATA OF THAT CONDITION NUMBER
5. STORE POINTER FROM/TO NEXT DATA OF THAT STORAGE MEDIA
6. FORMAT POINTER FROM/TO NEXT DATA OF THAT FORMAT
7. CAT POINTER FROM/TO NEXT DATA OF THAT CATALOG
8. SUBCAT POINTER FROM/TO NEXT DATA OF THAT SUBCATALOG

* 9. GRADE POINTER FROM/TO NEXT DATA OF THAT GRADE
10. USERID POINTER FROM/TO NEXT DATA OF THAT USERID
11. TAPENO POINTER FROM/TO NEXT DATA OF THAT TAPE NUMBER

12. TAPENO SYMBOL FOR TAPE NUMBER

13. GRADE SYMBOL FOR GRADE
14. II)USER SYMBOL FOR USERID
15. PASSWD SYMBOL FOR PASSWORD
16. SOURCE SYMBOL FOR SOURCE
17. STUDYN SYMBOL FOR STUDY NUMBER
18. PLAN SYMBOL FOR PLAN
19. COND SYMBOL FOR CONDITION NUMBER
20. STORE SYMBOL FOR STORAGE MEDIA

21. FORMAT SYMBOL FOR FORMAT
22. CAT SYMBOL FOR CATALOG
23. SUBCAT SYMBOL FOR SUBCATALOG
24. MISC SYMBOL FOR MISCELLANEOUS FIELD
25.
26. -FILENM SYMBOL FOR COMPUTER FILE NAME
27.-
28. EDNM SYMBOL FOR EDITION NUMBER
29. DNOW SYMBOL FOR DATA OF ENTRY INTO INDEX
30. DBACK POTENTIAL SYMBOL FOR DATA OF BACKUP STORAGE
31. PERSON SYMBOL FOR PERSON RESPONSIBLE FOR DATA FILE

, 32. DESC SYMBOL FOR DESCRIPTION OF DATA FILE

-. * ..-. •

i1

F 11, S N 1
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Table N6

Data File-Naming Convention

Character
No. Meaning Example

IProject C = Columbia River,
A = Atchafalaya Bay

2 Program S = STUDH, R = RMA-2V

3 Data use I = Input, 0 = Output

4-5 Plan or mesh BL =Base low flow
number

6-7 Run number codes =1

NI1 9 Fl 1.KS
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Table N7

Index by (;eneric Input/Output File Name

Gteneric
Fi Le
Name Purpose of File Source Units File Type

I IC() Card image data to run CONTOUR Editor *Coded

I I EG Card image data to run EI.EVG;RD Editor E.n g Ii sh Coded

1l2 EG Digitized input to EI.EVGRD DMSDIG EngIi s h Coded
or

Editor

IEK Card image data to run ENGMET Editor English coded

12EM Update datal for da~tum & MSL for EN(,mET Editor English Coded

1101 Digitizer file for input to PREMESH Digitizer English Coded

12G1 Card image data to, run PREMESH Editor English Coded

13G1 output from PREMESH; scratch PREMESH English

II MP Local METAPLOT tile for graphic.% METAB *Binary

I1I RP C .ir d i mag"- da ta I ,r R KT P NT E d it or Engl ish Coded

I2RP Computation grid coordinator I IR I Eng Iish Coded
Digift i zer

I 3RP DM1S-A f ormat gr idtded dat a f ilIe ELEVGFD English Binary

r I R Card Image, daita for (GROEFN Editor English Coded

12RI Gcometry = IRI trom previouis GEGF(EN run GECEN English Binary

I IR2 Ca rd im.4gc dait -i !or R.NA-2V Ed itor Engl ish Coded

I R 2 Card i mage horniar v cond ititons data Ed itor English Coded
tr RNA-2V or

custom program

I R2 tioTSTART input t ile f o; RMA-2V RMA-2V English Binary

I IR4 Card Image~ data tor RMA-4 Editor Metric Coded

Un It can he ither Encl isli or met ric, depending on the requirement of the model.
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Table N7 (continued)

Index by Generic Input/Output File Name -

Generic
File

Name Purpoae of File Source Units File Type

IR4 HOTSTART input file for RMA-4 RMA-4 Metric Binary

1153 Card image data for STIJDH Editor Metric Coded

IIVP Card Image data for VPLOT Editor Same as Coded
data source

OICO File of interpolated values on uniform Contour *Binary

grid

OIEG File of Interpolated values on uniform ELEVGRD CBinary

grid

OIEM Geometry for STUDI ENGMET Metric Binary

O2EM- Water-surface elevations for STUDI ENGMET Metric Binary

03EN Velocities for STUDI ENGMET Metric Binary

OIGI Kid-side nodes from AIJTOMSH AUTOMSH English Coded

02GI Nodal coordinates & connection table for REMUM English Binary

corner nodes, boundary flags-&
material types

03CI PLOT file from QMESH for QMESIJ English Binary

METAPLOT to view smoothness

04GI Output from AUTOMSI for use in input POSTMSI English Coded

to GFGEN

OIRP A new GFGEN input file RETPNT English

02RP Scratch file in TABS-2 RETPNT English Coded

OINI Geometry data for RHA-codes CFGEN English Binary

02RI New, clean GFGEN card image input data GFGEN English Coded

(i.e. unused elements & nodes eliminated)

01R2 Water surface and velocity output file RMA-2V English Binary

Units can be either English or metric. depending on the requirement of the model.

N-21 F 11, FS
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ADDENDUM NI: USER INSTRUCTIONS FOR FMS-HL

This program may be run interactively or in batch mode. To

make an interactive run type the following:

CLEAR

GET,FMSHLLV/PW=---------

FTN,I-FMSHLLVL=OUT
LCO.

As the program asks questions, answer appropriately. A sample

session is given below. The following pages provide sample input
for various FMS operations.

INPUT DATA SET (A)

ENTER VALUE FOR BATCH IF BATCH = 0 INSTRUCTIONS ARE WRITTEN
TO FILE CODE 06 (11)

BATCH = I ONLY ERROR MESSAGES
ARE PRINTED

ECHO IF ECHO = 0 INPUT IS NOT ECHOED
TO FILE CODE 06 (II)

ECHO = I INPUT IS ECHOED TO FILE
CODE 06 AS ENTERED

IN GENERAL, FOR BATCH RUNS ENTER lIt
FOR INTERACTIVE RUNS ENTER 00

INPUT DATA SET (B)

WELCOME TO THE FILE MANAGEMENT SYSTEM OF THE WESHL DMS
ALL COMMANDS MUST BEGIN IN COLUMN 1.
ENTER ONE OF THE FOLLOWING: -N" - CREATE A NEW FILE

"A* - ADD AN EXISTING FILE TO FMS
**S- - SEARCH FOR A FILE

"B" - BACKUP A FILE

'P- - PURGE A FILE

-E- - EXIT PROGRAM

FOR N - CREATE A NEW FILE AND SET (A) = 00

I>N

AT ANY POINT DURING THE QUESTION/ANSWER SECTION

" YOU MAY TYPE IN A "?" FOR AN INSTRUCTION MENU.

ENTER -CODE" OR "DATA" AS THE TYPE OF FILES TO BE CREATED.

" I>
. -. ENTER "Y* IF YOU NEED PROMPTS TO NAME YOUR FILE

ENTER -N- IF YOU CAN ENTER ENTIRE FILE NAME INFO SOLO.

I>Y

N-I-I FILES
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ENTER PROJECT CODE (1 DIGIT)

ENTER SOURCE (1 DIGIT)

I>-
ENTER STORAGE MEDIA (I DIGIT)

" I>_

ENTER FORMAT (1 DIGIT)

I>
ENTER USER DEFINED MISCELLANEOUS (4 DIGITS)

THERE IS NOT A MENU FOR THE MISC FIELD

I>
ENTER COMPUTER FILE NAME

(MAX 30 CHAR. IF YOUR COMPUTER HAS FEWER CHAR FOR

FIELD THEN LEFT-JUSTIFY AND RETURN.)

I >
ENTER FILE'S PASSWORD (10 DIGITS). IF NONE THEN ENTER 0.

I>
ENTER USERID THAT YOUR FILE WILL BE CATALOGED IN '

ENTER EDITION NO. (2 DIGITS) IF APPLICABLE OR

I _>

ENTER GRADE (I DIGIT)

I > -

ENTER YOUR LAST NAME (10 CHARACTERS)

: I>

ENTER A BRIEF FL. DESCRIPTION (80 CHARACTERS)

I>THIS IS A TEST OF FMS HANDLING A NEW FILE

ENTER VERSION

" I>

IF YOU WISH TO DO MORE FMS FUNCTINOS, TYPE M"

II>NO MORE

Fl I.I N-I-2
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FOR BATCH -N - CREATE A NEW FILE

JOB,CM20000O,T70,P04. DONNELL/60I-634-2730/HYD SEDIMENT/

USER, CEROH8. XXXX.
GET, FMSHLLV.

_ FTN,I-FHSHLLV.

- LGO.
EKITU.

DAYFILE,DAYBD.

-' REPLACE,DAYBD. - CYBER CONTROL LANGUAGE

REWIND,OUTPUT.

COPY,OUTPUT,OUTBD. -

REPLACE,OUTBD.

CATLIST.

1 1 - BATCH OPTION

N - NEW

DATA - DATA FILE

N NO PROMPTS

A - SITE = ATCHAFALAYA

AFXXXXXXXXXDVWHPTO0B - CATALOG NAME

TOOBD - FILE NAME

0) - NO PASSWORD

CEROI18 - uSER ID
- NO EDITION NUMBER

F - GRADE

DONNELL - PERSON RESPONSIBLE

BOLOGNA FILE FOR TESTING NEW DATA ENTRY BATCH/I/////I///II/II/II/II
M - MORE FMS FUNCTIONS

i1 - BATC'H

N - NEW

CODE - CODE FILE

N - NO PROMPTS

A - SITE = ATCHAFALAYA
AAXXXXXXXXXDUCHiRTEST - CATAILOC NAME

TOiBD - FILE NAME

0 - NO PASSWORD

CEROH8 - USERID
- NO EDITION NUMBER

F - GRADE

DONNELIL - PERSON RESPONS I BLE

BOLOGNA FILE FOR TESTING NEW CODE ENTRY BATCHi///////////////i////

I - VERSION

NO MORE - NO MokE FMS FUNCTIONS

*WEO I

,,h-F -I LES

% 0 •
A-- I A."o
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FOR "A" - ADD AN EXISTING FILE TO FMS AND SET (A - 00

ENTER "Y" IF YOU NEED PROMPTS TO NAME YOUR FILE
ENTER "N" IF YOU CAN ENTER ENTIRE FILE NAME INFOR SOLO.

I>Y
ENTER PROJECT CODE (I DIGIT)

ENTER SOURCE (0 DIGIT)

I>_-
ENTER STUDY NUMBER (1 DIGIT)

I> _

ENTER PLAN NO. (2 DIGITS)

_I> -
ENTER CONDITIONS (6 DIGITS)

.... I>

ENTER STORAGE MEDIA (I DIGIT)

ENTER FORMAT (I DIGIT)

I>E*ENTER DATA CATEGORY (1 DIGIT)

ENTER DATA SUBCATEGORY (2 DIGITS)

I>

ENTER USER DEFINED MISCELLANEOUS (4 DIGITS)
THERE IS NOT A MENU FOR THE MISC FIELD

ENTER COMPUTER FILE NAME
(MAX 30 CHAR. IF YOUR COMPUTER HAS FEWER CHAR FOR
FILE THEN LEFT-JUSTIFY AND RETURN.)

ENTER FILE'S PASSWORD (10 DIGITS). IF NONE ENTER 0
-

I >

ENTER USERID THAT YOUR FILE WILL BE CATALOGED IN

ENTER EDITION NO. (2 DIGITS) IF APPLICABLE

I>

ENTER GRADE (I DIGIT)

I>_

t7 ENTER YOUR LAST NAME (10 DICITS)

FIL ES N-1-4

-*---...*. ,.
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ENTER A BRIEF FILE DESCRIPTION (80 CHIARACTERS)

L>NO MORE

N-I -F I LF S
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FOR BATCH "A" - ADD AN EXISTING FILE TO INDEX

BTCHBD EDITED AND REPLACED.

C>LIST
JOB,CM 200000,T70,PO4,DONNELL/601-634-2730/HYD SEDIMENT/

USER,CEROH8,XXXX.
GET,FMSHLLV.

FTN,I-FMSHLLV.
LGO.

EXIT,U.
DAYFILE,DAYBD.

REPLACE,DAYBD.
REWIND,OUTPUT.
COPY,OUTPUTOUTBD.
REPLACE,OUTBD.

CATLIST.
iI BATCH OPTION
A ADD
DATA - DATA FILE
N - NO PROMPTS
A - SITE = ATCHAFALAYA
AlXXXXXXXXXDFGXXBIGA - CATALOG NAME
AGVIBIG - FILE NAME
0 - NO PASSWORD
CEROH8 - USER ED

NO EDITION NUMBER ." -'

A GRADE
DONNELL PERSON
ATCHAFALAYA BIG GRID INPUT FOR RMA-IV (ABOUT 1900 NODES - 600 ELEMENTS)
M - MORE TO COME
it - BATCH OPTION
A - ADD
CODE - CODE FILE
N - NO PROMPTS
A - SITE = ATCHAFALAYA
AMXXXXXXXXXDSGXXVV22 - CATALOG NAME
RIVCSF2 - FILE NAME
0 - NO PASSWORD
C EROH 8 - USER ID

- NO EDITION NUMBER
A - GRADE
DONNELL - PERSON
RMA-IV LIBRARY VERSION WITH COMDECK AND CHANGES FOR BIG GRID RUNS .....
L - LIBRARY VERSION

*- B.DONNELL - LIBRARIAN'S NAME
NO MORE - NO MORE FMS FUNCTIONS
*WFO I.

!:?i.

F I I I S N-I-6

A-: -~
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FOR S - SEARCH THE PROJECT INDEX

I>S
ENTER -CODE- OR -DATA-

I>
ANSWER THE FOLLOWING WITH THE REQUIRED NO. OF DIGITS

OTHERWISE ENTER -?-
ENTER SITE (I DIGIT) - THEN RETURN

SOURCE (I DIGIT)
STUDY NO. (I DIGIT)

PLAN (2 DIGITS)
CONDITION (6 DIGITS)

STORAGE (I DIGIT)
FORMAT (I DIGIT)

CATEGORY (1 DIGIT)
SUBCATEGORY (2 DIGITS)

GRADE (1 DIGIT)
USERID (10 DIGITS)

UTAPE NO. (10 DIGITS)

I)

I>_
I>_

I>

I>

I>

I>

IF YOU'VE MADE A MISTAKE TYPE "T"

I>OK

NO. = 8

A CEROH8 0 D X XX XXXXXX 1) F D XX PFMS

FILE NAME = AINDX EDITION NO. = --

CREATED = 81/05/20. STORED= PERSON= DONNELL DESCRIPTION=

FMS POINTER INOEX FOR ATCHAFALAYA PROJECT - DO NOT ALTER!! SEE B.P.
DONNELL!
000000 000000 000000 000000 000000 000000 000000
0 (00000 000000 000000
IF YOU WISH TO DO MORE FMS FUNCTIONS, TYPE "'M"

N-1-7 F I LES
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FOR BATCH "S' - SEARCH THE INDEX

OLD,TBCHBD

C>LIST
JOB,CM200000,TYO,PO4. DONNELL/601-634-2730/HYD SEDIMENT/

USER,CEROH8,XXXX.
GET,FMSHLLV/PW --------
FTN,I=DMSIBD.
LGO.
EXIT,U.
DAYFILE,DAYBD.

REPLACE,DAYBD.
RFWIND,OUTPUT.
COPY,OUTPUT,OUTBD.
REPLACE,OUTBD.

CATLIST.
01 - BATCH=O ECHO=I
S - SEARCH
CODE - CODE FILES
A - ATCHAFALAYA INDEX
?- SOURCE

- STUDY NO.

? ? - PLAN

????? - CONDITION
D - STORAGE
?- FORMAT
'CATEGORY

?. SUBCATEGORY
F - GRADE

?????????? - USER ID
?????????? - TAPE NO.

OK GO - NO MISTAKES
M - MORE FMS FUNCTIONS

01 - BATCH=O ECHO=l
S - SEARCH

DATA - DATA FILE
4 A - ATCHAFALAYA INDEX

? ? SOURCE

? STUDY NO.

?? - PLAN

?????? - CONDITION

? - STORAGE

- FORMAT

?- CATEGORY
?? - SUBCATEGORY
F - GRADE
7? ????? USER 11)

????????,?? - TAPE NO.

OK NO MISTAKES
NO MORE NO MORE FMS FUNCTIONS
*WEOI.

j N-I 8
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FOR "P - PURGE A FILE ON BCS DISK

O>p

ENTER PURGE PERMISSION PASSWORD
ENTER -CODE" OR "DATA-
ENTER CATALOG NAME (20 CHARACTERS)
ENTER GRADE (I DIGIT)
ENTER USERID (10 CHARACTERS)
ENTER VERSION (I CHARACTER)

I>_

I >_

IF YOU WISH TO DO MORE PURGES TYPE -M

L>NO

N- 1-9 Fl LFS
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APPI.NDIX 0: 1) ROCLV, PROCEDURE FI LES FOR ,JOB CONTROL

PART I . INTRODIJCTION

L. fRl(CIV is a master procedure file which is used to run

th' computer codes associated with TABS-2. '1hw purpose ot the

Inaster proce(ure is to permit the user to run "''\BS-2 jobs without

l.i roi , details or job control language. It a, -oinpli istis tiis by

prov iding a pr'written set of job control langua e (JCL) that

can hi' selected by the user in a prom t-driven interactive

session.

2. 'th procedure file is written in Cyber Control lantiiage

(C(I.) and the corresponding control languia e for the vectorizing

computer on which the programs run.

3. IROa IV was written by B. Park-Donne l , I). P. Bach, and

S. r. Ad.mec, , ., of the WES lydraulics Laboratory.

0 1 PROCI.V

. - . .
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PART 11. USE OF PROCLV

P(JCL~V Instal lation

4. PROCLV is installed on each user's disk storage area.
Installation is accomplished by accessing the library version o1
tire file, PROCLV2, moving it to the user number where it is to be
rise d, andi cus tom i z ing it.

5. Once a customized PROCLV proceduretr file is established,
a more uiser-fricutdly computer environment is established. The1
TABS-2 modeler is not requiired to learni eitber front-end or
vector machine JCL. The modeler's efforts may be concent rated on
the project and not the pecularities of the computer.

6. For each user number running the TABS-2 system, PR(ICLV2
is edited, following the NEWU instruction1s, as seen in Figuire 01,
and a resulting customized procedure tile, PIZOCLV, is stored.
Three steps are required to customize PROCLV on Cyberoet . Us jong
a terminal in communication wjith Cybernet front coil compter, tbe
user enters these, commands:

GETr,PROGLV=P ROCLV2 /U 5=0 EROll q

BEGIN HELP PROCIA, NEWU

XFI)IT ,PROCIV

The second step :,ives instruct i ons f or ed it tog fte- lile' n shown
i n F ti 0r e U 1

Cap a b ili ties

7. The current contents; and capaili t ies ot)a custo-1i zed!
PROCLV' can be ohtai nod by the cotimand

R1LN, hlPA PR0CIV

Figure 02 shows the messages that will be printed by thi Cnm ani
and ti Re o ies of tahe monles availabe. et Lail in r;-
thou aI or nach of the modules can be obtai ned by tin,- er ono

BEG IiN 1e, 1O, PonLgV , mod i l e n a w me

w wheremodr, M naMe iS t naMe of the )urstiiram or iturl ii o r orans
t o r w icsi c h i i r r c a t ro n i s it o e h e d

PROCLV .b2

-A9 ~ 1 .- . . 7'
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TABS 2 Programs

8. In g;eneral, the procedure call for a given program is
the same as the program name, but there are some exceptions.

'able o lists the rABS-2 programs and g ives the procedure name
to use and the appendix that describes the program.

System Utilities

9. Several system utilities are available through PROCI.V.
These ut i1i ties perform housikeelping and monitoring, chores that
;are cumaonly used by modelers. For example, (:1140B creates an
ob ject version of a program and is used to create custom versions
ot the programs. Other utilities are listed in Taie 02.

I0l. JS'T'S (Job Status) is a particularly useful time-sharing
ittii ty program. It tracks a batch job as it moves through
input, execution, and output. If the user requests, JSTS will
attach a job as it enters the output queue, make the output a
Slocal I ile, and au tuma t i rally go into XEDI'. PROCLV HELP gives
instructions for JSI'S. ToI use it, type the fol lowing once:

c E'", J STS/ II N=CE Ril'9 <CR>

Thereat ter in the same time-sharing session, JSTS 'nay be invoked
by tvping;:

JSTS ,johi nstruct <CR>

wlhe re

job = the 7 character job name to track, or L* will
automat ical l y t ind
I) last job subnitted from a procedure file,
2) i I none, last job submi t ted from present

terminal ,or
3 ) i I non v , 1 a s t ioh routed

T* wi I I aitioma t i cal I y I i nd
I) last job submitted from a terminal or
2) i I none , I ast job rout d.

instru t i adi tional instruct ions to execute alter )ob

r it rimis

.I).  ni,,ans make t I( job a I oca I file to thIe terminal

i and )go into xl)Ir; tien a <CR> in XVIPIT 1 mode
will automaticalIy list dayfi Ie.

i,' ul s ma ki' t ie job a local t i le to th l u' ter ina .

% 
%%

I~t
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Generic File Names

12. The II IP prom:ts in Pu -CI.V ir;a g.neric c i le names to
d identity input ;Td out p u it tilt s. 'I htv sc v en r ic 11A In V S ti vA t e C CI

(I o vt, It i ,d to Itic p ti, osi'r it e r ds toi t e h I iv i t, c nt . . "litv

c'eric name conce pt is explained in Appnndix ,: i l an, F,.1S.
ahl , 03 lists the ;eneric names and t h 'i r in ct ions.

II ' . "i:c u isIe r must not ut;e th i-,e ntric t i t' c:; I ,I'C Lii i I
i 1I naymes when inokin, i' t CLV.

' 'o

N.-

PROC LV

.

4%'
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/BESIN,HELP,PROI.V2,ISIU

IWORITION ON SETTING UP THIS FILE FOR NE4 USERS. ALL OWE CLtFM)DS ARE IN
XEDIT FORMAT.

TO OBTAIN THE M TER PROCEDURE FILE
GET,PROCLV=PROCLV2/(N=CERONO
BEGIN, INSTALL,PROCLY

- ANSEER THE QIESTINS THE PROC ASKS -
- ILL CHiWGE USER NUBERS, PASSWORDS, AN PROBLEM SIZE -

- FOR MY MOITIONAL CIWIES, SEE BELOW -
XEDIT,PROCLV

TO SET UP LINK IWO ON CIBER 205 (IECESSY TO MOVE 205 FILES TO KE)
BEGIN,LINIEW,PROCLV (CR) (AFTER THIS PROCEDURE FILE IS SET UP)

TO 0WG FROi WES PHONE NUMBER ---
C/(601),34-3111/YOURPr1 E*

HERE YOURPION( = NO PHONE NMBER
-EWPLE - C/(601)634-3111/(6O1)634-3163/*

TO DWE OREMIZATION AND LOCATION FROM USAEESHE, VICKSSIJ --

C/USADESIE, VIKSBIRGIIYOUOR6, YOURLOC/*
WERE YOURORG =0E ORGAIZATION WI

YOURLOC NEW CITY lO STATE

TO OWE MAILING IWORTIGN USED TO MAIL C.COGP PLOTS ---
C/WTERYS EXPEIHET STATION/YOIRPLACE/
C/I{YDRAIICS LABORATORY/YOUROFFICE/
C/P.O. BOX 631/YOURPO/
C/Hi.LS FERRY ROA)/YOURSTREET/
C/VICKSSURG, MS 39180/YOURTO4/

WHERE YOlJMACE NEW STATION OR DISTRICT
YOUROFFICE NEW OFFICE OR DIVISION
YOURPO = NEW POST OFFICE BOX
YOURSTREET = NEW STREET AORESS
YOURTOWN = NEW CITY, STATE AI) ZIP COVE

TO SET UP LINK IWO ON CYBER 205 (NECESSARY TO MOV 205 FILES TO KOE)
BEGIN,LIH!G]4,PROCLV (CR) (AFTER THIS PROCEDURE FILE IS SET UP)

"" YOUR FINAL VERSION OF THIS PROCEDURE SHOULD BE NE "PROCLV" 0*
REVERT. HELP

F i gii rt H I C H I V. i t I 1 ;i t i o [I i i t r ti c tioTi s

/'4t

f'.-" ..- - - . -

.*-- -
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/BEGIN,NELP,PROCLV2
HELP
WESHE OPERATING SYSTEM, OCTOBER 3, 1984, GENERAL INFORMATION

LISTING OF AVAILABLE CATAGORIES ....

1) UTILITIES (UTIL) - THE USER'S SURVIVA KIT.
2) PREPROCESSING (PREP) - CODES IADLING GRID PREPARATION

3) MODELS (MODE) - ALL SUPPORTED TABS-2 FE NLIERICAL MODELS
4) POSTPROCESSING (POST)- CODES COMINING FE MODEL RESULTS
5) A (DMSA) - CODES USED IN DATA MANAGEMENT SYSTEM A
6) NENU (NEU) - INFORMATION ON CUSTOMIZING THE MASTER PROC

FOR HELP ON AVAILABLE CATAGORIES,TYPE----
BEGIN,HELP,PROCLV,CATWIIE (CR>

WHERE CATANhIE = THE IST 4 CIRACTERS OF I OF THE ABOVE CATAGORIES

WHEN ALL ELSE FAILS, CALL WES-HE TABS-2 HTLINE:(601)634-2801 OR (X-2821)

2 REVERT. HELP

I C (. A II , 1. v

/BEGIN,HELP,PROCLV,UTIL
UTIL
UTILITIES

ASKIt1S - ADDS FILE MANA6EMENT SYSTEM INFORMATION TO MODEL JCL FILES -Z

BIN2FOR - COWERTS 205 BIlNeRY TABS-2 FILES TO FORMATTED
FNONODE - FINDS A NODE IN A rE GRID GIVEN COORDIIATES

FOR2BIN - CONVERTS FORMATTED TABS-2 FILES TO 205 BINARY (F2BCSL3)

GENOB - UPDATE " COPILE PROGRAMS ON THE CYBER 205
* GRANT - GIVES A NEU USER NUMBER PERIISSION TO ALL LIBRARY WESHE CODES
X JABT - ABORT A JOB RONING ON BATCH USER NUMBER

X JOVT - DIVERT A JOB CHARGED TO BATCH USER NUMBER TO A DIFFERENT RJE ID

X JFND - LISTS ALL JOBS CHAPGED TO YOUR BATCH USER NUMBER
JSTS - JOB STATUS TRACKING SYSTEM FOR CYBERNET

X JPRI - CHANGE THE PRIORITY OF A JOB CHARGED TO BATCH USER NUMER
-.1

LINKNEN - SETS UP DATA FOR THE CYBER 205 LINK COW TO USE
IIL - ADDS BANtIERS TO A FILE, OPTIONALLY PRINT SHIFTS IT, AND

SENDS IT TO AN RBF PRINTER
META - METAPLOT NINE POSTPROCESSOR
METAB - METAPLOT CALCOP POSTPROCESSOR (BATCH JOB)
READSBU - READS CYBER 205 SBU FILE AID EXTIIMATES COMPUTER COST TO DATE
"TA8ISG - PRINTS ONLINE MESSAGE ABOUT TABS-2 SYSTEM STATUS

205COM - SENDS , CO'MID TO THE CYBER 205 FOR EXECUTION

NOTE: * INDICATES THAT PROCEDURE IS NOT YET IMPLEMENTED ON CYBERNET
X INDICATES THAT PROCEDURF IS REPLACED BY A STOCK CDC UTILITY

FOR HELP ON PARAMETERS, TYPE----
BEGIN,HELP,PROCLV,PROOb'NIE (CR)

WHERE PROOQ*tF ONE OF THE NAMES LISTED ABOVE
REVERT. HELP

. . 1 .. .1. . . 1.
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/BEGIN,HELP,PROU-V,PREP
PREP
PREPROCESSING

AUTOSH - CREATES GRIDS BY RE6ION (RUNS PREMESH, 2(1H4, REtN, AND POSIIMS1)

ED6RG - EDIT GRIDS GRAPHICALLY (EDGRG)
ELEVGRD - OWES REGULAR GRID FROM SCATTERED DIGITIZER DATA

GFGEN - RINS THE TABS BATCH PREPROCESSOR ((FGEN)
JOBSTRIM - SETS LIP BOUNDARY CONDITIONS FOR INSET GRID
PL0T - PLOTS OUTPUT FROI RENIH, HINDOWING BY SECTION

RETFWT - PILLS VALUES AT SELECTED LOCATIONS FROMl REGULAR GRID
CA BE USED TO AID IATER SIRFACE ELEVATIONS TO 61W64 INPUT FILE

FOR HELP ON PARMETERS, TYPE----
BEGIN,HELP, PROCLV, PRO04aE (CR)

WHERE PROOfE = Of OF THE AKES LI STED ADE

REVERT. HELP
/BEGIN,HELP ,PR0CaV,MODE
MODE
MOVELS

DOCE - RUNS CONNCECTIGN BETWEEN N*02Y AND STUDH (ENGCSL3)

A - RUNS THE TABS 2-D FE VELOCITY OVE (DO2 VERSION 23)

&W - RUNS THE TABS 2-D FINITE ELEMENT QIA.ITY MODEL (MI*4)

STUH33 - RUNS THE TABS 2-0 SEDIMENTATIGN MODEL (STUDH VERSION 33)

FOR HELP ON PARAMETERS, TYPE----
BE61N, HEI, PR7LV, PR DOME (CR)

h WHERE PROG#IME = M OF THE NAMES LISTED ABOVE
REVERT. HELP

Figure 04. !'ROCIV i'REFRO( CLbSING HILP

MODE
MODELS

ENGMET - RUNS CONNECTION BETWEEN RNA2V AND STUDH (ENGCSL3)

Rt-rA2V - RUNS THE TABS 2-D FE VELOCITY MODEL (RMA2V VERSION 23)
RMA4 - RUNS THE TABS 2-0 FINITE ELEMENT QLALITY MODEL (Rf'A4)
STUDH33 - RUNS THE TABS 2-D bEDIMENTATION MODEL (STUDH VERSION 33)

FOR HELP ON PARAMETERS, TYPE----
BEGIN.HELP,PROCLVPROCNAJtE <CR>

WHERE PROCNAE = ONE OF THE NAMtES LISTED ABOVE
REVERT. HELP

L . i~ ~J ju, ()U. IitN,( \ .I)L.LS lIEUI

,1 'ROCIV

4] " -' ": - a. - - - - - - - - - -" " . ', "% '-. . " __ : " : 7 " ; , ' -- -.. -.. ", -' , .j • . . . .
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/BEGINHELP,PROCLV,POST
POST
POSTPROCESSING

ACE - CREATES VECTOR PLOTS OF SEDIMENT TRANSPORT FOR I OR MORE
HYDROGRAPH SOLUTIONS OF STUDH COC DEL/BED FILES, AND
COMPUTES SHOALING VOLIMNS. (ACEOBL3)

CONTOUR - CONTOURS DATA FROM GFGEN, RMA2, RIA4, AND STUDH (CONTOUR)
POSTHYD - GENERAL PURPOSE RI2V POSTPROCESSOR
PSTQtML - GENERAL PURPOSE RftA4 POSTPROCESSOR
POSTSED - NALYZES DEPOSITIOCW/EROSION ACTIVITY FROM STUNH
SEDGRAF - PLOTS CONCENTRATIOWBED-CWIGE FROM STUDH
VPLOT - PLOTS VELOCITY VECTORS FROM RM2V
WOGPLOT - PLOTS WET/DRY PORTIONS OF GRID FROM RMA2V RESULTS

FOR HELP ON PARAMETERS, TYPE---
BEGINHELPPROCLV,PROU#IE <CR)

WHERE PROCOE = E OF THE lAMES LISTED ABOVE.
REVERT. HELP

F i;ure oh ,. 1C V I'O" TP;ct'SStN(; IfLP

/BEGINHELPPROCLV,DMSA
OMS
DATA tAGEENT SYSTEM A

* ATILIOL - COMPUTES VOLUMES BETWEEN 2 SETS OF GRIDDED DATA
* BTHAREA - CALCULATES ARES BETWEEN CONTOURS
* DGPLT - QUALITY CONTROL AND PLOT OF DIGITIZED DATA
* DMSDIG - CONVERT DIGITIZER TABLET OUTPUT TO INPUT FOR:

ELEVGRD,REFMT,RETPNT,PREHESH,FACRD,CONFEG
DUMPER2 - PRINTS SWATHS OF GRIDDED DATA (DUIPS OUTPUT OF ELEVGRD & TRNSA)
ELEVGRD - CREATES A REG DMS-FORHATTED GRID FROM MINKPtY DISTRIBUTED

(X,Y,Z) DIGITIZED DATA
* FACGRD - SETS LIP A PATCH OR FACTOR MAP
* FO2LN - CONVERT UN2FO OUTPUT BACK TO DMS GRIDOED BINARY
* 4VIEW - PLOTS 3D LINE PLOTS FROM ELEVGRD FILE WITH 4 POINTS OF VIEN

GRDSUB - WRITES A SET OF GRIDOED DIFFERENCES BETWEEN 2 GIDDED DATA SETS
* IESHi - MERGES TABIi.AR DATA INTO (X-Y) GRIDOED DATA SETS
• MESH2 - MERGES STANDARD IYDROGRAP141C S RVEY DATA INTO (X-Y) GRIDOED DATA
* HESHS - MERGES GRIDOED DIGITIZED DATA FROM SEVERAL MAPS
" REFKT - CONVERTS SPECIAL DIGITIZER FILES INTO FORMAT REQUIRED BY ELEVGRD

RETPNW - RETRIEVES DATA PTS FROM A PREVIOUSLY CREATED DMS FOSIMATTED GRID
T RANSA - TRANSFORMS GRIDOED DATA FROM I GRID SYSTEN TO OITHER
WOt342F0 - C.ONVRT MS GRIDOED DATA FILES TO FORl PORTABLE BETWEEN COMPUTERS

NOTE: t INDICATES THAT PRDCED(t'E IS NOT YET IMPLEENTED GN CYBERNIET

REV.RT. HELP

I-, -A 
.

I
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Program Procedure Name Index

PROG(RAM* PURPOSE APPEND)IX

CK A. As s e nh1e STF111 e v efnt s, c o w 1)ut e bed (I
change and dredgig voIumes, t

sed iment transport vectors.

AI iSI Create Compttational meshes. I

B ATH V 1,I C~o 'pti t vol~m ofnt I! sedi ment d iffIe rence
he twee o two surveys.

KIN~2FORi Transtorm binary model nOtittt f iles to J
form'atted files.

KTHAUI-A Compote areas within contours. I

C 0 N F.; Convertigitizerfile toCFGFlNformat I

(:I)T0II R Plot conLtour map~ of s pec ified data.I

1) R ()GL; K 1.1 T 1P 1 0 t p a L 11 0 f a d roguite mn ov iog) w it hI
(DUPIT) current.

DHSI)IG Digit ize data from a map or graph. 1

I)(;Pi.,r p'lot dIi; it jzed data for check i ng L

DiIRECT' Display a pint on a graphics terminal. I
(MlKTA) D~ispl ay a plot on a CALCOIIP device.I

1)1MPK.) rnt gridded data in swaths

.'.-,N.

: DG RG Cdit computational network interactively. 1)

CIA:VCRI) Create standard DVIS data format file 1.
- I.' rom randomly spaced data.

C N !T ranslate eMA-2V output from English "I
on its to 31 inits or use b e STJDI.

FACeR Seet up lact ar or pt t map. 1 .

F0IiN Tri'nslrm inprtattod file to DM binasry I
Tio r m.

*See PRO CV HhP .' 1 or late i nofo rmat ion on ava at i t l ity .

Procedir e nam she I wn0 i n par enth s e s i dife rent froI
program Lime.

( I' (CLV
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Table ol (Continued)

PROGRAM* PURPOSE APPENDIX

FOR23IN Transform formatted nodel output tiles J
to binary fi es

4VIEW Plot psuedo-3-D graphs. I

G;F GEN Create geometric data tile for use by I)
mode Is

(RI)SUIh Sutracts one set of gridded data from L
another and writes results to a file.

,JU0BiSTRF.'A M CO mpites boundary conditions for an
(JOBSTRI) i ise t comprut at ional net workus ing

results of a larger network model roln.

M L CSItI Merges tabular data into a gridded
( data set

"" MIKSIt2 Merg,,os standard hydro, raphic survey
data into a gridde(a data set.

MI:SH3 Merges griddod data from several maps. C

1, ISTIY!) Analyze resul ts ot an RM1A-2V run ant ,
plot time-histories.

RETPNT Interpolates gridded data to provide 1.
data at speci fled points.

REF T Convert special digitizer data files
to standard format.

RM -2V (;omptt,, two-dimensional flow and water
(R;IA2V) level s.

RMA-4 Compute transport of dissolved and
RtlA4) suspended substances.

S , DSEI1A Prodoce tactor map of STOODt results.

*See PROCT, V I P for latest in t orma t ion on avai I ahi I i ty .
Procedure nams sthown in parevntheses it di flerint rom
prog, r i; name 

PROCIV

[ * .. *%
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5, lFl: I Di Co rn i t t r d s (Io r t , t' roins i (ii , a 1(
S 11)1 r3 ) depos;it it' !o s i RMei 2ts

A"lA\ Trinsltrrns data from ut' r'd system ti 
-'" ,a ii0 t lie r

IiN ,"Fii 'F r a is tI o r in U i i r y I o r in if1 a Ia to0

I ornratted l orni.

Vll)'l 'roliicevector plots ot RMA-2V
v I' 1~ic'i ty resu l t s

,1)C '1,1 ITa o L ,,ct ;1 dry areas of computational
mes1h is calculated fly RMA-2V.

Sr. I'ROCI.V II ,I, t or latLst in format ion on avai lab I i ty.
P I' c (firt' nwr'; p shfown p i ll h e utl'se. s i diffferrnt from

r u ,1 r .i i1 ii i

oi1I40!
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Table 02

System Utility Procedure Index

Procedure &
Program Name Purpose

ASKDMS Add FMS information to ICL file

G EN B Create object code program file
from source or update code

JA IVIi* Abort a job

JDVT * Divert a batch job to a different lE

IFNI)* List all batch jobs runnin, under
your 11 0 r nur Mbe r

O JI'RI'* Change priority of a batch job

JSTS Track a job throgb system and rake
its output a local file when complete

I. INKNEW

MAilT Adds banners to a file and sends it . -

to a prin tcr

2 Il-)CON SeOtdi a command to the CYt.1-P , 20-"

H F[as Ice.' replaced by a CYB1-R conmal lI. PF[ACI V V ' ccin aiT ls
i 0 st rotc t t ollS n comnmaidi

-7-

"'-PROCI.V £)[
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Table 03 (continued)

Index by Generic Input/Output File Name

Generic

Name Purpose of File Source Units File Type

12R4 HOTSTART input file for RMA-4 RMA-4 Metric Binary

IS3 Card image data for STUDII Editor Metric Coded

Il'VP Card image data for VPLOT Editor Same as Coded
data source

OlCO File of interpolated values on uniform Contour * Binary

grid

OIEG File of interpolated values on uniform ELE\GRD * i inary

grid

0(1E2 Geometry for STUDH FNG MET m'v tric Iinary

" 02Ell Water-surface elevations for STUDH ENGMET Met ric Binary

03E Velocities for STUDH E NGmET Hetric Binary

OIGI Mid-side nodes from AUTOMSH AUOMSIS EngIish Cod

f2GI Nodal coordinates & connection table for RENUM English Binary

corner nodes, boundary flags &
material types

(3CI PLOT file from QMESH for QMESI En.;list Binary
METAPLOT to view smoothness

)AG1 Output from AUTOMSH for use in input POSTMSII Ent, lish Coded
to GFGEN

OIRP A new GFCEN input file RETPNT Ernglish

02RP Scratch file in TAISS-2 RETPNT EngI ish Coded

111R1 Geometry !. La for RMA-codes CFGEN 1 hg;ish h ioory

02R1 New, clean GFCEN card image input data GI.';EN En*olisth Coded
(i.e. unused elements & nodes eliminated)

0) 1R2 Water surtace and velocity output file RMA-2V I.nglish aisary

Units can he either Engl ish or metric, depending on the requirement ut the nodet.

. PROCLV 014
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Table 03

Index by Generic Input/Output File Name

file
Name Purpose of File Source Units File Type

I ICO Card image data to run CONTOUR Editor * Coded

ii ( f:lard image datato run EIEVGRD Editor English Coded

12r ; Digitized input to ELEVGRD DMSI)lG English Coded
or

Editor

I EN Card image daia to run ENCMET Editor English Coded

12E1 I;pdate data tor datum & NSL for ENCET Editor English Coded

GCI Digitizer file for input to PREMESH Digitizer English Coded

2CI Card ina,,,e data to run PRENIESH Editor English Coded

1 GI Output from PREMESil; scratch PREMESH Eng Iish

Ii' Local METAI'LOT file for graphics METAB * Binary

IRP Card ima:,e data tor RETPNT Editor English Coded

12R' Computation , rid coordinator IIRI English Coded
Digitizer

[3 llP DNS-A format :;ridded data file EIEVGRD English Binary

II RI Card image data for CFGEN Ed i tor En g I ish Coded

I2RI Geometry = O1I from previous GFGEN run GFGEN English Binary

I I R2 Card inige data for RA-2V Editor English Coded

1 2 R2 Card imapt, boundary conditions data Editor English Coded
fot RIA-'?\ or

custom program

I 3R2 io ISTA;.T itapot I i Ie I or RMA-2V RMA-2V English binary

IIR4 Car I im.e data tar RMA-4 Editor Metric Coded

Units can he vi tIte r .i Iish ur metric depending on the requirement of the model.

013 PROCLV
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Table 03 (concluded)

Index by Generic Inptit /Output File Nane

(ener ic
F i I
Name Purpose of File Source Units File Type

02R2 IHOTSTART RMA-2V RMA-2V Engl ish Binary

OI R4  
Quality parameters OUTPUT file RMA-4 Metric Binary

-02R4 MOrSTART RMA-4 R-A-4 Met ric Binary

o1S3 Bud change and concentrations STUMI Metric Binary

PLCO Plot file of values to be contoured Contour * inary

PLRI Plot file of I.E mesh GFGEN or English Binary
QPLOT

PLVP Plot file of velocity vectors VPLOT Binary

Units can be either English or retric, depending on the requirement ot the model.
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