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Abstract

This study investigated pipeline spares calculation
Wwith four life Cycle cost models for the Maverick Missile
System. The research goal was to evaluate any differences
in the pipeline costs that were calculated by the Hughes
Cost of Ownership Model, the Maverick Life Cycle Cost Model,
and the Modified METRIC Maverick Model, and a variation of
the Modified METRIC Maverick.
‘ The analysis was accomplished by identifying the
F independent variables with a Factor Analysis. A Factorial
s Design of three factors and five levels was used to develop
the observations that were used by the life Cycle costs
models to calculate pipeline costs. The relative effect
F that each of the independent variables had upon the pipeline

{ costs was evaluated by an Analysis of Variance. Differences

in life Cycle cost models pipeline .costs were determined by
Tukey's procedure. The results indicated that costs
produced by the Hughes Cost of Ownership Model and the

Modified MOD-METRIC Maverick calculated equal pipeline

costs, but the Maverick Life Cycle Cost Model and the
MOD-METRIC Maverick did not compute costs equal to any other
life Cycle cost model. The independent variables of Mean

time Between Failure and the Depot Cycle Time had the most

vrrvv!wvr'rviTv'
. ] .

effect upon each of the life cycle costs models pipeline

costs.
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I. Introduction

Problem Statement

Today, spare parts comprise a significant percentage of
the investment dollars in weapons systems acquisitions. The
justifications for these procurements are receiving
increased scrutiny in order to achieve the most efficient
operations and to maintain adequate inventory stock levels.
The initial requirements for spare parts procurements are
calculated by Life Cycle Cost models, which are used to
predict cost during a future time period. The model
development process is often based upon a subjective series
of tests which should convince decision makers of a model's
predictive credibility (15:29). According to Banks (1:14),
these tests should be an iterative procedure that is
repeated until the model's accuracy is judged acceptable for
the user's needs.

A new spare parts algorithm was developed for The
Maverick Life Cycle Cost Model. A quantifiable process
should be developed to evaluate these life cycle cost
models. The methodology should provide a thorough

comparison and evaluation of the new model with the old

version in the area of historical spare parts costs,

...........
-----
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p Background

v The Hughes Aircraft Company was the only producer of

L Y

;; the Maverick M 'ssile. Contractually, they were required to
1.

R0 perform a Life Cycle Cost Analysis for all design

modifications to the Maverick Missile. Hughes uses a

“§ proprietary Life Cycle Cost Model that is called the Hughes
,f Cost of Ownership Model (HCOM). A second source, The
. Raytheon Missile System Division, will also produce the
Maverick; However, Raytheon does not have a Life Cycle Cost
model that can be easily adapted for the Maverick analysis.

The Air Force is required to make an independent
verification of costs pertaining to program modifications
submitted by different Maverick contractors. Initially,
these costs were computed by a general purpose avionics life

cycle cost model, the LCC Model, an accounting life cycle

i%, cost analysis program developed during the early 1970's.
} To comply with Air Force requirements, a specific cost
i; model, called the Maverick Missile Life Cycle Cost Model

(MAVLCC), was developed. The program was written in FORTRAN
77 and designed to operate with the VAX 11/780 computer

system. The spare parts calculation in MAVLCC is of primary

LI -
L

concern because it is the most critical determinant of
,i. operating and maintenance cost in the modeling environment.
?ﬁ Since the development of the original LCC cost model,
ii; several algorithms have been designed to provide a nmore
v;g detailed evaluation of the spare parts calculation for a




missile. Random failures were identified by the Munitions
Design Trade/Operation and Support Cost Model (MONMOD), an
accounting LCC model developed for the AMRAAM Missile,
MONMOD's major advantage is that it assumes that the
operational missiles fail randomly. Mod-Metrics, developed
for the Air Force during the 1960's, incorporates the
improvements of MONMOD and assumes that missiles are stored
both at depot and bases. However, Mod-Metric calculations
assume steady state conditions during the model scenario. A
new model, Dyna-Metric extends the Mod-Metric approach and
allows environmental conditions to change during the life

cycle.

Justification

Often analysts and decision makers are skeptical of the
results from computer models. Their fears may result from a
general unfamiliarity with the system or a lack of
confidence in the model's calculations. A primary goal of
the model developer during a validation should be to help
the users to develop confidence in the model and to
increase the credibility of the model to an acceptable
level, so that the model will be used by managers and other
decision makers" (1:388).

The calculations that perform the initial spares
calculation in MAVLCC have been significantly modified
during three major revisions. Although these modifications

should provide more accurate cost estimates, it is important

A an il |
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to identify the relationships with the original model and
establish the model's capabilities. Following this process,
managerial confidence in the model's predictive capability
and productivity should increase, leading to a more accurate ]
and timely understanding of initial spare parts

acquisitions.

Scope

The purpose of this study is to analyze computer
algorithms that perform initial spare computations to
calculate the cost of spare parts to fill voids in the
logistic pipeline. Each model will be used to calculate the
cost of the spare parts (dependent variable) that is based
on the same set of initial conditions (independent
variables). The evaluation process inspected the internal
and external functions of the models. Internally, each
model was inspected to determine its methodology of
computing spares. The external evaluation was based on a
sensitivity analysis of the models' performances in

calculating initial spares.

Research Objectives

The goal of this study was to evaluate different
algorithms that are capable of determining initial spare
parts costs for a missile system. Each model was used to
compute an initial spares cost for several different

operational scenarios, and then the different model outputs
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were compared to each other. The relative similarities or

T differences provided information concerning the sensitivity

of the different models to the same input conditions.

.xﬁ} Selected samples were chosen out of the population of

independent variable values and used to calculate the

pipeline costs.

Ry There are three objectives of this research, which are
based on the calculation of pipeline costs. First, the

X ? primary objective was to determine if there are significant

o differences among the models' performances. The internal

{ structure of the models will be analyzed based on the
methodology used for calculation, and the external structure
will be analyzed based on the models output of pipeline
costs. The second objective was to determine the effect

that each tr~atment in the sensitivity analysis will have

AP

upon the model's ability to compute pipeline spare parts.

The third objective studied the significant interactions of

l'l
I 2

R Byl

the different treatments, because the treatments may be

A

f
'
"J' .
.

interacting with each other causing effects that are greater

=as
’

_, than the sum of the individual treatments.

P
R RTINS

: The delineation of tasks to complete the research is:

4 4y

‘- 1. Identify the algorithms that can determine the

" B

spare parts requirement for the Maverick Missile.

The algorithms must be substantially developed to

S provide rapid generation of Maverick costs.
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Identify the significant variables that are to be
used for the input conditions. Although a totally
inclusive list is not reasonable, the number of
variables should be large enough to provide an
experimental variation for analysis.

Perform the sensitivity analysis with the different
models for each of the different input conditions.
Analyze the models internally and externally to
determine significant differences.

Analyze each model's output to determine the effect
each treatment has upon the model's predictive

capabilities.
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II1. Literature Review

Introduction

The literature review is divided into three sections.
The first part presents a review of the process for
evaluating simulation models; the second part reviews the
experimental procedures that were used to optimize the
experimentation; and the third section describes the models
that were used for the analysis, the Hughes Cost of
Ownership Model (HCOM), the MOD-METRIC Maverick Life Cycle
Cost Model (MAVMOD), and the Maverick Life Cycle Cost Model
(MAVLCC). Although much of the literature states that there
is no exact method for evaluating simulation models, this
thesis methodology is largely dependent upon the viewpoints
of Dr. Robert Shannon, a pioneer in the field of simulation

analysis.

Definitions

A life cycle cost model is only a simulation of the

actual environment. However, it must contain appropriate
input variables and assumptions in order to successfully
compute different engineering change proposals. The
prediction of a model's capabilities is determined by an
evaluation process, which does not contain any set

procedures; however, the model evaluation process should be

based on the insights about the projected model performance
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(18:248). A primary goal of model comparisons with the
actual system should provide an appropriate amount of
information to build an acceptable level of confidence that
its inferences will represent the actual system.

The evaluation process should prove that the model

performs the instructions correctly and that these

instructions accurately simulate the real world environment.
Although a particular test may reject a model's credibility,
most often model evaluations require a series of tests that j
provide information about system performance. These tests

are divided into a verification and validation processes.

Verification tests evaluate the model's computations, while
validation tests examine the model's output relative to the

system or a standard.

Previous Research

The Maverick Life Cycle cost model had nct previously
been subjected to a validation process. An inquiry into the
development process indicated that this step was not
contractually specified, nor was there any documentation
concerning an informal evaluation process. A review of the
literature yielded that that a validation process had been
performed (2) for a similar spare parts inquiry, which
examined the input-output process of two models that
computed stock requirements for repairable secondary items.
The researchers' summary was that their methodology only

allowed comparison of models under specific controlled '

W e e e . [
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conditions, and the primary benefit of this type of research

is that a large data base is not required (2:5-4).

Background of Sources

>
'»

The methodology and design of this simulation analysis
research are patterned from the readings of Dr. Robert
Shannon, Dr. Jerry Banks, and Dr. John Carson II. They are
recognized as experts in the fields of computer simulation
and statistical analysis. This section provides a brief and
summary the academic and professional expertise that these
gentlemen have provided in the field of simulation and
analysis.

1. Robert Shannon received his Ph.D. from Oklahoma

State University in 1965. Currently, he is a Professor at
the University of Alabama in Huntsville. His fields of
research interest include Operations Research, Systems
Analysis, Statistics, Systems Simulation, Management Control
Systems, and Decision Theory. Dr. Shannon has published
over U0 research papers in scientific journals. He is a
Registered Professional Engineer in the State of Alabama; a
member of Alpha Pi Mu, Sigma Xi, American Institute of
Industrial Engineering, American Society of Engineering
Education, Operations Research Society of America, and The
institute of Management Sciences.

2. Jerry Banks received his Ph.D. from Oklahoma State

University. Currently, he is an Associate Professor at the

School of Industrial and Systems Engineering, Georgia




Institute of Technology. He has taught simulation for many
years and consults to numerous industrial and governmental

agencies. He has published Procurement and Inventory

Systems, Reighold, 1967; Procurement and Inventory Ordering

Tables, Pergamon, 1977. He is a member of the Operations
Research Soclety of America and the American Institute of
Industrial Engineering. He was the General Chairman of the
Winter Simulation Conference during 1983.

3. John S. Carson, II received his Ph.D. in Operations

Research from the University of Wisconsin-Madison.
Currently, he is an Assistant Professor at the School of
Industrial and Systems Engineering, Georgia Institute of
Technology. He has published research articles in
Operations Research and SIAM Journal on Computing. He is a
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Verification Process

The verification process is concerned with the inner
workings of the model. The primary intent is to make sure
that the algorithm accurately represents the conceptual
assumptions. Shannon's definition of verification is "to
insure that the model behaves as required (15:210)." Banks
claims that the verification process is similar to the
steps that a computer programmer should use for "debugging"

any program. His steps for verification are:

1. Have the code checked by another programmer.
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2. Develop a computer flow diagram.

3. Have the code print out a wide variety of
statisties.

4, Check the independent variables.

5. Make the computer code self explanatory.

Validation Process

This section reviews several methods which can be used
to validate models. However, each of the validation
processes may be subjective. Van Horn (18:248) states that
there is no such thing as an "appropriate validation
process", and each model must be validated upon a set of
specific insights that are peculiar to that system. The
importance of the validation process is that it should
increase the acceptance level of the model, so that it will
be used by decision makers. Thus, the goal is to
demonstrate that the model truly represents the behavior of
the actual system, thereby allowing the model to be used as
a substitute for the purposes of experimentation or
evaluation or both (1:376). There are three generic
determinations during the validation phase the authors
(13;53;12;15) suggest should follow:

1. Face Value Validity.

2. Model Assumptions Validity.

3. Comparison of the Model with the Real VWorld.

Face Value Validity. The face value of a model is

primarily concerned that the model appears reasonable to
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experts, who are knowledgeable with the actual system and
can correlate between the model and the real world. A goal
during this iispection should reveal that there is a correct
manipulation of the independent variables. Shannon (15:215)
said that it is important for the model's inner structure to
be composed of essential building blocks necessary for a
correct system emulation.

A Sensitivity Analysis is an objective test, which is
used to check a model's face validity. The goal of a
sensitivity analysis is to confirm that the model's
computations provide changes in the correct direction.
Banks (1:385) claims that this process 1is easy for several
input parameters, but as the number of input parameters
increases, the task also becomes more difficult, which

requires selections for the more critical input parameters.

Validation the Model Assumptions. A second stage for

testing the internal structure, this validation examines the
model's structural assumptions and data assumptions. The
analysis of the structure is concerned that simplifications
and abstractions, which were drawn from the real world have
been correctly implemented in the model (1:385). Shannon
notes that models may be deficient because they include
irrelevant or exclude relevant variables.

The analysis of the input data structure examines both
the source and the representation of the input variables

(1:386;15:218). Banks and Shannon (1:385;15:213) suggest

12




that the reliability of the data should be verified by
observation or experimentation whenever practical. Also,
it is important to check the methods that were used if
statistical tests have been performed on raw data in

generating the input variables.

Validation of the Input-Output Transformations. The

goal of the transformation's validation is to demonstrate
that the model can successfully predict events in the
future, Banks recommends the use of at least two data
bases: the first for calibrating the model and the second
for validating the model. Then a T-Test or a Turing Test
can be used to compare the different systems.

Law warns (9:376) that classical statistical tests
based on independent and normally distributed observations
are not directly applicable, because simulations are often
autocorrelated and may have multicollinearity problems.
Also, because the model is an approximation, hypothesis
testing may only indicate significant differences between
the results.

A subjective test was developed by A.M. Turing, which
evaluates the reasonability of the model's results. The
Turing Test requires people who are knowledgeable about the
system to differentiate between output from a model's
simulation and those of the real system. The different

outputs nmust contain the same information, which should be

exactly in the same formac. If systems experts succeed in




discriminating the data, then deficiencies with the model
can be found and corrected (1:401). Although this is a
subjective process, the Turing test can approximate a
scientific process with the introduction of several sets of
data (15:29). The literature suggests that this is a widely
used test, because of the lack of statistical assumptions,
and the credibility that the experts can adcd to the model

(15:29,229;1:401).

Summary
The primary goal of any evaluation should be to develop
confidence in a model, so that insights into the actual
system's operation and performance may be acquired.
However, Shannon (15:236) points out:
if these insights contradict our current knowledge
with the system, [then] they are suspect and should be
examined carefully before we accept them... By far the
most important test [should answer the question],does
it make sense [15:23€6-2371.
For an optimum validation process, Shannon (15) lists
several criteria that should be followed:
1. Use common sense and logic.
2. Take maximum advantage of the knowledge and insight
of those most familiar with the system under study

2. Conduct appropriate statistical testing of all
assumptions and hypotheses possible,

U, Check the model building process.
5. Confirm that the model performs as required.
f. Compare the input-ocutput transformations of the

model and the real world system, using statistical
and Turing tests.
7. Perform field tests or research where possible.

3. Perform a sensitivity analysis on the input
variables.
9. Checx the predictions for accuracy.
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III. Research Methodology

Background

The primary objective of the research project is to
determine if there are statistically significant differences
between each of the different life cycle cost (LCC) model's
computations for initial spares to fill the logistics

pipeline; these are called pipeline spares. The costs for

pipeline spares, the dependent variable, will be generated
at different factor levels for each LCC model; the Maverick
Life Cycle Cost Model (MAVLCC), the Mod-Metric version of
the Maverick Life Cycle Cost Model (MAVMOD), an updated
version of the Maverick Life Cycle Cost Model (MAVMOQOD-A),
and the Hughes Cost of Ownership Model (HCOM). The
secondary objective is to determine the effect of the factor
levels for each of the models. Each of the factor levels
represent an ordered combination of the independent
variables depot cycle time (DEPOT), the number of Flying
Hours (FLYING), and the mean time between failure (MTBF).
The tertiary research objective examines the effect of
interactions among the independent variables. Practically

defined, an interaction occurs when the mean responses for

two levels of a factor A is different for different levels
of factor B (13:561).
The experiment was designed to evaluate the pipeline

costs computed by each life cycle cost model by Tukey's

15
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procedure for multiple comparison. The experimental design
provided for an Analysis of Variance (ANOVA) among the
factor levels. The selection of the number of observations
was made as a compromise between statistical considerations
and experimental practicality. A desirable scenario during
ANOVA is to have a large number of observations, so that
effects of one single observation will be minimal. Authors
(43;1331) recommend having more than 30 observations, with
the goal to obtain the largest amount of samples that are
economically feasible. Constraints in this study reside
with the AFIT computer system, both in manpower and
operational time. A smaller data base facilitates data
processing with a desk top computer and decreases
computational time with the VAX 11/780 and Cyber. 1In a
similar experiment, Blake (2) reduced the number of
experiments to study only first and second order effects of
the permutated data matrix. The experimenters reasoned that
a lack of understanding with the high order effects could
become difficult to interpret and reduced experiments were
nore manageable. This reduced the number of experiments
from a possible of 6561 (38) to 243. Blake reported:

The study team decided that the interpretation c¢f
high order interactions becomes very complex
intuitively and is of very little use. Therefore, the
experiment was fractionated to produce main effects and
two-way interaction effects only. This also reduced
the number of data points required to 243, which was a

nuch more manageable figure [This figure was reduced
from 6,5611 [2:6].

16
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Introduction

The Research Methodology describes the experimental
approach that was necessary to compute the pipeline costs
for the experiment. The chapter has been divided into
sections explaining topics used for the development of this
research that include: Experimental Design, LCC Model
Description, Factor Analysis, Factorial Design, and Data
Generation.

The Experimental Design provides a overview of the

research process; justifying the methodology for

identification of independent variable and selection of the
Analysis of Variance technique, which is used to analyze the
relationships between the experimental data. Finally, an
overview of the Maverick Missile System is provided,
explaining terminology that will be used throughout this

thesis. The LCC Model Description section discusses the

four LCC models that are used in the study. The LCC models
are the Hughes Cost of Ownership Model, The Maverick Life
Cycle Cost Model, The MOD-METRIC Maverick, and a Modified
version of the MOD-METRIC Maverick. A description has been
provided for each LCC model (except for the Modified
MOD-METRIC, for which only the modification is provided)

including an overview, background, LCC model assumptions,

and a listing of calculations that are used to compute the
pipeline costs. The independent variables (depot cycle

time, number of flying hours, and mean time between failure)

17
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were selected by a Factor Analysis, a program in the

Statistical Package for the Statistical Sciences (SPSS).

The factor procedure describes the identification of the
principal components that are used to compute the number of
failed parts in the MOD~-METRIC algorithm. The Factorial
Design identified the number of observations (125) necessary
for an optimum experiment. The minimization process
determined the number of observations necessary to evaluate
differences between the LCC models and factor levels.

Finally, in the Data Generation section, a description is

provided of the structural changes in each LCC model that
were required to generate the pipeline costs (dependent

variable) for each of the LCC models.

Experimental Design

The goal of experimental design is to decide which
variables t¢ simulate so that the desired information may be
obtained with the least cost of experimental time. A
generalized procedure is to initially vary many variables,
and later target those that have a significant impact. Law
described an algorithm to follow during simulation analysis:

[ Experimental Design ] is particularly useful in the
early stage of experimentation when we are pretty much
in the dark about which factors are important and how
they might affect the response. As we learn more about
the behavior of a model, we may want to move on and
become more precise in our goals [9:371].

18
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Factorial Designs

Factorial designs are experimental strategies which can
reduce the experimentation for a project with several or
many factors. If there is only one factor, then the process
is simnply to experiment for a number of levels., However, a
complete simulation of ten factors at four levels would
require 10,000 different experiments! A 2K factorial design
can be used for a small number of factors.

A 2K Factorial design requires two levels for each
factor. Then the simulation would be run at each of the
levels, and the number of experiments for ten levels would
be:

210 - q024 experiments.

Analysis Technique

A single factor ANOVA was the statistical method used
to test for non-equality of the LCC model's calculation for
pipeline costs. Evaluation of relative differences betveen
the LCC model's pipeline costs was computed by Tukey's
procedure. ANOVA 1is a general technique that is robust to
experimental assumptions of the input data; in contrast, a
regression analysis is a more specific technique that
requires specific relationships between the independent and
dependent variables. Both of the techniques require the
dependent variable to be gquantitative, but ANOVA differs in
two respects. First, the independent variables may be

qualitative, describing factors such as sex, location, or

19
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group (13:420). Second, there are no assumptions made about
any of the statistical relationships between the independent
variables. When both ANOVA and Regression fit the
assumptions, Neter and Wasserman (13:420-421) recommend that
an ANOQVA first be employed to determine the effects of the
independent variables upon the dependent variables, and
followed by a regression technique to determine the
quantitative relationships.

The independent variables (qualitative) are the set of
LCC model input conditions, the number of flying hours,
depot cycle time, and the mean time between failure. Given
these input conditions, each LCC model will calculate the
cost of initial spare parts to fill the logistics pipeline.
This is called pipeline spares. The pipeline costs computed

by each LCC model is the dependent variable.

The Maverick System

The Life Cycle Cost Models for the Maverick System

calculate the system costs by two different methods. First,

the cost is grouped into categories composed of the three
related sub-systems, called Contract End Items (CEI).
Second, the CEI's are further divided into Line Replaceable
Units (LRU) and Snop Replaceable Units {(SRU). The three
CEI's are:

. The operational Missile (AGM-65).

The training Missile (TGM).
The aircraft support structure {launcher).
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The Maverick Missile is an air launched, rocket-motor

powered air-to-ground (AGM-65) tactical system. The missile
consists of a warhead, a propulsion section, and a guidance
and control assembly. Although Air Force requirements may
change, current plans are to procure approximately 59,000
AGM's during the 10-year acquisition (17:6-33).

The Training Guided Missile (TGM-65) simulates the
AGM-65 for air crew training purposes. Physically, the TGM
is similar to the AGM in size, weight distribution, and
component location; however, the TGM lacks external control
surfaces. Approximately 800 TGM's will be purchased through
the first 5 years of the program.

The launcher is the mechanical and electrical interface
between the Maverick Missile and the aircraft pylon.
Although procured with the Maverick System, launcher costs
are not normally considered with Maverick engineering change
plans (ECP). Provisions have been made with the MAVLCC
model to ignore the effects of launcher costs, which was
done in this study.

Both the operational and training missile contain
subassemblies. All of the assemblies that can be repaired
locally are called line replaceable units (LRU), while shop
replaceable units are removed and repaired at the Depot.

The Maverick Life Cycle Cost Models and the Hughes Cost of

Ownership Model are capable of presenting cost information

21
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in each of the different categories. This chapter describes

the different LCC models

LCC Model Descriptions

There are four LCC models that this study evaluated for
a sensitivity analysis. All of these LCC models are
"accounting” models that add inputs from a data file, and
perform calculations resulting in output variables. The
first LCC model, the original Maverick Life Cycle Cost Model
(MAVLCC), will be the standard against which all others will
be judged. The second LCC model, called MAVMOD, is a
derivative of the MAVLCC that was written by the Analytic
Sciences Corp. The "MAV" refers to the Maverick Life Cycle
Cost Model and the "MOD" because the subroutine which
conputes spare parts is base on the Mod-metrics, which is an
optimization technique for spare parts allocation (16). The
third LCC model, the Hughes Cost of Ownership Model (HCOM),
is a proprietary program of Hughes Aircraft. The fourth LCC
model, MAVMOD-A, is a modification of the Anser's MAVMOD
model designed to illustrate the effect of eliminating a
depot spare supply. This change makes the MAVMOD-A model
similar with the other LCC models based on the logistical
environment assumptions. The following sections provide an
overview, background, LCC model assumptions, and the

input -output variables available for the Maverick Life Cycle

Cost Model (MAVLCZ), the Analytic Sciences updated model
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(MAVMOD), the update to the MAVMOD model, and the Hughes

iﬁi Cost of Ownership model (HCOM).

35: Maverick Life Cycle Cost Model

iif MAVLCC Overview. The Maverick Life Cycle cost model

- was designed to provide cost of ownership estimates for the

i;' infrared version (AGM-65D) of the Maverick Missile.

if However, it also has the capability of calculating cost for

:f} all of the other versions of the Maverick Missile. The LCC

R model is designed to provide a "top-level" and "detailed
level" of life cycle cost elements (17:2-3). The top level
categories are equipment, management, support equipment,

é;f training , data, and maintenance. The MAVLCC program is

o written in FORTRAN 77 and is designed to operate on a VAX

.3? 11/780 series computer, which uses the Virtual Memory

_ﬁi Operating System (17:3). The entire program, including data

'Ei and output data files, require approximately 1600 kilobytes

of text memory.

MAVLCC Background. The Maverick Life Cycle Cost

Analysis System was originally developed in 1973 and

e installed on the Air Force Logistics Command (AFLC) Create
e Time Share Computer System. The LCC model was later
modified by Ultrasystems Defense & Space Systems, Inc. The
ma jor purpose of the modification was to make the program
"user friendly" and to facilitate engineering change orders.

e This revision was delivered to the Maverick System Project
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Office (SPO) June 15, 1984, and that is the LCC model that
is currently in operation for the Maverick missile.

MAVLCC Assumptions. There are five assumptions

concerning the operating concept and internal computations
of the LCC model:
1. The MAVLCC model assumes that the parts fail
deterministically (on a regular time basis).
2. The MAVLCC model system is at steady state.
3. There is a centralized source of material supply,
which prevents cannibalization of parts plus
lateral transfer among bases or sites.

Input Data Requirements. Data used for the MAVLCC

program has been divided into two sections, constants and
variables. Constants are data that remain stable throughout
the program cycle. An example of . constant would be the
number of duty hours in a month (AVGMOGHR), which is stable
at 730.5 hours each month (30.5 days). Variables are allowed
to change during the program, but they do not necessariljy
have to change. For example, the number of missiles in the
inventory increases to approximately 59,000; however, the
depot cycle time remains constant at 1.5 nmonths.

The constants for the MAVLCC program are contained in
subroutine MAV17, and the variables are initialized in
subroutine MAVY4, Appendix T lists the constants and
variables modified for this research. The source of data for

input into the MAVLCC model is Air Force Logistics Command
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o Regulation 173-10 "AFLC Cost and Planning Factors" (3).
' Maverick specific information was provided by Maverick

S personnel in February 1985.

o Model Calculations. This section describes the

methodology by which the Maverick Life Cycle Cost Model

.
e
st e G
celteh

(MAVLCC) calculates pipeline spare parts cost. The pipeline
- equation is used to compute the value of hardware shipped
from the base to the depot for repair and the return trip to
the base cost. The pipeline costs are calculated for Line
;.j Replaceable Units (LRU) only, and based on the cost
associated with the peak demand month (greatest spares
requirement, called DP2) during the life cycle, the
component price (UC), and the depot turn time (DCRT) that
includes botn the depot cycle and two-way transportation
';? times. The pipeline variable costs in MAVLCC are contained
RS in the XTRAVAR(2) array. This computation is contained in
) the subroutine MAV2, which performs the MAVLCC cost

- calculations:

o XTRAVAR(2) = DP2 * UC(I) * DCRT(I)
o where:

ot DP2 = The peak demand during the 120 month life
- cycle

Uuc(I) Unit cost of the Line Replaceable Unit

DCRT(1I) Dzpot turnaround time, which includes both the
depot cycle time and the two-way
transportation.
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The monthly demands are represented by the variable DFPM

in MAVLCC. These demands are the sum of demands during
operational usage (FAILS(1,I,J)), the alert demands
(FAILS(2,I,J)), and,the inventory demands (FAILS(3,I,J)) for
the tactical missile (TGM), training missile (AGM), and the

launcher assembly.

DPM = FAILS(1,J,K) + FAILS(2,J,K) + FAILS(3,J,K)

lhere:
FAILS = The number of failures

J

LRU component

K month

Where the operational falilures are calculated by:
FAILS(I,J,K) = XMN(I,J,K) / XM(I,J)

and:
XMN(I,J,K) = Monthly hours of usage

XM(I,J) = component mean time between failure

Output Variables. MAVLCC prints a listing for the

replacement spares for each line replaceable unit (LRU) in
an output file called "DEMFAIL.OUT"™ (17:7). The report is
called the "Demand/Failure Summary," which depicts the
nunber of each LRU during the 10 year life cycle. The
.ariable "DMDS{N,J)" contains the value of the LRU where
(17:3-51):

N
J

The number of LRU
The year for the requirement

Model Structure. The MAVLCC program contains 29

subroutines. The original FORTRAN code was written in 1

O
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and the latest revision (2.0) contains modifications that

were completed in June 1984. The subroutine listing in
Table 1 (taken from the MAVLCC User's Manual) shows the

function of the twenty subroutines (17:4-1).

TABLE 1
MavericK Subroutine Listing

oo}
o}
=)
Vs
[N
o]
(]
5]
c
=3
(¢}
ct
[
O
o

MAVMAIN Main program to calculate the Life
Cycle Cost of the Maverick

] ]
| |
i 1
1 MAV1 Performs model calculations |
i MAV2 Qutput cost reports '
1 MAV3 Qutput usage/demand/support reports '
1 MAVY Initialization routines '
, MAVS Initialization routines 1
i MAV6 Prints input data !
1 MAVT User Query for constant change '
I MAVS User Query for output file generation |
1 MAV9 Saves input data !
i MAV1Q Reads data from file i
i MAVI1 Change variables !
i MAV12 Change variables '
i MAV13 User Query for variable change H
. MAV1Y User Query for date changes |
i MAV15 User Query for variable change (LRU) |
i MAV16 User Query for variable change (SRU) |
i MAV17 Initializes constants |
| MAV18 User Query for output file generation |
i MAV19 Inflation, production, and R&D costs |
[} [}
| |

MAV20 Main menu

Maverick MOD-METRIC Model

MAVMOD Overview. The MAVMOD program contains a

multi-echelon inventory stockage subroutine, which
calculates the required number of initial spare parts based
on an optimization process. This subroutine was

incorporated into the Maverick Life Cycle Cost Model
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(MAVLCC) program. The MAVMOD and MAVLCC programs externally
appear similar because they both use the'same independent
variables and format, but their different methods of
calculating spare parts produce statistically significantly
different results. The objective of the optimization
process is to minimize the total number of required spare

parts based on a backorder objective. A backorder exists

when there is unsatisfied demand for a spare part (12:3).
The MOD-METRIC algorithm adds approximately 30 kilobytes of
text memory to the MAVLCC program, and each data record
requires an additiocnal 2.03 clock minutes plus 1.9 seconds
of computer system time on the AFIT VAX 11/780.

MAVMOD Background. The MAVMOD subroutine for spares

parts calculation was originally designed for the LCC-2A
Life Cycle Cost Model, which is a Life Cycle Cost (LCC)
model that is used to evaluate avionics systems. The
foundation of the LCC-2A is based on the "Modified Multi
Echelon Technique for Recoverable Item Control (MOD-METRIC),
wnich was developed by John A. Muckstadt and Craig C.
Sherbourne of the Rand Corporation. The METRIC model was
designed for the Air Force for use in determining
appropriate base and depot inventory levels for recoverable
itens; those items that are typlcally expensive and
ekperience 17w demand rates (11:1)., METRIC can be used to
cerform three types of stock level analyses. The first

operation is optimizatisn, tne METRIC model is
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used to determine the base and depot stock levels so that

the availability of spare parts in the pipeline is
maximized. Second, the METRIC model may be used to

redistribute existing amounts of stock between the bases and

depot. The objective is to find the base and depot stock
levels that maximize the availablility. Third, the METRIC
model may be used to evaluate the performance or investment
of a stock allocation between the depot and bases
(11:1-2;16:123). The current modified METRIC subroutine was
encoded (from the LCC-2A model) by The Analytical Sciences
Corporation for incorporation into the Maverick Life Cycle
Cost Model (MAVLCC).

MAVMOD Assumptions. There are five assumptions

concerning the operating concept and internal computations
of the model:

1. The MAVMOD model assumes that the parts fail
stocastically by a Poisson distribution.

2. The MAVMOD model computes spares based on a total
system backorder objective.

3. The system is at steady state, and the analysis is
for that specific environment only (a snapshot in
time).

4. There is a centralized source of material supply,
which prevents cannibalization of parts plus

lateral transfer among bases or sites.
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5. The MOD-METRIC subroutine will maximize the
availability of spare parts.

Input Data Requirements. The Analytic Sciences model

(MAVMOD) requires all of the same data as the Maverick Life
Cycle Cost Model, and additional data for computation of the
Modified Metric (MOD-METRIC) spares subroutine calculation.
Primarily, the additional data is required to provide
failure rates that are dependent upon the number of bases;
the MAVLCC program computes spares based on failures per
system. The number of bases and the number of missiles at
each base are additional data required for the MOD-METRIC
program. Also, the MOD-METRIC subroutine requires the
pipeline transportation time to be divided into three parts:
the time from the base to depot, the depot cycle time, and
the re-supply time back to the base. The source for the
pipeline times is Air Force Logistics Command Regulation
173-10 "AFLC Cost and Planning factors" (3). The constants
for the MOD-METRIC subroutine are contained in the
subroutine MAV17 and summarized in TABLE 2.

Model Calculations. This section describes the

methodology by which the Modified Maverick Life Cycle Cost

Model (MAVMOD) calculates pipeline spare parts cost. The

discussion describes both the linkages with the Maverick

LA

Fod

:ﬂ Life Cycle cost mocdel and the separate calculations of the

<

ﬁ) modified METRIC (MOD-METRIC) subroutine. A primary concern

‘J

—e of the linkage from MAVLCC to MAVMOD is thne translation of

o
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2o TABLE 2
Spares Input Data

! RSTC =216 Conus transportation time, Hours i

! RSTO =288 Overseas transportation time, Hours d

i DRC1 =540 Depot repair cycle time, Hours i
il i DSSF =0.0 Depot safety stock factor |
N i ANBC =1 Number conus bases stocking AGMS i
- i ANBO =7 Number of overseas bases stocking AGMS |
~ }  TNBC =41  Number of conus bases stocking TGMS i
- i TNBO =18 Number of overseas bases stocking TGMS |
;5' demand from system failures to base failures per month. An
i:; assumption was made that the parts fail at a same rate
Z?’ throughout each of the bases. Thus, after determining the
xi system failure rates bhased on peak monthly demands, base

- failures can be determined by multiplying the total number
N of failures multiplied by the percentage of missiles located
f;f at each base. The conversion from system to base failures
'jf is performed by the following FORTRAN statements in
[ subroutine MAV1:
for AGM's
ﬁi@ AFAIL(I,J) = PEAKDEM(AGM) * APERCENT(J)
where:

ap AFAIL = Number of AGM failures
el I = Line Replaceable Unit (LRU) identifier
o J = Base identifier
.~. “.l
o PEAKDEM = Monthly peak demand for AGM's
0
5, 31
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P APERCENT = Percent of tactical missiles at base J
for TGM's
TFAIL(I,J) = PEAKDEM(TGM) * APERCENT(J)

where:

o TFAIL = Number of TGM failures

- I = Line Replaceable Unit (LRU) identifier

) J Base identifier

o PEAKDEM = Monthly peak demand for TGM's

S APERCENT = Percent of training missiles at base J

'jEf The MOD-METRIC Algorithm. The goal of this

i application of the modified METRIC approach is to optimize
the availability of spares based on having zero backorders
at each location. A backorder exist at a point in time when
;- there is unsatisfied demand for an item (12:3). There are
three basic calculations that are performed in determining
;Sfj this optimal allocation. First, the number of depot spares
are calculated based on the demand from the base failure
ﬁf{ data. Second, the number of base spares are calculated.
Third, for both the depot and base spare calculations a
marginal analysis is used to optimize the availability of
spares.

The LCenct Spare Calculation. The depot spares are

calculated in the subroutine "DSPARE". The demand for spare

LWN)
[




parts exerted at the depot is calculated by determining the
repair cycle time (the round trip transportation from base
to depot plus the depot repair time) and multiplying by the
total number of failures for each line or shop replaceable
unit. A safety factor was added to the depot stock that
accounts for random variations in the demand. The safety
stock for this experiment was set to zero for this
experiment because there are not comparable calculations in
the other LCC models being researched. The FORTRAN

statements computing the depot demand are:

NSS(I) = DLAMBDA(I) * DT(I) + DSSC

The demand (DLAMBDA) is calculated by the system failures
(SFAILS), which were determined by the main program, in
addition a factor UFP was used that accounts for the
fraction of components removed at the depot that will be

unverified failures.

DLAMBDA(I) = SFAILS(I) * (1 / 730) / (1 - UFP(I))

where:
SFAILS(I) = Total number of system failures for
component I
730 . Conversion rate from hourly to monthly
UFP(I) = Unverifiable failures

The repair cycle time (DT(I)) is the sum of the round trip

transportation from the base to depot, plus the repair time

at the depot. The transportation time is determined by

33
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calculating an average time value based on the percentage of

bases located in the conus and overseas.

DT(I) = DRC + (BDSC * PERCONUS) + (BDSO * PEROVER)

where:
DRC = Depot repair time
BDSC = Transportation time for conus bases to depot
PERCONUS = The percentage of bases in conus
BDSO = Transportation time for overseas bases to depot

The Base Spares Calculation. The number of spares

required at the base locations are calculated in the
subroutine MARGNL (Marginal Analysis by optimization).
These calculations are based on an optimization procedure
that maximizes the aveilability of spare parts throughout
the system and allocates spare parts on a unit basis to
those bases that provide the greatest reduction in
backorders. The algorithm is designed to assign zerc spare
parts to a system, determine the number of backorders that
result, and compare the backorder rate with the
predetermined availability objective. If the availability
objective is satisfied the program records the number of
spares and continues the computations; however, failure to
neet the availability objective means that one more spare
anust be added to that base. Then, the comparison of
tackorder rates and availability continues. Summarizing,
the goal of the marginal analysis is to ascertain that a

spare part is available at each base when a failure occurs.

.........



Modified Mod-Metrics Model

The MAVMOD-A model is very similar to the MAVMOD,
except that the modified version MAVMOD-A does not assign
any pipeline spares to the depot location. This change
makes assumptions about the logistics environment similar to
those for the Maverick Life Cycle Cost Model and Hughes Cost
of Ownership model. Only one change was made for the
MAVMOD-A change. The subroutine DSPARES, which calculates

depot spares was deleted.

Hughes Cost of Ownership Model

HCOM Overview. The Hughes Cost of Ownership Model

(HCOM) is a generic logistics cost LCC model that was
exercised for Maverick system support cost analysis. The
HCOM model. is written in FORTRAN 77, and designed to operate
on the VAX 11/780 series computer. The entire progranm,
including data files, require approximately 400 kilobytes of
storage space. HCOM is designed to perform cost analysis
based on base repair, depot repair, or disposal (17:3).

This analysis can be performed for different indenture
levels-system, subsystem, assembly, or part. The HCOM model
also has the capability to perform tradeoff studies for both
policy and design changes. The HCOM operation is based on a
"top down" design and calculates costs from the "bottom up".
The "top" refers to the major assemblies such as the
Maverick Missile, while the "bottom" can be described by a

lower indenture level item such as the center aft section.
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HCOM BACKGROUND. The Hughes Cost of Ownership Model

was originally developed with the IBM 370 compucer during
the early 1970's. The program was nodified for the VAX
operating system in 1983. The HCOM model was most recently
used to perform a support life cycle cost analysis for the
Laser Maverick. Permission was granted for educational
testing of the spare parts algorithms by the Tucson Maverick
Programs Group at Hughes Aircraft Company, Tucson, Arizona.

HCOM Assumptions. The operating concept and

conputations of the Hughes Cost of Ownership model are based
on the same assumptions as the Maverick Life Cycle Cost
Models.
1. The HCOM model assumes that the parts fail
deterministically.
2. The HCOM model system is at steady state; the
operating scenario is constant.
3. There is a centralized source of material supply,
which prevents cannibalization of partc and lateral
transfer among bases or sites.

Input Data Requirements. The input data for the Hughes

Cost of Ownership model are structured in the "top down"
fashion. The data can be entered by system, assembly, and
component, where the detail of information is general at the
top system level and becomes more detailed at the bottom

component level. System data contains information

describing the logistics environment parameters such as
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o
%;S pipeline time, the number of bases, and labor rates etc. ;
{fj component data becomes more specific describing criteria

£3i such as failure rates and shipping weights (6:4-1).
;Eﬁz : The source of data for input into the HCOM model is Air
. Force Logistics Command Regulation 173-10 "AFLC Cost and

;E; Planning Factors"™ (3). Maverick specific information was
e provided by Maverick personnel in February 1985. System

level data for this study is supplied in Appendix B.

! Model Calculations. This section describes the

‘f‘ methodology by which HCOM calculates pipeline spare parts
;i; costs. The pipeline equation computes the cost of hardware
:{g shipped from the base to the depot for repair and the return
»1% costs. The pipeline costs equation requires input from the
b numnber of maintenance actions (REPGEN), the maintenance

i actions costs (6) , the total pipeline time for a two-way

i shipment (TOTPIP); the depot actions for cost of repair

Agﬁ parts, conus pipeline for repair parts, and the average

fi{ number of deployed organizations. The variable for pipeline
E: costs in HCOM is contained in the U(1,2) matrix. This

~;f computation is contained in the subroutine EQATN, which
Eif performs the HCOM cost calculations:

- U(1,2) = REPGEN # (  G(2) * 2 * TOTPIP
p;g + G(6) * OST(1,NV) * TOTORG/30)
Ei%ﬁ where:
O
'&i REPGEN = The average number of maintenance actions per
o organization per month

5
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G(2) = Cost of indenture level under analysis
2 = Effect of a two-way shipment
TOTPIP = The total pipeline time
G(6) = Average cost of repair parts
0ST(1,NV) = Pipeline delay of repair parts
TOTORG = Total number of organizations
30 = Conversion for a monthly effect

Failure Calculation. The monthly failures are

represented by the variable REPGEN in HCOM. These failures
are “he sum of failures during operational usage (REPGEN1),
the non-operational failures (STOCLH), and the itens

relegated to long term storage (STOFLR).

REPGEN = REPGEN1 + STOCLH + STOFLR
Where the operational failures are calculated by:

REPGEN' = HRSUSE * G(4) * .01 / G(1) * TOTSYS * QPSYS

Where:
HRSUSE = Number of operational hours
G(4) = Unit probability of failure
.01 = Time conversion factor for MTBF
TOTSYS = Total nunmber of systens
QPSYS = Quantity of units per system

Where the non-operational failures are calculated by:

STCCLH = ( 730.5 -~ HRSUSE ) * FPCH * TCTSYS * QP373
Where:

730.5 = Number of hours in a month

HREUSE = Hours of system usage-monthly
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FPCH

TOTSYS

QPSYS

Storage failure rate

Total number of systems

Quantity of units per system

Where the storage failures are calculated by:

STOFLR

Where:

730.5

FPCH

TSSTOR

QPSYS

= 730.5 *¥ FPCH * TSSTOR * QPSYS

Number of hours in a month

Storage failure rate

Total number of systems in storage

Quantity of units per system

Pipeline Calculation. The Pipeline is defined by

the time to fill the pipeline for the overseas and conus

bases. The HCOM equation 1is:

TOTPIP

Where:

PIPE(I,NV

CORG
ORG

PIPE(I,NV

CORG

ORG

)
I

)
I

= PIPE(1,NV) * CORG + PIPE(2,NV) * ORG

Pipeline estimate

Location (1 = Conus, 2 = Overseas)
Number of Conus Organizations
Number of Overseas Organizations
Pipeline estimate

Location (1 = Conus, 2 = Overseas)

Number of Conus Organizations

Number of Cverseas Organizations
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Overview. The variables used for this experimentation

7

were identified by a factor analysis. These variables were
;i later verified by personnel in the Maverick System Project
- Office. A factor analysis is a statistical technique that
iﬁl can be used to determine basic structures or latent
variables among an independent data stream. A primary goal
of factor analysis is to reduce the number of variables in
Tt an experiment into common groups and provide a name for the
groups (14). The factor analysis calculations were
i performed by the Statistical Package for the Social Sciences
(SPSS) using the routine "Factor”. The data base for the
factor experiment was developed by a FORTRAN subroutine,
which is based on the MOD-METRIC approach to spare parts
j calculation and was later incorporated into the updated
;‘,::{" Maverick Life Cycle Cost Model (MAVMOD).
;) The results of the factorial analysis suggest that the
s significant variables that could be used to determine the
nunber of line replaceable units are the number of
facilities, pipeline supply time, and safety stock
5? requirenents. A heuristic review of the input variables was
P done with SPO personnel, and they recommended manipulating
- the mean time between failure, the number of flying hours,
and tne cdepot cycle time., Although only three variablss

will te kept for this study, tne five significant input
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variables were prioritized by the factor analysis

accordingly:

Mean Time Betweenr Failure.
Number of Flying Hours.
Depot Cycle Time.

Number of facilities.
Safety Stock Level.

N =W =
. .

Procedure. The factor analysis performed two functions
for data analysis. First, the test was used to rank those
variables that are input into the spares model to determine
the most significant input variables. Second, factor
analysis was used to attempt to reduce the number of
independent variables that will require treatment for the
four life cycle cost models. The input data base for the
factor analysis was generated by the FORTRAN subroutine that
calculates spare parts by the Mod-Metric Approach (11),
which is the same subroutine in the updated version of the
Maverick Life Cycle Cost Model (MAVLCC). There were nine
independent variables that were capable of variation for
subroutine input, and the output is in both Line Replaceable
Units (LRU) and Shop Replaceable Units (SRU). Table 3
summarizes the variables, and was used by SPSS (14) for the
factor analysis.

The method of identifying the underlying factors of the

data base i3 called determining the dimensionality in factor

analysis. This is accomplished by finding the amount of

variation explained by each compconent of the input data.
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The authors (14:469;8:383) defined three general steps to
follow during the factor analysis procedure:
Preparation of a correlation matrix.

Extraction of the initial factors.
Rotation-the search for interpretable factors,

wn —
.
L A

Preparation of the Correlation Matrix.

Correlation is a measure of the relationship between two
variables identified for analysis. This measure may range
from -1 to +1, where the sign indicates the direction in
which two variables are statistically related. The absolute
magnitude indicates the relative strength, and a "O"
indicates a lack of a statistical relationship (4:448). The
collection of all of the correlation coefficients between
all possible pairs of variables were summariced into a table

called a correlation matrix, which is calculated by the

sub-program Factor in SPSS.

Extraction of the Initial Factors . The initial

factors are determined by the method of Principal-Components

Analysis (PCA) , which determines the factors in a way that
explains as much of the total variation in the data as
possible with a minimum of factors (8:389). The explanation
of variation for each manifestation variable can be solved
by calculating the eigenvalues in the eigenstructure fron
the correlation matrix, and by dividing the eigenvalue by
the total number of manifestation variables to describe its
amount of variation. The SPSS mnenonic used was PAT1,

principal factoring without iteration.
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The eigenvalues were used to rank the significance of
the manifestation variables because they indicate the
explanation of variation. The following table from an SPSS
evaluation indicates the dimensionality of the manifestation
variables, the eigenvalues, and the amount of variation

explained.

TABLE 4
Dimensionality of the
Manifestaionn Variables

i LABEL EIGENVALUE PERCENT DEFINITION !
i ]
| T T R R N S T T T T T T Eoaaee o= ]
P Q2 1.25757 15.7 Number of Repairable Units i
Q3 1.212 15.2 Number of Conus Bases '
P QL 1.00347 12.5 Number of Overseas Bases H
i Q5 1.00287 12.5 Number of Overseas Sites !
Qb 1.00022 12.5 Conus Resupply Time !
Q7 .99347 12.4 Overseas Resupply Time i
i Q8 .78802 9.9 Conus shipping Time '
i Q9 .7T4238 9.3 Required Safety Stock !

Rotation of Principal Components. Two heuristic

rules of thumb were employed to determine the number of
factors that need to be kept for an adequate representation
of the manifestation variables. The first rule of thumb is
based on the eigenvalue size that retains factors explaining
the largest fraction of variance in the manifestation
variables. A second rule of thumb {s the "scree test",
whicn evaluates the magnitude of the eigenvalues against the

number of eigenvalues (10:6-25).
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a.) Selection Based on Eigenvalues. The dimensionality

of five factors was calculated by SPSS. SPSS's computation

was based on a rule of thumb that keeps factors if the

corresponding eigenvalues are greater than one.

After increasing the number of factors to 6, there was

ig a significant increase to the communalities which describes
the portion of the variation that was explained by that
factor. But, when increasing the number of factors to 7,

- the communalities increased at a decreasing rate.

Summarizing, the first five factors would be retained for

analysis, but the'communalities for six factors suggest that

another test should be performed.

b.) The SCREE Test. The eigenvalues were plotted

against the number of eigenvalues. The results are shown on

f: Figure 1.

EIGENVALUE
N

1 1 2 3 4 5 B ? 3
' 8 EIGENYALUE NUMBER

Figure 1. Scree Line
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The selection rule states that seven eigenvalues should be
kept because a straight line could be drawn through the
entire set of data points.

Summary. The Rule of Thumb and the Scree test do
suggest similar results, with the actual number of factors
to be between 5 and 7. The final selection of independent
variables was based from rotation of the principal

conponents. A sunmary of the test results are shown in

TABLE 5.
TABLE 5
Factor Selection Table
i Test Result i
R e b i
i Rule of Thumb Keep the first 5 factors |
i Scree Test Keep the first 7 factors |

The primary objective of the rcotation process, a
transformation of the data, is to develop a structure for
the input variables such that one factor can be identified
as representing a group of variables. There are two axes
available for rotating the data; orthogonal when the axes
are kept in the same orientation after the rotation, ard
oblique when the axis are not kept in the same rotation.
For tnis study, an orthogonal rotation was used because the
factors resulting from the rotation are uncorrelated

2:394). An analytic rotaticn process is usually performed

rather than a geonetric representation when nore than two
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dimensions are being analyzed (10:6-45). The Varimax
Rotation is available in SPSS. McNickols describes the
varimax methodology:

The varimax procedure uses an objective function
which tries to simplify the columns in the factor
structure by maximizing the variance of the loadings in
each column. The usual result is to make each loading
either very large or very small. Kaiser normalization
refers to a correction in the procedure which divides
factor loadings by manifestation variable communalities

» equalize the influence on rational results of
variables with high and low communalities [10:6-46].

Rotation was used to isolate factors with variables.
The best results were obtained by using six factors. The

results of the SPSS rotation is shown in table 6.

Th= variables were renamed as follows:

Factor 1 Overseas facilities
Factor 2 Resupply time

Factor 3 Safety stock

Factor 4 Depot replacement time
Factor 5 Conus shipping

Factor 6 Conus facilities

Factecrial Design

Introduction. The factorial design ensured that

sufficient data wWere available for the experiment in order
to make inferences about each of the LCC model's
performances. Two objectives were identified for the data
reduction process. First, the factorial design should
minimize the number of experiments. Second, because of
previous research (2) , only first order interactions will
be studied. Given these two objectives, the factorial

design determined an experiment that produced approximately

L7
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150 factor levels for each LCC model to evaluate. The

independent variables that were used for input data to this

experiment are the mean time between failure,

the number of

flying hours and the depot cycle time.

The number of

facilities and

the safety stock level were discarded after

identification by the factor analysis, because these

b variables were not available to all of the models.

TABLE 6

Varimax Rotated Factor Matrix

after Rotation with a Kaiser Normalization

! FACTOR 1 FACTOR 2 FACTOR 3 |
e et e R ettt H
i Q2 .00027 -.00025 -.00039 i
| Q3 .79284 .00332 .00845 i
i Q4 -.79300 .00238 .00709 )
| Q5 .00302 .T7836 -.00816 f
i < .00210 -.77853 -.00692 :
! Q7 .00125 -.00116 -.00181 i
! Q9 .00134 -.00125 .99991 ]
(Continued)
! FACTOR 4 FACTOR 5 FACTOR 6 :
ettt e T T e S g i
P Q2 -.00037 -.00033 1.00000 |
5 Q3 .00789 .00720 no17 :
' Q4 .00662 .00604 .00145 :
i G5 -00763 ~-.00696 -.00168 |
| Qb .00647 -.00590 -.00142 ;
Q7 +990692 -.00154 -.00037 |
: Q8 -.00154 .39993 -.00033 '
48
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:i: Design. A completely randomized factorial (CRF) design
{' with three treatments was developed. A completely

randomnized factorial design was used because any number of
treatment levels could be assigned to the experiment (7:13)

and the blocking provides an appropriate format for ANOVA.

a

o Although this is not a statistical requirement, the number

;1 ,
H

'

fRat &

- of levels was selected so that they were equal for all three
treatments (7:173). The notation describing the CRF-LLL
experiment is:

150 = Maximum number of experiments allowed.

3 = Number of treatments (independent variables).

unknown = Number of Levels for each of the
treatments, which must be an integer.

(@
Cox 2
Mmoo n

The solution for the number of levels was found by:

i: LLL = 150
L3 = 150
)
‘-”-:, L3 = 150
N
OR solving by logarithnms:
b
. 3 LOG L = LOG 150
3 L = 5.3
% However, L must be an integer that limits the number of
experiments to less than 150. After rounding down to the
next integer:
L = 5.3, and after rounding (down) becomes 5.
The calculation of the minimum number of experiments
+ (N) for a CRF-555 is:
{L

- 49
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N =

Determination of the Factor Levels. The choice of 5

125 experiments

factor levels for each treatment allows two 1lnw points, a
medium, and two high points of variation. The values for
each of the levels were arbitrarily determined to vary 15
and 30 percent in both positive and negative directions from
the mean value of each treatment. The limit of 30 percent
was chosen to prevent outliers from the statistical
analysis. The actual independent variables for the models
were determined by multiplying the nominal value by each
factor level and operating the model for that condition.

The following chart summarizes the experimental levels for
the depot response time (TIME) and operational flying hours
(FLYING HOURS). The values for the mean time between
failure were obtained by multiplying the variation
(VARIATION) by the mean time between failure for each of the

different components for the missile.

TABLE 7
Independent Data Values

- D D n h - D D AR En S D D S D D D P R Y - WP WP S . D T WD W D AR M R S - WD WD P G WP SR ST s = W

! VARIATION TIME FLYING HOURS |
R ittt T T T TSR i
! -159% 1.30 1.27 i
| 0% 1.53 1.50 i
' +15% 1.76 1.72 i
i +30% 1.99 1.95 |
50
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Data Generation. One hundred twenty five experiments

a

r were determined by the different combinations of treatment
levels. Each experimental input condition was generated by
subsequently iterating the treatment levels. These factor
levels were used to change the independent variables of each
}3 life cycle cost model, which was then used to compute
;f pipeline spares cost, the dependent variable. This
procedure was performed by the four LCC different models
(MAVLCC, MAVMOD, MAVMOD-A, HCOM) for the 125 factor levels.
The dependent variables from this experiment were
{ accumulated into a data base that was analyzed by the
statistical analysis program, SPSS (14).

Input Calculations. Each model's independent

variables were modified by the treatments prescribed by the
Q% experimental design. The modifications were made when that
s each model initialized the independent variables.

J Modifications were made to the mean time between failure,

¥ the number of flying hours, and the depot response time.

o The mean time between failure is different for each of the
Guidance Control System (GCS), Hydraulic Actuator System

;S (HAS), and the Aft Section. Also, there are differences in
fE failure rates for the AFT and GCS for the tactical (AGM) and
the training (TGM) missile. These values are kept in the

j§ "XM(I,J) matrix for the MAVLCC, MAVMCD, and MAVMOD-A models.

However, HCOM is slightly different because it changes the

51
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failure rates of the GCS, HAS, and AFT section by a

multiplier that is kept in the "g(1)" array.

Treatments for Failure Rates

MAVLCC, MAVMOD, and MAVMOD-A Treatments., The changes

were made in subroutine MAV4 after the mean time between
failure independent variables were initialized by the model.
A FORTRAN "do loop" was insta’led in MAVY4 to modify the
variables by the experimental treatment (XMVAL). This

subprogram multiplies each of the 27 different failure rates

by the treatment, and then re-assigns that value to the sane

variable name in the XM matrix.

DO 87 IX )

DO 87 IY ,

XM(IX,IY) = X
87 CONTINUE

1
1

ZO W

(IX,IY) * XMVAL

where:
IX Missile status

1 Operational

2 Storage

3 Alert

IY = Missile component
AGM - Guidance Control System
AGM - Aft Section

AGM - Hydraulic Actuation Systen
TGM - Guidance Control System
TGM - Recorder

TGM - Signal Processor

TGM - Aft Section
Launcher - Electrical System
Launcher - Mechanical Systen

W10 WM —
L L T U T VI T I 1 I 1]

LMVAL = Experimental Treatnment
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- HCOM Treatments. The treatment to the mean time

v between failure was made in the EQATN subroutine, which

calculates the system life cycle costs. Two modifications

in HCOM are necessary: first, changes to the operating

failure rate, and second, to the storage failure rate.

[-- These two variables, mean time between failure and failure

w rate are inversely related, which require that the
treatments also be inversely adjusted. The treatments were

applied to the FORTRAN program as follows:

1.) Treatment to the mean time between failure-G(1).
L G(1) = G(1) * XMVAL

2.) Treatment to the failure rate-FPCH

FPCH = FPCH / XMVAL

where:

LI S A |
N

G(1) Multiplier for the mean time between failure

FPCH

failure rate (Hours)

XMVAL Treatment for the mean time between failure

Treatnents for FLYING HOURS

MAVLCC, MAVMOD, and MAVMOD-A Treatments. The flying

hour treatments were made in subroutine MAV17 to both the

tactical flying hours (SHR) and the training flying hours

(Ot T I S
LRV :n. :

(TGMHR) independent variables as they were initialized by

the model. This required two FORTRAN statements:

b 1.) Treatment for the tactical missile:
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SHR = SHR * FHVAL
2.) Treatment to the training missile:
TGMHR = TGMHR * FHVAL
where:
SHR = Number of tactical flying hours

TGMHR

Number of training flying hours

FHVAL Flying Hours Treatment

HCOM Treatments. System flying hours were not an input

variable to HCOM, rather the variable hours usage (HRSUSE)
is used to calculate life cycle costs. These variable were
interchangeable because the method that they used to
calculate system failures is comparable. The treatment for
hours usage is made at the time system data is initialized

in subroutine SYSD. The FORTRAN statement is:

HRSUSE = HRSUSE * FHVAL

where:

HRSUSE = Number of operational usage system hours

FHVAL = Flying hours treatnment

Treatments for Depot Response Tine

MAVLCC, MAVMOD, and MAVMOD-A Treatments. The treatments to

the depot response times were made in subroutine MAV4 after
the independent variables were initialized by the model. A
FORTRAN "do ioop" was installed to modify the depot response
variables, defined by the DRCT (9) array, with the
experimental treatment (DTVAL). This subprogram multiplies

the nine depot response times, which are nominally the sane
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at 1.53 months, by the treatment, and then re-assigns that

value to the same variable name in the
DRCT array. For example,
DO 88 IY 1,9

DCRT(IY) = DCRT(IY) * DTVAL
88 CONTINUE

where:

IY = Missile component
1 = AGM - Guidance Control System
2 = AGM - Aft Section
3 = AGM - Hydraulic Actuation System
4y = TGM - Guidance Control System
5 = TGM - Recorder
6 = TGM - Signal Processor
7 = TGM - Aft Section
8 = Launcher - Electrical System
9 = Launcher - Mechanical System

DCRT = Depot Response time ( nominally 1.5 months)
DTVAL = Depot Response Time Treatment

HCOM Treatments. The depot cycle time is not used by

HCOM. Rather, the array PIPE(4,1), the one-way pipeline
time (months) is used to calculate the required number of
pipeline spare parts. This array contains estimates for
high and low values for both the ccntinental and overseas
bases. The treatment is applied in the subroutine ITEMD
when the array is read from the data file. A FORTRAN
subprogram treats the array PIPY and then places the treated

value in the same location in PIPE. For example,

DO 500 IK = 1,4
PIPE(IK,1) = PIPE(IK,1) * DTVAL
500 CONTINUE

......
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where:
IX = System Status
1 - Conus High Rate (nominally .83)
2 - Overseas High Rate (nominally .97)
3 - Conus Low Rate (nominally .7)
4 - QOverseas Low Rate (nominally .83)

DTVAL = Depot Cycle Response Treatment

Experimentation Procedure

Each of the life cycle cost models were modified to
facilitate the 125 computations of pipeline cost. Once the
standard Maverick values had been established, all of the
computer runs were completed with the nominal values, plus
the application of treatments to the mean time between
failure, the number of flying hours, and the depot response
time. The modifications to the models included changes to:
Suppress queries for date, titles,etc.

Suppress printing of normal model output reports.
Provide experimental treatments.

Print pipeline costs,the dependent variable, to an
output file.

o —

The flow of events for model computations are identical
for the Maverick Models (MAVLCC, MAVMOD, and MAVMOD-A). The
process was Lo read a data record which specified the
treatment, initialize nominal conditions, perform the
conputations, write the output to a disk file, close all
files and programs, then reinitiate the process until all
the treatments were applied. It was necessary to open and
2lose all of the program files for each program run, because
several variabiss within the program are not correctly

initialized during computations.
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The flow of events for operating the Hughes Cost of
Ownership Model was similar to the Maverick Model's, but
similar because it was not necessary to close the program to

change the application of different treatments.

Sumnmary

Chapter III described the experimental process that
developed the pipeline cost data base (shown in Appendix A).
This data base was used for analysis of variance (ANOVA) and
regression analysis.

The selection of independent variables (factors) was
determined by performing a factor analysis experiment. The
MCD-METRIC spares subroutine was used to calculate pipeline
spares based on independent variables (number of conus
bases, number of overseas bases, number of overseas sites,
depot replacement time, conus shipping time, depot safety
stock factor). The spares model calculated the required
nunber of line replaceable units (LRUs) and shop replaceable
units (SRUs). The mean time between failure (not an input
into the Mod-Metric subroutine) was included because of the
significance in life cycle cost models. Three independent
variables wWwere included for independent variables mean time
between failure, number of flying hours, and depot cycle
time., The number of treatments was selected to provide

enough observations for a statistical analysis, and also to

naintain data processing economy. The life cycle cost
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ﬁ;; models, MAVLCC, MAVMOD, MAVMOD-A, and HCOM, were nmodified so |
;ﬁ; that computations could be made with minimal manual
manipulation. The LCC models were modified by specifying
treatments for the independent variables at the time the
variables were intialized. Further modifications were made
iiﬁ in order to suppress data query and disk output printing.
= Each model was then run for the 125 different treatments to
calculate the dollar cost of the required pipeline spare

o parts.
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IV. Analysis of Results

Introduction

PR TR e .
LomBnt ol om? ool o:

This chapter analyzes the results of the simulation
study. A brief review is provided of the experimental
procedure that developed the data base. The data base is an
amalgamation of the independent and dependent variables for
each of the models. Four models were used for the study:
The Hughes Cost of Ownership Model (HCOM), the MOD-METRIC
Maverick (MAVMOD), the Maverick Life Cycle Cost Model
(MAVLCC), and the Modified MOD-METRIC Maverick (MAVMOD-A4).
The independent variables were depot cycle time, number of
flying hours, and the mean time between failure. The
dependent variable is pipeline cost. Pipeline cost, the
value of spare parts that is required to fill the logistics
pipeline, was computed by each life cycle cost model for 125
factor levels. The first step in the analysis confirned
that statistical distributions of the data complied with the
assunptions for an Analysis of Variance (ANOVA) nodel.
Examination of the data base compliance to ANOVA assumptions
was performed by a graphical residual analysis. The
graphical analysis determined that a Base 10 logarithm
(LOGTO) was required for transforming the pipeline costs.
Although the independent variables were identified by a
factor analysis, the statistical significance of each of the

independent variables (depot cycle time, number of flying
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hours, and mean time between failure) was examined with all

{f four life cycle cost models (HCOM, MAVMOD, MAVLCC, and
ﬂg MAVMOD-A). Finally, there is a discussion of the results of
{ﬁ} Tukey's Multiple Comparison Tests. Tukey's procedure was

deternmined differences in the mean value of pipeline costs

o

calculated among the factor levels for each life cycle cost

[t

X

model. The procedural tasks required to generate and

analyze the data were:

1. Use the four models, HCOM, MAVMOD, MAVLCC, and
MAVMOD-A to calculate pipeline costs.

iﬁ 2. Confirm that the data base conforms to the
assumptions of an ANOVA.

3. Determine the statistical significance of the
depot cycle time (DEPOT), number of flying
hours (FLYING), and mean time between failure

o (MTBF)

~>. 4, Determine the effect of the factor levels and

their interactions on pipeline costs for HCOM,
MAVMOD, MAVLCC, MAVMOD-A.
- 5. Perform a multiple comparison of the models to

determine difference in the 1eans of the life

[ P R
f P W )
Gy dy My Ay & .1,‘\,

e cycle cost models and the factor levels.

Tests of the Data

The data base computed by the four life cycle cost

rmodaels was analyzed for conformance to statistical

assunptions of ANOVA. ANOVA assumes that the observations

DA A St R rabeaity |




of pipeline costs are independent and identically
distributed with a mean of zero and standard deviation of
one. Conformance to ANOVA assunptions are achieved by
verification of two criteria:

1. The observations of pipeline costs mu-t be normally

distributed for each life cycle cost model.

2. The variance of the observations among the factor

levels must qe stable.
The verification of ANOVA assumptions was performed by a
graphical analysis of the residuals. Residuals are the
differences between predicted pipeline costs (determined by
the regression model) and actual pipeline costs (determined
by the life cycle cost model). For each life cvcle cost
nodel, two residual graphs were produced, a histogram and a
scatterplot. A histogram plot was made of the standardized
residuals to examine for departures from normality, and the
scatterplot was used to examine fof the stability of the
variance among the factor levels.

The ANOVA assumptions analysis is divided into two
sections. First, an analysis is provided of the pipeline
costs. The analysis examines the mean, standard deviation,
variance, kurtosis, and skewness. Second, a graphical
analysis is provided to highlight departures from ANOVA
model assumptions and provide insight into possible base

transformations.
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ﬁkj;
afif Analysis of the Data Base. The means, standard
;ﬂ;' deviations, kurtosis, and skewness were computed for each of
[}
jﬁk the LCC model's calculation for pipeline costs (dependent
'?L{ variables). These values are shown in Table 8.
TABLE 8
59 Model Output Summary Statistics |
i Model HCOM MAVMOD MAVLCC MAVMOD-A
= s
! Mean $58.6 $118.3 $39.1 $51.1
| Standard Deviation $32.3 $32.5 $12.7  $11.4
- ! Variance $1,043.3 $1,056.2  $161.3  $130.0
S94Y
S0 | Maximum Value $149.3  $215.3 $80.0  $85.3
K~ -
- i Minimum Value $18.2 $62.0 $18.9 $31.3
R
) | Kurtosis <707 077 .215 -.066
L ! Skewness 1.105 .660 .731 .546
,4.
3 ! Dollars are shown in Millions
Mean pipeline costs range from $39.1 million for the
:?ﬁ Maverick Life Cycle Cost Mcdel (MAV) to $118.3 million for
: the MOD-METRIC Maverick Life Cyclz Cost Model {MAVMOD).
?Lﬁ Although the MAVLCC and MAVMOD models appear to conmpute
:f; different pipeline costs for spares, there are not any

. t": 6 2




practically significant differences in values between the
Hughes Cost of Ownership Model (HCOM), the Maverick Life
Cycle Cost Model (MAV), and a modified version of the
MOD-METRICS Maverick (MAVMOD-A).

The variances shown in TABLE 6 show that pipeline costs
variance range from $130.0 for MAVMOD-A to $1043.3 for HCOM.
The variance for HCOM and MAVMOD are equal, but they both
differ from MAVLCC and MAVMOD-A. The second assumption of
ANOVA requires that the variance among the factor levels
computed for each model are equal. Equality of the
variances may be determined by direct observation. As
Devore (4:288) claims:

Qur approach is simply to "eyeball" [visually
compare] the two sample variances; if they are roughly
the same order of magnitude, then one can be
comfortable in using [a pairwise comparison test].

The kurtosis is the lowest at -.066 for MAVMOD-A and
ranged to .707 for HCOM. The kurtosis is .077 for MAVMOD
and .215 for MAVLCC. Non-normality is indicated by kurtosis
in the pipeline costs observations. A normal distribution
has a kurtosis of zero; positive values indicate a larger
peaked distribution and negative values indicate less peaked
distributions.

The skewness is the lowest at .546 for MAVMOD-A and
ranged to 1.105 for HCOM. The skewness is .66 for MAVMOD
and .731 for MAVLCC. Although the skewness is less
important than kurtosis when considering normality (13:513),

it can be used to determine the deviation that the
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distribution has from symmetry; a skewness of zero indicate
a bell shaped curve, positive values describe curves that
are skewed to the right, and negative values represent
curves that are skewed to the left.

A Graphical Analysis. A plot of the residuals was

performed by a regression model for each of the life cycle
cost models. The residuals were inspected for normality and
a constant variance. Residuals are those values that are
the difference between the predicted costs and the actual
costs produced by each life cycle cost model. The SPSS
histogram of residuals was used for the normality check and
the presence of outliers in the data. The SPSS scatterplot
of residuals was used to check the homogeneity of the
variance among the factor levels.

Histogram Analysis, Figures 2-5 show the

histograms of the residuals for the four different models
(HCOM, MAVMOD, MAV, and MAVMOD-A). The interpretation of
the SPSS output supplies information by the number of
counts, the expected number of counts, the standard normal
random variable, and a graphic representation of the number
of counts contrasted with expected counts. The data was
separated into 21 intervals (determined by SPSS). The
actual number of residuals was counted in each interval, and
the expected number of residuals was determined by the
progran corresponding to the expected number of points in a

standard normal :urve. The graphic representation of the
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actual and expected data is plotted next to the
corresponding values. The graphic "*" represents one
residual in the corresponding interval. The solid line
represents the standard normal curve.

All of the models have histogram residuals that are
positively skewed and each distribution has outliers. The
normal distributions are robust to skewness, but not for
outliers (13:513). The presence of these extreme values can
significantly affect the least-squares fitting of the ANOVA
nodels. The outliers for each of the models
correspond Wwith large values of the mean time between
failure, which decreases the requirement for pipeline
spares.

Variance Analysis. The scatterplots produced by

SPSS were uscd to determine information concerning the
variances of the residuals for the different LCC models.
The scatterplots depict the standardiced residuals with the
vertical scale of predicted residuals and the horizontal
scale of residuals. With a coipletely normal distribution,
there woul.i be a horizontal band of points centered at zero
»n the vertica. axis, and there would not be any trends of
istingaionatle patterns in the data. Each of the models

showed instasility of error variances, which is shown by a

trapecoila. sragni>. There are distinguishable patterns

that shown 1+ Tilgures

(GA)

-J.
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Data Transformations

Introduction. The residual analysis indicated that the

data base did not conform to the assumptions required for
ANOVA models. Outliers in the histograms caused rejection
of the normality assumption, and trapezoidal scatterplots
indicated instability of variances among the factor levels.
These wo deviations indicate that pipeline costs should be
transformed (restructured). A base 10 logarithm (LOG1O)
transformation was used. A LOG10 can be used when the
variance (dependent variable) increasgs markedly as the
dependent variable increases. A second application for a
L0Gyy 1is to normalize the distribution when the residuals
are positively skewed (8:242).

The transformation was performed by calculating the
LOG1O of each pipeline costs. After the pipeline costs had
been transformed, they were re-examined for conformance to
ANOVA assumptions and checked for normality and stability of
the residual variances among factor levels. This section
analyzes the results of the LOG10 trainsformation. An
analysis of the mean, standard deviation, variance,
kurtesis, and skewness are supplied. Next, the histograms
of standardized residuals for HCOM, MAVMOD, MAVLCC, and
MAVMOD-A are shown, depicting the results from the
transformation. Finally the four scatterplots of
standardized residuals with a LO0G,, transformation are

provided for each of the life cycle cost models.
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Results. The analysis for normality and stability of

factor level variances was then repeated after performing

the LOG1O transformation.

statistics are shown in Table 9.

data removed residual outliers from the data base.

The transformation of the

The transformed summary

Also,

the instability of the variance was corrected by the

transformation.

discernible pattern,

residuals.

could then be apt based on statistical distributions of the

residual terms.

which indicates stable variances of the

Table ¢

Model Output Summary Statistics

after the LOG1O Transformation

Mean

Standard Taviation
Variance

Maximum Value
Minimum Value
Kurtosis

Skewness

75

The scatterplots 14-17 do not show any

ANOVA models using this transformed data base
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The Significance Test

Introduction. Analysis of the LOG1O transformation
indicated that the transformed pipeline costs conform to the
assunptions of normal distributions and stable variances for
ANOVA models. This section explains the relative effect
that each of the independent variables, depot cycle time
(DEPOT), the number of flying hours (FLYING), and mean time
between failure (MTBF) have upon the dependent variable,
pipeline costs. The "relative effect" that the independent
variables have upon dependent variables are measured by the
"F'" statistic. The F statistic indicates the amount of
explained variation in pipeline costs indicated by the
independent variable. A large F value indicates that a
large variation in the dependent variable is explained by
the independent variable, and small F value explains less of
the pipeline costs. This chapter is structured to provide
an analysis of one life cycle cost model at a time (HCOM,
MAVMOD, MAVLCC, MAVIMOD=-A). Each of the independent
variables (DEPOT, FLYING, and MTBF) were examined for each
model. Finally, a two-way factor ANOVA examined the effect
of interactions between the independent variables. In these
ANCVA mod=2ls, interactions are the combined effects of two
0f tne independent variables on pipeline costs.

The Hypothesis Test. The input data was tested to

confirm that each iIndependent variable was significant for

the ANOVA mocdel. The hypothesis test examined each

0
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o independent variable with the dependent variable. The

. independent variables are depot cycle time, number of flying
hours, and The mean time between failure; the dependent
variable is the cost of pipeline spares computed by HCOM,
MAVMOD, MAVLCC, and MAVMOD-A LCC models. The data was
divided into five groups, which correspond to the treatment
levels for each of the factors. The F tests were performed
at a significance level of a = .05 , the probability of a
type I error (risk of rejecting the null hypothesis when the
null hypothesis is true). The F value, the mean square, is
the ratio of the sum of squares of explained variation
divided by the total variation. The F statistic describes
the ratio of explained variation for each of the factors
(independent variables). The F statistic positively

o correlates with a "goodness of fit" between the independent
variable and the dependent variable. The null hypothesis
(Ho)for the significance tests is that the variables are not
statistically significant in affecting the value of the

dependent variable.

- H the Explained Variation is not significant

O:

The alternate hypothesis (Ha) is that the independent

-
L]

variables are statistically significant in affecting the

——
Foat td

value of the dependent variables.

o Hy: The Explained Variation is significant.
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Analysis of the HCOM Model. The HCOM model analysis is

presented in ANOVA Tables 10-12. Table 10 shows HCOM by the
depot cycle time, Table 11 is HCOM by the flying hours, and
Table 12 is HCOM by the mean time between failure. The
factors depot cycle time and mean time between failure were
significant predictors of the HCOM model; the number of
flying hours was not a predictor of HCOM.

Relatively, most of the variation in HCOM is accounted
for by the mean time between failure (80.1%) and the depot
cycle time explains the next highest amount of the variation
(19.9%). The number of flying hours was not statistically
significant in predicting pipeline cost in HCOM. The F
statistic for the flying hours is only .002 and the F for

rejection is .999.
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TABLE 10

Analysis of Varaince Data

HCOM by Depot Cyéle Time

MEAN
SQUARE

F OF F

553
n037

14.941 .001

SUM OF
SOURCE OF VARIATION SQUARES DF
DEPOT CYCLE TIME 2.214 4
RESIDUAL 4.445 120
TOTAL 6.659 124
TABLE 11

Analysis of Variance Data

HCOM by Flying Hours

MEAN
SQUARE

SUM OF
SOURCE OF VARIATION SQUARES
FLYING .000
RESIDUAL 6.658
TOTAL 6.659

SIGNIF
F OF F
.002 .999
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e TABLE 12
l. Analysis of Variance Data
HCOM by MTBF
y T suM oF MEAN SIGNIF
i SOURCE OF VARIATION SQUARES DF SQUARE F OF F
8 weef yokz ¥ 1.111 60.129  .001
5: RESIDUAL 2.216 120 .018
& TOTAL 6.659 124 .054
: Analysis of the MAVMOD Model. The MAVMOD Model's
N analysis is shown in ANOVA tables 13-15. Table 13 shows
ii MAVMOD by the depot cycle time, Table 14 is MAVMOD by the
; flying hours, and Table 15 is MAVMOD by the mean time
between failure. All of the independent variables were
. statistically significant in the MAVMOD ANOVA model.
 ‘ The variation in MAVMOD's pipeline cost is explained
'% mostly by the mean time between failure (46.9 %) and the
;: depot cycle time (46.4 %). The least explanation is
L3 provided by the number of flying hours (6.7 %).
3
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TABLE 13

Analysis of Variance Data

MAVMOD by Depot Cycle Time

MEAN
SQUARE

OF F

- D D . h D D A WD WD D D D A% ED WP D D ES W WD R WD R D D D WP D WD R G WL A R R R GD CD GD SN AP DGR WD S AR W -

SUM OF
SOURCE OF VARIATION SQUARES DF
DEPOT CYCLE TIME .765 4
RESIDUAL .948 120
TOTAL 1.713 124
TABLE 14

Analysis of Variance Data

MAVMOD by Flying Hours

-, - D - D - - - . - D R D AP A D D D G e D WD D WP A M D SR S WD D D Ny S AR D -

OF F

. - - D D S D T D D S S S G D W D R D WS WP D WD WD D D G e WP MR D e YD D W G D D D R P G S WS W D D D G WD W

SUM OF
SOURCE QF VARIATION SQUARES
FLYING JATT
RESIDUAL 1.536
TOTAL 1.713

89
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- TABLE 15
?ul ANALYSIS OF VARIANCE DATA
) MAVMOD BY MTBF
> e
) SUM OF MEAN SIGNIF
a SOURCE OF VARIATION SQUARES DF SQUARE F OF F
N MTBF 769 4 .192 24.463  .001
' RESIDUAL .9u4 120 .008
TOTAL 1.713 124 014
oo
it Analysis of the MAVLCC Model. The Maverick Life Cycle
f}i Cost Model's analysis is shown in ANOVA tables 16-18, Table
fif 16 shows MAVLCC by the depot cycle time, Table 17 is MAVLCC
ﬂﬂx by the flying hours, and Table 18 is MAVLCC by the mean time
i between failure. All of the independent variables were
%
B
- statistically significant in the MAVLCC model.
)
Ef' The variation in MAVLCC's pipeline costs is explained
Q; mostly by the mean time between failure (48.4 %) and the
Yo depot cycle time (47.8 %). The least explanation is
Z?i provided by the number of flying hours (3.8 %).
.':::.'x
30
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o TABLE 16
Analysis of Variance Data
[N
- MAVLCC by Depot Cycle Time
SUM OF MEAN SIGNIF
SOURCE OF VARIATION SQUARES DF SQUARE F OF F
o DEPOT CYCLE TIME 1.135 4 .284 26.576  .001
L RESIDUAL 1.281 120 011
2 TOTAL 2.416 124 .019
8 TABLE 17
- ANALYSIS of Variance Data
MAVLCC by Flying Hours
' SUM OF MEAN SIGNIF
o SOURCE OF VARIATION SQUARES DF SQUARE F OF F
r FLYING .153 Y .038 2.030 .09l
RESIDUAL 2.263 120 .019
j
: TOTAL 2.416 124 .019
TABLE 18
'.'- Analysis of Variance Data
5 MAVLCC by MTBF
< SUM OF MEAN SIGNIF
N SOURCE OF VARIATION SQUARES DF SQUARE F OF F
'. ------------------------------------------------------------
. MTBF 1.128 Y .282 26.272  .001
A
RESIDUAL 1.2883 120 011
. TOTAL 2.416 124 .019
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1;§ Analysis of the MAVMOD-A Model. The MAVMOD-A Model's
;# ; analysis is shown in ANOVA tables 19-21, Table 19 shows

O MAVMOD-A by the depot cycle time, Table 20 is MAVMOD-A by
;f} the flying hours, and Table 21 is MAVMOD-A by the mean time
- between failure. All of the independent variables were

E}{ statistically significant in the MAVMOD-A ANOVA model.

ii{ The variation in MAVMOD-A is explained mostly by the

i mean time between failure (44.0 %) and the depot cycle time
;sir (45.8 %). The least explanation is provided by the number
ii; of flying hours (10.2 %).
= TABLE 19
?. Analysis of Variance Data

. MAVMOD-A by Depot Cycle Time

e T siM oF MEAN SIGNIF
e SOURCE OF VARIATION SQUARES DF SQUARE F OF F
7] "DEPOT CYCLE TIME  .A79 ¥ .120 22.730  .001
RESIDUAL 632 120 .005
TOTAL 1.112 124 .009
i Interaction Effects. Two-way ANOVA's studied the
ir effect of interactions among the independent variables, the
Ei% depot cycle time, the number of flying hours, and the mean
?3 time between failure. All of the tests were performed at

ig the .05 level, and there were not any statistically

;: significant interactions. The experimental design is a 53
;ﬁi (five treatments of three factors) experiment was fashioned
2
92
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TABLE 20
Analysis of Variance Data

MAVMOD-A by Flying Hours

SUM OF MEAN SIGNIF
SOURCE OF VARIATION SQUARES DF SQUARE F OF F
FLYING .60 ¥ .0b0  5.026  .001
RESIDUAL .952 120 .008
TOTAL 1.112 124 .009
TABLE 21

Analysis of Variance Data

MAVMOD-A by MTBF

SUM OF MEAN SIGNIF
SOURCE OF VARIATION SQUARES DF SQUARE F OF F
MTBF 469 v T 21.882 001
RESIDUAL .643 120 .005
TOTAL 1.112 124 .009

to provide 125 factor levels of DEPOT, FLYING, and MTBF.
This section examines first order interactions in a two

factor ANOVA. The interactions were:

1. The depot cycle time with the number of flying
hours
2. The number of flying hours with the mean time

between failure.
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3. The mean time between failure with the depot cycle
time.
The results of the two-way interactions are shown in
Tables 22-25. There were no statistically significant first 1
order interactions for any of the ANOVA models. The effect
of the independent variables acting together is not
producing a statistically significant effect on the pipeline

spare parts cost.

TABLE 22
Analysis of Variance Data

HCOM Interactions

SOURCE SUM OF MEAN F-RATIO F-SIGIF
SQUARES SQUARE

DEPOT BY FLYING 0 0 .003 .999

FLYING BY MTBF .002 0 .005 .999

MTBF BY DEPOT 0 0 . 116 .999
TABLE 23

Analysis of Variance Data

MAVMOD Interactions

SOURCz SUM OF MEAN F-RATIO [F-SIGNIF
SQUARES SQUARE
" pEROT BY FLYING o o 0o .e9y ‘
FLYING BY MTZF 9 0 g .999
MT3F BY DEPOT 0 0 0 .999
24
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TABLE 24
Ahalysis of Variance Data

MAVLCC Interactions

- D . - - . D D D T S D G N S R D P D S T G S D S S D SR S S R ST R R S WS G A S S D R P S G WP R AR mn P R S me .

SOURCE SuUM OF MEAN F-RATIO F-SIGNIF
SQUARES SQUARE

- - D D . D D . S D GRS EE S M D R L L WD R SR WD SR Eh WP D P TR b WD WP R En S S AR WD D S TS R WD R N ES WD R WGP NN em P e e e e

DEPOT BY FLYING 0 0 0 -999

FLYING BY MTBF 0 0 0 .999

MTBF BY DEPOT 0 0 0 -999
TABLE 25

Analysis of Variance Data

MAVMOD-A Interactions

- S - - Y =D - D D D P L - S G L D p e S A D D G D e A S D G SR = = =S D D WS e S mh = WP WD AP S s =

SOURCE SUM OF MEAN F-RATIO F-SIGNIF
SQUARES SQUARE
" pepot BY FLYING o o .004 .99
FLYING BY MTBF 0 0 .003 .999
MTBF BY DE?OT .001 0 .04 999

The Tukey Tests

Introduction. The significance tests examined the

effect of the independent variables upon pipeline ccst
conputed by the different LCC models. This section analyzes
differences among neans of pipeline costs computed by each
of the LCC models. Differences among group means were

analyzed by Tukey's nultiple comparisons grocedure. A
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nultiple comparison, differs from a pairwise cocmparison in

that it investigates all the group means in one experiment.
The advantage in a nultiple comparison comes from the
application of one experimental confidence coefficient that
is usually 95 percent, A problem wWwith performing pairwise
comparisons (T-Tests) between the four models is that
confidence coefficient is significantly reduced because
three different pairs of treatment means nust be evaluated.

Kleinbaum describes problems with performing several

Unfortunately, there is a serious drawback to the
approach of performing several such T-Tests; this
drawback arises from the fact that the more null
hypotheses there are to be tested, the more likely it
is to reject one of them even if all null hypotheses
are actually true [8:265].

The confidence coefficient that was applied to pairwise
comparisons 1s now called an "experimental confidence
coefficient"”. However there is a significant distinction
between the pairwise and multiple confidence coefficients;
with a nmultiple comparison, the confidence coefficient for
any particular comparison 1s largzer than the experimental
confidence coefficient. Also, the pairwise confidence
ccefficient increases as the number of comparisons of
population means increases (13:589-591).

The Tukey procedure was used for analyzing tahe gzroup
neans. Tukey's procedure is available with SPSS. Neter and

Wasserman suggest (12:272) that the Tukey metnod can be used

o
(U3)
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_f; when all factor level sample §izes are equal and pairwise
iﬂ\ comparison of the means are of primary interest.
|
EQk Group Means. The pipeline cost for each LCC model was
zﬁ‘ calculated. Actual mean pipeline costs along with LOG1O
o transformations are shown in TABLE 26. This table provides
;ﬁ; a basis for comparing the pipeline costs computed by the
~?j four LCC models. LOG1O values were used for one-way
T ANOVA's and Tukey tests to increase the aptness of the ANOVA
) models.
TABLE 26

o Average Pipeline Cost

| Model Mean LOGyo of Mean |

e e e e et e mcc e e emeecmcmeeeme e m e cmeo————————

; '

| HCOM $58,625,398 7.7069 |
: | uavMOD $118,341,748 8.0573
) | MavLCC $39,107,901 7.5701 '.
2 | MAVMOD $51,731,318 7.7035 !
L$j e |
;ﬂ Significance Test. An alpha level of .05 was
;ﬁ arbitrarily chosen for all of the hypothesis testing. To
i;? set up the appropriate null and alternate hypotheses, R
? W 9 K3 s and s ), denoted the mean costs for pipeline spare
- parts corresponding to the Hughes Cost of Ownership Model
--: (HCOM), the MOD-METRIC Maverick Life Cycle Cost Model
;? {MAVMOD), the Maverick Life Cycle Cost Model (MAVLCC), and
T
:“.-f: 97
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an updated MOD-METRIC Maverick (MAVMOD-A). The null
hypothesis is that the average pipeline costs predicted by
each m.cel are equal at the a = .05 level (.95 confidence

coefficient).

Ho: #;-u2:u3_uu

The alternate claim is that there are statistically
significant differences in the pipeline costs, which can be

stated by:
Ha: “1 = [42 = M3 :“u

Table 27 shows that the F-statistic is 226.627, which
rejects the null hypothesis., There is a statistical
difference in the means between the pipeline costs for the

different models.

TABLE 27
Analysis of Variance Data

Pipeline Costs

- - L P P - oy MDD G D WS i G L GD SE R WD P WS MDA G S S R S e D D P D G R WD G WD v A A ES G W S e .

SOURCE D.F. SUM OF MEAN F F
SQUARES SQUARE RATIO PROB

BETWEEN GROUPS 3 16311 5.437 226.627 0

WITHIN GROUPS 496 11.900 .024

TOTAL 499 28.211




The Tukey Test Among Mean Pipeline Costs. The Tukeys

multiple comparison tests determined that there were
statistically significant differences among pipeline costs
for the four LCC models. The Tukey Test determined that the
four models could be classified into three subsets. The
nmodels within the groups are considered homogeneous, while
models between different groups contain differences in the
mean pipeline costs. The results are shown in Table 28,
which arranges groups by their average value, ranging from
lowest to highest pipeline costs. The first subset contains
the Maverick Life Cycle Cost Model, which is considered
different from all of the other models. The second subset
contains the Modified MOD-METRIC Maverick and the Hughes
Cost of Ownership Model. However, it should be noted that
the standard deviation of pipeline costs between these two
models are quite different; the standard deviation for HCOM
is .23 and .14 for MAVLCC. The third subset contains the
MOD-METRIC Maverick Life Cycle Cost Model, which mean value

is different from the other three models.

Tukey Tests Among Factor Levels. Tukey's procedure of

nultiple comparisons was repeated for the factor levels of
dependent variables. The results are shown for DEPOT in
Table 29, for FLYING HOURS in Table 30, and for MTBF in
Table 31. Each factor was tested for the five experimental
levels. Tables 29-31 are formatted to show which models

computed equal values of pipeline costs
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NS Table 28
Tukey Model Classification
L
Fii i SUBSET COMPONENTS MEAN i
,‘_ b e e v o o v e o " = " = - = - -~ — > > o - - - " o= = o - = ]
3 | |

: 1 MAVLCC T.5701 |
* '-L' 1 ] ]
T i E
A ! 2 MAVMOD-A T.7035 |
N ! HCOM 7.7069 |
- : :

: !
! 3 MAVMOD 8.0573 |
'iif within a particular level. These models have been grouped
,:E; in SUBSETs, which are a grouping of equal means by Tukey's
ffl procedure at a .05 confidence level. For exanple, in the
B .
\4...
s groupings by DEPOT at level 1, The LCC models MAVLCC and
NN HCOM are in the subset 1, MAVMOD-A is in subset 2, and
e
S MAVMOD is in subset 3.
N The results shown Ly Tables 29-31 indicate that in nine
J
'Eﬂ' of fifteen factor tests that the Hughes Cost of Ownership
,E; Model and tne Modified MOD-METRIC Maverick were assigned to
.r:_'
*‘5 the same subset at the a = .05 level. Eight of these
'ﬁfﬁ occurrences were observed with the factors DEPOT and FLYING
(. HOURS. The Maverick Life Cycle Cost Model and the Hughes
y .‘:.
b~ Cost of Ownership Model had equal means in four of fifteen
o occurrences. The MOD-METRIC Maverick did not have equal
2@1 nmeans with any of the other life cycle cost models. The
fkﬁ results indicate that 1) each model computes the pipeline
e costs based on the Mean Time Between Failure differently.
o
- 100
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N
:; 2) HCOM and the Modified MOD-METRIC Model compute pipeline
b
i costs based on Flying Hours and Depot Cycle time similarly.
‘;2 3) The Maverick Life Cycle Cost Model computes pipeline
'kl costs based on all three of the factors differently than
each of the other different models.
- TABLE 29
‘ Tukey's Groupings
- for Depot Levels
3 T !
{ i LEVEL SUBSET 1 SUBSET 2 SUBSET 3 |
- e e e o o o - e o = - = = o " = - - = = . - - - - - = = - . = = - = = = = = - — 1
; s |
- b MAVLCC-HCOM MAVMOD-A MAVMOD |
. P2 MAVLCC HCOM-MAVMOD-A MAVMOD i
I MAVLCC HCOM-MAVMOD-A MAVMOD i
! MAVLCC HCOM-MAVMOD-A MAVMOD i
o i 5 MAVLCC-MAVMOD-A HCOM MAVMOD i
3
1 TABLE 30
L Tukey's Groupings
; for Flying Hours' Levels
e e
N | LEVEL SUBSET 1 SUBSET 2 SUBSET 3 |
».-" e e o ot = > > = = - - - - s = o = > - . e - . - = = - - = o = = = - — -~ - 1
5 i i
g N MAVLCC-MAVMOD-A HCOM MAVMOD i
< P2 MAVLCC HCOM-MAVMOD-A MAVMOD |
- 3 MAVLCC HCOM-MAVMOD-A MAVMOD i
- Y MAVLCC HCOM-MAVMOD-A MAVMOD i
. I 5 MAVLCC-HCOM HCOM-MAVMOD-A MAVMOD i
.
L
w
1 '.v
f: .
- 101
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y TABLE 31
A
b N

i: TUKEY'S GROUPINGS
for MTBF Levels
: T |
LRVl
'ﬂ: i LEVEL SUBSET 1 SUBSET 2 SUBSET 3 SUBSET 4 |
'N Y e o e o o i = = o = = = " - — > = = - = . . - = - o . - - - — - - = o= - 1
- 5 |
o Lo MAVLCC MAVMOD-A HCOM MAVMOD !
1 2 MAVLCC MAVMQD-A HCOM MAVMOD i

o H 3 MAVLCC HCOM-MAVMOD-A MAVMOD '
B i h MAVLCC-HCOM MAVMOD-A MAVMOD i
1 H 5 MAVLCC-HCOM MAVMOD-A MAVMOD H
-3

2
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o
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V. Summary of Findings, Conclusions,
and Recommendations

Introduction

This study has addressed initial spare parts
calculations in four life cycle cost models: the Hughes Cost
of Ownership Model (HCOM), the Modified Metric Maverick
(MAVMOD), the Maverick Life Cycle Cost Model (MAVLCC) and a
version of the Modified Metric Maverick (MAVMOD-A). The

primary research question was to determine if the four life

cycle cost models compute equal numbers for pipeline spare

parts. The secondary research question was to determine the
effect that the independent variables (depot cycle time,
flying hours, and mean time between failure) have upon the
cost of pipeline spare parts for each life_cycle cost model.
This chapter summarizes the findings and presents
conclusions derived from the research and recommends areas

for further study.

Summary of Findings

The primary question was to determine whether or not
each life cycle cost model computed equal pipeline costs.
This was not supported. The differences in the costs
computed by the nodels were observed because each life cycle
cost model's structure is different; assumptions about the

life cycle cost environment are different; and the

............
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computational processes are different. The secondary
question was to determine the effect that each of the
independent variables had upon the life cycle cost models
calculation of pipeline costs. The study determined that
the most important variables were the mean time between
failure (MTBF) and depot cycle time (DEPOT). The Number of
Flying Hours (FLYING HOURS) had the least effect and was not
statistically significant with the HCOM model. Presented is
a review concerning the differences in the life cycle cost
models and the effect of the independent variables upon
those calculations.

Structural Differences. The literature review found

that the structural design was different for each of the
three models (MAVLCC, HCOM, MAVMOD). Major internal
differences anong the life cycle cost models are that MAVLCC
does not include Shop Replaceable Units, HCOM does not use
actual system data for determining updated monthly costs,
and MAVMOD does not compute spares based on failure data.
Inspection of the MAVLCC program shows that it allows
all of its ind=pendent variables to change from month to
menth, requiring all of the input data on a monthly basis.
MAVLCC does not compute the cost of shop replaceable units
(SRU) for pipeline costs. The lack of SRU calculations
lowered MAVLCC's average pipeline costs by three millicn
dollars. Inspection of the HCOM model showed that it does

not update the system life cycle on a monthly basis; its
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input data allows a direct calculation of peak requirements.
Because monthly costs are not available, HCOM must determine
program costs by averaging system information. Currently,
tnis methodology does not provide results similar to the
other models. The variance in pipeline cost is greatest for
HCOM, and significantly affected by the mean time between
failure as shown by the ANOVA results. Inspection of the
MOD-METRIC Maverick shows that it is significantly different
from both MAVLCC and HCOM. The cause of the differences are
based on the input assumptions of the life cycle cost
environment. Pipeline spares are allocated by the
optimization routine, rather than failure data. The
MOD-METRIC approach assumes that failures can be identified
at base level, while MAVLCC and HCOM failures are based on
system level. This results in "rounding" problems when
comparing MAVMOD with MAVLCC and HCOM. During the
conversion process, MAVMOD only allows integer failures and
rounds partial failures up to the next highest integer.

This has the effect of increasing MAVMOD's total requirement
for spare parts.

Environmental Differences. MAVLCC and HCOM similarly

define the concept of a pipeline, requiring that spare parts
be stocked at the depot to account for failed parts at base
level. Neither model requires a supply stock of base level
parts. The MOD-METRIC approach 1s different. It generates

tWwo spare parts for each part that has failed in the field.
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It replaces the failed part with a unit taken off the shelf
from the base supply stock. Then, it replaces the base spare
with a spare part from the depot supply stock. Although
this conservative approach may be considered sound for the
tactical missile (AGM), the expense for the training missile
(TGM), which accounts for over 50 percent of MAVMOD's
pipeline costs, should be questioned. There may not be an
actual requirement to keep training spare parts 100 percent
stocked. The spare parts supply are only one comnponent
necessary to keep the entire Maverick System capable of
performing its mission. The model does not consider the
total logistics system (which includes manpower and
facilities) that is necessary for missile maintenance. In
the MAVMOD-A model, a modification was made by removing the
requirement to place spares at the depot (an assumption
common to all the other models except MAVMOD), MAVMOD-A was
able to produce pipeline cost estimates comparable to the
other models. This is not to suggest that these are correct
answers, but that the MAVMOD model has the flexibility to
calculate cost based on different life cycle environments.

Computational Processes. A simplistic approach to

spares calculations is provided by HCOM and MAVLCC. The

roce3s can be easily traced by failure rates and depot

k@]

o]

ycl

3}

time to the calculation of pireline costs. This was
:ndicated by the results of the ANOVA. HCOM was very

sensitive to changes in the nean time batween failure and

1Co
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[ depot cycle time; MAVLCC was the next most sensitive model,

' ( and MAVMOD was the least sensitive. The operational usage

S factor, flying hours, had the greatest power in the MAVMOD

‘SN model. The power 1s a description of the relative strength
of the statistical significance (4:105). A conmplex

C;; optimizing calculation is provided in MAVMOD. The

vi#‘ predictions of pipeline costs are an illusionary

' correlation, The costs are determined by optimizing an

integer number of spares at each base, rather than by

Syf determination from the input factors. Thus, there is only a

.::; pseudo relationship between the independent variables and

5:' the calculation of pipeline cost.

L;;; Iindependent Variable Effects. The effects of the

g independent variables (depot, flying hours, mtbf) were
examined by an Analysis of Variance (ANOVA). An ANOVA was
iﬁf performed for each model (HCOM, MAVMOD, MAVLCC, MAVMOD-A).

J The ANQOVA indicated that the independent variables DEPOT and
MTBF had the most significant effect on pipeline costs.
Flying hours had the smallest effect and was not

x?; statistically significant in the HCOM model. In ncne of the
E ANOVA models were the interactions between any of the
independent variables significant in affecting pipeline
costs. Table 32 summarizes the percentage that each of the
independent variables had upon pipeline costs for each life

cycle cost model.
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TABLE 32
EXPLAINED PERCENT VARIATION OF

INDEPENDENT VARIABLES

! LCC MODEL DEPOT FLYING HOURS MTBF |
H HCOM 19.9 .0 80.1 H
! MAVMOD 46.Y4 6.7 46.9 |
i MAVLCC 47.8 3.8 48.4
i MAVMOD-A 45.8 10.2 4y.0 |
Conclusions

The MOD-METRIC Maverick offers the greatest
flexibility in calculating life cycle costs. It has the
most options for simulating a variety of life cycle cost
scenarios. MAVMOD has the capability of performing several
different tasks such as spares determination, allocation, or
distribution analysis. These functions are not directly
supported by any of the other models. The determination of
costs by base level allows the user to easily comprehend the
effects of simulating input variables. HCOM and MAVLCC do
not allow for pipeline costs by base level.

In this research, Jjudgment was not made about the
vallidity cf any particular model, because actual cost data
was not avallable. This study shcowed now each of the life

cycle cost models perfeormed ziven similar input conditions.

The selzaction of a carticular model depends upon the
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assumptions that a decision maker makes about the life cycle
environment and the relative importance of particular

independent variables.

Recommendations

Several problems were identified during the course of
this study. Brief description of the problems follow:

1. All of the models lacked the capability of
computing pipeline spares as a function of time. This

limitation prevents users from taking advantage of the time

value of money, which would be very useful for preparing
updates to the Program Obj:ctive Memorandum (POM). This
information would enable decision makers to better
prioritize the application of funds for different projects.

2. Managers lack confidence in life cycle cost models
because of the absence of model verification tests. Models
should be validated prior to Air Force acceptance. Ve
should be provided with a validation certification prior to
accepting life cycle cost models. This would assure the
managers that there has been a formal consideration of the
accuracy and reasonable detail of each model.

3. The determination of failure rates should be more
consistent and automated. The method for determining the
nean time between fallure for components is done by analogy
with provisioning conferences. For common parts, such as
electronic components, this information should be

accumulated into a data base available to logistics analyst.
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4. Development of an ANOVA Residuals progran. The
Statistical Package for the Social Sciences (SPSS) does not
provide residual analysis for ANOVA} neither do other major
statistical packages. Although the residual computations 1
are simple, they are tedious and require plotting packages.
An ANQVA residual program would have aided this research
significantly.

In the continuation of this research, I recomnend an
examination of the costs predicted by these nmodels and the
actual amounts procured for the Maverick. This information
was not available during this research. As the virtual
nenory of the micro computer increases, I recomnmend that we
nove away from the small computer (VAX) and focus on the
implenentation of life cycle cost models in the micro
conputer. This would promote an added benefit of allowing
more users access to the models (because there are large
namber ¢f micro computers in the Air Force), which may spur
inprovements in 1ife cycle cost model accuracy and

capabilities.

S ERE




Appendix A

LLg LgL LE
98G‘2EE‘ LY
961226 ht
926‘912‘6h
928°126°GS
LhB“665°9E
9£GéGEe Qe
Lhg“Ll2G‘eh
9L2‘gEL ‘Lt
906°169°€S
L21¢GLG EE
LL6°G26°9E
120‘€Qe6¢E
9€6922“ah
LEE“189°06
9g€‘zlg‘eE
LEL QLY KE
198¢1Ge2°¢ LE
Lho‘onL Ly
188‘L29°gh
982°00€° L€
9£€9GK‘EE
966°902°G¢
LLL196°¢8E
LhE‘HOLER

09h‘69L°€2
£9G°L61 g2
L6202t ‘0¢
hh9fGERGE
966°820°EH
6L EEG02
1Lo‘002‘€2
180¢089°Qqz2
LEE“QRE‘LE
2ohtLL Qe
960°198°glL
heLéreccLe
€LE‘6LG q2
L12€“9hg“ge
GL9¢L20¢GE
960°198°g!
he6LéLz2gLe
£LEHLG {2
12€“9hg“ge
GlL9°“120°G¢E
950°198°glL
t6LéL2ecLe
€LE‘BLG K2
Lee‘ongge
GL9¢L20°%s¢E

ghL“Lh2gl
G0L‘9Gh°‘ 98
GhlfL29“G6
8L0°1LLh 801
196°966°¢ L2l
gLG‘6hL‘EL
qLL‘gLo‘Lg
GLE‘E6606
Lzo‘0gg“zol
60L‘Shho2l
686°L6E£°69
0£geaL 9l
008°198°48
Wl6°9£9°¢ L6
£68°GL9 HLL
922‘€L1°4G9
126G €G9“ L.
9€8°998°6L
2LE‘989°L6
2€9°062° L0l
806°€66°1L9
Geh“2GsE“ L9
hLgeLlEo‘hlL
6HE“L9L“Gg
LL2°996°001

0GL‘891L°glL
GglLf9lzéte
(WARE T/ FANIS
2L len‘eh
2LG6°199¢29
061°891°¢glL
G9lL‘glLegfee
LLLhOL 0E
2eLélen‘en
2L6°199¢29
061°g9L‘gl
G9L‘912¢¢€e
WARE TiWANIS
22Lelen‘ey
2LG“199¢29
0G61°g9L°gl
Gol9Lzf¢ge
LLL¢q0Le0E
22Lélen‘eh
mmm.Poo.mo
061°891°glL
G9L‘9Lg‘ge
LLL*H0Lf0E
2zLéLeh‘eh
002‘0KHE“LD

€1 G6°1
GL°L G6°1L
l G6°1
T G6° 1
L G6°1
€1 2l
SL*tL 2l
l gLt
Gg° 2Ll
L gL 1
€1 Gl

GL*1L G6°1

l Gl

68 Gt

Le G° 1

€1 Le=1
GL°L  le*t
l L2
Gg* JRA
Le Lest
€1 G0° 1
SL*L 60°1L
l S0° 1
G8° S0° 1L
L G0°1
JEIWNX A4

seTqeIJdE) quapuadag pue juapuadapul

Jo aseg ejeq

£e 3149Vl

Lol G2
Lol ke
Lot ge
Lol 22
Lot 12
L0°1 o0¢
Lo"L 6l
Lo*L gl
Lot L1
L0191
Lo°L Gl
Lol tl
Lot €l
Lo*1L z2i
Lol 11
Lol 0!
Lol 6
Lo*1 8
Lot L
Lol 9
Lol g
Lo*L &
Lo*L €
Lot ¢
Lot 1
dda WNN

11




Ao B o 4

3

;

]

3

5 | 929°g66°EH LLg‘6HL4g2 9L “G08°‘06 209¢209°‘¢€e £°1 G6° L £°L 06 |

3 | EGL‘w20°9r  G2G°12B8°LE  6ELC0GLE66 LGECL9L“0E SL°L G6°L £°1L 6t |

] ! 990°€90°LS  hSL‘n6G9E  896°L28°0LL  26E£°888°6E L G6°L €L gh |

: 1 928°12G6°6GS 269260t 08G“2hG‘L2IL ghg‘g02¢qs Gg-° G6°L  £°t Lt

] L ERECLGL N9 o22fglIfes  26G°E0L‘0GL  h@8mOR‘Lg L G6°L €L on |

i ! 9€L08S I GG9°mE6‘wEe  €10°Gg2 L8 209¢209°€e €L el°L €L  Gn |

i | NG EG6 Y 200°LlgL‘ge 022°9S56°h6 LGEC19L“0DE GL*t 2Lt £°1 hh !
I LLh‘0EG gh 260‘GLh“2E G88890°901 26£°888°6¢ L 2Ll L €1 €h

. ! 906°169°€S GGE“GELQE  6EL‘GLEC6LL ghg‘goc‘ss  6g° 2Lt €1 2t !

. ! EENCGEO“L9  Li2g“LloE‘9h LeE‘qLL Enl hg8 Hoh‘1Lg L 2Ll €1 th o
I Lhg‘ohg‘g8E  20L‘6L6°22  t9h‘L90°08 209¢209¢€2  €°1 G £°1 ot |}

' ! 888°‘2sl o 82260662 LI h66°68 LGEL9L‘0E GL*L G°l £°1 6€ |

‘ b LGE‘OLLO  £19°G6L‘62  nL6°0KL66 c6E‘8886E L G'L €L gf | N
| LL8008°0G  299°€ES0°‘GE  E£€6°L6LHLL ghggoc‘ss 68 G £t LE |} -
I EEN*969°96 191¢69G“2  98H“L00“GEL HgR koK L g L* Gl €1 9¢ | .

. b L19¢062°9g¢ z2oLéele2e 1629289l 209°209‘¢€2 €1 l2z°t ¢l Ge |

. ! 880°86G°“6¢E 822°606°¢G2 0Gh‘LECCES LGEf19L ‘o€ GL*L l2tiL €°1 HE |
I 9£G6°GGL 2y £19G66L°62  9Lh‘2Lg‘EH 26£‘888° 6¢€ l L2 g°1 €e |

- b 1ggfL29fgh  299°€G0°GE  ZLL2Lg90lL ghg‘go02‘6s 68 L2 L €1 2 !

. ! £90°66GL“yS 191469642y L9g8“H00°‘92! g ot Lg Le LerL €01 Lg !

. I LLG H68°HE  20L°6L16°22 2Lw‘2Gs6‘0l 209¢209‘¢e  €°1 G0°L £°1 o¢ |

d ! 888°CLH“9E  gee‘606°Ge  tLGCitzgl LGECL9LC0E  GI°L GO°L £°L 62 !

. I 122°L9L%6E £19°G66L°62 GLh¢z220‘Lg 26€£°888°6E l GO0°L €°1 g2 |
 LRECHOLER  299°EG0°GE  2H9°E€80°00L gng‘g02‘ss  Gg° 601 €°1t Lz !

” ! £0G°0£G°LS 19146962  2L0‘E09°LLL hhL¢69LqlL  L® G0l £°1 92 |

: ' AVHT AYR AYWY WOOH A9IWX X173 d3A WOAN !

: (PenuT3uo))




e |

Mt 0 5 i i avh s

Y

il Golir Sadc S S A e Gl I Ar* S § B

P WP S U S

- - —— - ——— S e e WS e e R G W R e o S P S D S P I e S S S e e TR En me e T e T S SR e e R e e A E

Lhh‘ghe“Lly  29L°0EL°‘EE  6LQCLEE‘EOL gok€209°62  £°1 G6°1L €671 &L
920°20€°LS Lgn LG LE hoGggEgecLi Goh“geg‘ LE GL*L G6°L €S°L 4yl
92812464665 0L2“690‘EH 09h“6G2°g2lL 990¢820°06 l S6°L €6°L €L
gLregeLego 66969906 086°¢2h0° Lyl h662h2°69 68 G6°1L €61 2l
828°G22 0L  Enh®l2sfl9  26E‘Lhg2lli 260°g60‘20L  L° G6°L €Sl 1L
929°1L9°Gk LLL‘9nE‘6e 02E°GLEC LG g0h“209°62 £°1 2Lt £S°L o0l
1688888t EE6ELLEE 880°€6H“80L G0h“geg‘ LE GL*L 2Lt €G6°L 69

~

RSP AR R

906°169°€G  £20°06L°QE  6EL¢ELG‘02L 990820405 I 2Lt £S°L g9 1
BL6°GEQG“6S  08E288°‘wh  ZLLER6CQEL h66¢2H2‘69  GQ° 2Lt €61 L9 =
£€9°¢€g1“g9 £€0°005°46S Llz 186291 26086020l L 2Ll ES°L 99 g

989°‘EnL‘EY G06°6L6°92 699°G2£E6H 80H¢209°62 €1 Gl £G6°1 69

198¢129°gHh 9.8°€L0GE ZLifoLyf Lot 990°820°06 L L2*1 €G6°1L g%
g6h‘6hg2s hgeE‘€92 Lt 2Lg9‘600‘€et h66‘2hec ‘69 Gg* Lzl €6l LS
8GLHOL 665 8EGG0L ‘06 8GL‘thg ‘il 260¢g60‘201L L L2*L €G°L 96§
9Lh“€99°9¢€ G06¢°6L6°92  62G°Llz2*08 goK‘209‘62 €°1 GO0*L £G°1 6§
998°¢26G° 0t £20°66h°0E 2GE 1888 Gohg2g‘LE GL*L GO°L €G°l 1§
LRE‘HOLCEN  9LRELO‘GE  2HO‘LB9‘0OL 99082006 L GO°L €G°L €6
£8L°LG8°6H hgE‘E92 Lk €28°8L6HLL h66°2H2‘69  G8° G0°l €G°1L 26
€0LH16°GS 8EGGOL ‘06 02LL9L hEL AR AUAL AR L GO*L £€6°1L 16

986°L02‘Ltr  £20°66h‘0€  068°996°101  GOw‘geg‘lE  GL°L 6L EG°L  £9 g
LL8°008°0G  9LBELO‘GE  E€E€E°GHL HLL 990°820°06G L G 1 £G6°1 €9 ]
£6G°0WL“GG  HBE‘E92°LK LoLcgale6zt H66°2H2°69 68 G £G°1 29 ) x
£98°969°€9  QEG‘GOL‘0G  ZHGELZhGL 260°g60‘201 L® G £G°1L 19 - o
LL6°LGL O G06°6L6°92  QO06°LERCGY gon‘ 2096z  €£°1 lz*l €S°L 09 .
LLECOER “qiy €20°66%°¢0¢E L0L“902°96 Goh‘geg‘ LE GL*L L2l £G°L 66 .>M

1

—— . G . - . S WS ey Gt S S A A G VR S e S e e - - -
e o e W e . e MM A e M m S R e e U e St M - ———

- > - - . P T - . - S SR e . S . - S R G e S R e e L CE S S e e G W . - S - S e e e e e S e -

' AVR'] AYH AYRWY WOOH mm&:x A4 d3d WAN |

(ponutjquol) M

. “ -‘.‘ ﬂ"'
el oy

o
A S e

‘.‘_‘- - .

LAY —
D Vn- r

A
"L .-.«...an.-q.q .

o
-t

o
e -
-
-

-

st
>

.
-



Lo et hav Sab Aot s b fas ho- aast Sae s av B u gy

it il fess died Baut fon Bon

bt o/t Agh g

e

vy

i

L B e 4

TN e ORI e

hadk Jhaliaiadl “Shad Yakt “ Sain

DD "B S S A U R~

~ W

e - —  ———n n - - G e P - S S G TR T G S S G WS P D WS T S e S G e R B e TR G WP R S R e S ST e S SR e AN W e A . e = e e - e

9Zh‘668°LS
92812666
ggL621¢29
gL2‘6LE“RY
£€68°9g2“glL
LLgleLeh
906°169°€S
BH9‘tiht ‘646
£oL¢€29¢G9
geELGH2EL
LEC“9ER Ly
11800806
£82°8RG 4GS
869°G600°¢29
£gE¢LGgolL
LGB 6HG ki
18gL29‘gn
ghLégEE“2G
86L°988°LS
€2n*6l2¢99
Lh6‘EER LY
LhE‘HOLER
ERLQLEBY
£G6°0L6°ES
gL6°8HG L9

gL16foLtLgg
6hh‘180‘EY
L99‘EnG b
L99°9g2°gS
L99°9LL‘0L
L89‘LGLEE
th98°09L ‘8¢
h66‘t88° Eh
hOh“629°1LG
gng‘ec69c9
G991 KHO“LE
8LG°060°GE
9L HGE“ O
Lt ‘Glht Ly
908°‘8h9° LS
G99°‘L KO LE
8LG°060°GE
h9L ‘HGECOY
Len‘Gla‘ Ly
908°8t9° LG
G991 h0*LE
8LG*060°GE
W9l ‘HGE o
LenGln Ly
908°8h9° LS

L60°“.Lgh hlLtL
wlGloz2gel
919599 qtrl
298°GhE ‘19l
L22°20£°G61
£2€4206°601
£8G°0LE‘ 021
606°€61°¢9E1L
6L2°9G6L°96G1
222*2Lahgl
1L64080¢€0L
126226411l
LLo‘2glelel
A4 A NAIA 3
6L200LELL
h69¢2hl ‘g6
9L2¢g2s‘ Lol
GeglLgeoct
GERCE6GLEL
hEGL62€9L
heE‘c€EL 68
961°689°00L
2h9f200°¢CLL
€EnGga6gelt
gLy LlhLléoGt

89G6°L9L ‘9
0L6LL2‘gh
88LE2L L9
h9G 66618
I\ EANR AR T4
89G6°L91°“9¢E
0L6°LL29k
ggL‘E2L L9
h9G 66G“hg
002‘Lhlnal
89G¢ 191 ‘9¢€
0L6“LL2 9%
ggL‘caLL9
h9G6 665 K8
002‘LhlLnet
89G6° 191 ‘g€
01L6°L129Y
ggL‘ECL Lo
19666548
LFARE VARt
89G° L9l “9€
0L6¢L12‘9Y
geL‘EaL L9
19666518
2LGEGGLLLL

£°1
GL°1
{
G8°
N-l
£°1
GL*1

58°
N\o
£l
GL°1
l
Gg°
N-n

G6° 1
G6°1
G6° 1
G611
G6° 1
gl i
2L
2L 1

L2l
50" 1L
G0°1
G0°1
q0°t
G0°1

. G - — v G on v S Em G e e > S5 e M G e S e fn e - = Gm e W e W W e e W wm A e We

AV

AVH

AYRWY

WOOH

(penutquo))

ERSAALDS

A4

9l
9L°1
9L°1
9L°1
9Lt
gL" 1
gLl
9L
9lL°1
9L"1
gLt
9L° 1
9L
9L° 1
9L° 1
qL" 1
9l
9Ll
9l
gLl
9L 1
9L°1
9L°1
gl
9l-1

001
66
86
L6
96
G6
16
€6
26
L6
06
68
88
L8
98
S8
kg8
£8
28
L8
08
6L
8L
Ll
9l

e - . e S en e . ey s e —im s WA G S e m e e e = am

114

-t

L,

W Y I S




92812669
889°1Lt9°09
gzLéLLz2clLy
£18°260°6G.
LLO“6HECGS
906°1L69°€S
ghL‘19L‘9S
£16°951nw9
goz6Lg ol
1egLLE LS
118¢008°¢0S
£29°8SH°hS
ghg‘tnle‘1Log
£6G°w9L L9
9hg“‘8G6°GL
Lgg‘Le9‘gh
£18°696°069
£48°206°9G
€1L°090°19
tLzgoz‘el
LRE‘HOLEEY
£€0°6L0°gH
EHECLQECES
£h9°961°66G
121L°966°¢L9

H98°060°EH
AR MNWART
£21°810°9¢9
Wl9°€06°G9
068°G20°08g
£02691 ‘g€
G6L LhL‘E
9661964
62h°9.L£°8SG
£99¢688°‘0L
286101 “G¢
£68°€89°6E
9Lh‘9E9°GH
2L6°689°¢€S
99661 ‘59
286°wol ‘ GE
£68°€89°6€
9Lh“9€9°Sh
2L6°689°€S
996°“h61“G9
286°fholL ‘G¢E
£68°€89°6¢
9LK‘9£9°GH
2L6°689°¢€G
996°%61°G9

9LG‘glegel
LL6c12g inl
Ghl699°gGlL
L96°‘g6H ERL
LLE‘gHE‘GLE
960°‘ghE ‘02l
292°290°nwElL
Gh2L2gf LGl
g62‘has‘eli
L1G‘GLh“G02
0£L°g26°h1L L
26G°goh‘azlL
Gg9‘agh‘ehl
BON“GGH°EQL
6LGhELCEBL
6L0°HEGLOL
2gzenseigLlL
LG99¢90L2E!L
9GL9GE“EGL
LoG‘zz20“Lgl
669616900t
£82‘QLE‘LLL
£€9¢0£9Kw21
hEGEG9“2hL
wge“ L6£°gal

980¢g62‘Eh
hL8°62EGS
HOLELLCEL
96Gglet L0l
goc‘heEL‘6Ht
980°862°EH
h18*62E°GS
ROLCELLEEL
gggglzéiol
g0z HEE6H1L
980°862°¢Eh
R1l8462€4GS
HOLELLCEL
96G¢glzLol
goCc“‘HEE“‘HHI
980°g62¢Eh
Hl8¢62€°GS
H9LCELLCEL
9G6G¢gle“L0l
802 HEE6HL
9g80°g62“EtH
K18 62£°GG
HLELLCEL
9G6G6fgle1iolL
g29‘cLL 0onl

(psnuT4uo))

€1
SL*1
l
G8°
N.o
€1
GL°1
l
68°
N.o
€l
GL*1
l
48°
N-.
£°1
GL°1
l
48°
N-o
£€°1
GL°i
l
68
N-o

G6°1
G6°1
G6°1
G6°1
G6° 1
L 1
2Ll
2Ll
2l 1
L1
G° 1

L2t
S0° L
S0° 1
G0° 1L
Go°* 1
Go° L

66°1 G2l
6671 ficl
66°1 €2l
66°L 2cl
66°1L L2l
66°L 021
66°1L 611
66°1 gLl
66°L Lt
66°1L 9Ll
66°1L GlLlL
66°L Ll
66°1 €Ll
66°L 2tl
66°1L LLL
66°1L 0Ll
66°1 601
66°1L g0l
66°L LOL
66°L 901
66°1 GOl
66°1 hoOl
66°1L €0l
66°1 2ol
66°1L 101

d3ad WNN

e - ——— - = e e iem . TR e S W A M e e e e W e -




N Appendix B: HCOM Input Data

(o SYSTEM INPUT DATA
- YEARS 10.00
: TOTAL NUMBER OF ORG UNITS 103.00
o OVERSEAS UNITS 33.00
f SYSTEMS PER ORG UNIT 5,42
e NUMBER OF DEPOTS 1.00
b SMTBMA, HOURS 114.56
i HOURS OF USE PER SYSTEM PER MONTH 9.36
ANNUAL DISCOUNT RATE 0.00
g INVENTORY INTRODUCTION COST $ 1200.00
- ANNUAL COST PER ITEM MANAGED 9.87
ANNUAL RECURRING COST $ 150.00
TRAINING COST PER CLASSROOM HOUR 0.00

TECHNICAL PUBLICATIONS COST PER PAGE, $1986.30
TRAINING COST PER STUDENT, $§ PER MONTH

~ Rl it
o T A A
. - Z

. INTERMEDIATE : 0.00
o= DEPOT : 0.00
' LABOR RATE, $ PER HOUR
INTERMEDIATE: 30.68
DEPOT: 48.91
o STUDENTS PER CLASS
o INTERMEDIATE : 0.00
3 DEPOT: 0.00
) NUMBER OF TRAINING COURSES
oo INTERMEDIATE: 0.00
.j-;:' DEPOT: 0.00
o REPAIR TURNAROUND TIME DAYS
Y INTERMEDIATE : 7.00
DEPOT: 14.00




-

$3 FACTOR CONUS  OVERSEAS
' %

- PIPELINE TIME, MONTHS (ONE WAY)

" HIGH VALUE 0.83 0.97
5 LOW VALUE 0.70 0.83
L ORDER TIME, DAYS

= HIGH VALUE 31.00 76.00

LOW VALUE 8.00 12.00

5 PACKING FACTOR

3 NON-EXPLOSIVE 1.94 1.94
. CLASS A EXPLOSIVE 1.94 1.94
A COST OF REPAIR SPACE $/SQFT/MO 0.00 0.00
- COST OF INVENTORY STORAGE SPACE $/CUFT/MO  0.00 0.00
" SHOPS 41.00 18.00

VALUES ASSUMED CONSTANT
QUANTITY PER SYSTEM 1.00
NUMBER OF PECULIAR PARTS 0.00

GSE MAINTENANCE COST -FRACTION OF GSE PRODUCTION COST 0.05

REVISIONS OF TECHNICAL PUBLICATIONS PER LIFE CYCLE 0.00
MANPOWER REQUIRED PER REPAIR ACTION 2.50
REPAIR TIME FRACTION TO MAKE A DISCARD DECISION 0.30
MAINTENANCE ACTIONS PER FAILURE 1.00
PART SALVAGE VALUE - PERCENT OF ITEM COST 0.00
iTEM SALVAGE VALUE - PERCENT CF ITEM COST 0.00
PERCENT OF MAINTENANCE ACTION NOT DONE AT IMA 0.98
PART STORAGE SPACE 0.00
ITEM STORAGE SPACE 0.00
PROBABILITY PART IS NON-EXPLOSIVE 1.00
STOCK PROTECTION LEVEL 0.90
FATLURE RATE PER CALENDER HOUR (NON-OPERATING) 0.000005509
MINIMUM NUMBER SPARES PER SHOP 0.00
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‘This study investigated pipeline spares calculation
Wwith four life cycle cost models for the Maverick Missile
System. The research goal was to evaluate any differences
in the pipeline costs that were calculated by the Hughes
Cost of Ownership Model, the Maverick Life Cycle Cost Model,
and the Modified METRIC Mav: rick Model, and a variation of
the Modified METRIC Maveric...

The analysis was accomplished by identifying the
independent variables with a Factor Analys.s. A Factorial
Design of three factors and five levels was used to develop
the observations that were used by the life cycle costs
models to calculate pipeline costs. The relative affect
that each of the independent variables nad upon the pipeline
costs was evaluated by an Analysis of Variance. Differences
in life cycle cost models pipeline costs were determined by
Tukey's procedure. The results indicated that costs
produced by the Hughes Cost of Ownership Model and the
Modified MOD-METRIC Maverick calculated equal pipeline
costs, but the Maverick Life Cycle Cost Model and the
MOD-METRIC Maverick did not compute costs equal to any other
life cycle cost wodel. The independent variables of Mean
time Between Failure and the Depot Cycle Time had the most
effect upon each of the life cycle costs models pipeline
ccsts.
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