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ABSTRACT

L

This document contains information on the research accomplished under AFOSR
Grant No. AFOSR 83-0166 during the time period 18 May 1984 through 17 May
1985. The work covers several different areas of optical computing and related
topics. The primary emphasis of the work is on applications of optics to inter-
connections in the area of microelectronics. A second area of investigation is the
inversion of images and wavefronts using using photorefractive crystals, and the
applications of such nonlinear operations to spatial filtering problems. Work has
also been completed on the wavefront inversion using holograms and on the
suppression of speckle in coherently formed images. Publications during the last

year arising out of the grant are also detailed.
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I. INTRODUCTION

This document is an interim annual report on the research accomplished
under the sponsorship of Air Force Office of Scientific Research Grant No.
AFOSR 83-0166 during the time period May 18, 1984 through May 17, 1985.
The research performed covers four different areas: (1) Chip-to-chip communica-
tion using optics, with emphasis on the properties of thick reflective holographic
optical elements for realizing imaging interconnections; (2) Optical distribution of
a clock to an integrated circuit chip; (3) Image inversion and nonlinear optical
filtering in real time using photorefractive crystals; and; (4) wavefront inversion
using holograms and suppression of speckle in coherently formed images (two
projects completed in the past year). We summarize the progress in each of these
areas (Sections II through V). In addition we present other information pertinent

to the grant in the final section (Section VI).

II. Chip-Chip Interconnections Using Reflective Holographic Optical

Elements

Interconnections are among the most challenging problems facing the elec-
tronics industry today. Optics is being successfully applied to the problem of
machine-to-machine interconnections (fiber-optic local area networks), but there
are interconnection problems at many other levels of electronic architectures,
from high-speed busses within a single machine to board-to-board, chip-to-chip,
and even within-chip communications. The most difficult problems in many
respects are those at the lowest levels of architecture {chip-to-chip and within-

chip), and it is at these levels that the majority of our work is focused.

-----------
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The uniqueness of our work lies in the emphasis placed on “imaging” inter-
connections, for which a connection channel is established by means of a holo-
graphic imaging element that images a small source onto one or more small
detectors. The holograms involved must be as efficient as possible, and must
achieve resolutions that are commensurate with the minimum detector sizes anti-
cipated in practice. If the source is modulated at high speed, then data is
delivered at that speed to all detector sites to which the image of the source has
been placed. The delivery of data from one source to many detectors is referred

to as "fan-out”.

Our activities on this project during the past grant year have been aimed at
two goals: (1) a quantitative comparison of optical and electronic interconnections
in the chip-to-chip communication problem, and (2) development of understand-
ing and experimental know-how in the area of thick reflective holograms suitable

for providing interconnections at the chip-to-chip level.

In the first area, a first-order analysis of the speed limitations of metalized
interconnections and optical interconnections at the chip-to-chip level has been
performed. The results of this study have been accepted for publication in
Applied Optics, and are scheduled to appear in the September 1 issue. A preprint
of this work is attached as Appendix A. The main conclusion arrived at in this
analysis is that the speed limitations of optical and metalized interconnections
are about the same, and therefore the prime advantage of optical interconnects
rests in the immunity from cross-talk and interference, not in any speed advan-

tage. If the interconnect lengths are longer than the few centimeters postulated

.............
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in our studies, then optics may have a speed advantage, provided that the capaci-
tance of the metalized lines becomes comparable with the bonding pad capaci-
tances. Bonding pad capacitances dominated the speed limitations in the prob-

lem analyzed by us.

In the second area of investigation, holographic optical elements, some

important advances were made. On the experimental side, we have developed
techniques that allow holographic reflectors with a single focal point to be real-
ized in silver halide materials with diffraction efficiencies in excess of 50%. While
this efficiency is much less than can be realized with dichromated gelatin,
nonetheless in a research environment silver halide materials are much easier to
work with, and the achievement of diffraction efficiencies in excess of 5096 makes
such elements quite useful. Secondly, we have been paying substantial attention
to the problem of making holographic optical elements with multiple focal points,
since such holograms are needed when interconnections must have fan-out. Con-
sidering the simplest case of a hologram with two foci, the recording process
requires that either two successive exposures be made, each with the same refer-
ence beam and a different single object beam, or that a single exposure be made
with all three beams present. For reflective elements, a recording with all three
beams present results in the superposition of two reflective gratings, each arising
from interference of one object beam and the reference beam, and a single
transmission grating, resulting from interference of the two object beams. If the
geometry is not properly chosen, then the undesired transmission grating can rob
energy from the desired reflection orders, reducing the diffraction efliciency or one

or both of the reflection gratings. Detailed experimental results have quantified

..................

Ml A A mmdiadoal ISP ST ST L O IS 3D/




. L i bl gt A B~ 0 Al d-0 i e el el ania et testteC RGeS e i Sad s
v
)
.

-6-

these processes, and an analysis is under way. Also under analysis are the rels-
tive advantages of sequential vs simultaneous recording of the multiple elements.
A paper on this subject has been submitted for oral presentation at the Annual
meeting of the Optical Society of America in Washington DC in October 1985. A
major effort will be continued towards developing a complete analytical under-

standing of beam coupling in multi-element reflective holographic gratings.

INI. Optical Clocking of an Integrated Circuit Chip

The speed at which integrated circuit chips can be run is sometimes limited
by the so-called "clock-skew” problem, in which the electronic clock that main-
tains synchronism of operations across the chip is subject to significant propaga-
tion delays across the chip, with the result that different parts of the chip can no
longer be kept in synchronism. The clock lines on a chip must supply signals to
virtually the entire chip, and for this reason they are very heavily loaded with
device capacitances and very long in length. The capacitive loading limits the
speed at which the clock can be run, and the long propagation delays lead to syn-

chronism problems.

Our experience with optical clock distribution to date has been limited to
the design and simulation of relatively simple circuits with integrated detectors
suitable for extracting and amplifying an optically supplied clock. The simula-
tions have yielded very encouraging results. We have found that substantially
lower capacitances must be driven by the detectors and amplifiers than by a
direct clock distribution line, due to the fact that the optical signal is easily

fanned out for delivery at several separated sites on the chip. Thus the number

N . . Wt
R A R
. . R o S

.'/:',"” ' _'._’_. ) S .‘_ e ;

CE cg'»Q(.‘-'.~ B . -7 . .
PR S PPV I I PR S 0 PP b e e e T .E_-_‘-_“‘ - L T S A .A.Ab.;\ha_




L3, 5y 500 el

»
)y ¢ 7
e i )

] '~
s

o

R
A

f: 5 420y

.2,

-7-

of devices driven by a single detector is far smaller than the number of devices
driven by a conventional clock distribution line. As a consequence, simulations
indicate that clock speeds can be increased by a factor of four if the optical dis-
tribution method is employed, rather than the conventional clock distribution
method. In addition, the optical method requires distribution of electronic clock
signals to a much smaller region of the chip, and therefore clock skew problems
will be negligible.

The next step in the development of this work is the fabrication of some
simple CMOS circuits and the experimental testing of the ideas. As our facility

with simple circuits improves, more complex IC’s will be fabricated.

The financial resources supplied by AFOSR under this grant are insufficient
to fund much further work on this topic. In addition, we have been told that,
because of the interest of other funding agencies in optical interconnections,
AFOSR does not wish to support such work heavily. For this reason we expect
the optical clock distribution work to be entirely funded by the Army Research

Office starting sometime in the Summer of 1985.

IV. Image Inversion and Non-linear Filtering Using Photorefractive

Crystals

For the past two years we have been pursuing the use of photorefractive cry-
stals for image inversion, wavefront inversion, and non-linear filtering using
coherent optics. This work has now vielded experimental results of major

interest. First, during the past year we have successfully demonstrated the real-

time inversion of intensity in images obtained by four-wave mixing. Such




inversion is obtained in a four-wave mixing experiment by imaging the object
onto the crystal, and using a reference beam intensity that is weak by com-
parison with the object beam intensity. Under such conditions it can be shown
that the local diffraction efficiency from the crystal is inversely proportional to
the local object intensity. The physics of the process is more fully explained in
Appendix B, which is a preprint of a paper that has been accepted for publication
in Applied Optics, and is scheduled to appear in June. Also presented in that
paper are photographs of a variety of images that have been inverted by this
imaging process.

ﬁ More interesting than image inversion are the non-linear filtering operations

that can be performed when the photorefractive crystal lies in the Fourier

domain, rather in the image domain. We have utilized this process to perform
enhancement of defects in periodic structures, as explained in more detail in
Appendix C, which is a preprint of a letter submitted to Optics Letters. A brief
explanation of how defect enhancement takes place now follows. In the Fourier
domain, the spectrum of the periodic structure consists of a series of bright and
sharp Fourier components, corresponding to the harmonics of the periodic object.
Also present in the Fourier domain are much broader and much weaker contribu-
tions of light corresponding to small defects in the periodic structure. The inten-

inversion process suppresses the strength of the bright spikes from the
periodic components, but does not suppress the strength of the weaker light from
the defects. Returning from the Fourier domain to an image plane, we find an

image consisting primarily of the defects, with the periodicities missing. Experi-

mental results are remarkably good, as shown in Appendix C. It should be noted
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that this enhancement process takes place in real time. The mask is introduced

Ay by Ay Ry Ny

at the input, and within some milliseconds an image of the defects appears. To

date the smallest defects detected are 100 microns by 10 microns in size, but the

")
J optical system is now being substantially improved, and detection of much ‘.
“' smaller defects is believed to be possible. The applications of this technique are
1 many, ranging from the industrial inspection of meshes used in chemistry and
biology, to the inspection of shadow grids used in color TV tubes, and possibly to
the inspection of integrated circuit masks, provided the resolution of the tech-
‘ nique can be brought to the sub-micron level. The potential commercial applica-
' tions of these techniques appear very exciting. A patent application has been filed
,j by Stanford University covering this invention.
. V. Projects Completed in the Past Year
3‘ In the early portion of this grant year, we completed two projects that had
Y
" been under way for several years. One project was concerned with the diagonali-
) zation and inversion of circulant matrices using coherent optics. This project was
successfully concluded with the publication of a paper in Applied Optics on wave-
'. front inversion using holography, and its application to matrix inversion. A
- reprint of this paper is attached as Appendix D, to which the reader is referred
for further details.
4‘; A second completed project concerns the use of digital image processing
\; techniques for the suppression of speckle in coherently formed images. A wide

n variety of techniques were investigated and compared quantitatively for the first

time. The results of this work have yet to be published, but at least one paper
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should be completed this summer.

Both of the above projects resulted in the granting of Ph.D. degrees during

the past year.

V1. Miscellaneous Information

This section contains miscellaneous information regarding the personnel and

publications associated with this AFOSR grant. The following individuals contri-

buted to the research output of the grant: ;
1. Professor Joseph W. Goodman, Principal Investigator
2. Ms. Ellen Ochoa, Graduate Student Research Assistant
3. Mr. Raymond Kostuk, IBM Doctoral Fellow

4. Mr. Bradley Climer, Graduate Student Research Assistant

The publications supported in whole or in part by this grant during the last

SHPW 1.9 PR LT TR D) B

12-month grant period are listed as follows:

Published Works

1. JW. Gnodman. I'.J. Leonberger, S-Y. King and R.A. Athale, "Optical inter-
connections for VLSI systems™, Proc. LE.E.E.. Vol. 72, pp. 80-8066 (1924).

2. Q. Cao and JW. Goodman, Wave-front inversion using thin phase holo-
grams: a computer simulation”, Applied Optics, Vol. 23, pp. 4575-4587

(19%1).
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Under Submission

3. M. Nazarathy and J.W. Goodman, ”Systolic lattice processing and ultrafast
pulse shaping by optical coupled-wave device arrays”, Proc. S.P.LE., Vol.
517.

4. E. Ochoa, L. Hesselink, J.W. Goodman, "Real-time intensity inversion using
two-wave and four-wave mixing in photorefractive BilQGeOQO”, Accepted

for publication in Applied Optics.

5. R.K. Kostuk, J.W. Goodman, and L. Hesselink, "Optical imaging applied to
microelectronic chip-to-chip interconnections”, Accepted for publication in

Applied Optics.

6. E. Ochoa, J.W. Goodman and L. Hesselink, "Real-time enhancement of

7. Submitted to

defects in a periodic mask using photorefractive BilQSiOQO ,

Optics Letters.

In addition to the above written descriptions of work, 3 oral presentations
were on research results from this grant were presented at the 1984 Annual Meet-
ing of the Optical Society of America, and one such presentation at the Optical

Computing Conference of the OSA.

We are indebted to Prof. Lambertus Hesselink for the advice he has given us
on both the work with photorefractive crystals and the work involving holo-

graphic optical elements.
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Optical Imaging Applied to Microelectronic Chip-to-Chip

- Interconnections
; -
o
o Raymond K.Kostuk
; -
Joseph W. Goodman
Lambertus Hesselink
?
2 _
o . . .
| Electrical Engineering Department
Stanford University
} Stanford,CA.94305
g
1_ An imaging system is proposed as an alternative to metalized connections
between integrated circuits. Power requirements for metalized
;.
: interconnects and electro-optic links are compared. A holographic optical
element (HOE) is considered as the imaging device. Several experimental
systems have been constructed which have visible LED’s as the transmitters and
- PIN photodiodes as the receivers. Signals are evaluated at different
o source-detector separations. Multiple expozure holograms are used as a
means of optical fan out allowing one source to simultaneously address
several receiver locations. Limitations of this technique are also
. discussed.
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1. Introduction:

< A limitation of increasing importance in VLSI electronic integrated circuit

- gy

w s sz L8

design is the interconnections between devices and systems. Restrictions of con-

o gm -

ventional interconnects arise from a) increased space allocated to wiring, b) pro-
pagation delays with increased line lengths and RC time constants, ¢} inductive
;. noise between lines, d) dominance of line capacitance over other sources of capa-
| citance as line lengths increase, and e) degrading electromigration effects on wir-
- ing materials.!>3 Since different optical signals can propagate through the same
A spatial volume without interference, the possibility of using optical methods to
| alleviate this space restriction is attractive.#36 In this paper we discuss a number
: of aspects of optical imaging which are applicable to the electronic interconnect

problem and evaluate an experimental system.

2. Comparison of Optical and Electronic Interconnections -

Figure 1 shows a typical VLSI microelectronic circuit mounted and bonded
to a package which can be connected to other electronic systems. There are
y several thousand gates on this circuit and several hundred output pins which
allow communication to other systems. Two levels of interconnection can be
identified: One connects two or more devices on a common chip, and another

& connects an integrated system or chip to another chip.

o There are a number of ways to compare the performance a=d capability of
. different types of interconnections.!® Consider one such criterion, the reactive

power required of one electronic inverter to trigger another inverter. Reactive
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power is given by:

cv?
P = 27 ‘ (1)

where C is the capacitance of the line and attached devices, V is the device

threshold level (assumed 1 volt) , and 7 is the clocking period (assumed 1 nsec).

Figure 2 illustrates gate-to-gate connection.” The gate capacitance of two
devices and the metal line connecting them must be charged to the threshold

potential for the gate. The gate capacitance is given by

€. €, A

where ¢, =3.9 for Si0, , ¢,=8.854 X 10°14F /em , A is the device area,and d
is the oxide thickness layer. Projected VLSI device lengths and oxide layer thick-

ness are 0.5um and 0.02pm, respectively. This gives a gate capacitance of

C, = 50[F [device.

The capacitance of the line joining two devices is

C =c¢,¢, —Zi l
where | is the line length and w the line width. The width/height ratio is res-
tricted by fringing field effects to a minimum value of about 2. For a typical
VLSI circuit the average length is approximately lmm long. This gives a line
capacitance of

The total capacitance of this link is then

Es
Y

--------------




C, =2C,+C,=170(F

and the corresponding reactive power

P, =8uW

Figure 3 shows a chip to chip connection.” To minimize propagation delays,
gate capacitances are gradually increased in size until the device capacitance is
comparable to that of a bonding pad. A voltage pulse from a logic element must
have sufficient power to charge these gates, two bonding pads, the line connecting
them, and a receiving gate to the device threshold level. The total capacitance of

this link is

where C, is the bonding pad capacitance. For a paa area of approximately
100um?>, and assuming a SiO, dielectric, this capacitance is about 0.4pF. Lines
connecting the pads are 25um in diameter, and are assumed to be 500um above
the ground plane. When a number of chips are connected on the same substrate,
a typical length separating a nearby pair is on the order of one centimeter. At
this distance transmission line standing wave effects are not significant (i.e. A =

30cm).

The line capacitance in this case is only 4.5fF. The total capacitance becomes

C, = 0.8pF +0.0045pF +0.1pF = 0.9pF

and the switching power

P, = 430u V.
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: Next consider a simple electro-optic link consisting of a semiconductor
source and detector. Initially it is assumed .uat all of the light from the source is

focused on the detector. The detector circuit model is shown in Figure 4. The

current generated is a function of the physical parameters of the junction and the

illumination 8
. qg(l1-r) -ap2
i, = ¢———(1-c¢
» TR )
where 1, is the photocurrent,® is the optical flux, ¢ is electronic charge, r is the

Fresnel reflection coefficient of the detector surface, v is photon energy, aq the
semiconductor absorption coefficient at A\, and z the absorption width.

Typical responsivity for a silicon device is 0.4 A/W.

The usual condition of low series and large shunt resistance simplifies the
model to a capacitance shunting a curi-=* source. Current from the detector
must charge the gate to its threshold level in a time less than the clocking period
7 . If no preamplifier is assumed, all current must originate from electrons gen-
erated from the incident optical lux & . For a 2pm thick, 25um square active
area detector, the junction capacitance is

C, =325(F

Since the detector must charge the capacitance of a gate, the total capacitance is

C, = Cy+C,=825(F

For a threshoid voltage of approximately 1 volt

o

Q = foridt ~Ir




~or o
L2 T

= lns.
. With 200 uW of incident optical power, 80pA of current
: ) can be generated in the detector, and can produce 80 femtocoulombs of charge.
' This is sufficient to produce the 1 volt threshold value. Assuming a laser diode.
h electrical to optical conversion efficiency of 309%, the electro-optic link will require

about 670pW of electrical power.

-

These first order considerations indicate that with currently available

electro-optic technology, the power required for an electro-optic link is of the

g same order of magnitude as that necessary for the electrical chip to chip intercon-
nect, and would not suffer from the problems previously outlined for conventional
interconnections. The electro-optic link compares less favorably with gate to gate

connections on the same chip.
3. Optical Chip-to-Chip Layout

The chip to chip interconnect problem can be formulated in more specific
terms as shown in Figure 5. One or more integrated systems are mounted on a
common substrate separated by distances of about lem. As mentioned previously,
at these lengths, and frequencies of 1GHz, transmission line effects are not
significant. Bonding pads are assumed to be 100um square, and separated by
100;em. Several hundred bonding pads must be connected. Each transmission
point should be able to address several receiver locations, it is also desireable for

channels to cross without interference.

An imaging system can provide this connection mechanism. Con=ider the
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-arrangement of Figure 6. A semiconductor emitter illuminates a holographic opti-

cal element, coded to distribute radiation to one or more image points. Photo-

diodes convert optical to electrical signals, which are then decoded by a digital

electronic circuit.

Advantages of using holographic elements include their adaptability to
decentered layouts by using off-axis recording geometries, and to fanout by using

sequentially exposed multiple holograms.

A number of factors must be considered in a practical system of this type.
The most attractive sources and detectors are those made from materials which
are compatible with integrated electronics. Semiconductor sources developed for
optical communications have emission wavelengths from 780nm to 1.6pm. To
date only a few holographic recording materials are responsive at these

wavelengths, and these are not very sensitive.’

Other considerations are the emission profile and polarization characteristics
of the source. Laser diodes have an emission profile corresponding to the
diffraction pattern of the junction geometry. Planar stripe junction diodes have
transverse mode divergence angles which have typical values of 60° by 10°
Therefore only a portion of the volume above the source will be illuminated. The

hologram need only occupy this region above the source to be effective.

The polarizations of these two directions are orthogonal. Kogelnik !° has
shown that polarization vectors oriented in the plane of incidence of the grating
produces a reduced coupling constant and diffraction efficiency which results in

lower image intensity.
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An LED is also a potential semiconductor source. It has the advantage of
being a surface emitter and is much easier to fabricate than a laser diode. In
addition they can be made to emit in the visible by introducing traps in the band
gap. However, they are inefficient in comparison to laser diodes and have spectral”
bandwidths of about 20nm. Also they emit unpolarized light which results in
lower diffraction efficiency for the reason mentioned above. Their intensity emis-
sion profile is cosinusoidal in angle, and therefore illuminates a larger region of a
hologram than would a laser diode. Image reconstructions with this type of emis-
sion profile are brighter when the hologram occupies large solid angles relative to

the source.

4. HOE Characteristics

The requirement for a compact system implies that the element must have a
small f-number. This also improves flux collection. The meridional angles for an
f/1 and {/3.5 element are 26.5° and 8.1° in air. A model for diffraction efficiency
must be valid for grating vectors covering this angular range. A relative-ly simple
description of grating diffraction efficiency is Kogelnik's coupled two-wave treat-

t'lO

men The expression of effeciency for reflection holograms with absorption is

given by

0 -1
n= { E/luv+(1+ e—n,)'/:'coth(u2 + {2)”2
U2

where n is the diffraction efliciency,

.
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v= jrn,

1
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€=1/2D0(1—C,./C, ) )

ad
cos

0=

n, is the refractive index modulation, d the grating thickness, ¢, and ¢, are

obliquity factors, a is the absorption/ length, and 6, is the Bragg angle. The

planar grating treatment can be extended to curved surfaces by assuming that

the surface is locally plane in the region where the ray intersects the grating.!!

A number of planar volume phase holograms were formed in bleached photo-
graphic photographic film. The thickness, refractive index, and post-bleached
absorption were measured to obtain average values for these parameters. The
results were then used in Kogelnik's model to predict the diffraction efficiency
curves, and were compared to measured curves. Although slight changes to the
values for absorption and emulsion thickness change had to be used, the agree-
ment was very good. Figure 7 shows two measured diffraction efficienéy curves
from gratings with K orientations approximately equal to the meridional angles
of f/1 and {/3.5 systems. High diffraction efficiency is maintained over a large

range of playback angles. The HOE field of view is essentially this angular range

|

and is about 30° for 25° grating slant angles, and 60° for 10° slant angles

corresponding to the {/3.5 system.

. A single grating element can interconnect a number of sources and their con-

jugate receiver locations over the angular range of high efficiency. When source

K
K
1
i!
R
-1
1
y
3
3
h




. o — b ol aee i salil SRR Sutil g T _f.".""r. N,
S B & 08 Wl A i S et A i A B H S A Sl A S A AN oo LA R

-10-

reconstruction coordinates differ significantly from formation positions, hologram
image aberrations reduce image irradiance. Aberraticns can be evaluated with
ray tracing techniques. For thick holograms these expressions may be derived
from the reflected ray components which are perpendicular and tangent to the

grating vector
F=(KEF)K-K X(K x7)

where 7 is a unit vector along the reconstruction ray, and A is the grating vec-

tor given by

and 7, and F, are unit vectors along the object and reference ray directions
respectively. The reconstructed or image ray is
7 =-(K7)K-K X{K X7)

The spot diagram generated by ray tracing should be adjusted for the varia-
tion in efficiency at different locations in the aperture of the volume HOE. How-
ever it has been shown that a close relationship exists between the observed
image field and the density of rays traced through the element.!? Figure 8 shows
the spot diagram of rays from a source point displaced 0.5 cm perpendicular to
the axis. and 0.1 cm along the axis from the source formation positions for an /1

and /3.5 element. It is clear that off axis imaging degrades much more rapidly

for smaller f/# HOE's.

A computer program coding the grating equation can be used to generate a
spot diagram at any desired image plane. When used in conjunction with

Kogelnik's efficiency model, both the aberrations and the efficiency of the rays
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forming the image can be determined. This gives a better indication of the distri-
bution of flux at the receiver location and the detector current produced from a

source of given size, output power, and location relative to the HOE. Such a pro-

gram is currently under development in our lab for use with multiple image”

reflection hologram design.

The effective HOE aperture and reflection losses also restrict the useable

source power. The solid angle subtended by the HOE relative to a source point is

D?% | cosf
A=)

where D is the diameter of the hologram aperture, § is the angle from the source

point to the center of the hologram, and r is the distance from the source point

to the hologram center.

If the source is a Lambertian emitter, the flux collected by the aperture of

the HOE is

b= (1c080)

When the source and optical element are on axis, 12.5% of the available source

power is collected with an f/1 system,and only about 1.09 for an /3.5 system.

If the hologram recording medium is not index matched to the source and
detector surfaces, Fresnel reflection losses also reduce the flux entering the grat-
ing. The recording medium used has a refractive index of 1.64, resulting in
transmitted intensities ranging from 91 to 93 % for incident angles of 0° to 30°.
Therefore 7 to 950 of the available source power is lost by reflection. If a fixed

amount of flux &, , is required at the detector then axially located sourzes must

R R L I I W A It
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have output powers ®,, exceeding this value by

‘ - (put =4 q)dt

with
3 p = 1/(.125x.08) =9 ; for an {/1 system, and
p = 1/(.01x.08) = 109 ; for an /3.5 system.

Therefore considerable power is required from a Lambertian source even when a

100%% efficient hologram is used.

The divergence angle from a laser diode is approximately matched to the
meridional angle of an /1 element (about 30° for the laser and 26 ° for the opti-
cal element). This implies that all of the power from a laser diode can be col-
lected by a smaller aperture than for a2 Lambertian source. A laser diode can
therefore have much lower input power and still produce the required. detector

current and perform the switching task.

After considering the above HOE and semiconductor source characteristics,
three types of hologram configurations appear to offer a solution. :I‘he first
arrangement is a large aperture reflecting lens with one or multiple gratings (Fig-
ure 9). This element is relatively easy to fabricate and position, and uses a point
source for reconstruction. Multiple grating formation allows a single reconstruc-
tion source to address several locations simultaneously. It does however restrict
the locations of sources and detectors to positions along diameters which pass

. through the optical axis, and fan out can only be accomplished in an invariant

pattern. This restriction may preclude this arrangement from practical
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_application, but it is important for optical system evaluation. The second and
third configurations utilize the multifacet or aperture partioning concept recently
discussed by Case!® for transmission holograms, and require directed beam recon-
struction either from a laser diode or from a directed LED emission pattern. In -
one of these arrangements a mask with the address pattern serves as the object
wave and a converging beam as the reference wave (Fig 10). This method has the
attractive aspect of having an IC compatible technique (i.e. mask making) used
for generating an address pattern. The draw back of this arrangement are the
intermodulation terms which limit the efficiency of the reconstruction in:ages.! It
is not obvious where this becomes restrictive for this application. In the last holo-
gram configuration proposed each facet is illuminated sequentially with a number
of diverging object beams and a converging reference wave (Fig 11). The posi-
tions of the object beams can be moved automatically with a computer controlled
stepper motor drive and beam ratios can be adjusted for maximum diffraction
efficiency. This configuration appears to offer the most flexible arrangement for
fabricating an interconnect pattern since it satisfies requirements for both large
number of independent channels and spatially variant fan out. The diﬁ'icillty with

this HOE fabrication technique is the mechanical complexity of the mount; how-

ever there appears no fundamental restriction to its implementation.

5. Experimental Results

To evaluate some of the above ideas a number of experimental systems were

fabricated and tested. Only the first hologram design described above is discussed
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here. The other two hologram types will be presented in future papers.

The effects of image degradation and power loss were determined by mount-

ing 2 number of sources and detectors at increasing separations, and measuring

the received detector photocurrent. The operating characteristics of the sources
and detectors are given in Table 1. The sources are surface emitting GaP LEDs.
The primary reason for using these devices is their peak emision in the visible
(635 and 655nm) making them compatible with a number of available holo-
graphic recording materials. They have about a 20nm spectral bandwidth and a
near Lambertian intensity emission profile. Their main disadvantage is their poor
electrical to optical conversion efficiency. Measured efficiency of both the 635nm
and the 655nm LED's is about 0.5%. Sources and detectors used were in chip
form with cross sectional dimensions of the same order of magnitude as the size

of the bonding pads (see Figure 12).

Two source-detector mounts were used. On the first, the devices were set on
the common conducting plane of a dual in-line IC package. This arrangement
allowed evaluation of both electrical coupling and direct optical scattering on the
detector signal received from the source image. The second mount had source
and detector on different substrates and was optically isolated to allow examina-
tion of the effects of image degradation and aperturing at large source-detector

separations.

Figure 13 1s a plot of the ratio of photodiode current with the image of the

source focused anto the detector to the current with the image focused just off

the detector. Response with source-detector separations from R6um to ! nm were
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obtained with the source and detector mounted on the same conducting sub-
strate. It appears that optical scattering and electrical coupling greatly reduce the
effective signal response at separations less than a 100pm. At separations from 2 -
4 mm, contrast ratios increase more slowly than at closer separations. With™
source and detectors on separate substrates and isolation from optical scatter, the
contrast ratio improves by an order of magnitude at 1.0cm distances, then falls

by a factor of two as separation increases to 2cm.

The image of the source was also observed on a CCD line scanner to directly
evaluate the image irradiance pattern. Figure 14 shows these profiles when the
635nm LED is 0.45¢cm , 0.60cm ,1.00cm ,and 1.50cm from the line scanner. The
hologram used for these measurements has a diameter of 1.5¢cm and is 3.10cm
from the source detector plane. The CCD scans indicate that the fall off in
effective signal response at large separations results from an increase in the image

area and a corresponding decrease in image irradiance illuminating the detector.

A number of multiple exposure holograms were made to examine the poten-
tial of optical fanout. Elements were made with the arrangement shown in Figure
15. A converging and diverging wavefront overlap to form an on-axis reflecting
lens type hologram. The film plane is then translated in this overlap region to
form a number of holographic lenses with their optical axes displaced by the
amount of translation. A single reconstruction source has a different displacement
from the optical axis of each encoded element, and therefore images the source at
a different position in space. Figures 16a.b show images produced from two such

elements. In the first. film translations of 0.7ecm by 0.25em were used. while in
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the second 0.5mm movements were made. Both situations give well resolved
images with full width at half intensity maxima (FWHM) of about 300pm. The

LED emission surface is 150¢m in length.

6. Conclusions and Future Reasearch

h. Reactive power considerations indicate that with current electro-optic tech-

nology an optical chip-to-chip interconnect requires approximately the same
amount of power to transmit high speed signals as electrical connections, but
without the need to devote large sections of the circuit substrate to communica-
tion channels. This would allow the use of more input-output ports and increase
. the information capacity of the IC. It could also reduce electrical coupling
difficulties of conventional interconnect schemes. The chip-to-chip intc;rconnect
can be recast in terms of an optical imaging system with semiconductor sources

as signal transmitters and photodiode detectors as receivers.

The diffraction efficiency characteristics of reflection volume holograms have

suffictent angular response to accomodate source detector separations of a few

- centimeters. These separations also require that the holographic element be
located a comparable distance above the circuit substrate. Other practical con-
, siderations are Fresnel reflection losses, and flux collection characteristics of a

\ particular f/# element and source emission profile. Serious limitations also exist

in the lack of compatibility between efficient semiconductor sources nd holo-
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graphic recording materials. A match between these components would allow use

of much more efficient sources and greatly improved flux collection geometries.

Initial experiments indicate that electrical and optical coupling are serious

problems when sources and detectors are less than 100um apart, and that image

blurring causes the fall off in detector irradiance at separations of a few centime-

ters and greater.

Experiments also indicate that sequentially exposed holograms have
sufficient resolution to address a number of receivers spaced from several hundred
micrometers to centimeters. This could be used to implement a number of very

flexible intercounect patterns, without the drawbacks of conventional electrical

systems.
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FIGURE 1. VLSI circuit (manufactured by Honeywell) with approximately 3000
gates and 150 bonding pads. Interconnections exist between gates on a common

substrate and from bonding pads to other circuits and outside systems.

FIGURE 2. Schematic of gate to gate connection for two inverters. The line

between gates is modeled as a single capacitor.

FIGURE 3. Schematic of chip to chip connection. Inverters have gates with
increasing capacitance to minimize signal delay. Lines are assumed short enough

so as not to be influenced by transmission line effects.

FIGURE 4. Detector circuit model. The space charge region of the junction results
in a capacitance shunting a photon induced current source.The series resistance is
typically a few ohms and can be neglected.The parallel resistance is on the order

of 10° ohms and can be assumed to be an open circuit. -

FIGURE 5. Geometrical layout of a chip to chip connection. Two integrated cir-
cuits are mounted on a common substrate with L = 1 to 5em, w == lcm, and

bonding pad widths and separations = 100um.

FIGURE 6. Imaging system for chip to chip communication. Light emitting

sources and detectors replace transmitting and recciving bonding pads. A
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hologram is used as the imaging element. Design must include [/# or D/l ratio,

intensity emission profile of the source, and source-detector separation.

FIGURE 7. Measured diffraction efficiency curves for gratings with F's approxi-
mating those formed by the meridional rays in : (o) an f/1 system,i.e 25° ; and
{x) an f/3.5 system,i.e.10°. Significant efficiency exists over anangular range of

30° to 60°.

FIGURE 8. Spot diagrams for f/1 (a), and {/3.5 (b) systems with a reconstruction
source point 0.5cm from the axis of the element at x=0,y=0. Compu.ations are

based on the grating vector equation.(+) optical axis ; (o) source point.

FIGURE 9. Simplest holographic configuration for imaging interconnects. Light
from a point source is imaged to a diametrically opposite point. Several sequen-
tial exposures can be encoded and used to produce an invariant pattern of

images. This can be used for invariant fan-out configurations.

FIGURE 10. Combined multi-facet hologram and variable image mask. A
separate hologram facet is formed with each fan-out pattern encoded on the
mask. The mask and hologram are translated with respect to each other. Each
hologram is formed with a converging reference wave to allow play back with an

expanding beam.




- FIGURE 11. Multi-facet hologram formed with selective object source points.
Source points are encoded in sequential fashion. This is the most flexible

configuration, but also the most difficult to implement.

FIGURE 12. Photograph of Littronix LED with 250um= emission area, and a
Hewlett-Packard photodiode from an electro-optic coupler with 400pm? active

area. The separation of the two chips is about 60xm.

FIGURE 13. Plot of the ratio of photodiode current with image focused on the
detector to the current with the image focused off the detector. The equipment
used did not allow measurements with source detector separations from 4mm to
10mm. (X) indicates measurements obtained with sources and detectors on the

same substrate ; (0) on separate substrates.

FIGURE 14. CCD line scan traces of images of the 635nm LED produced with
the {/1.9 HOE. The CCD has 256, 13um elements. Oscilloscope scale is 330um
per lem. Source-CCD separations are a)0.45cm ; b)0.60cm ; ¢)1.00ecm ; and

d)1.50cm.

FIGURE 15. Schematic of hologram construction arrangement to form a multiple

image with a single reconstruction source. Film plane is translated through fixed

construction beams. The resulting element (b), is in effect a set of reflect:ag lenses
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with displaced optical axes which image the source relative to their respective

axes. The lenses in (b) are shown unfolded for clarity.

FIGURE 16. a)Photograph of multiple images formed with an element having”™
0.25cm horizontal and 0.70cm vertical displacements using an LED reconstruction

source. The diode is 1em from the center of the image pattern. b) Photograph of

a CCD line trace of the LED imaged by an HOE with three 500um translations.

Scale is 330um per lcm.
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TABLE 1: SOURCE and DETECTOR CHARACTERISTICS

Sources Littronix Hewlett-Packard(HP)

Input Power 155mW 140mW
Output Power 704 W /str 80uW/str
Intensity Profile Lambertian Lambertian
Size 250um? 150pm*
A peak 660nm 635nm

AX 20nm 20nm

Detectors HP EO Coupler PD HP4205 PIN

Size 400pm? 200sm(diameter)

Responsivity(630nm) 0.1A/W 0.4A/W
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APPENDIX II

Real-time Intensity Inversion using Two-Wave and Four-
. Wave Mixing in Photorefractive Bi;;GeO,,

Ellen Ochoa, Lambertus Hesselink, and Joseph W. Goodman

Stanford University
Department of Electrical Engineering
Informations Systems Laboratory
Stanford, CA 94305

I. Introduction

-

Photorefractive crystals show considerable promise as suitable materials for
real-time optical processing. Their ability to perform phase conjugation in a
degenerate four-wave mixing configuration [1] prompted a flurry of investigation
into their properties. In addition, several types of optical processing using
photorefractive crystals have been demonstrated, including convolution and
correlation [2], interferometry (3], beam amplification [4], image subtraction (3],

edge enhancement [6, 7], and image division [8].

The last two operations tock advantage of an approximate dependence of
diffraction efficiency on the modulation depth of the grating formed in the
crystal. The authors of those papers noted that only the beam ratio of the two
writing beams and not the total beam intensity determined the output. For the

proper beam ratios, this results in an intensity inversion; that is, areas of an

object beam which are originally less intense than other sections become more !
intense in the output. However, this dependence was not investigated in any
depth nor was the effect of other experimental parameters discussed. In this
paper, we present an expression for the beam ratio dependence of diffraction
effictency which leads to a more complete theoretical understanding of the

. inversion process and its dependence on crystal and experimental parameters.
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The regime of validity of the theory is discussed. In particuiar, the range of

beam ratios over which inversion occurs (the inversion dynamic range) is
investigated both theoretically and experimentally, using a Bi;sGeO,y (BGO)
crystal in a two-wave mixing configuration. Results of inversion of gray-scale
objects are presented. It should be noted that, in contrast to the real-time
division demonstrated by Ja in a reflection grating mode [8], we are utilizing the
transmission grating formed within the BGO crystal, as well as an applied
electric field. Most significantly, our inversion of gray-scale objects is
accomplished in an imaging configuration while Ja's system apparently operated

on the Fresnel diffraction pattern of a two-gray-level mask.

Our interest in inversion lies in its potential application to many practical
problems. While photorefractive crystals have been used to perform phase
distortion correction, the added property of inversion could correct for amplitude
distortion as well. Because inversion is basically a division process, using the
inversion properties of the crystal in the Fourier domain could allow
deconvolution of two images to be performed; in particular, a deblurring system

could be envisioned [9].

II. Theory

Suppcse two plane waves of wavelength X, are incident on a photorefractive
crystal surface. as shown in Fig. 1. An index of refraction grating is formed
within the crystal, and a probe beam of wavelength X\, incident at the Bragg
angle appropriate for its wavelength, can diffract off this grating. All
polarizations are perpendicular to the plane of incidence. The diffraction
efficiency may be found using the standard coupled-wave analysis for a volume

phase hologram [10}:
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n=-e sin~ (1)

Ancosty

y ) where a, is absorption per unit length of the probe beam, d is the crystal
thickness, and 6, and 0, refer to the angles of the writing and probe beams as
measured irside the crystal. The appropriate expression for An is found by
h considering the physical processes involved in photorefraction. Incident light
intensity excites electrons from a donor/trapping level into the conduction band
where thev migrate under the influence of drift and diffusion. The electrons are
P subsequently retrapped and a space-charge field develops. Through the electro-

optic effect, a change in the refractive index occurs which is proportional to the

space-charge field. In one-dimension, the charge transport equations are

dp. dJ
_— R _ _ —Z 9
= (AL + Ipg - Bp. - (2)
dpy
o = Bre AL+ )py (3)
dE 1
- = = - 4
= (o +pu - p,) (4
pkg T dp, 3
J = Hp. E - (D)
q dzr
where
= charge density in conduction band
= charge density in donor/trapping level

total background charge density of donor/trap sites

electric field inside crystal

incident optical intensity

current density

excitation rate per unity intensity

I

spontaneous decay rate
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J = spontanecus excitation rate
jp = carrier mobility
T = temnerature of crystal

:‘ ) kp = Boltzmann' s constant

k ¢ = static dielectric constant

3 and -|q | = charge on an electron

If the two writing beams are designated [, and I, (object and reference), then

I = Ir(1+ mcosKz) (6)
where
IT = Io + ]r
2T, T, |
m = m , the modulation depth
27

and K = = ————— | the grating spatial frequency.

(N/n)/2sind,

t
|5

We are interested in steady-state conditions. In addition, when the induced
photocurrent is well above the dark current (A/r >>/7), and when p; is nearly

p,. the approximation

Al -
(_g‘)po (‘)

Il

Pe

may be used. Substituting this expression in Eq. (5) and solving for £ yields

kg TK o
msinh'z
—_ ¢ _ q ) (8)
1 + mcosh'z I + mcoshz
where C' is a constant to be determined. Since
d
V= [FE ds | (9)
0

(' may be solved for in terms of 17:
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Labeling

E, = % , the applied field

Kkg T .
and E; = , the diffusion field,
q

E may be rewritten as

E,V1-m? E;msinKz
E = Ve - -~ * (11)
1 4+ mcosKz 1+ mcosKz

The coefficient of £ at the fundamental frequency is [11]:

e (Lo

a ’Ed) . (12)

This equation essentially duplicates the expression found by Mobharam, et al [11].

It is enlightening to rewrite this equation in terms of beam ratio R (=1, /I, ).l

Thus,
m o 2VR
" 1+ R
and
VE R <1
E,=-(E, - iE;) - . (13)
1
—_— R 1
VR >

Note that for large R, 1/VR is approximately equal to m /2. The magnitude of

the change in refractive index at the fundamental frequency is

Note that this definition for beam ratio is the reciprocal of the definition usually found
in the holography literature. We have found our definition convenient since we are con-
cerned with regimes where 10 >1,




1
B

(E42 + Edz) ’ (14)

1

An = = n?r- 1
2

VR

for R > 1. Here, n is the unperturbed index of refraction and r is the electro-
optic coefficient appropriate to the geometry of the set-up. Since the argument
of Eq. (1) is generally quite small, the sinz = z approximation is valid; hence, for

I, > I,
L,
SR 15
AT (15)
It is possible for [r to be small enough such that it is not accurate to

neglect 3in favor of Aly. If we define

3 m
b, = — ' = ——
o =gy awdom 1+ 6,

then in the new expression for E |, each m is replaced by m' . In this case, £,
is no longer strictly proportional to l/\/-fT. Furthermore, in an experimental
situation, [, will vary as [, stays constant. This simulates the change in beam
ratio that would occur if /, varied over an image. [y thus varies with beam
ratio, and 6, is not a constant in a diffraction efficiency vs. beam ratio analysis.

In this case, 6, should be rewritten as

d where 6= B (16)

5 B
° 1+ R Al

The other approximation used in Eq. (7) ( p4= p, ) may be violated when the
space-charge field becomes large. To avoid this, upper limits must be placed on
the values of the applied field and the modulation depth of the grating. An
extension of this theory which discusses these limits in depth will be presented in

a future paper {12]. However, it can be said that for applied fields of 2 kV or

less. the preceding theory is valid for modulation depths up to very close to
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unity.

III. Experimental Set-Up

The two-wave mixing system shown in Fig. 2 was used to obtain data to
compare to the expression developed in Section II. An Argon ion laser
(N = 514.5 nm) was collimated and split to form the two writing beams. The
combination of a half-wave plate, a polarizing cube beamsplitter (PCB) and a
second half-wave plate allows the beam ratio to be changed while keeping the
polarizations the same. The probe beam (A = 632.8 nm) entered the crystal,
from the opposite side as the writing beams, at the Bragg angle. Care was taken
to reduce the probe beam to such an intensity such that it did not affect the
grating formed by the writing beams. The BGO crystal, of size 10 x 10 x 10
mm?3, was oriented with the x-direction shown in Fig. 2 along the [001] axis.
Gold was evaporated onto two sides of the crystal which were then placed in

contact with copper electrodes. The diffracted red beam was directed off a

beamsplitter into a power meter, after passing through a filter which blocked

green light. Diffraction efficiency was calculated by comparing the output
diffracted power with the total power in the red beam after it had traversed the
crystal when no grating was present. To obtain diffraction efficiency vs. beam

ratio data, I, was fixed and /, (and thus R) was varied by the insertion of

ncutral density filters.

Performing inversion of a gray-scale object requires that the probe beam
simultaneously satisfy the Bragg conditions for all the gratings formed in the
crystal, since the object can be considered as a superposition of plane waves at
different angles. This can only be accomplished by a probe beam of the same
wavelength as the writing beams. When all beams emanate from the same laser
and so are related in phase, a degenerate four-wave mixing system is obtained.

-
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The experimental configuration used is depicted in Fig. 3. The variable
attenuator/beamsplitter (VA/BS) regulates the amount of light in the probe
beam and preserves the polarization of light in both legs. The probe beam was
aligned to be counterpropagating to the reference beam. A lens imaged the
object onto the crystal, and the output was detected by a TV camera. To
improve the signal-to-noise ratio, a polarizer was placed in front of the output to
reduce the scattered light [13]. The crystal was placed in a Freon environment in

order to avoid dielectric breakdown at higher applied fields.

IV. Results

The two-wave mixing data are plotted as log(np'R) vs. log(R) so that
inversion is displayed as a horizontal line. The inversion dynamic range may
then easily be found from the graphs. In the experiment, the limit on increasing
beam ratio is due both to intensity limitations of the laser and to the ability to

detect the decreasing output signal.

The following values were used to compute the theoretical plots:

d =1cm

@, = 0.38 cm™! (measured in our crystal )
01 - 20

n =26

rg=235-10"2m/V

Fig. 5 shows both experimental and theoretical curves for zero applied
voltage (17, ) and for V, = 2 kV. The experimental data have been adjusted in
diffraction efficiency in order to compare the curve shapes; the actual diffraction
efliciency is approximately one order of magnitude less than the theory predicts.
This can be attributed to reflection and scattering of the input light as well as

the optical activity of BGO [14], neither of which are included in the theoretical
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expression. Since these effects should reduce the output in the same manner for

all beam ratios, each point was adjusted by the same multiplicative factor.

A nonzero value for § is necessary in order to fit the data to the theoretical
curves. For the case of Iig. 4, § = 0.25 and is the same for both values of V/,,
as is expected since ¢ is independent of E,. Hence, for moderate fields, the
inversion dynamic range is independent of the applied field, except that the
overall increased diffraction efficiency may permit detection of the inverted
output at higher beam ratios. Due to insertion loss at the electrode contacts, the
actual value of V| is less than the applied value. The best fit to our data gave a
30% loss, leading to an effective V, = 1.4 kV rather than 2 kV. The I
dependence of 6 is verified in Fig. 5 where curves for two values of I, are shown.
The ratio of §,/8, is approximately inversely proportional to I, /I, . Note that
both curves approach the same diffraction efficiency at large beam ratios and only
diverge significantly for beam ratios less than 10:1. Consequently, for all other
parameters fixed, it is desirable to have a higher incident intensity to maximize

the linear dynamic range.

Results using images in the four-wave mixing set-up are shown in Figures 6,
7, 8, and 9. In Figure 6a, the phase-conjugate image of an exposure selection
mask is shown. A field of 10 kV was applied across the crystal. The
transmittances of the sectors of the mask range from 86% to 79, and the
corresponding reference-to-object beam ratio ranges from 4.4 to 54. Note that
these beam ratios lie in the typical phase-conjugate imaging regime. The beam
ratios ([, /I,) used to form the inverse, shown in Fig. 6b, vary from 18 (for the
sector which was originally the most trznsmitting and is now the darkest) to 1.5
(for the sector which is now the brightest). Edge enhancement is apparent at

transitions between bright and dark regions because there is some point where
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the beam ratio is approximately unity and diffraction efficiency is maximized.

A black-and-white 35mm negative of a face is the object used in the next set
of photographs. The phase-conjugate image is shown in Fig. 7a; the inverted
image is shown in Fig. 7b, both obtained using an applied field of 10 kV. The
dimensions of the portion of the negative shown are 7Tmm x 4mm, but the
imaging lens demagnifies the object by a factor of 2. The transmittance of the
negative, measured with a microdensitometer, varies from 219 (for the hair
region) to 8% (for the forehead), yielding reference-to-object beam ratios of 5.7
and 14.9, respectively. In the inverted image, corresponding object-to-reference

beam ratios varied from 9.7 to 3.7.

The final two objects were portions of a slide made from an M.C. Escher
print entitled “Day and Night.” The applied field was 10 kV. For both, the
most transmitting regions allowed 729 of the light to pass while the darkest
regions had a transmittance of 8. The image of the birds scene, shown in Fig.
8a, had reference-to-object beam ratios ranging from 3.3 to 30. Fig. 8b, the
inverse, was produced with object-to-reference beam ratios of 16.3 to 1.8. The
ccrresponding figure for the river and town scene are 4.2 to 38 for the image, seen
in Fig. 9a, and 15 to 1.7 for the inverse in Fig 9b. Note that the high contrast of

the image produces edge enhancement at almost all boundaries.

Transmittances of the above images and inverses were measured to
determine the degree of inversion. For Figures 6, 8 and 9, the ratio of
transmittances of the lightest and darkest regions in the images were inversely
proportional to the ratio of transmittances of the corresponding regions in the
inverses, to within 2°¢. For Fig. 7, however, this ‘“‘contrast® was 20 less in the

inverse, because the durk regions of the images did not fully invert.




V. Discussion

In assessing the process of real-time optical intensity inversion, it is
instructive to analyze the results in terms of parameters such as dynamic range,
speed,- and resolution. The available inversion dynamic range in the optical
system, investigated in the two-wave mixing experiments discussed earlier, can be
three or more orders of magnitude at optimal conditions. Our experimental set-
up yielded close to two orders of magnitude and could be increased by using a
laser of higher output power so that larger beam ratios could be obtained without
decreasing /, and I, to unacceptably low values. In addition, increasing the
electric field increases the diffraction efficiency and allows the output to be
detected for a larger range of beamn ratios. Of course, there is a limit on the
maximum space-charge field that can exist in the crystal, which depends on the
concentration of donor/trap sites. Digital techniques are almost unlimited in
dynamic range, but this can be a curse as well as a blessing. Many digital
inversion schemes boost low-intensity noise to high levels and can seriously
degrade the resulting image. In our optical scheme, the very nature of the
process precludes this from occurring since only light of an intensity near to or

greater than the reference beam intensity participates in inversion.

The inherent parallel nature of optical processing means that the limit on
the speed of the system is imposed only by the time constant of the
photorefractive crystal. The time constant decreases as the light intensity
incident on the crystal increases. In our experiments, the time constant was
roughly 50-300 msec. However, with the use of a pulsed laser system, the time

constant could be decreased to a value on the order of nanoseconds.

The resolution is theoretically limited by the available donor/trapping sites.

This figure is estimated to be 10!% em3 for our crystal, which implies an average
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distance between traps of less than 50 nm [15]. This should allow images with
spatial frequencies of up to 2000 line pairs/mm to be adequately recorded. More
. practically, the position and diameter of the imaging lens usually limits the
modulation transfer function of the system. This constraint reduced the
resolution capability of our system to 100 line pairs/mm. With a crystal surface

area of 1 cm?, this yielded a field of 1000 x 1000 resolution elements.

In the degenerate four-wave mixing system, gratings are actually formed
between all pairs of beams, not just the object and reference beams. In
particular, a grating along the z-direction is formed between the object and probe
beam which can be read out by the reference beam, resulting in a diffracted beam
in the same direction as the output we have been considering. However, under
our experimental conditions, the diffraction efficiency of this ‘‘reflection” grating
is much smaller than the diffraction efficiency of the transmission grating. This is
a consequence of both the absence of an applied field along the z-direction as well
as the presence of optical activity in the crystal which results in an angular
difference between the polarizations of the object and probe beams. A rigorous
analysis of a degenerate four-wave mixing system must also take into account
beam coupling amongst 2ll the beams present. The results of the two-beam
coupling analysis presented in Section II are nevertheless suficient to describe the
diffraction efficiency dependence of our scheme since we are working under

conditions of weak beam interaction.

However, the applied field used to enhance the diffraction efficiency of the
transmission grating also reduces the validity of the small space-charge field
approximation discussed earlier, particularly for m close to 1. The effect is a
more pronounced fall-off from linearity than what is seen in Figs. 4 and 5, which

occurs for smaller m {larger R ) as £, is increased. As a result, it is necessary to
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be at higher beam ratios in order to be operating in a true inversion regime. In
our four-wave mixing experiments, however, we were also using larger values of

I

r

on the order of a few mW/cm®, which partially offset the increased falloff by

decreasing the effective 6.

BGO (and its isomorph BSO) are most often used for optical processing
because of their availability in large sizes of good optical quality. However, in
terms of optimizing inversion, it would be advantageous to use crystals with a
larger electro-optic coefficient. The diffraction efficiency would then be increased
at all beam ratios, and it would be possible to realize inversion over a wider

dynamic range.

VI. Conclusion

We have measured the range of beam ratios over which real-time intensity
inversion occurs and compared it to a theoretical model. The experimental data
verified the inversion dynamic range dependence of writing beam intensity, for
the moderate light level case. For moderate applied field levels (< 2 kV), the
dynamic range is unaffected by the applied field, except that the overall increased
diffraction efficiency at higher fields may permit detection of the inverted output
at higher beam ratios. Using a BGO crystal in a four-wave mixing configuration,
we have demonstrated real-time optical intensity inversion of gray-scale objects.
Therefore, it appears feasible to use inversion in applications such as feature

enhancement, deconvolution and amplitude correction.
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Fig. 1

Geometry of grating formation and read-out

Fig. 2

Two-wave experimental set-up

CL: collimating lens; PCB: polarizing cube beamsplitter; BS:

beamsplitter; N.D.: neutral density.

Fig. 3

Four-wave experimental set-up

VA/BS: variable attenuator/beamsplitter; CL: collimating
lens; PCB: polarizing cube beamsplitter; BS: beamsplitter; IL:

imaging lens.

Fig. 4

Dependence of inversion dynamic range on applied field

The solid curves represent the theoretical model using
6 = 0.25 and applied voltages of 0 and 1.4 kKV. The points
are experimental data taken using the cflective applied

voltages of 0 and 1.4 KV,

° by ‘l
k.2,
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Dependence of inversion dynamic range

on writing beam intensity
The solid curves represent the theoretical model using the
6 = 0.25 and 6 == 0.40. The experimental points were taken
at I, =05 mW/cm? and I, = 0.3 m\V/cm®. The applied

voltage was zero.

Fig. 6

Phase-conjugate image and inverse

of an expoesure selecticn mask

(a) shows the image at reference-to-object beam ratios
ranging from 4.4 for the brightest sector to 51 for the darkest
sector. (b) is the inverse with object-to-reference beam ratios
ranging from 18 (for the sector which was originally the
brightest and is now the darkest) to 1.5 (for the sector which

is now the brightest).
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Phose-conjugate image and inverse of a face
. (a) Image of a 35mm negative with I /I, from 5.7 to 14.9.

(b) Inverse, with corresponding I, /I, from 9.7 to 3.7

Fig. 8

Phase-conjugate image and inverse of a scene

(2) Image of a portion of a slide made from an M.C. Escher
print. Reference-to-object beam ratios were 3.3 to 30. (b)
Inverse obtained with object-to-reference beam ratios of 16.3

to 1.8.

Fig. 9

Phase-conjugate image and inverse of a scene

(a) Image from a different portion of the same Escher slide,

using I, /I, from 4.2 to 38. (b) Inverse, with [ /I from 15

to 1.7.
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APPENDIX III

Real-time Enhancement of Defects in a Periodic Mask using
Photorefractive Bi ,SiO,

Ellen Ochoa, Joseph W. Goodman, and Lambertus Hesselink

Stanford University
Department of Electrical Engineering
Informations Systems Laboratory
Stanford, CA 94305

ABSTRACT

The first experimental results of real-time optical defect
enhancement of a periodic mask are reported. A low-intensity
reference wave interferes with the Fourier transform of an object
beam to form a hologram in a photorefractive crystal. The non-
linear properties of the crystal perform a filtering operation, and
phase-conjugate read-out results in a defect-enhanced image.
Defects of size 10 x 100 pum? have been easily detected with high
signal-to-noise ratio, and a discussion of performance limitations is
presented.
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Real-time Enhancement of Defects in a Periodic Mask using

Photorefractive Bi,SiO,,

Ellen Ocheca, Joseph W. Goodman, and Lambertus Hesselink

Stanford University
Department of Electrical Engineering
Informations Systems Laboratory

Stanford, CA 94305

In this letter, we consider the problem of selectively enhancing defects in a
mask which consists of mostly periodic structure. This type of problem in image
processing occurs, for example, in the inspection of integrated circuit masks.
Digital techniques for inspection of a two-dimensional field, generally utilizing a
dual scanning microscope system and sophisticated algorithms for comparison
and detection, are complicated and time-consuming [1-6]. Optical systems, how-
ever, offer the advantage of parallel processing. Furthermore, there is no exces-
sive requirement on accuracy in the output in terms of the actual intensity at
each point. It is sufficient that the signal associated with the defect be much
larger than the signal associated with the surrounding periodic structure, so that,
for example, a thresholding operation can be used to determine the defect loca-

tion.

Optical spatial filtering techniques to perform defect enhancement have been
examined in the past with regard to such applications as inspection of the elec-

tron beam collimating grid and the silicon diode array target for a television cam-

era tube as well as photomasks used in the manufacture of integrated circuits (7-
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9]. These systems used a filter in the Fourier plane to attenuate the discrete spa-
tial frequencies of the periodic portion of the mask, so that, upon retransforma-
tion, only images of defects were present in the output. Though the results of
such systems were promising, the usefulness of the technique was limited by the
fabrication time or difficulty of the filter, and by the need to use high-quality,
low f# lenses when inspecting objects of large dimensions. Recently, the second
constraint has been removed by employing holographic recording of the output
combined with phase-conjugate read-out [10]. While this method has been used
to detect submicron defects, it requires two processing steps: for each mask to be
inspected, a new hologram must be recorded, and for each different type of mask,

a new photographic filter must be made.

We present a method to enhance defects in real-time, using a photorefractive
crystal. Use of the crystal allows holographic recording, filtering, and phase-
conjugate read-out processes to be performed simultaneously. The mask to be
inspected is placed in the input plane, and the defect-enhanced image appears at
the output plane, in a time limited only by the time constant of the photorefrac-
tive material. This time constant, which depends on the material used and the
incident light intensity, ranged from about 50-250 msec for our experimental
parameters. This method also differs from that described above in that all opera-
tions are carried out in the Fourier domain. To our knowledge, this work is the
first demonstration of a real-time system for enhancing small defects in a periodic

mask.

The technique for performing real-time defect enhancement is based on two
observations. The first is that the Fourier transform of a periodic object is an

array of discrete spikes whose width depends inversely on the input field size and

whose spacing depends inversely on the period of the mask. In contrast, the
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Fourier transform of a small defect is a continuous function which is several ord-
ers of magnitude less intense than the periodic spikes. The second observation is

that the diffraction efficiency of a volume phase hologram formed in a pho-

torefractive medium is maximized when the intensities of the two writing beams
are approximately equal and decreases as the difference in intensity increases.
For a reference plane wave more intense than the object beam, the output is pro-
portional to the object beam intensity; for an object beam more intense than the
reference beam, the output is proportional to the intensity inverse of the object
beam. A typical diffraction efficiency versus beam ratio curve is plotted in Fig. 1
on a log-log scale, assuming that beam ratio R (=1, /I,) is varied by changing
I, while keeping I, fixed [11]. Therefore, a defect can be enhanced by focusing
the Fourier transform of the mask onto the photorefractive crystal and matching
the intensity of the peak spectral component due to the defect to the intensity of
the reference beam. The beam ratio of the defect spectrum intensity to the refer-
ence beam intensity should fall between R, and 1 (see Fig. 1). The intensity of
the spikes due to the periodic structure will be so much greater than the refer-
ence beam intensity (R >R ,), that the corresponding diffraction efficiency will be
very small. Thus the refractive index pattern formed inside the crystal performs

both recording and filtering operations.

A Fourier optics analysis can be used to describe the propagation of light
from the object to the crystal. Suppose the mask is rectangular with dimensions
W x L and a small transparent rectangular defect, located at (z,.,y,), has
dimensions w x {. Let p(z,y) represent one unit cell of the periodic structure,
which is spaced at intervals of length a . The intensity of the Fourier transform

at the crystal, assuming W ,L >>a and unit illumination, is




R T B Y Tl T oy I T T TS YT T T W T Y W 1

Ia

| T(u,0)|2 = (WL) —‘T $ X PAHE, D jsine( W (u -2 )sine3(L (v

a a a

+ (wl)’sinc*(wu )sinc*(lv )] )

where the sinc function is as defined in Bracewell {12]. The spatial frequencies
variables are related to spatial variables as ¥ =z /\f and v = y/A\f and
P(u,v) is the Fourier transform of p(z,y). P(0,0) represents the transmitting
area of one period of the pattern, and P (0,0)/a? is the fraction of the mask area
that is transmitting. If D is defined as the dynamic range of the periodic por-

tion, which we wish to record in the R > R, region, then the ratio of the intensi-

ties of the mask portion to the defect portion of | T (u,v) |2, assuming the refer-

ence beam intensity is matched to the latter, should satisfy

2
( WL )2 P (0!0)
—— > R,D
(wl)*
For most objects of interest, this inequality is easily satisfied. I

The experimental set-up used to obtain defect enhancement is shown in Fig.
2. An Argon ion laser (A = 514.5 nm) was collimated and split to form the two
writing beams, as well as the probe (read-out) beam. A Bi;3SiOq (BSO) crystal,

of size 8 x 8 x 8 mm?,

was oriented with the x-direction along a {110] axis. A lens
of focal .»isth 381 mm and diameter 78 mm was used to perform the Fourier
transform, and the output was detected by a CCD camera. To improve the

signal-to-noise ratio, a polarizer was placed in front of the output to reduce the

scattered light [13].

The object mask consisted of a 36 x 36 array of squares, each with sides of

150 pum. The spacing between the squares was 100 pm, so the period a was

. equal to 250 um. The total mask size was 9 x 9 mm?®  Within this array were
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placed seven transmitting defects of sizes 100 x 100 gm?2, 100 x 50 gm? (2 times),
1100 x 25 pum?® (2 times), and 100 x 10 pm? (2 times), as shown in Fig. 3a. The
output of the optical system is shown in Fig. 3b, obtained using an applied vol-
tage of 4 kV. The periodic background has been quite effectively suppressed,
leaving the defects clearly visible. Fig. 4 shows an intensity scan of one line of
the output image, illustrating the worst-case signal-to-noise ratio obtained. The
defect represented is one of the two 10 x 100 gm? spots; thus, the system appears

easily capable of detecting smaller defects.
In recording the hologram, the object beam intensity at the mask (I, ) was

16 mW/cm? and the reference beam intensity was 3.0 mW/cm? which led to
beam ratios at the crystal (for the defect alone) of 0.014 to 0.00014, depending on

the size of the defect. Thus, the experimental results indicate that enhancement

occurs even for values of £ much less than one. As a result, the incident beam

ratio at the mask needed to obtain a defect-enhanced output (7, /I.) did not

vary much in response to a range of defect areas of more than two orders of mag-

nitude. Because the inverse properties shown in Fig. 1 were derived under condi-

tions of plane wave illumination, the filtering properties of the crystal cannot be
described by simply a beam ratio dependence. Further investigation into the
actual behavior of the crystal is currently being undertaken. The ratio of the
peak of the periodic portion of the transform to the peak of the defect portion

ranged from 8.5 x 105 to 8.5 x 108,

The resolution obtained in the output was constrained by two factors. The
primary constraint was the size of the crystal. Given the f# of the system, the
crystal captured only the central fifth of the primary lobe of the sinc function
due to the smallest defect; therefore, the output of the system produced the

defect convolved with a smoothing function. Even for the largest defect present,
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only the central lobe plus one lobe on each side were within the crystal boun-
‘daries. Thus, reducing the f# of the optical system (and using a crystal of larger
dimensions) will greatly improve the resolution capability. The second constraint
on the resolution was the size of the imaging elements of the CCD camera, each

of which measured 23 pgm x 13.4 pm.

In summary, a method to enhance defects in a periodic mask in real-time has
been presented. A photorefractive crystal is used to perform holographic record-
ing, filtering, and read-out processes simultaneously. Preliminary experimental
results show detection of defects down to 10 x 100 gm? in size. Detection of

smaller defects should be possible by using an optical system with a smaller f#

\, and a camera with smaller resolution elements.

ﬁ This work was supported by the NSF-MRL program through the Center for
:‘_- Materials Research at Stanford University and the Air Force Office of Scientific
E Research. The assistance of Mike Smith and Zora Norris in the mask preparation
h . is greatly appreciated.
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v Fig. 1

Diffraction efficiency vs. beam ratio

. Shown is a typical curve for photorefractive BSO or BGO.

Fig. 2

Experimental set-up

VA/BS: variable attenuator/beamsplitter; BS: beamsplitter; CL:
collimating lens; PCB: polarizing cube beamsplitter; FTL: Fourier

transform lens.

™ Fig. 3
Input mask and output defect-enhanced image
The coordinates of the seven defects, measured in units of numbers of
squares and taking the center of the lower left square to be (0,0) are:
" Defect size (um?) Coordinates (hor,vert)
100 x 100 22,7.5)
50 x 100 10,13.5
100 x 50 12.5,25
10 x 100 15,20.5
5 25 x 100 24,27.5
- 100 x 25 25.5,22
» 100 x 10 25.5,15
Fig. 4
" Intensity line scan of 10 x 100 ym?® defect
t'.: Graph illustrating the signal-tu-noise ratio obtained for the smallest
defect.
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Wave-front inversion using a thin

phase hologram: a computer

simulation

Qizhi Cao and Joseph W. Goodman

a reprint from Applied Optics
volume 23, number 24, December 15, 1984

SIS B ISEALMINROROAN | | SR | DY RUNSVEITIRIIN 11! SUrNPTTRE wy

“ - . F e A P - R T I S P . ) L
PN, UL VO ¢ ENERPVSE. L. O WRT WS- WO WL Wy GPUT . ) WY ST O NN WAL W W RPN . PP . W TR U 10, W OT8 Y




Wave-front inversion using a thin phase hologram:

a computer simulation

Qizhi Cao and Joseph W. Goodman

It has been demonstrated previously that a thin phase hologram, recorded in a weak reference condition, is
capable of inverting a complex field. Using a computer simulation of the properties of a thin phase holo-
gram, we find the operating conditions and dynamic range for wave-front inversion. The conclusions of the
simulation are used for designing an experiment to invert a circulant matrix and the results of the experi-

ment well support the analysis.

. Introduction

Wave-front inversion by means of holography has
been studied by researchers for realizing image de-
blurring, and three types of optical deblurring filter
have been developed.! One is the so-called sandwich
structure filter which consists of a thin absorption ho-
logram and an absorption transparency.?? The ab-
sorption hologram is used to reconstruct an optical field
representing the conjugate of the transfer function of
a blurring system, while the absorption transparency
has an amplitude transmittance proportional to the
reciprocal of the squared modulus of the transfer
function. Similar to the first one in the sense of still
using an absorption hologram, the second type of de-
blurring filter* leaves out the absorption transparency
from the sandwich structure by placing an absorption
mask before the object field while the hologram is re-
corded. While the structure of this filter is simpler, it
still requires a two-step process and has the same dy-
namic range as the previously described type.

The third type of deblurring filter, originally dem-
onstrated by Ragnarsson® and further studied by Ti-
chenor,$ is formed with a single thin phase hologram,
inverting the wave front by diffraction instead of ab-
sorption. This method, compared with the sandwich
structured filter, is considerably simpler in construction;
namely, it is a one-step method. In addition, it has a
larger dynamic range.! Moreover, unlike a conven-
tional hologram, Ragnarsson's deblurring holographic

The authors are with Stanford University, Department of Electrical
Engineering, Stanford, California 94:305.
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filter is recorded in the condition of a very weak refer-
ence beam (much weaker than the object beam).

Although the demonstration of Ragnarsson’s method
for wave-front inversion is quite impressive, the ana-
Itical explanation of the mechanism behind this
method is not complete. To understand how it works,
one has to adopt several postulations,” which may not
always be true in practice.

In this paper we reformulate the analysis of this type
of hologram, explicitly pointing out the inevitable phase
distortion that accompanies the desired inversion.
Then a computer simulation of this type of hologram
is carried out based on the theoretical analysis. From
the results of the computer simulation, some important
quantitative information and instructive conclusions
can be obtained; e.g., the dynamic range of the inversion
with respect to the beam ratio; the relation between
phase distortion and the brightness of the output, etc.
These results are used for designing an experiment to
invert a circulant matrix.

The method of inverting a circulant matrix by a co-
herent optical system has been described in our previous
paper® (abbreviated as pre-paper). A brief review of
the basic idea is given as the following. A circulant
matrix is one for which each successive row is a simple
circular shift of the row above by a single element. For
example, in the matrix C below, the numbers 1, 2, 3, and
4 stand for four distinct elements; the organization of
those elements in the circulant matrix is as follows:

.
| AT
w

2 3 4 1
A remarkable property of circulant matrices is that they
are diagonalized by the discrete Fourier transform
(DFT). The resulting diagonal elements are the com-
plex eigenvalues of the original matrix. By means of
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photographic film, a circulant matrix can be encoded
on a film negative that consists of many cells with dif-
ferent transmittances representing the values of the
matrix elements. After suitable modification, the co-
herent optical system performs the DFT of the circulant
matrix presented at its input, generating an optical field
representing the diagonalized matrix. If an inversion
operation and an inverse DFT follow this step, we will
finally obtain the inverse of the circulant matrix. While
an experimental result for the diagonalized process has
been presented in the previous paper, the next two
steps, and in particular the inversion of the diagonalized
matrix, will be discussed here.

In Sec. II, as a background, the characteistics of
bleached photographic film are briefly reviewed, and
the principle of generating a wave-front inversion by a
thin phase hologram is discussed. Section III first il-
lustrates the outline and flow chart of the computer
simulation and then presents conclusions arising from
the results of the simulation. While the regime of in-
verse reconstruction is our main concern, for compari-
son purpose the behavior of a conventional hologram
is also briefly studied. In Sec. IV the experimental re-
sults which support the simulation are described: the
measured intensity or the profile of the optical fields
representing the inverse eigenvalue matrix and the in-
verse matrix are presented, respectively. Finally, Sec.
V summarizes the conclusion of this work.

Il. Background

2.1 Characteristics of Bleached Photographic Film

As discussed in the literature,®!? one of the most
important photosensitive properties of photographic
film can be illustrated by a plot of D, optical density, vs
logE, the logarithm of exposure, namely, the Hurter-
Driffield curve (or briefly, the H-D curve). The density
D is defined as

1
D =log (J .

where 7 is the intensity transmittance of a film after
exposure and development. It is known that D so de-
fined is proportional to the silver mass per unit area of
the developed transparency. The exposure E is defined
as
E=1IT.

L.e., the product of the light intensity I to which the film
is exposed and T, the time duration of the exposure.

Figure 1 illustrates a typical H-D curve for a devel-
oped negative film. When the exposure is below a
certain level. the density is independent of exposure and
equal to a minimum value referred to as gross fog. In
the toe of the curve, density begins to increase with in-
creasing exposure. There follows a region of the curve
in which density is linearly proportional to logarithmic
exposure; the slope of this linear region of the curve is
called the film contrast, y. Finally, the curve saturates
in a region called the shoulder, and again there is no
change in density with increasing exposure. In the

4576 APPLIED OPTICS / Vol. 23, No. 24 / 15 December 1984
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Fig. 1. Typical H-D curve.

linear region of the H-D curve, the relation between D
and E can be written as

D =Dy + v logE, (1)

where Dy is a constant determined by the intercept of
the extended straight line region.

When a film negative is subjected to a bleaching
process, the opaque metallic silver grains return to a
transparent silver halide compound. The variation of
concentration of silver salt result in a variation of re-
fractive index and a surface relief. Therefore, the ex-
posure variation across the film is now mapped to a
phase modulation of transmitted light. It is reasonable
to think that the concentration of silver salt is propor-
tional to that of the original silver grains, and so to the
photographic density. With this as a main assumption,
the variation of phase and density can be proved to have
a linear correspondence!l; i.e.,

)
AD

where C is a constant depending on the salt polariz-
ability, wavelength, etc. Its units are radians/density
unit, abbreviated here as rad/den. Experiments carried
out with plates of Agfa 10E75 and several bleaching
chemicals!! show that C lies in the range from 0.575 to
0.960 rad/den when the phase relief is eliminated with
the aid of a liquid gate, and from 1.43 to 2.39 rad/den
when the relief is included.

From Eq. (2) it follows that a plot of ¢ vs logE should
be similar to the H-D curve. The ¢ — logE curve, or
equivalently, the H-D curve together with Eq. (2), ba-
sically characterizes a bleached photographic film.

To this point, we have tacitly assumed a lack of cor-
relation between film response and the spatial fre-
quency of an input. In practice, the density variations
produced in the developed negative grow smaller as the
frequency increases and essentially vanish beyond a
limiting frequency. This property is conventionally
characterized by a modulation transfer function > M(f).
However, the modulation transfer function of the films
used remain flat within a large frequency range, see Fig.
2. Therefore, the frequency dependence can usually

=C, (2)
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Fig. 2. Typical modulation function of film.

be neglected if the spatial frequencies of the input are
constrained to be much lower than the limiting fre-
quency.

2.2 Prinicple of Generating Wave-front Inversion by a
Thin Phase Hologram

When a hologram is formed by an object beam, O
exp(j¢,) and a reference beam, R exp(j¢, ), the exposure
on the plate is given by

E=1.T
=10} + [R|2+ OR* explj(s, — )]
+ O*R expl—jlp, — oI - T,

where T"is the exposure time. Let Ky = |O]2- T E, =
|R|?-T,und E,, = E, + E,; then

E = [',',,,ll + ¢ coslp, — :/),)I, [R1]
where
=y e (4
h(l + hl‘

is the visibility of the fringe pattern. When the expo-
sure E falls within the linear region of the H-D curve of
the film, from Eqs. (1) and (2) it follows that the phase
modulation is

Ap = Cy logE.
Substitution of Eq. (3) for E yields
Ap = Cy loglE |1+ ¢ cos(g, — o)L

Then the amplitude transmittance of the phase holo-
gram is

t = expljde)
= explyCy logE,, - expljCy log|1 + ¢ costp, — o)l (5)

Now let us apply the weak reference condition; i.e., E,
& E,: them from Eq. (4}

e~ \/—% «< 1.
K.
log|1 + ceostd, — ¢)] ~ v costa, — ¢, ). {6)
Therefore, from Eq. (5) it follows that
t 2 exptyOy logk, ) - expl|jCy e costa, — d|f

sexplyCyioghk, ) s Y (DEACyeyexplfhto, — o). (7
3

1

where the expansion

explyM cosw) = \ S JutM) explika)(j)*
is used in the derivation and J; (M) is the kth-order
Bessel function of the first kind.

From (7) it can be seen that this phase hologram
produces an infinite set of diffracted waves, each of
which has the amplitude J; (Cyv). In addition, Cye
can be very small because v is very small due to the weak
reference condition and Cy can be small, e.g., ~1, by
controlling the chemical process. Therefore,

JUCye)~ Cye, (8)

due to the nature of the Bessel function for small
arguments.

Substitution of this formula for (7) shows that am-
plitudes of the +1st orders of the diffracted waves from
the hologram are proportional tov. Furthermore, when
the hologram is illuminated by the conjugate of the
original reference beam, the —1-order diffracted wave

can be expressed as

toy = expjCy logh, - Cyu expl—j,)
[O]1R]

x exp(pd) —————
pUdd TEESTIE

expl—j¢,), (9)
where ¢4 = Cy logE,,, and unimportant constants have
been dropped. If the reference beam has uniform am-
plitude and the weak reference condition is applied
again, (9) can be written as

. { .
explea) = expl—jiba) ()] = 0,

ty = |()| O =
0 [ | =0.

(10)

We now see that a pseudoinversion process is accom-
plished except for a phase distortion factor exp(j¢q).

Hl. Computer Simulation of a Thin Phase Hologram

The analytical solution in the previous section depicts
the behavior of a thin phase hologram recorded in a
weak reference condition. However, there are still some
aspects of the problem that need to be clarified. For
example, we saw that the weak reference is a key con-
dition for an inverse reconstruction, but it is more im-
portant to know: what is the appropriate beam ratio
in order to gain an acceptably good inversion? In ad-
dition, it can be seen that the phase distortion ¢4 shown
in (10) will be reduced if small C and ¥ are used.
However, a decrease of C and ~ resuits in a sacrifice of
the diffraction efficiency or the brightness of output.
Therefore, it will be very helpful to obtain a quantitative
estimate of how these parameters are correlated and to
determine how to make a compromise when an experi-
ment is performed. These are the motivations for a
computer simulation of a thin phase hologram. In this
section, an outline of the computer simulation and the
program flow chart is given. The conclusions coming
from the results will be presented in the next section.
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3.1.  OQutline and the Program Flow Chart of the
Computer Simulation

We started with a typical H-D curve for the 649-F
holographic plate shown in Fig. 1. This curve was ob-
tained experimentally except for the shoulder that was
later added to comply with theory. However, this will
not hurt the generality of the discussion. The experi-
ment for this curve was performed in the following
conditions: exposure at wavelength 633 nm, and de-
velopment for 8 min at 20°C in developer D-19. The
curve is linear when exposure E is between ~1300 and
3000 ergs/em? or 3.11-3.50 on the log scale, with a con-
trast v of ~4.5. The toe portion ranges from 500 to 1300
ergs/em? and the shoulder portion above 3000 ergs/cm?.
Later we will see that the behavior of this curve very
much affects the properties of the first-order diffracted
wave, particularly when an inverse reconstruction is
concerned.

By using formula (2), a density variation is mapped
to a phase variation. The constant (' depends on the
bleaching process as mentioned in the foregoing section
and we chose the value 1 rad/den in the simulation.

Now let us consider a hologram formed by two plane
waves (Fig. 3). After bleaching, the amplitude trans-
mittance of the hologram has a pure periodic phase
factor as shown in Eq. (5. (¢, — ¢,) can now be ex-
pressed as wx, where x is the spatial coordinate on the
axis perpendicular to the grating fringes (see Fig. 3); «
is the angular frequency of the grating and is deter-
mined by the angle between the two .;eams. The values
of wx can be anywhere between 0 and 27, which deter-
mines the complex amplitude transmittance when E,,,,
C, and v are known. Sampling the complex transmit-
tance by sampling wx uniformly and performing a FFT
of the sampled transmittance, we are able to obtain its
spectrum and extract information about the first-order
diffracted wave, such as its modulus and its phase.
Fixing the reference beam and varying the object beam
to many different values, we can also find out the rela-
tion between the diffraction efficiencies and the phases
of the first-order wave and its corresponding input
object wave.

With all this information in hand, we can then char-
acterize the resulting phase hologram by plotting eff1,
the efficiency of the first order, vs E,,, with E, as a pa-
rameter. A list of E,, effl, k, and « with a fixed C and
E, will also be produced, where k is the beam ratio, and
« is the phase distortion. A program flow chart is
shown in Table 1.

Repeating the job illustrated in Table | twenty times
and collecting the various eff1’s, we are able to plot an
effl vs K, curve, etc.

3.2. Resuits

Although the main goal of our simulation is to find the
regime for an inverse reconstruction, we will report re-
sults of both conventional and and inversion cases. A
conventional hologram usuallyv is expected to generate
an image similar to the original object during recon-
struction: e the reconstructed image field is expected
to be linearlyv propertional to the input object field.
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Fringe
Fig. 3. Hologram formed by two plane waves.

Table l. Program Flow Chart

Eor=Eo+Er
k=Er/Eo, v=2Jk[E+}

20 Do =132
Hi)=loglE, {1+ veor{22(s 1}{32)]

mterpolation D{)
frenn a known
H-D rurve l

Doy=1, 32
oli) = CoD{i)
1) = corfel)), ko) = amnlobi))

FET ‘

Als) and Ms), v =1, 32
the real and imaginary parls
of the spectrum

i
af = VXT2) ¥ YA3) . o1} = arctg| M12)/ XT2)]

the modulus square aod the phase
of the 1" order difiracted wave

o

Nl ==

3
N a2
o
=

This requires exposure in the condition E, > E,. In
what follows, we will present the results for both cases.
All the tables and figures illustrating the results appear
at the end of this section.

A. E,. > E,—Conventional Hologram

The data listed in Tables 1I(a)-(c) together with the
three graphs shown in Figs. 4(a)-(¢) are the results of
the three sample trails. Ineach of the tables there are
five columns containing the following data: (1) the en-
ergy of the object beam, K, . (2) the percentage efficiency
of the first-order uiffracted wave, ef{1(7% ) (3) the beam
ratio £; (4) the visibility v: and (5) a. the radian phase
angle associated with the first-order diffracted wave.
At the top of the tables, the coefticient (" and the fixed
refercnce beam energy E, are given.

From the data shown, some observations and con-
clusions can 1,2 made.

1. Linear reconstruction occurs when the average
exposure E,, falls in the toc portion of the H-D
curve.

From Fig. 4(b) it can be seen that the reconstruction
will be very linear when the reference heam is 600
ergs/cm? and the object beam is not over 200 ergs cm .
Thzt is to say, the optimum average exposure is ~ 700
ergs/em*, which falls in the toe portion of the H 1) curs.
(Fig. 1) and is just at the center of the t -F curve.’  Thi.
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Table ll. Output Data from Simulation: (a) E, > E,,C = 1rad/den,E, =
$00 ergs/cm?; (b) E, > E,,C = 1rad/den,E, = 600 ergs/cm?; (c) E, >
E,,C = 1rad/den,E, = 700 ergs/cm?

R I I T )

C_ =l rad e £ = 300 erusfem?
Elergezem® | b0 ] & v o tradian}
i .01 SO0 00 00 150
10 35 3000 28 138
20 Kid 2300 W3R8 150
I 1.0 16 67 A6 1=
10 134 1250 52 1xy
a0 167 10,00 57 156
60 201 833 62 188
H 230 T 66 199
80 279 825 69 1.92
169 363 500 35 1.9
120 1.50 117 79 1.99
110 5.4t 357 83 203
160 6.42 3.3 88 207
180 743 278 &8 211
20 RS 200 60 2.0
A0l 9.3 227 R 207
1047 208 R 220
1145 12 95 223
1241 179 96 205
R 167 a7 o
Cozodrad[den  F. = 600 erge fem?
A A 3 a (radian)
1 o 600 00 o8 185
10 58 60 00 25 187
20 1.0% 3060 35 1.89
30 1.60 2000 A3 1.90
10 210 1500 42 1.93
a0 27 1200 53 195
60 3.33 1000 57 1.97
0 3.92 837 61 2.00
0 1.51 7.30 81 2.02
100 5.2 800 70 2.06
120 6.96 5.00 5 2.10
110 8.18 120 78 2.14
160 938 375 82 2.18
%0 1055 333 &4 2.22
) _ 1o 300 &7 225
2 1280 233 &9 228
210 13 815 250 90 231
2 14180 231 92 2.34
200 1580 214 03 2.37
o ten 1683 200 ai 230
(c)
| €= N vad/den  F. == 700 crgefem®
|0 teraefem | cff UK & u o (radian)
1 07 700 00 0% 1.95
10 73 70.00 2 1.97
0 1.53 35.00 .33 1.99
30 2.3% 2333 40 2.01
10 3.21 A5 2.01
50 1.01 14.00 50 2.06
60 185 11.67 H 2,08
0 5.68 1000 57 211
&0 6.48 875 81 2.13
100 808 7.00 66 2.17
120 959 5.83 71 2.21
110 10.99 5.00 s 2.25
160 12.32 438 78 229
180 1350 3.89 81 2.32
200 1579 350 83 2.35
220 1502 318 83 2.38
210 165 292 &7 2.41
250 1501 2.069 .89 2.4
240 1907 250 00 2.6
IR IT S B L 223 .92 240

20.00
o (@
;\;
3
M
o
Y L
S 15.00
-
2
v
£
H
- -
° 10.00
x
9
I
s
b4
<
b
v 5.00 [
1 1 1 1 1
.00
.00 $0.00  100.00  150.00  200.00  250.00  300.00
Eo (ergs/em? )
20.00
~ (b)
.\\;
9
v
-l
L -
S 15.00
-
2
3
< f
- L 1
° 10.00 1
N
3 I
s |
M . |
2% \’\\\"’ |
5.00 - "
|
{ |
E,=100rrgsfcm? 'I
1 1 1 1 1
.00
.00 50.00  100.00  150.00  200.00  250.00  300.00
Eo (ergssem? )
20.00 -
- (©) 7
o
H
o
3 -
S 15,00
-
2
o
£
<
% =
e 10.00
>
Q
£
L
2
<
% L
5.00
1 1 1 1 J
.00
.00 50.00  100.00  150.00  200.00  250.00  300.00

is the same condition that would normally be required
when an absorption hologram is recorded.!*

2. Linear reconstruction occurs when the beam
ratio is not less than 3/1.

As pointed out above, linear reconstruction takes
place when the reference beam is 600 ergs/cm? and the
object beam not over 200 ergs/cm2. This fact can be
stated in terms of beam ratio, i.e., linear reconstruction
occurs if the beam ratio is not less than 3 or the visibility
is not higher than 0.87 [Table II(b)]. This is also similar
to the condition required for a good absorption holo-
gram,!4

Fig. 4.

effl vs Ep for E, > E,: (a) (E, = 500 ergs/cm2,C = 1 rad/

Eo (ergssem? )

B o - " T . S et e
PR NI S SOV VU WS WO W G PRl

den); (b) (E, = 600 ergs/cm2,C = 1 rad/den); (c) (E, = 700 ergs/cm2,C
= 1 rad/den).

3. The diffraction efficiency is higher than would
be obtained with an absorption hologram.

The diffraction efficiency will be up to ~10% [Table
II(b)] for a linear reconstructed image. This is much
higher than that for an absorption hologram.

4. The phase distortion is very small.

When the hologram is formed by two plane waves,

from Eq. (3) the log exposure can be expressed as
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Table (. Output Data from Simulation: (a) E, < E,,C = 1rad/den,E, = 1 ergs/cm?; (b) E, < E,,C = 1rad/den,E, = 10 ergs/cm?; (¢) E, < E,,C
= 1rad/den,E, = 100 ergs/cm?; (d) E, << Eo,C = 1rad/den,E, = 1.3 ergs/cm?

(a) ©)

C =1 radf{den . E, = | erg [em? C =1 rad/den . E, == 100 ergsfem?

E_(ergs/em® ef[1{5) k v a (radian) | eff1-E, £, (ergs [em?] ef11(5¢) k v o (radian) § eff1-E,
500 041 1/500 09 1.76 20.70 500 3.63 1/5 75 1.96 1817.38
700 072 1/700 08 1.95 50.70 700 8.08 1/7 06 217 5058.59
900 158 1/900 07 2.18 140.18 900 12.33 1/9 60 2.39 11097.65

1100 220 1/1100 .06 2.46 248.38 1100 15.12 /1 55 2.61 16632.14
1300 21 1/1300 08 2.75 352.08 1300 18.62 1/13 52 2.81 21614.64
1400 254 1/1400 05 2.89 355.99 1400 16.92 114 50 2.91 23096.16
1500 237 1/1500 05 3.02 356.05 1500 16.96 1/15 A48 3.02 25450.68
1600 223 1/1600 05 -3.14 356.11 1600 16.77 1/18 A7 3.12 26835.01
1700 210 1/1700 .05 -3.03 356.15 1700 16.39 117 1 46 -3.08 27863.24
1800 .198 1/1800 05 -2.92 356.19 1800 15.92 1/18 45 -2.96 28602.44
1900 .187 1/1900 05 -2.82 356.23 1900 15.38 1/19 A4 -2.86 29233.93
2000 178 1/2000 04 -2.72 356.27 2000 14.79 1/20 43 -2.76 29592.41
2200 162 1/2200 04 -2.54 356.32 2200 13.61 1/22 41 -2.58 20937.41
2400 148 1/2400 04 -2.37 356.37 2400 11.98 1/24 39 -2.44 28762.42
2600 137 1/2600 04 -2.22 356.41 2600 10.18 1/26 .38 -2.31 20458.07
2800 127 1/2800 04 -2.08 356.45 2800 8.30 1/28 .36 -2.21 23233.68
2900 123 1/2900 04 -2.02 356.46 2900 7.39 1/29 .38 -2.18 21445.99
3000 119 1/3000 04 -1.95 356.48 3000 6.52 1/30 35 2,12 19563.65
3200 050 1/3200 04 -1.85 158.54 3200 1.94 1/32 34 -2.04 15810.37
3100 029 1/3400 03 -1.78 99.75 3100 3.57 1/34 33 -1.97 12147.03
(b) (o))
C =\ rad/den , E, = 10 erga/em? C =1rad/den  E, = 1.3 ergs/cm?

E_(ergsfem® | eff1(S) k v a (radian) | efJVE, E, (crgs [cm® eff (%) k v a (radian) | eff1-E,
500 353 1/50 .28 1.78 176.41 500 .54 1/385 | .10 1.76 26.91
700 an 1/70 24 1.97 508.92 700 094 1/538 | .09 1.95 65.98
900 1.439 1/%0 21 2.21 1295.13 900 201 1/602 | .08 2.18 180.76

1100 2.275 1/110 .19 2.47 2502.58 1100 .290 1/846 | 07 2.46 320.08
1300 2.554 1/130 17 2.75 3320.53 1300 2351 1/1000 | .08 2.75 456.12
1100 2.461 1/140 17 2.89 3445.85 1400 .330 171077 | .06 2.89 462.43
1500 2.323 1/150 .10 3.02 3484.60 1500 308 1/us2 | 0o 3.02 402.54
1600 2.181 1/160 .18 3.4 3480.85 1600 .289 1/1230 | .08 3.4 462.63
1700 2.056 1/170 15 -3.03 3194.49 1700 272 1/1308 | .06 -3.03 162.71
1800 1.944 1/180 15 -2.92 3498.60 1800 .257 1/1385 | .05 -2.92 462.78
1900 1.843 1/190 14 -2.82 3502.289 1900 244 1/1462 | .05 -2.82 462.84
2000 1.753 1/200 .14 -2.72 3505.81 2000 231 1/1538 | .05 -2.72 1462.89
2200 1.598 1/220 13 -2.54 3511.34 2200 210 1/1892 | .05 -2.54 462.99
2400 1.465 1/240 13 -2.38 3516.12 2400 .193 1/1846 | .05 -2.37 483.07
2600 1.354 1/260 42 -2.23 3520.18 2000 178 1/2000 | .04 -2.22 463.14
2800 1.258 1/280 12 -2.09 3523.87 2800 .165 1/2154 04 -2.08 403.20
2900 1.139 1/290 12 -2.03 3302.49 2000 -180 1/2231 04 -2.02 463.23
3000 954 1/300 12 -1.97 2862.33 3000 -154 1/2308 | 04 -1.95 483,26 |
3200 .597 1/320 a1 -1.88 1910.09 3200 067 1/2462 | .04 -1.85 213.54
3400 290 1/340 B -1.80 987.08 3400 038 172615 | .04 -1.78 129.66

logE = logE,, + log(1 + v coswx),

where the first term is a logarithmic exposure bias for
afixed E, and the second term is a log exposure excur-
sion riding on the bias. When the excursion of the log
exposure falls within the toe portion of the H-D curve,
the resulting phase modulation can be expressed as

¢ = ¢(Eo;) + Ag(v,wx), (11)

where ¢(E,,), a function of E,,, is independent of spatial
variables for a fixed E,,, and A¢(v,wx) is a phase ex-
cursion with a high spatial frequency, A denoting the
nonlinear mapping of exposure to phase in the toe
portion. From Eq. (11) it follows that

t ~expljo(E, )] - expljAd(v,wx)],

where exp[j¢(E,)] is again a constant, but expli-
A¢(v,wx)] is a function of v and x with a period of
(27)/w, its Fourier series representing a set of diffracted
waves. The coefficients of this Fourier series may not
be real in general, possibly generating some additional
phase too. However, if the nonlinearity of the toe
compensates for the logarithm of the exposure appro-
priately, A¢ could be approximately cosinusoidal, in
which case the Fourier series of exp[jA¢(v,wx)] has real
coefficients. In this case, this phase excursion term
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would not introduce a large dependence of phase on v
and the extra phase involved in the transmittance is
mainly due to ¢(E,,). Now if a complex object wave-
form consists of many object beams, ¢(E,,) becomes no
longer constant but varies as E, varies, causing a phase
distortion of the reconstructed waveform. Neverthe-
less, for the case of a conventional phase hologram, be-
cause E, is stronger than E,, the variation of E,, is rel-
atively small, finally leading to a small phase distor-
tion.

From Table II(b) it can be seen that the total amount
of change of a(A«a) is indeed small (<0.4 rad for the
entire dynamic range) and can be neglected.

B. E, « E,—Inverse Reconstruction

The simulations in the condition of E, « E, (again
E, is fixed) were done with three different values of C,
i.e.,,C=1,0.5,0r0.1 rad/den. Similar to the conven-
tional case, the simulation is conducted with a fixed
coefficient C and fixed E,(«<E,). E, now varies over
a large scale (e.g., 500-3400 ergs/cm?), and then a list of
data with an associated graph is produced by means of
the computer. Tables III(a)-(d) show the four lists of
data obtained when C = 1 rad/den and E, = 1, 10, 100,
and 1.3 ergs/cm?, respectively. Also the four graphs
related to the four trials are shown in Figs. 5(a)-(c).
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Fig.5. efflvsE, for E; « E;: (a) (E, = 1 erg/cm?,C = 1rad/den); (b) (E, = 10 ergs/cm2,C = 1rad/den); (c) (E, = 100 ergs/cm2,C = 1 rad/den);
(d) (E, = 1.3 ergs/cm2,C = 1 rad/den).

The trial with E, = 1.3 ergs/cm?, in addition to that with
E, = 1 ergs/cm?, was done to examine the changes of
results due to small changes of E,; particularly to study
how the types of inversion depend on the beam ratio.
This will become clearer later. For the cases of C = 0.5
or 0.1 rad/den, three trials were done for the three dif-
ferent combinations of C and E,: E, = 1 erg/cm? with
C =0.50r0.1 rad/den and E, = 2 ergs/cm?2 with C = 0.1
rad/den. The results are shown in Tables IV(a)-(c) and
Figs. 6(a)-(c). The columns in these lists are the same
as in Table II, except that an extra column effl - E,
appears here to display values of the products of eff1
and E,. A perfect inversion process would result in a
constant value of this product.

From all the data presented, the following conclusions
can be drawn:
1. The Regime for Inverse Reconstruction

Even though, as discussed previously, a thin phase
hologram can peform an inverse reconstruction ap-
proximately, it is still useful to introduce criteria for
strict and approximate inversion from a practical point
of view. In the following context, we define strict in-
version to mean that effl - E, ~ const within an ac-
ceptable tolerance, e.g., ~1%. On the other hand, our

definition for an approximate inversion is the regime
where the tolerance of effl - E, exceeds ~1% or more
wherever the output brightness (eff1) drops as the input
brightness (E,) rises.

(1) Strict Inversion Occurs in the Straight Line Portion
of the H-D Curve when the Beam Ratio k is Very
Small.

Going through the data listed in Table III(a) and the
corresponding Fig. 5(a), we see that the output [eff1(%)]
first increases and then decreases as E, goes up. The
turning point for the start of inversion is at 1300 ergs/
cm?2. From E, = 1300-3000 ergs/cm2, where the beam
ratio & is from 1/1300 to $/3000, eff1 - E, remains con-
stant with a tolerance of 1.1%; i.e., a strict inversion
happens in this region. Again comparing with the H-D
curve shown in Fig. 1, we find that in this trial strict
inversion occurs when E,,.(~E,) is just within the linear
portion of the H-D curve and its dynamic range covers
the entire linear portion of the curve. Raising the ref-
erence beam to E, = 1.3 ergs/cm? so that the beam ratio
k varies from 1/1000 to 1/2308 while E,, is within the
linear region of the H-D curve, as shown in Table 111(d),
we see that the tolerance of eff1 - E,, over this region
rises to 1.5%(>1%). This implies that strict inversion
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Table IV. Output Data from Simulation: (a) E, < E,,C = 0.5 rad/
den,E, = 1erg/cm?; (b) E, < E,,C = 0.1rad/den,E, = 1 erg/cm?; (c)
E, « E,,C = 0.1rad/den,E, = 2 ergs/cm?

, (=05 radjden  E, = | erg Jem®
1 {rrgs fem”) ef1104) : v a (radun) | eff1F,
500 00 1/500 .09 167 5.18
700 018 1/700 .08 156 12.68
o00 .039 1/900 .07 1.87 35.00
1100 057 1/1100 0n, 201 62.20
1300 068 1/1300 .06 2.18 88.20
1100 061 171100 .05 2.23 83.17
1500 059 1/1500 .05 230 89.17
16C0 858 1/1600 05 2.30 89.18
1500 032 1/1700 .05 2.41 89.18
1800 050 1/1800 .05 247 89.18
1500 047 1/1900 .05 2.52 £89.18
2000 08 1/2000 04 2.57 89.19
2200 oH 1/2200 .04 2.66 89.19
2100 Q3% 1/2100 04 2.4 89.19
2600 014 1/2600 .01 282 89.19
2800 .02 1/2800 .01 2.89 89.20
0% 1/2600 01 2.92 89.20
) _1/3000 01 295 29 .20
o 1/3200 01 3.00 39.65
o 1/3100 03 301 2491
C =01 rad/den  E, =1 erg [em?
Fo fergfem® LAY k v o (radian) | eff1-E,
500 000 17300 .09 1.59 21
700 001 1500 08 1.61 .51
900 002 1/900 .07 1.63 1.40
|10 002 1/1100 08 168 2.49
1300 .003 1/1300 .06 1.69 3.53
1400 003 1/1100 .05 1.70 3.57
1500 .002 1/1500 03 152 3.57
1000 002 1/1600 .05 1.7 3.57
1700 002 1/1700 .05 1.74 3.57
1%00 .002 1/1800 .05 1.75 3.57
1600 .002 1/1900 035 1.76 3.57
2000 .002 1/2000 04 | g 3.57
2200 .002 1/2200 04 1.79 3.57
2100 001 1/2100 01 1.80 3.57
2600 001 1/2600 M 1.82 3.57
LA .001 1/2800 04 1.83 3.57
2000 001 1/2900 01 1.84 3.57
o o 172000 01 1.85 3.57
000 1/3200 01 1.86 1.8
nnt 1/3100 [X] 1 86 1.00
C = 0.1 rad/den , E, =2 ergs fem®
N (rr[.v{rmz' ef[1(5¢) k | v a (radian) | eff1E
500 001 1/250 13 1.59 .40
00 001 1/350 A1 1.61 1.02
900 .003 1/450 .09 1.63 2.76
1100 005 1/550 .09 1.668 5.10
1300 .005 1/650 .08 1.69 7.01
1100 005 1/700 .08 1.70 7.14
1500 005 1/750 .07 1.7: 741
1600 001 1/800 .07 1.73 7.4
1700 001 1/850 07 1.71 711
1200 0014 1/900 .07 1.75 7.14
1900 004 1/950 .06 1.78 7.4
2000 001 1/1000 .08 1.77 7.14
2200 .003 1/1100 .06 1.79 7.14
2100 003 1/1200 .08 1.80 7.14
26500 003 t/1500 .00 1.82 7.1
200 004 t/1100 .05 1.83 7.4
2400 002 /10 .05 1.81 7.0
_aeen fo_oon b _tfison |06 1.85 T
3200 001 1/1600 05 1.86 345
v e ) rfizon 05 1.88 1.6

does not hold over the entire linear region of the H-D
curve but only over a part of it, i.e., from 1400 to 3000
ergs/cm?, over which the tolerance is <1%. When E,

{
-

e = 10 ergs/cm?, the dynamic range over which strict in-
-7 verse reconstruction holds drops to between 1500- and
f-‘;'.. 2600 ergs/cm? with a beam ratio k from 1/150 to 1/260.
. This reduction continues until this range is just a small
:{ segment of the column, as in the case of E, = 100 ergs/

cm2, where strict inversion remains at best only from E,
= 1900 to 2000 ergs/cm2. With such a small dynamic
range, this strict inversion is, in fact, useless. Therefore,
it may be more realistic to claim that strict inversion
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occurs only when the total exposure is in the straight
line portion of the H-D curve and the beam ratio is so
small (E, « E,) that the maximum dynamic range can
be achieved. Quantitatively, in this example the beam
ratio is smaller than 1/1300 for a strict inversion. That
is to say, with this number, the approximations [Eqgs.
(6) and (8)] introduced into the theoretical analysis in
the foregoing section are valid in the sense of producing
a strict inversion over a maximum dynamic range. This
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number, as we will demonstrate later, has general sig-
nificance, independent of the type of film or chemical
process to a certain extent, and will be considered as an
important reference for our experiments.

(2) Approximate Inversion Occurs in the Straight Line
Portion Plus the Shoulder Portion of the H-D Curve.

According to the definition, an approximate inversion
can be realized throughout the whole H-D curve, except
for the toe portion. For example, in Fig. 5(a) approxi-
mate inversion for the case of E, = 1 erg/cm? covers the
whole range from 1300 to 3400 ergs/cm?, but there is a
steep drop prominent at about E, = 3000 ergs/cm?,
which corresponds to the boundary between the straight
line portion and the saturation portion of the H-D curve.
As E, increases, the dynamic range of the strict inver-
sion is reduced, but the curve becomes smoother and the
abrupt drop disappears when E, = 100 ergs/cm2. The
dynamic range of the approximate inversion for E, =
100 ergs/cm? is from ~1500 to 3400 ergs/cm?.

(3) The Dynamic Range for Inverse Reconstruction is
Determined Only by the Extent of the H-D Curve.

Investigating these two kinds of inversion, it becomes
clear that the regime of inverse reconstruction is located
in the linear region or the linear region plus the shoulder
of a H-D curve. It follows that the dynamic range of the
object energy is determined by the extent of the linear
region and the shoulder of the H-D curve. In our case,
the dynamic range is ~2:1 for a strict inversion, and
~2.6:1 for an approximate inversion. These numbers
correspond to a total exposure region from 1300 to 3000
ergs/cm? or 1300 to 3400 ergs/cm?, respectively.

Recall that a thin absorption hologram has linear
reconstruction only when the total exposure is within
the toe portion of the H-D curve. Since the region of
the toe is much smaller than the linear region of the H-D
curve, we see why a sandwich deblurring filter, which
consists of a thin absorption hologram as mentioned at
the beginning of this section, has a smaller dynamic
range than Ragnarsson’s filter, which is constructed by
a thin phase hologram in the weak reference condi-
tion.

Inverse reconstruction will never occur when E, is in

the toe portion of a H-D curve. This can be explained
qualitatively as follows. It can be seen that the effi-
ciency (effl) is proportional to the phase excursion,
which is a function of either the excursion of the input
E, or the slope of the H-D curve. In the toe portion, the
slope of the H-D curve continuously rises, causing the
phase excursion to increase as E, increases. Even
though, at the same time, the reduced beam ratio and
visibility due to the increase of E, tend to suppress
phase excursion, this effect cannot compete with the
strength of the slope increase, so that finally the phase
excursion goes up as E, rises, and so does the diffraction
efficiency.
2. Efficiency of the Inverse Reconstruction is
Very Small for Conditions Yielding a Strict In-
version but Higher for Conditions Yielding an
Approximate Inversion.

(1) In the straight line portion of the H-D curve, the
slope of the curve remains constant and the efficiency
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Table V. Efficlency of Two Types of inversion

Linear Region of H-D Curve : 1300 3000¢rgs/ e
C = | radians/unit- density
£ The Type
E, E, = — of eI}
£,
nversion
1 | 1300-3000 | 1/1300 - 1/3000 strict 0.12-0.27
10 | 1300-3400 | 17130 - 1/340 approx. 0.28-26
100 1600-3400 1/16 - 1/34 approx. 3.57-16.8

rests solely on the square of the visibility, which is very
small. Therefore, the efficiency is very small for strict
inversion. It is shown from Table III(a) that the effi-
ciency in this case is only 0.27-0.12%.

(2) When E, increases, the strict inversion changes
to approximate inversion. The diffraction efficiency
increases accordingly, e.g., ~3.57-16.8% when E, = 100
ergs/cm? and E, from 3400 to 1500 ergs/cm?2 [Table
ITl(c)]. Thus, the efficiency and the degree of inversion
are two contradictory parameters and some compromise
must be made in practice. The comparison of ef-
ficiencies for the two types of inversion is listed in Table
V.

3. Phase Distortion

Unlike the situation for a conventional phase holo-
gram, the phase distortion becomes more severe for an
inverse reconstruction phase hologram. For example,
the difference of the phase angle, A, for the whole
dynamic range of the object is ~1.58 rad when C =1
rad/den and E, = 1 erg/cm? [Table I1I(a)] and remains
around this number for the other cases. This is just the
phase distortion ¢4 we predicted in the previous section.
It can be seen that this larger ¢4, as an intrinsic draw-
back, is due to the larger movement of the working point
(total exposure) on the H-D curve when this type of
hologram is formed. Yet, it can be much improved if
the linear portion of the H-D curve has a very small
slope () and the constant C is smaller.

4. Effect of the Density—Phase Conversion Con-
stant C

Tables IV(a)-(c) and the related Figs. 6(a) and (b)
present the data of three trials in the conditions of E,.
=1 erg/ecm? with C = 0.5 rad/den or 0.1 rad/den, and E,
= 2 ergs/cm? with C = 0.1 rad/den. From the data in
the first two trials, we see that the smaller C values
cause a reduction of the phase variation, which includes
a slowly varying part and a high frequency excursion.
As a result, the values of ¢4(A«a) and effl are all re-
duced. For example, ¢4 and eff1 become ~0.8 rad and
0.05% when C = 0.5 rad/den [Table IV(a)] and 0.15 rad
and 0.002% for C = 0.1 rad/den [Table IV(b)]. In
addition, to examine the regime of strict inversion for
the case of smaller C values, Table VI is given, listing
the tolerance of eff1 - Eq for these three trials when E,
varies across the maximum dynamic range (linear region
of the H-D curve. From the data in Table VI, we see
that the variations of eff1 - E, for the first two trials (C
= 0.5 or 0.1 rad/den, and k < 1/1300 for E,,, within the
linear region of the H-D curve) are both ~1.1%, which
is the same as when C = 1 rad/den [Table III(a)]. Yet,
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Tabile VI. Effect of Beam Ratios on Types of inversion

Dynamic Range Tolemm:‘
(“(rad/den) E, (ergsf em?) E, (ergsfent) of
N E,
0.5 1 1300-3000 LI
01 1 1300-3000 1.1%
0 2 1300-3000 20%%

for the third trial when C = 0.1 rad/den and E, = 2
ergs/cm?, i.e., the beam ratio becomes 1/750 to 1/1500,
this variation turns out to be 2%, which implies the in-
version is no longer strict. This demonstrates again
that the beam ratio k is indeed a more sensitive pa-
rameter than C and for the different C values [(e.g.,
1-0.1 rad/den) the beam ratio of 1/1300 can still be
taken as an upper bound to achieve a maximum range
of strict inversion. Since the constants C and -y play the
same roles in calculating ¢t [Eqgs. (5) and (7)], changing
C in our computer simulation is the same as changing
v, which represents a change of film type or chemical
process or both in the experiments. Therefore, the
examination of the trials with smaller C values just
demonstrates how the conclusion we drew previously
about the beam ratio constraint (<1300) for inverse
reconstruction is quite general, independent of chemical
processing and film type.

IV. Experiment of Inverting a Circulant Matrix

4.1. Description of the Experiment

4.1.1. Input Matrix and Its Diagonal and Inverse
Matrix
As we have presented in the pre-paper,® the 3 X 3

binary matrix used to demonstrate the idea of diago-
nalizing and inverting a circulant matrix is

101

1 10

01 1

Its diagonalized and inverse matrices can be calculated
to be

C=

2 0 0
1+jv3
a=]o Jv3 0o .,
2
1=V
0 0 1-jv3
2
11 -1
-t 1 1
C 1=~ f
2 1 -1 1

respectively. Therefore, the moduli of the three ei-
genvalues are 2, 1, and 1 while those of the elements of
the inverse matrix are all ',. In other words, in the
experiment we expect the intensity ratio of the three
eigenvalue spots to be 4:1:1, which we have already re-
ported in the pre-paper,® and all the elements of the
inverse matrix to be equally bright.

The mask representing the input matrix is shown in
Fig. 7, with the size of each cell and the intervals be-
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tween cells labeled in the figure. While the primary
matrix has a physical size of ~480 X 480 um, the entire
mask, including 64 X 64 replications, is ~3 um X 3 cm.

4.1.2 Optical System for Experiments

Up to now, for the convenience of demonstrating
principles, the geometry of the coherent optical system
we have dealt with for diagonalizing and inverting a
circulant matrix is a typical one with two Fourier
transform lenses, each of which has its input and spec-
trum at the front and the rear focal planes, respectively,
as shown in Fig. 1 of the pre-paper.? With this geom-
etry, each spot of the eigenvalue pattern we obtained is
a sinc function with an infinite set of sidelobes, arising
from the square window of the input matrix mask [see
Eq. (8) and Fig. 3 of the pre-paper]. This fact is a po-
tential flaw, which is going to show in the eigenvalue
inversion process where the weaker sidelobe spots will
be boosted and the whole inverse eigenvalue pattern
degraded as a result. To solve this problem, a critical
step must be taken in order to change the square win-
dow to a sinc window and a generalized optical Fourier
transform geometry!® has to be used (see Fig. 8).

Based on the generalized optical Fourier transform
geometry, we arranged our system as shown in Fig. 9. A
200- X 200-um square pinhole is now introduced in the
system. With a parallel beam illumination, the pinhole
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Fig. 9. Optical system for recording A~1,

produces its Fourier transform, a 2-D sinc function, on
the input matrix mask if the Fraunhofer diffraction
approximation is valid. That is to say, the distance
from the pinhole to the mask, A, and the pinhole size s
are constrained!? to

s2

—«l,
AA

where A is the wavelength. Since the matrix mask has
64 X 64 replicas, it is sufficient to include almost eight
sidelobes on both sides of this sinc¢ function; the illu-
mination can then be considered as a good approxima-
tion of a sinc window, ensuring that the amplitude of
each eigenvalue spot is square instead of a sinc.

In addition, with this 2/-2f imaging configuration and
the mask midway between the pinhole and the lens, the
Fourier transform of the input mask pattern or the ei-
genvalue pattern will appear at the image plane of the
pinhole.!> This is just the configuration we use to
generate an object field in forming the hologram.

Introducing an expanded off-axis parallel beam as a
reference beam in the above system, we built our holo-
graphic geometry to record A~! as shown in Fig. 9. In
reconstruction, as we discussed in the previous section,
a conjugate reference beam should be used as a recon-
structing waveform. This is equivalent to using the
original reference beam, but the hologram is turned over
180° with its glass substrate toward the reconstructing
beam. With this reconstruction geometry, the wave-
form A~! will appear immediately after the hologram
and its Fourier transform is the inverse circulant matrix
pattern, appearing at an infinite distance with an infi-
nitely large size. To bring it back to a finite distance
but with considerable magnification, a convergent re-
constructing beam is finally used in our experiment
instead of a parallel reconstructing beam.

4.2. Results

4.2.1. Pattern and Measurement of Eigenvalues

Although the measurement of one group of eigenvalue
patterns has been reported in the pre-paper, we would
like to show the measurements for nine groups for
comparison with that for the inverse eigenvalue pattern.
An eigenvalue pattern without sidelobes is shown in Fig.
10(a). The nine groups of eigenvalue about the center
are measured by a silicon photodiode detector, and their
relative moduli values are listed in Fig. 10(b). After

(@

1.50 1.60 1.20

1.82 1.70 1.30

1.85 center

(b)

Fig. 10. Results of Eigenvalues: (a) eigenvalue pattern with a sinc
window; (b) measurement of eigenvalues.

compensation for the sinc envelope for the whole ei-
genvalue pattern, the measured data are very close to
the ideal values with an error of ~1.5% as reported in the
pre-paper, except for the one at the center which is
greater than the calculation, because the background
of the input matrix mask is never zero, focusing and
adding to the central eigenvalue spot and causing its
error.

4.2.2. Holographic Process and Measurement of
the Inverse Eigenvalues

The holographic process for inversely reconstructing
the eigenvalue pattern is described in Table VII. Some
explanations need to be given. First, the linear region
of the H-D curve given in the table does not have an
upper limit because the exposures chosen were not large
enough. In addition, the two limits of beam ratios and
exposures listed in the table are for the darkest and
brightest points of all the spots in the nine groups other
than the group at the center. Because the strict in-
version regime has its lower bound at a beam ratio of
~1/1300 according to the conclusions based on the
computer simulations in the previous section, some
spots around the edges of the nine groups are not in the
strict inversion regime. This will introduce some errors
on reconstruction. Moreover, the central eigenvalue,

15 December 1984 / Vol. 23, No. 24 / APPLIED OPTICS 4585

N
s ..




Table VIl Holographic Process

Hologram Beam Ratio k
forming

1/500 - 1/4000

Exposure 160- 1300 ergs/em?

Holographic plate Agfa 10E75

Film
Property Chemical Process Development : 4, 20°C in D76[1°2|

H-D Curve Contrast 4~1
Linear Region : 160 - over 1330 ergs/em®

Bleaching Agent Potassium Ferricyanide

Process

Const. ~ 0.8

(a)
15.0, 16.4
6.64 y
1.82 1.10
5.45 5.10,
4.00

. 16.0
. 8.55
5.64 ceoter /
155 [1.00] 1.36

random errorf

5.64
8.40
1.36

1.27

(b)
Fig. 11. Results of inverse eigenvalues: (a) inverse eigenvalue
pattern; (b) measurement of inverted eigenvalues.

which is almost twice as bright as the brightest in the
nine groups, may be beyond the linear region during the
exposure. This may also introduce errors in the re-
constructed pattern. Finally, since a small y and C are
used in the process, the phase distortion is suppressed
to arather low level. As an approximate estimate, the
maximum phase distortion is about /2 for the spots in
the nine groups, corresponding to a dynamic range from
1/500 to 1/4000 (see Table VII).

Figures 11(a) and (b) show a reconstructed inverted
eigenvalue pattern and the measured moduli of the in-
verted eigenvalues. From Fig. 11(a) it can be seen that
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(@)

(b)
Fig. 12. Results of the inverse matrix: (a) inverse matrix pattern;
(b) profiles of six elements of the inverse matrix pattern.

the brightness of the three spots in each group is in-
verted; i.e., the original distribution of bright-dim—dim
becomes dim-dim-bright. From the values listed in
Fig. 11(b) we can also see the errors involved in the three
measured values. These errors exist not only at the
edges and the center of the nine groups, due to the
reasons we pointed out above, but also at the point in-
dicated in Fig. 11(B). Most likely the latter arises from
random error in the chemical process.

4.2.3. Pattern and Measurement of Inverse Matrix

As a result given by the generalized Fourier transform
geometry,!5 when a convergent spherical wave is used
as a reconstructing wave, the Fourier transform (up to
a quadratic phase) of the inverse eigenvalue paitern will
occur at the center of this convergent wave. This is just
the inverse circulant matrix pattern we look for. A
picture of this pattern (in 1:1 scale) is taken and shown
in Fig. 12(a). Coming from the diagonalized eigenvalue
pattern (Fig. 9), this pattern looks like a grid structure
with a sinc-shaped envelope, which is actually the en-
larged image of the sinc window of the input matrix.
Even though the pattern is degraded due to the errors
introduced by the foregoing steps, some portions are still
sufficiently good to resolve and measure, e.g., the center
of the pattern and some places in the sidelobes of the
sinc. Because the spots of the pattern are crowded and
dim, we have to use a detector array to take the intensity
profile of the spots instead of measuring their integral
intensities individually by a silicon photodetector. The
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detector array we used is a Reticon RL.-1024 array. The
profile of six spots at the center of the pattern is re-
corded and shown in Fig. 12(b). As mentioned in the
beginning of this section, we expect all spots of this
pattern to be equally bright. From Fig. 12(b) we see
they are indeed fairly close to this condition.

V. Concluding Remarks

In this paper, we pursue the study of wave-front in-
version by means of a thin phase hologram. Retor-
mulating the analysis of this type of hologram, we ex-
plicitly point out the inevitable phase distortion that
accompanies the desired inversion. A computer sim-
ulation of this type of hologram, based on the theoretical
analysis, demonstrates the principle and provides
quantitative information and instructive conclusions.
First, it is pointed out that the inversion regime strongly
depends on the H-D curve of the film. Breaking the
entire inversion regime into regions of strict and ap-
proximate inversion, we find that strict inversion takes
place when the total exposure falls in the linear region
of the H-D curve, while approximate inversion occurs
in the shoulder portion. In addition, the beam ratio
must be less than ~1/1300 for strict inversior with the
largest dynamic region. Furthermore, the phase dis-
tortion can never be eliminated, which poses an intrinsic
drawback for this type of hologram, but can be much
improved by reducing the slope (v) of the linear portion
of the H-D curve and charging the bleaching chemicals.
The results of the simulation were used for designing
an experiment to invert a circulant matrix.
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Invited Paper

The combination of decreasing feature sizes and increasing chip
sizes is leading to a communication crisis in the area of VLSI circuits
and svstems. It 1s anticipated that the speeds of MQOS circuits will
soon be limited bv interconnection delays, rather than gate defavs.
This paper investigates the possibility of applving optical and elec-
trooptical technologies to such interconnection problems. The
origins of the communication crisis are discussed. Those aspects of
electrooptic technology that are applicable to the generation, rout-
ing, and detection of light at the level of chips and boards are
reviewed Algorithmic implications of interconnections are dis-
cussed. with emphasis on the definition of a hierarchy of intercon-
nection problems from the signal-processing area having an increas-
ing level of complexity. One potential application of optical inter
connections is to the problem of clock distribution, for which a
single signal must be routed to many parts of a chip or board. More
complex is the problem of supplying data interconnections via
optical technology. Areas in need of future research are identified.

I, INTRODUCTION

There are several roles that optics can play in the field of
computation. Best known are the well-demonstrated appli-
cations of optics to analog computation. Examples include
acousto-optic spectrum analyzers, convolvers, and correla-
tors [1], [2], as well as systems for forming images from
synthetic-aperture radar data (3], [4]. Such analog ap-
proaches offer very high processing speeds, but low accu-
racy and limrted flexibility in terms of the types of opera-
tions that can be performed. These shortcomings have led
to a search for applications of optics to digital [5], [6] or
other types of numerical computation [7)], [8].

A digital computer or computational unit consists pri-
marily of nonlinear devices (logic gates) in which input
signals interact to produce output signals, and interconnec-
tions between such devices or groups of devices of various
sizes and complexity. The nonlinear interactions required of
individual computational elements are realized in optics
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only with considerable difficulty. Various kinds of optical
light vaives have been utilized to realize a multitude of
parallel nonlinear elements [9], [10], but the speeds at which
such devices can operate are exceedingly slow by compari-
son with equivalent electronic elements. Recent discoveries
in the area of optical bistability have generated renewed
interest in the possibility of constructing optical logic gates
that are even faster than their electronic counterparts, but
currently the efficiency of such devices is low and the
device concepts are too little explored to allow a full
assessment of their potential. It seems safe to say that the
construction of optical logic gates with speeds, densities,
and efficiencies equaling or exceeding those of electronic
gates remains problematical, although future progress is
certainly possible.

While optics lags behind electronics in the realization of
the needed nonlinear elements, nonetheless the horizon
for electronics is not without clouds. It is generally realized
that the exponential growth of semiconductor chip capabil-
ities cannot continue indefinitely, and that indeed im-
portant limits are beginning to be felt already. These limits
arise not from difficulties associated with the further reduc-
tion of gate areas and delays, but rather from the difficulties
associated with interconnections as dimensions are further
scaled downward and chip area continues to increase
[17]-[13).

Civen the above facts, it is natural to inquire as to
whether optics might offer important capabilities in
overcoming the interconnect problems associated with mi-
croelectronic circuits or systems. Encouragement is offered
by the observation that the very property of optics that
causes difficulty in realizing nonlinear elements (it is dif-
ficult to make two streams of photons interact) is preciselv
the property desired of an interconnect technology. Further
encouragement is offered by the noted successes of fiber
optics in satisfying modern communi ation needs on a
more macroscopic scale.

The purpose of this paper is to explore the possible
means by which optics might contribute to the solution of
interconnect and communication problems in integrated
circuits (1Cs) and systems. Attention is by no means limited
to fiber optics, but rather places emphasis on integrated
optics and free-space interconnection techniques as well.
The ideas are admittedly speculative to some degree, but an
attempt is made to introduce realistic numbers wherever
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.::": technology, with emphasis on the limitations posed by

g interconnect requirements. Section 11 provides further o
> motivation by considering the implications of signal/image

N processing algorithms with respect to interconnections. O—{ B, —“
N . Some algorithms require only local interconnects, while

s others fundamentally benefit from global or more flexible

interconnect capabilities. Section 1V reviews the current
state of the art of optical technology relevant to the inter-
connect problem. Section V introduces a number of specific
optical approaches to interconnections, at various levels,
including intrachip, interchip, and interboard (machine-to-
machine communication is excluded from consideration,
due to the large attention it has already received by others).
Finally, Section VI identifies the outstanding problems that
must be solved for optical interconnections to find real
application in the microelectronics field, and suggests fu-
ture directions for research.

. OVERVIEW OF INTEGRATED CIRCUIT TECHNOLOGY AND
INTERCONNECT LIMITATIONS

The purpose of this section is to give a brief overview of
the current state of metal-oxide-semiconductor (MQS) IC
devices and systems, to outline the limitations posed by the
interconnect problem, and to very briefly discuss some VLSI
architecture issues. The treatment is far from exhaustive,
but rather focuses on aspects that are reievant to the central
question addressed in this paper; namely, what role might
optics play in helping to solve the interconnect problem.
Emphasis here is on silicon (5i) MOS circuits, since they are
the base for the vast majority of VLSI-based Computational
power. Comments on the use of optical interconnections in
hybrid GaAs-Si circuits as well as high-speed Si bipolar and
GaAs ICs are found in Sections V and VI.

A. MOS Circuits [14]

MOS circuits are typically constructed from n-channel
enhancement and depletion transistors (NMQOS), or n-chan-
nel and p-channel enhancement transistors (CMOS). An
n-channe! transistor is made in a p-type substrate, whereas
a p-channel transistor is made in an n-type substrate. In an
n-channel transistor, the drain and source regions are
created by n-type diffusions. The gate is made of a conduc-
tor (polysilicon) over a thin oxide covering the region be-
tween the drain and source diffusions. When the voltage of

€) (o)

Fig. 1. Basic NMOS and CMOS inverter drcuits. (a)
NMOS-depletion load static inverter. (b) CAMOS static in-
verter.

the gate is low with respect to the voitages at the drain and
source. When the inverters are properly designed, their
outputs can be used to drive the input of the next inverter
stage.

A major difference between NMOQOS and CMOS is the
power dissipated. A CMQS inverter draws power only in a
transient condition, due to the fact that normally only one
of the transistors is on. An NMQOS inverter, on the other
hand, draws power whenever the pulldown transistor is
conducting. One way of alleviating this problem is to use
dynamic logic, which is however more difficult to design
and requires more area. Consequently, CMOS is in general
preferable to NMQOS.

B. Integrating Circuits on a Chip

A strong point of VLSI is the availability in the near future
of a hierarchical and multilevel design method and the
associated software packages. Such approaches are impera-
tive due to the extremely large (> 100000) numbers of
MOS gates per chip in current technology. Usually four
description levels are considered: 1) architectural, 2) register
transfer, 3) logic/circuit, and 4) layout. An upper levet
description should be an elegant and powerful abstraction
of the more detailed implementation at the lower level. For
instance a control unit can be simply a box at the architec-
tural level, one or more finite-state machines (FSM) at the
register transfer level, an MOS programmable logic arrav
(PLA) circuit description at the circuit level, and a collection
of rectangles at the layout level. At each of the description
levels the cells are hierarchically specified to decrease the
complexity of the description. in order to reduce the design
costs, a modular design approach is used; it is often less
expensive i~ implement a general module that can be used

in a numper ot different places than to implement a specific
module that can be used only once.

the gate is raised with respoct to the drain, source, and
substrate voltages, electrons ir2 attracted to the surface of

the substrate. Above a cerrain threshoid, the number of
electrons is so large that they form a conducting channef
between the source and the drain.

The basic MOS module is the inverter circuit. Fig. 1
shows basic NMOS and CMQOS inverter circuits. Usually, the
transistor connected to ground is called the pulldown
transistor, while the transistor connected to V,; is called the
pullup transistor. The pullup transistor of the NMOS in-
verter is a depletion-mode transistor, i.e., it is always on.

The actual nrocess of designing the lavout of a VLSI chip
is fairly well supported at the moment. Existing interactine
layout editors and design rule checkers relieve the designer
from most of the tedious work of specifying and checking
the fayout. An important aid in specifving the lavout of a
VLSI circuit is the so-called “stick diagram™ [74]. A stick
diagram specifies the topology of the circuit. i.e.. the rela-
tive positions of the transistors and their interconnections
In a stick diagram the transistors are svmbolcallv depicted

Ej.:- The pullup transistor of the CMOS inverter is a p-channel as the crossing of polysilicon and diffusion lines A stick
- enhancement-type; it will be on only when the voltage at diagram adequatelv models the functional behavior (ie
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the logic gates and their interconnections) of the circuit.
However, it does not allow the specification of certain
capacitive effects, such as bootstrapping.

At the circuit level, we decompose the circuit into three
major types of building blocks. The basic memory module
is the one bit register cell; the basic logic module is the
AND-OR-INVERT gate, and the basic arithmetic module is the
full adder. Fundamentally, a VLSI circuit consists of these
three types of modules. A somewhat special (but widely
used) logic module is the PLA. A PLA can be used to
implement any set of Boolean equations, and if combined
with a state register, can even implement a complete FSM.
A PLA can be generated directly from a register transfer
level specification. In general, with the increasing use of
high-level design aids, we see more and more programs
that are able to synthesize large portions of a VLSI circuit
from a high-leve! (register transfer) specification.

The building block approach, described above, when
combined with high-level tools such as silicon compilers/
assemblers, gives the VL3I designer the flexibility and mod-
ularity needed to cope with the ever increasing complexity
of VLSI design.

C. Effects of Scaling on Device and Interconnection Delays

The exponential growth of IC complexity and capabilities
experienced since the birth of the industry has been caused
by a combination of scaling down of the minimum feature
size achievable, and a scaling up of the maximum chip size,
both subject to the constraint of reasonable yield. The
scaling process has many beneficial effects, but also eventu-
ally causes difficulties if combined with “stuffing,” i.e., the
addition of circuitry in order to realize more complex cir-
cuits in the same area of silicon that was used before
scaling [15]. Here we wish to briefly discuss the good and
bad effects of scaling.

We will assume that all the dimensions, as well as the
voltages and currents on the chip, are scaled down by a
factor a (an a greater than one implies that sizes or levels
are shrinking). Consider first the effects of device scaling.
Obviously, when scaling down the linear dimensions of a
transistor by a, the number of transistors that can be placed
on a chip of given size scales up by &’ In addition, the
power dissipation per transistor decreases by a factor a [16],
due to the fact that both the threshold voltage and the
supply voltage are scaled down by a. Finally, we note that
the switching delay of a transistor is scaled down by a, due
to the fact that the channel length is decreased by a fac-
tor a.

Scaling also affects the interconnections between de-
vices. Fig. 2 depicts the effect of scaling down a conductor
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Fig. 2. Scaling of a conductor (scaling factor a).
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by a factor a. Since the cross-sectional area of the conduc-
tor is decreased by a factor a°, the resistance per unit
length will increase by a similar factor. If the length of the
conductor is scaled by a (as simple scaling implies), then
the net increase of resistance (s in proportion to a. At the
same time, scaling implies changes of the capacitance of
the interconnection. Regarding the conductor as one plate
of a parallel-plate capacitor, scaling down of both linear
dimensions of the plate by a implies a decrease of the
capacitance by a’. However, scaling down also implies a
decrease by a of the thickness of the oxide insulating layer
separating the plates of the capacitor. Hence the capaci-
tance of a fixed interconnection scales down by a. We see
the scaling up of resistance and down of capacitance ex-
actly cancel, leaving the RC time constant and the intercon-
nect delay ui.changed.

It is well-recognized in the IC literature that the scaling
laws outlined above will eventually pose serious problems
for the VLSI industry [11]-{13], [17]-(19]. First, it is clear that
since gate delays decrease with scaling while interconnect
delays remain constant with scaling, eventually the speed at
which a circuit can operate is dominated by interconnect
delays rather than device delays. However, the situation is
actually somewhat worse than the above considerations
imply, due to the fact that as scaling and stuffing occur, the
lengths of the interconnects required do not scale down
with the inverse of a, as was assumed. Rather, as the
complexity of the circuit being realized increases, the dis-
tances over which interconnections must be maintained on
a chip of fixed area may stay roughly constant. it has been
argued from statistical considerations [20] that a good ap-
proximation to the maximum length L, of interconnec-
tion required is given by

1/2
Lmax = A_z— (1)

where A represents the area of the chip. Note that if in
addition to scaling, chip size is increased, the interconnect
problem becomes further exacerbated. As a consequence of
these considerations, it has been estimated that by the late
1980s, chip speeds will be limited primarily by interconnect
delays [11]. The tantalizing possibilities for bringing optics
to bear on this interconnection bottleneck are prime moti-
vating factors for the considerations of this paper.

D. Effects of Scaling on Numbers of Interconnections
Required

In accord with the hierarchical nature of design, a com-
plicated VLSI chip can be regarded as consisting of a multi-
tude of subunits of circuitry, called “blocks,” connected to
form larger circuit units, called “super-blocks” [11]. As scal-
ing proceeds, the complexity of the blocks can be made
greater, and the number of biocks that can be realized in a
single super-block also grows. As the number of elements
in a block increases, the number of interconnections re-
quired from that block to other blocks also increases. If the
assumption is made that interconnections to or from a
given block must be supplied around the perimeter of that
block, then the limitation imposed by the amount of avail-
able perimeter implies that the number of interconnections
that can be supplied grows as the square root of the area of
the block, or equivalently as the square root of the number
of devices contained within the biock. However, there is a
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well-known empirical relation, known as Rent’s rule, which
specifies that the number of interconnections M required
for a block consisting of N devices grows as approximately
the 2/3 power of N, ie.,

M= N3, (2)

At the chip level, the disparity between the number of
interconnections that can be realized and the number re-
quired becomes more and more severe as the number of
devices within the chip grows larger through scaling and
stuffing. For example, a circuit consisting of 100000 gates
requires about 2000 interconnections. For a 10 mm X 10
mm chip works out to a connection pad every 20 um. It
should be noted that Rent’s rule applies only to circuits
consisting of logic elements. Memory cells require fewer
interconnections. In addition, it is required that each circuit
be a small “random” subset of the entire logic system [13].

At the chip level, some of the limitations implied by
Rent’s rule can be overcome by use of metal bump technol-
ogy for making interconnections possible from the interior
of a chip, rather than just from the edges. Optical tech-
niques may ultimately provide an alternate and more flexi-
ble means for providing interconnections directly to the
interior of a chip.

As the number of devices realizable on a single chip
grows, the assumptions underlying Rent’s rule may become
invalid, and the exponent associated with that rule may fall
to less than 0.5. Nonetheless, from a practical point of view,
connections to and from a chip are likely to remain a
probiem area, due to the bandwidths and driving powers
required, as well as the continuing need to distribute sig-
nals to and from the interior of the chip.

E. Effects of Scaling on Electromigration

There is one further negative effect of feature size scaling
that should be mentioned, namely electromigration. While
current is scaled down inversely as a, the cross-sectional
area through which that current must flow is scaled down
inversely with a®. The net result is that current density
increases in proportion to a. Such an increase leads to
greater electromigration effects, by which is meant the
movement of conductor atoms under the influence of elec-
tron bombardments, resulting ultimately in the breaking of
conductor lines. The potential of optical interconnections
as a means for reducing the electromigration problem is of
considerable interest here.

F. System Considerations

Arrays of identical VLSl processing elements can be
organized to perform a variety of signal processing func-
tions, as will be reviewed in the next section. Interconnec-
tions in such VLSI systems are customarily implemented in a
two-dimensional circuit layout with a few crossover layers.
With such technology, communication is ideally restricted
to localized interconnections, since communication is very
expensive in terms of area, power, and speed [14]. Dynamic
interconnections are desirable for general-purpose comput-
ing and in certain signal processing applications.

The timing framework is a very critical issue in system
design. There exist two different timing schemes, globally
synchronous and localiy synchronous approaches. In the
globallv synchronous scheme a global clock network must
distribute the clocking signals throughout the entire sys-
tem. Clock skew associated with global clock distribution
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has become an increasingly important factor in himiting
achievable clock speeds. Under such circumstances the
locally synchronous approach has some advantages. in that
there need be no global clock, and information transfer 15
by mutual convenience and agreement between each
processing element and its immediate neighbors. The per-
formance of such a scheme is less affected by the scaling of
technology than is the globally synchronous scheme, and it
can be implemented with a simple handshaking protocol
[27]. Optics may provide an alternative method for solving
these synchronization problems, as discussed in greater
detail in Section V.

HI.  ALGORITHMIC IMPLICATIONS OF INTERCONNECTS

Further motivation for considering optical interconnec-
tions is provided by algorithmic considerations. The capabil-
ities and limitations of the interconnect technologv utilized
in realizing a computational or signal processing unit plav a
substantial role in determining the speed and flexibility of
the operations that can be achieved by that unit. Different
algorithms require different cegrees of interconnect global-
ity, and it is the implications of such considerations, particu-
larly as they pertain to electronic and optical interconnec-
tions, that are the subject of this section.

To effectively exploit the special features of optical and
electronic technoiogies, the mathematical operations need-
ed in signal processing and computational operations must
be cast in suitable algorithms. Optical signals can flow
through three-dimensional space to achieve the required
interconnect pattern between elements of a two-dimen-
sional data array before executing the desired operation
between them. Current VLSI-based electronic systems, on
the other hand, are inherently two-dimensional in nature.
While work on three-dimensional VLSI is in progress, success
in this endeavor will primarily increase the density of com-
putational elements, rather than alleviating the constraints
imposed by interconnect limitations. For current VLS| tech-
nology, the interconnect paths as well as the processing
elements have to share what is essentially a common plane.
These topological considerations, as well as cross-talk and
interconnect delay limitations, impose a restriction to
nearest neighbor interconnections as being highlv desirable
in VLSI parallel-processing systems. The algorithmic map-
ping of the same mathematical operation with optical inter-
connects and electronic interconnects may be quite differ-
ent in order to conform to the different constraints of the
interconnect patterns. in subsequent discussion. we will
consider four different classes of signal processing opera-
tions that are defined by the type of interconnect patterns
that are needed to implement those operations on a paral-
lel array of processors.

A. Point Operations

In this category of operations, each point in the one- or
two-dimensional data array is processed comptetelv inde-
pendently. If the one-dimensional input 1s a time sequenca,
then these operations are referred to as ““memorviess” oper-
ations. All the points in the input array mav be processed in
the same way or each could have its own independent
instruction set. In either case, it is clear that once the input
data array is loaded into the arrav of pr cessing elements.
then each element can carry out its own predetermined
processing task completely independentiv of the rest ot the
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elements in the array. The interconnectivity required by
these operations is therefore minimum and will be apparent
only while loading the data into or unloading the data from
the processor array. These operations can therefore be car-
ried out in parallel, whether interconnections are provided
by optical or electronic means.

Optical interconnections have the advantage of being
able to input the entire two-dimensional data array in
parallel using the third dimension for data propagation. On
the other hand, in an electronic parallel processor, such as
the Goodyear Massively Parallel Processor (MPP) [22], the
data can be input and output only along the edges of the
two-dimensional array, one row/column at a time.

In those cases where the operations needed are complex,
the overhead associated with the data input and output
may be small compared to the computational load of the
main operation, thus minimizing the need for a completely
parallel input/output link between the processing element
and the outside world. Examples of such operations can be
found especially in the field of image processing. The value
of a picture element can be transformed according to a
prescribed nonlinear function in order to modify its con-
trast. Another example would involve correcting for spa-
tially varying sensitivity of a two-dimensional sensor array
by suitable post-processing. Addition/subtraction of ma-
trices is yet another example of this type of operation.

8. Matrix Cperations

A large number of signal and image processing algo-
rithms can be expressed in terms of matrix operations. The
multiplication of two matrices is one of the most basic
operations in matrix algebra (a vector-matrix multiplication
can be considered as a special case of this more general
operatian). Such a multiplication is described mathemati-
cally as follows:

N

C:;‘ = Z Ay By,

k=1

ij=1,-,N (3)

where A, B, and C are assumed to be N X N square
matrices, for the sake of convenience. Alternatively, the
output matrix C can be defined as a sum of N outer
product matrices formed by multiplying column vectors of
A by corresponding row vectors of 8

N
C= ) c»
k=0

a,“-AlkBk;l i'/=1'“"N (4)
where the second line defines the outer product between
the kth column of A and the kth row of 8. It is evident
from the above equations that this operation involves a
high degree of interconnectivity between the elements of
the input matrices and the output matrix. Thus all the
elements in a given row of A and a given column of 8 will
contribute to one element of the output matrix C. Con-
versely, one element of matrix A (or 8) contributes to all
elements of the corresponding row (or column) of matrix C.

Taking advantage of these properties, the global intercon-
nect capabulities of optics can be exploited to build high-
speed, high-throughput parallel optical processors to per-
form matrix multiplication [23]. On the other hand, the
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regular nature of the interconnectivity suggested in (3) and
(4) implies that these operations can also be carried out via
recursive and locally interconnected algorithms imple-
mented with systolic architectures in VLSI [27), [24). In such
algorithms, all processors perform nearly identical tasks and
each processor repeats a fixed set of tasks on sequentially
available data. A recursive algorithm is said to be locally
interconnected if the space indices of the data elements
input to the same processor in successive recursions are
separated by no more than a given limit [21]. In matrix
operations, these indices are found to differ by 1. thus
indicating nearest neighbor type of interconnectivity.

It can be seen from (3) and (4) that the computation
involved in matrix multiplication grows as O(N°), where N
is the dimension of the matrices. The use of a two-dimen-
sional array of processing elements that perform muitiplica-
tion and addition of two numbers along with a suitable
nearest neighbor interconnection network can be shown to
carry out the matrix multiplication in O(N) time. Thus the
global interconnection capability offered by optics does not
provide any significant computational advantage over sys-
tems using only nearest neighbor interconnections when
dealing with simple matrix multiplications.

It is worth noting that some algorithms for matrix opera-
tions, more complicated than the simple product discussed
above, have been proposed that require nearest neighbor
connectivity on a three-dimensional surface (e.g., a torus)
[25]. Clearly, the communication problem posed by cutting
such a surface for compatibility with a planar processor
geometry offers opportunities for contributions by optical
interconnections. Another potential role for optical inter-
connections is in the problem of clock distribution in a
globally synchronous systolic processor (see Section VI for
more detailed consideration of the clock distribution prob-
lem).

C. Fourier Transforms and Sorting

Fourier transformation and sorting are two important
signal processing operations that entail global interconnec-
tions between all the elements of the input array. in other
words, every element of the output array is affected by all
elements of the input array, and conversely, each element
of the input array affects all elements of the output array.
The computations involved in the Fourier transform are
complex multiplication and addition, whereas in sorting it
is the comparison operation.

The discrete Fourier transform (DFT) of a one-dimen-
sional sequence is defined by

N=-1

X(k)= Y x(iyw,

(=0

k=0,---,(N=1) (5

where
Wik = exp[—j2m(ik)/N].

It can be seen that if implemented in a straightforward
fashion, this operation involves computation that grows as
O(N?). But the regular structure of the problem as well as
the periodic nature of the Wi suggest a more efficient
algorithm, in which the computation grows as O(NlogN)
[26]. However, this computational savings comes at the
expense of a global and more complicated interconnection
pattern between the input elements than that implied by
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Fig. 4. Perfect shuffle interconnections.

' (6). Fig. 3 shows the familiar butterfly diagram of a fast
) Fourier transform (FFT), which indicates that the intercon-
. nections change at different stages of the computation. This
-~ requirement for dynamic interconnections can be avoided
. by resorting to a fixed but global interconnect pattern
known as the “perfect shuffle” and shown in Fig. 4. The
perfect shuffle can be applied repeatedly at each stage of
the FFT to produce the interconnect pattern required for

-
v that stage (27], presumably at a cost of extra time required
., to complete the interconnections.
: The operation of sorting a sequence of numbers involves
: elementary operations of comparing two numbers and
) arranging them in descending order at the output. One
.’;. algorithm for efficient sorting is Batcher's bitonic sort algo-
2, rithm {28]. The basic principle behind this algorithm is the
\'; “divide-and-conquer” method of breaking a large problem
N,
ht}
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Fig. 5. Sorting network for eight items based on Batcher's
bitonic sort algorithm.

into several smaller problems, and then combining their
solutions at the output to generate a solution to the more
general problem. The network for implementing Batcher's
sort algorithm is shown in Fig. 5. Again it is seen that the
interconnections between elements are global and dv-
namic. Since the FFT algorithm is also based on the divide-
and-conquer principte. it should come as no surprise that
the interconnections required for both operations are iden-
tical and hence can be generated by repeated appiication of
the perfect shuffle [27].

Thus both of the operations discussed above belong to
the class of operations requiring global and dvnamic in-
terconnection between the different elements of the input
array. The regularity and structure of the different intercon-
nect patterns leads to a simpler realization of the dvnamic
interconnects via repeated use of a global but fixed in-
terconnect network (the perfect shuffle network in the case
discussed). If either the fixed or the dynamic interconnect
networks can be implemented easily and efficiently using
optics, then a speedup of the throughput without a corre-
sponding increase in the hardware can be achieved.

D. Space and Time Variant Operations

In image restoration and pattern recognition, one is in-
terested in studying structures of various sizes in images.
from a single point and its nearest neighbors to an image
covering the entire available field. The interconnectivity
between each input point and all object points 1s Je-
termine . bv thie degree of globality of the operation under
consideration. When the size and nature of the intercon-
nectivity of the operation to be performed is invariant over
the image space, as well as in time, then the problem is
considerably simpler, and fixed optical or electronic (de-
pending on the degree of globality required) interconnec-
tion networks can be used.

For problems encountered in restoration of images de-
graded by atmospheric turbulence and in processing signals
obtained from a dynamic sensor array, the interconnectivity
varies in space and time. Furthermore, the interconnect
patterns could be data-dependent (as often is assumed in
modeling the human visual system), making it impossible to
foresee the interconnect requirements at different stages of
processing without having foreknowledge of the input

The computational throughput of a parallel processor
implementing these tvpes of operations will be critically
affected by the availability of a dvnamic and global in-
terconnect network. Without such a capabilitv, the process-
ors could be idle for a significant number of c¢vcles while
the data are routed to the correct processors. A much
higher degree of supervision on the part of the controller
would be required, and there would be manv more
input/output operations to and from memory. All these




M IR A o S B M AT 0 AEA A SC S aht A e g ACul A A i SR A I I

considerations decrease the computational efficiency of the
parallel processors and point to the importance of flexible
interconnects.

€ Overview

The four classes of signal/image processing operations
discussed above require varying amount of complexity on
the part of the interconnect network that routes signals to
processors. As the complexity increases, so does the impact
of a flexible interconnect technology on the throughput of
a parallel processor, whether optical or electronic. In the
case of point operations, the motivation for a flexible and
global interconnect capability is weak; interconnects are
most important in this case when many input/output oper-
ations to the processor array are required in practice. in the
second category, namely, operations involving matrix alge-
bra, the global but fixed interconnects inherent in the
operations can be converted to nearest neighbor intercon-
nects via the recursive formulation. The computational
throughput can be high when pipelining is used. Therefore,
in this type of application, global interconnections will be
beneficial only when the nature of the application pro-
duces frequent breaks in the pipelining of the processor.
The third category of operations involves global and dy-
namic interconnects, which can be reduced to repeated
application of a global but fixed interconnect network. If
these fixed interconnects are implemented in a fast and
efficient way, perhaps with the help of optics, then a high
computational throughput can be achieved without ex-
cessive hardware and without a dynamic interconnect struc-
ture. The last category considered contains operations with
a minimum amount of regularity and structure, along with
possible data and time dependency in the interconnect
requirements. A global and programmable interconnect
network will be vital to achieving high throughput and high
efficiency with parallel processors implementing these op-
erations.

IV. QVERVIEW OF ELECTROOPTIC TECHNOLOGY AS IT PERTAINS
TO THE INTERCONNECT PROBLEM

The rapid growth of the fiber telecommunications in-
dustry has been in part due to the development of near-in-
frared optical sources, modulators, and detectors. These
components are particularly attractive for solving the in-
terconnect problem. In this section the state of the art of
these components, as well as of the transmission media for
directing light to specific locations, will be reviewed.

A. Light Sources, Modulators, and Detectors

The alternatives for optical sources are diode lasers and
light-emitting diodes (LEDs) [29]. While much of the tele-
communications effort is now directed at InP-based devices
whose emission wavelengths match the 1.3-1.5-um opti-
mum fiber band, the 0.85-pm range of GaAs/GaAlAs
emitters is of most interest here because of the wavelength
sensitivity compatibility with on-chip Si detectors. Typical
efficient low-threshold GaAs lasers are of the index-guided
type and emit 3-15 mW with threshold currents of ap-
proximately 30 mA and differential efficiencies in the
20-30-percent range. The spectral bandwidth is of the order
of 20 A (about 0.2 percent). Typical active laser area is
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500 X 2 um, but packaged chips are generally wider for
bonding. Such lasers are edge emitters with cleaved mirrors
and emission patterns typically 10 X 35 degrees in width.
They have projected lifetimes in the > 10°-h range. In the
laboratory, a number of techniques have been proposed for
noncleaved mirrors for more compact devices. Although
surface-emitting GaAs lasers have seen limited develop-
ment, both distributed feedback (30] and heterointerface-
mirror [31] types have been reported. These devices are to
date relatively inefficient and in the latter case require
cryogenic cooling.

LEDs are well developed and can be designed for edge or
surface emission. In contrast to diode lasers, they are ineffi-
cient (100-mA drive) with a low power output (of the order
of 1T mW) that has a broad emission pattern (Lambertian f_or
a surface emitter) and a wide spectral range (= 450 A).
However, they are more stable and, in particular, less tem-
perature sensitive than diode lasers.

To moduilate these sources, either direct current modula-
tion or external modulation can be used. Diode lasers can
be large-signal modulated to rates of approximately 2 GHz
with minimal pattern effects, and LEDs are generally limited
to < 100-MHz modulation but have recently been reported
to operate at rates up to 500 MHz [32]. These sources
present dynamic resistive loads of approximately 10 £. For
situations where driving a capacitive load is preferred, one
may use external modulators. Here full on-off modulation
requires approximately 4 V in a waveguide modulator for a
bandwidth to about 3 GHz with a capacitance of approxi-
mately 3 pF. [33] The use of LiNbO; waveguide modulators
to monitor interchip signals in VHSIC circuits has recently
been reported [34]. .

For modulating an optical wavefront propagating through
free space, a large variety of electrically addressed light
modulators can be used. Recently, several devices have
been proposed with drive requirements compatible with Si
integrated circuitry, and hence are particularly relevant to
this study. These include a LiNbO; phase modulator {33], a
cantilevered beam-deflector made in Si [36], and a deform-
able mirror device [37]. The last two approaches, being
mechanical in nature, are somewbhat limited in their speeds
(= 10 kHz) while the phase modulator needs a complicated
optical system for conversion of phase modulation to inten-
sity modulation. A recent proposal for using the electroab-
sorption effect in GaAs with guided or unguided optical
waves has the advantage of potentially high-speed opera-
tion (= 1 GHz) and of direct intensity modulation [38].

In the detector area, avalanche photodiodes, p-i-n photo-
diodes, and photoconductors are candidate devices [29].
Avalanche devices require large biases (= 50 V) and are
relatively temperature sensitive, and photoconductors have
a relatively low impedance. Thus p-i-n photodiodes are the
most attractive for interconnects. These diodes require only
a few volts bias and have quantum efficiencies of approxi-
mately 70 percent. High-performance devices have been
made in GaAs as well as Si. Selt-scanned Si detector arravs
are also well developed with scanning rates up to 40 MHz
available commercially.

B. Circuits

For circuit interconnects, it is quite retfevant to ask what
overall transduction efficiency is obtainable using opto-
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electronics. Laser efficiencies for devices with uncoated
mirrors can approach approximately 30 percent, but mini-
mum power dissipation will remain in the 1-mw range, due
to the 1-V diode turn-on and 1-mA current fundamentally
needed for lasing [39]. Optical signals in the 0.5-mW range
could produce signals from a photodiode-transimpedance
preamplifier of approximately 100 mV. To achieve this sig-
nal level (at frequencies typically < 100 MHz) requires at
least two transistors; subsequent amptification to volt level
fogic states will require a few additional transistors. Thus it
is not unreasonable to consider integrating these detection
circuits on silicon 1Cs if the photodiode fabrication process
can be made compatible with logic circuit fabrication. This
could be more of a difficulty with MOS than with bipolar
technology.

An alternative method for changing logic states is by
direct optical injection into a gate. Initial results utilizing
this technique have been reported for both Si [40]) and GaAs
[41] circuits. At present the peak optical power levels re-
quired exceed those available from the low-threshold diode
lasers discussed here, but more progress in this area is
anticipated.

C. Interconnect Elements

Optics is attractive for interconnects because of the in-
herent noninteraction of multiple photon beams passing
through or near one another. Here, media to be considered
include free space, optical fibers, and integrated optical
waveguides. An attractive means for exploiting optical beam
noninteraction is to use free-space propagation with either
focused (e.g.. holographic) or unfocused techniques. Holo-
graphic optical elements are fairly well developed. They
may be written with visible light in dichromated gelatin or
silver halide emulsions. Reflective elements with efficien-
cies limited only by surface reflections (i.e., with efficien-
cies in the high 90 percentiles) can be realized in dichro-
mated gelatin when imaging with visible light [42} In
bleached silver halide materials, high diffraction efficiencies
are hard to achieve in reflective elements due to the limited
spatial frequency response of even high-resolution materi-
als, but efficiencies of the order of 70 percent are readily
achieved on transmission [43]. Comparable performance
should be possible in imaging diode laser or LED emission
in the near infrared. Computer-generated holograms can
also be constructed, in some cases with the help of elec-
tron-beam lithography for writing the hologram. In any of
these cases, the equivalent of F/1 optical systems can be
achieved.

Due to fiber-optic systems, multimode fibers and associ-
ated components such as microoptic lenses, star couplers,
and wavelength muitiplexing modules are under develop-
ment with some commercial availability. These components
could lend themselves to signal distribution. For example,
an N-port fiber star coupler can distribute a signal at one of
N input ports equally to N output channels. Recently, a
coupler with N = 100 was reported with total channel loss
of 5 + 0.05 dB over that expected for equal power division
[44].

Another candidate for signal distribution is integrated
optics. While most work has been reported for guides in
electrooptic materials such as LiNbO, and GaAs [45],
numerous workers have fabricated guides in glass or in
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oxide films on Si substrates. These latter guides can have
quite low propagation foss (< 0.1 dB/cm) [46] and passive
components such as couplers and splitters can be formed.
Here the work on multimode as well as single-mode de-
vices is relevant.

The interconnection can be made changeable bv inclu-
sion of an active element in these schemes. With holo-
graphic optical elements, a tantalizing (though long-range)
possibility is the incorporation of dynamic holographic
materials, such as those now being studied for four-wave
mixing applications. A shorter term solution might entail a
bank of holographic mapping elements in conjunction with
a real-time mask which selects the appropriate interconnec-
tion pattern. Some candidates for such a real-time mask are
matrix-addressed liquid-crystal devices, and the matrix-ad-
dressed magnetooptic spatial light modulator [47]. Another
approach for a dynamic interconnect could be the imple-
mentation of an optical crossbar switch as a special case of
an optical matrix-vector multiplier {48]. Dynamic intercon-
nects can also be obtained in the domain of guided-wave
optics using integrated directional couplers in LINbO; [49].
Cascading several such two-port switches can vield an arbi-
trary interconnection with high speed capabilities.

D. Hybrid and Monolithic Approaches

To discuss the use of optics in electronic interconnec-
tions raises immediately questions of materials technology,
since optical sources cannot be formed from silicon. Hvbrid
and monolithic approaches are conceivable. In the former
area, hybrid laser-amplifier circuits are available from a
number of suppliers. For detection, hybrids containing a Si
diode and preamplifiers are available. These hybridization
techniques have to date followed conventional technologi-
cal approaches to achieve several hundred-megahertz band-
width. Although monolithic approaches can minimize
parasitic capacitance for increased performance, there has
been only limited work on monolithic Si photoreceivers,
due to process compatibility issues and limited needs for
bandwidth.

In the monolithic area, there have been limited reports of
GaAs edge-emitting lasers monolithically integrated with
electronics. In particular, FET drivers with lasers have been
reported, including modulation up to 1 GHz [50]. Recentiv.
a 4.1 multiplexer and laser were reported with speeds to
150 MHz [51]. Monolithic GaAs p-i-n diode-FET amplifiers
have afso been reported by several groups, and response
times compatible with 500 Mbits/s have been achieved
[52]. In each case, difficuities associated with process in-
compatibility between optoelectronic and electronic device
requirements had to be overcome.

Similar efforts on both monolithic and hybrid InP-based
circuits are being pursued because of the important tele-
communications applications. However, these sources tvpi-
cally emit at 1.3 um, a wavelength not readily detected bv Si
diodes. Thus this work will have most relevance to wide-
band fiber interconnects between machines which mav be
remotely located, a topic which, as previouslv mentioned,
will not be discussed here.

An exciting topic in monolithic integration is the emerg-
ing area of heteroepitaxy. Here one attempts to grow crvs-
talline films of one semiconductor on a dissimilar (and thus
not lattice matched) crystalline substrate. The most recent
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L:‘. relevant example for the interconnect application is the interaction. Such flexibility can simplify the problems asso-
'.': growth of GaAs on Si and the subsequent fabrication of ciated with routing signals on a complex chip or board.

% devices in both raterials on the same wafer Initial re- A fourth advantage to be considered lies in the potential
';.{ ported growth resuits utilized an intervening layer of Ce to for certain types of optical interconnections (namelv, free-
b relieve part of the lattice mismatch {33], but dislocation space focused interconnects, to be discussed in more detail

densities were too high (10" cm™") to fabricate practical
devices. Recently an overgrowth technique has been re-
ported which has reduced the dislocation density to 10°-10*
cm ™7 [54], s0 that optoelectronic device fabrication in the
GaAs layers looks promising.

V. POSSIBLE APPLICATIONS OF OPTICAL INTERCONNECTS

A. Introduction

Some of the difficulties expected in the further extension
of integrated electronic technology to circuits and systems
with ever greater complexity have been mentioned in Sec-
tion Il. In what respects does optics offer a potential solu-
tion to some of these problems?

Propagation of signals on metallic interconnections is
governed by the basic laws of circuits containing dis-
tributed elements. The exact character of the distributed
elements depends on whether interconnections are consid-
ered at the chip level or the board level. At the chip level,
interconnections can be viewed as distributed and un-
terminated RC transmission lines [11], [18]. At the board
level, the transmission lines may contain significant dis-
tributed inductance and may be terminated or untermin-
ated. The velocity of signal propagation on such transmis-
sion lines depends on the capacitance per unit length,
Thus as more and more devices having capacitive compo-
nents of admittance are attached to an interconnection, the
velocity of propagation decreases, and the time required
for charging the line to a predetermined voltage level in-
creases.

By way of contrast, propagation of optical signals, whether
confined to waveguides or through free space, takes place
at a speed that is independent of the number of compo-
nents that receive those signals, namely, at the speed of
light in the medium of concern. Thus we identify the first
of several advantages of optical interconnects, namely the
freedom from capacitive loading effects. Such freedom is
responsible for the greater flexibility of optical interconnec-
tions with respect to fan-in and fan-out, vis-a-vis electrical
interconnections.

A second advantage of optical interconnections over their
electronic counterparts is their superior immunity to mutual
interference effects. The stray capacitances that exist be-
tween proximate electrical paths introduce cross-coupling
of information to a degree that increases with the band-
width of the signals of interest. In contrast, optical intercon-
nects suffer no such effects, although care must be ex-
ercised to assure that light scattering does not introduce a
similar resuft (of different origin). In any case, there is no
electrical coupling between the high-frequency modula-
tions of two proximate beams of light.

A third potential advantage of optical interconnect tech-
nology lies in freedom from planar or quasi-planar con-
straints. Waveguides can pass through waveguides without
significant cross-coupling (provided the angle of intersec-
tion exceeds about 10°), and free-space light beams can
pass through free-space light beams without significant
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shortly) to achieve reprogramming by means of a dvnamic
optical interconnect component. In principle, the 1ntercon-
nection pattern associated with a chip can be changed at
will, by writing appropriate information to the interconnect
element. Such a capability would be rather difficult to
realize using conventional electronic interconnect tech-
nology.

Finally, a fifth reason for considering optical interconnec-
tions lies in the possibility (discussed in Section Iv-B) of
direct injection of optical signals into electronic logic de-
vices. Such intimate coupling of optical signals into elec-
tronic devices, with the bypassing of separate detectors for
optical-to-electronic conversion, could greatly simplifv the
interface between the optical interconnect and electronic
device technologies, as well as offer significant speed ad-
vantages vis-a-vis purely electronic connections to the logic,
provided suitable low-power approaches can be found.

For optoelectronics to be useful for VLS! interconnec-
tions, the size, efficiency, and power requirements must be
compatible with 1C environments. This is in fact the case,
based on the previously given review of component capa-
bilities. For example, detector areas of about 100-um diame-
ter with about 1 mW of incident optical power should have
acceptable power dissipation and signal levels. The overall
efficiency of laser drive current to detector output current
can approach 20 percent and only a modest number of
transistors should be needed after the detector to produce
logic-level signals.

B. Classification of Optical interconnect Problems

In order to discuss the optical interconnect issue, it is
useful to describe a hierarchy of connections with some
perspective on size considerations. The fundamental chip
we take for example is a 10 X 10-mm MOS chip, having
> 300000 transistors. This ievel of complexity is less than
that of recently reported NMOS circuits, but in general, at
this level of complexity the chip can be wiring dominated
and the “pin-out” problem can be severe. Such chips have
typically 100-pm center-to-center spacing for bond pads at
the periphery and are mounted on a chip carrier with about
50-mil spacing between contacts at its outer edge.

Levels of interconnects to be considered include within a
single chip, at the wafer level between undiced chips.
between packaged chips on a common board. and between
boards. Here it is assumed that a board will be about 1 x !
ft and will contain about 100 chips. As previously mentioned.
the highest level interconnect. between machines, will not
be considered here.

Within this hierarchy of interconnections it is appropriate
to consider several types of signal distribution. The most
straightforward case is clock distribution. Here an 'dentical
signal is distributed to a large number of nodes. Since only
one-way fixed communication channels are invoi.ed, the
source can be a separate discrete circuit. The more generai
case is the distribution of data and control signals. Here
more specialized and two-way links would be desirable. In
addition, since various degrees of flexibility in the intercon-

PROCEEDINGS OF THE 1EEE VOL "2 NO T ULy 38

.. L e e e
- - - AR ) " - . » - N -
EAT AR ST S WE VA - SRE VL WS- wR L. YRV y

ol

PN tet e
)-""; '.‘L‘" Ab"‘,’k. L% JREARE

r




[ R

Ll

Pl

nects are desirable, both static and dvnamic interconnects
need to be explored. In the following sections. both clock
and data distribution il be considered. For each case. the
hierarchy of interconnecuons will be matched to the avail-
able optical technologies summarized previously

C. The Problem of Clock Distribution

A problem that appears amenable to immediate attack
using optical technology is that of clock distribution at the
chip, wafer, or board level. Most (but not all) computing
architectures require synchronous operation of a multitude
of devices, circuits, and subsystems. Synchronism is main-
tained by distributing to all parts of the system a timing
signal, called the clock. One of the chief difficulties en-
countered in designing circuits and systems for high-speed
operation is the phenomenon known as “clock skew,” a
term which refers to the fact that different parts of the
circuit or system receive the same state of the clock signal
at different times. In this section we consider several possi-
ble approaches to using optics for distribution of the clock,
with the aim of minimizing or eliminating clock skew.
Attention is first focused on the problem of distributing the
clock within a single chip. Consideration is then given to
the problem at the wafer and board levels.

1. Intra-Chip Clock Distribution: The interconnections
responsible for clock distribution are characterized by the
facts that they must convey signals to all parts of the chip
and to many different devices. These requirements imply
long interconnect paths and high capacitive loading. Hence
the propagation delays are large and depend on the particu-
lar configuration of devices on the chip. Here we consider
methods for using optics to send the clock to various parts
of the chip. It is assumed that optics is used in conjunction
with electronic interconnects, in the sense that optical
signals might be used to carry the clock to various major
sites on the chip, from which the signals would be further
distributed, on a local basis, by a conventional electronic
interconnection system.

The clocks used in MOS technology are generally two-
phase [14]. Presumably only one of these phases will be
distnibuted optically, the other being generated on the chip
after the detection of the optical timing signal.

A variety of optical techniques can be envisioned for
accomplishing the task at hand, and therefore we devote
some ttme to delineating these various approaches and
specifying their strengths and weaknesses. The main
distinction between these approaches occurs in the method
used to convev light to the desired locations on the chip

Index-gurded optical interconnections: The first major
categorv of optical interconnect techniques we refer to as
“index guided ” Light 1s assumed to be carried from some
single source generating an optical signal modulated by the
clock to manv other sites bv means of waveguides. The
waveguides could be of either of two tvpes Cne tvpe
could use optical fibers for carrving the optical signals The
second type could use optical waveguides integrated on a
suitable substrate

If fibers are chosen as the interconnect technology then
the followtng approach. sllustrated in Fig. 5. might be used
A bundle of fibers 1s fused togather at pne end vielding a
core into which hight from the modulated optical source
{probablv a lasing diode) must be coupled Light coupled in
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Fig. 6. Distribution of the clock bv means of fibers.

at the fused end is split as the cores separate, and trans-
mitted to the ends of each of the fibers in the bundle. Each
fiber end must now be carefully located over an optical
detector that will convert the optical clock to an electrical
one. Alignment of the fiber and the detector might be
accomplished with the help of micropositioners (analogous
to a wire bonding machine), and UV-hardened epoxv could
be used to hold the fiber in its proper place permanently.
The difficulties associated with the fiber-optic approach
stem from the alignment requirements for the fibers and
detectors, and from the uniformity requirements for the
fused-fiber splitter. It should also be noted that the fibers
cannot be allowed to bend too much, for bends will cause
radiation losses that may become severe. Lastly, we should
mention that the use of fibers, and the requirements regard-
ing allowable degrees of bending, imply that this intercon-
nect technology will occupy a three-dimensional volume,
rather than being purely planar, and this property could be
a disadvantage in some applications.

If integrated optical waveguides are chosen as the inter-
connect technology, then the geometry might be that shown
in Fig. 7. The waveguides might be formed by sputtering of

WAVEGUIDES

SOURCES

Fig. 7. Distribution of the clock by means of integrated
optical waveguides

glass onto a silicon dioxide film on the Si substrate. These
guides are shown as straight in the figure. a configuration
chosen again because of the large losses anticipated it this
tvpe of light guide is bent at a large angle. Optical signais
must be coupled into each of the separate guides. Such
signals might be generated bv a single laser diode and
carned to the waveguides bv fibers, or separate sources
might drive each of the guides. with the clock distributed
to the different sources electricallv. Presumably light must
be coupled out of each of the straight waveguides at
several sites along its tength. with a detector comverting the
opticai signal to electronic form at each such site The
difficulties associated with the waveguide approach to the
problem, neglecting the bending problem which has been
intenticnally avoided. stem primanly from the requirement
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to efficiently couple into and out of the guides. Careful
alignment of the sources or fibers with the integrated
waveguides is required, and couplers with short lengths are
desired to remove the light from the guides and place it
onto the appropriate detectors. Present waveguide technol-
ogy requires distributed couplers with rather large dimen-
sions (3 pm X 1 mm) compared with the feature sizes
normally thought of in electronic IC technology A major
advantage of the integrated optics distribution system lies
in its planar character and the small excess volume it
requires. A disadvantage is the comparativelv inflexible
geometry dictated by the necessity to avoid large bends of
the waveguides.

Free-space optical interconnections: A second major
category of optical interconnects can be referred to as
“free-space” techniques. For such interconnects, the light is
not guided to its destination by refractive index discontinui-
ties, but rather by the laws that govern the propagation of
light in free space. It is helpful to distinguish between two
types of free-space interconnect techniques, "'unfocused”
and “focused.”

Unfocused interconnections are established simply by
broadcasting the optical signals carrying the clock to the
entire electronic chip. One such approach is shown in Fig.
8. A modulated optical source is situated at a focal point of
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Fig. 8. Unfocused broadcast of the clock to the chip.

a lens that resides above the chip. The signal transmitted by
that source is collimated by the lens, and illuminates the
entire <h'p at normal incidence. Detectors integrated in the
chip receive the optical signals with identical delays, due to
the particuiar location of the source at the focal point of
the lens Hence n principle there 1s no clock skew whatever
associated with such a brcadcast system. However, the
svstem s very inefficient, for only a small fraction of
the optical energy falls on the photosensitive areas of the
detectors. and the rest 1s wasted. Inefficient use of optical
energy mav result in requirements for the provision of extra
amphitication of the detected clock signals on the chip, and
a concomitant loss of area for realizing the other etectronic
circuntry required for the functioning of the chip. Moreover,
the nptical energyv falling on areas of the chip where it s
not wanted mav induce stray electronic signals that inter-
tere with the proper operation of the chip. Therefore, it is
likely that an opaque dielectric blocking layer would be
needed on the chip o prevent coupling of optical signals at
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places where they are not wanted. Openings in this biock-
ing layer would be provided to aliow the optical signals to
reach the detectors. Alternate unfocused interconnection
techniques could be imagined that use diffusers rather than
a lens. Note that all such techniques require a three-dimen-
sional volume in order to transport the signais to the
desired locations.

The last category of optical interconnections is free-space
“focused” interconnections. which can also be called
“Imaging’” interconnections For such interconnections, the
optical source is actually imaged by an optical element onto
a multitude of detection sites simultaneously. As indicated
in Fig. 9, the required optical element can be realized bv

.
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Fig. 9. Focused optical distribution of the clock using a
holographic optical element.

means of a hologram, which acts as a complex grating and
lens to generate focused grating components at the desired
locations. The efficiency of such a scheme can obviousiv
exceed that of the unfocused case, provided the holo-
graphic optical elements have suitable efficiency. Using
dichromated gelatin as a recording material, efficiencies in
excess of 99 percent can be achieved for a simple sine wave
grating. When a multitude of focused spots are to be
produced, the efficiency will presumably be lower, but
shouid be well in excess of 50 percent. The flexibility of the
method is great, for nearly any desired configuration of
connections can be realized.

The chief disadvantage of the focused interconnect tech-
nique is the very high degree of alignment precision that
must be established and maintained to assure that the
focused spots are striking the appropriate places on the
chip. Of course, the spots might be intentionallv defocused.
decreasing the efficiency of the system, but easing the
alignment requirements. Thus there exists a continuum of
compromises between efficiency and alignment difficulty
Fig. 10 illustrates a possible configuration that retains high
efficiency but minimizes alignment problems. The imaging
operation is provided bv two two-element lenses in the
form of a block with a gap between the elements. A Fourier
hologram can be inserted between the lenses. and it estab-
lishes the desired set of focused spots. The hologram itsels
consists of a series of simple sinusoidal gratings. and as
such the position of the diffracted spots is invanant under
simple translations of the hologram. The source 1s perma-
nently fixed on the top of the upper lens block after it has
been aligned with a detector at the edge of the chip.
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Fig. 10. Configuration for focused clock distribution that
minimizes alignment problems

thereby establishing a fixed optical axis. The only alignment
required for the hologram is rotation. The position of the
image spots is determined by the spatial frequencies of the
gratings in the hologram. which could be established very
precisely if the hologram were written, for example. by
electron-beam lithography.

Focused interconnect systems, like the unfocused ones,
require a three-dimensional volume above the chip. If holo-
graphic elements are used, thought must be given to the
effects of using a comparatively nonmonochromatic source
such as an LED. A spread of the spectrum of the source
esults in a spread of the focused energy, so the primary
effect is to reduce the efficiency with which light can be
delivered to the desired detector {ocations.

2. Clock Distribution at the Wafer and Board Levels:
Clock distribution at the wafer and board levels is also a
strong candidate as an application for optical interconnec-
tions. The primary differences in the optical requirements in
the two cases derive from the different physical sizes of
chips. wafers, and boards, as discussed above. At the chip
and wafer levels, the discussion of the previous sections
carries over essentially without change. At the board level,
the physical areas are sufficiently large that the free-space
and integrated optics approaches could at best be used for
coverage of only a portion of an entire board. The preferred
approach seems to lie with the use of optical fibers for
conducting signals to remote parts of a single board, be-
tween which the greatest clock skews would otherwise be
anticipated. Hierarchical schemes can also be envisioned, in
which a network of fibers distributes the clock to a series of
widely separated sites, from which either integrated optical
waveguides or free-space connects are used to distribute
these signals more locally to detectors, where the optical
signals are converted to electronic form and distributed on
an even more local scale to the various devices that require
the clock signal.

D. Data Interconnects

The clock distribution protlem discussed above is a par-
ticular case where long propagation distances are encoun-
tered. The more general case is data exchange between
different components of a system. It was seen earlier that, if
the process of scaling down feature size and increasing chip
size is continued, then at a certain point the speed of the
chip will be limited by the delay time associated with the
interconnections between different compaonents of the cir-
cuit, rather than the switching times of tha components
themselves. Therefore implementing the longer intercon-
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nections optically could porentiallv enhance the perfor-
mance of the chip. Communications between different
chips are often limited bv the number of pins available on
the chips for communication with other chips. In addition,
as interconnection lengths increase, the size and power
requirements of the drivers on the chip also increase. Thus
it becomes difficult to communicate with chips that are
widely separated, and to have a large fan-out.

In addition to these hardware considerations, several im-
portant applications in signal and image processing demand
much more flexible interconnections between processing
elements of a VLSI-based parallel processor than electronic
interconnect technology can provide. It was seen in Section
Il that some important classes of algorithms require global
and dynamic interconnections between the elements of the
processor array. Optical interconnections could make valu-
able contributions to these problems for all levels of in-
tegration, from one processor per chip to an entire arrav of
processors on a single wafer.

The optical data interconnects utilize some components
(the detectors and the interconnect elements) that are com-
mon with the probiem of optical clock distribution. How-
ever, the conversion of signals from electronic to optical
form poses much greater demands in the case of data
interconnects. The different technologies available for di-
rect modulation of sources, as well as external modulators
(as reviewed in Section 1V) will be particularly relevant here.
As with the case of clock distribution, we discuss the
problem of data interconnects at the two levels of intrachip
and interchip communication.

1. Intrachip Data Communication: As a first scheme to
be considered, a GaAs chip with optical sources is con-
nected in a hybrid fashion (with conventional wire bond
techniques) to a Si chip such that light is generated onlv
along the edges of the Si chip (see Fig. 11). The sources

HOLOGRAPHIC
ROUTING ELEMENT

SOUR?ES

Fig. 11. Hybrid GaAs/Si approach to data communication

could be of the edge-emitting or surface-emitting type. The
optical signals are routed to the appropriate locations on
the Si chip using conventional and/or holographic optical
elements. The Si chip will contain detectors to receive the
optical data streams generated by the sources. Since the
detector-amplifier combinations can be fabricated in Si,
every computational component on the Si chip could be
capable of receiving data. Free-space propagation of optical
signals allows a large fan-out as well as the possibilitv of
changing the routing via a programmable two-dimensional
mask, such as a reflective spatial light modulator

In the second scheme to be considered, index-guided
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structures are used for routing signals instead of free-space
propagation. This scheme can be well illustrated by a
specific example involving a one-dimensional parallel
processor array which is interconnected by a perfect shuffle
network (see Section lil). The schematic diagram of the
system for the case of 4 processing elements is shown in
Fig. 12. The Si chip contains 4 processing elements which

GeAs CHIP

GLASS/Si0,
FiLM

———+—— PERFECT SHUFFLE WAVEGUIDE NETWORK

———t—— RETURN DATA PATH No Permutstion)
S SQURCES
] DETECTOR

Fig. 12. Optical perfect shuffle network

output data to the left and accept data from the right. Each
processing element is associated with source-detector pairs
in the GaAs chips that are mounted on both sides of the
chip. Thus there exists a bidirectional optical data path for
each processing element. The routing of optical data is
performed by a crossing network of channel waveguides
that can be formed in glass/SiO, layers grown on top of the
Si chip. The waveguide network connecting the sources on
the output side of the processor array (i.e., the left side)
with the detectors on the input (right) side perform a
perfect shuffle while the reverse optical paths correspond
to a processing element connected to itself (no permuta-
tion). Using this scheme it is possible to shuffle data as
many times as necessary to obtain the desired interconnect
pattern before processing by the electronic part of the
system. Since the sources and detectors can operate at
several hundred megahertz rates (or more), and the optical
interconnection delays are negligible, the permutation op-
eration could be performed extremely rapidly. Such a proc-
essor design would be very efficient in implementing the
FFT or Batcher’s sorting algorithm.

An alternative approach to the same problem would use
waveguides formed in a LiNbO; substrate, with active
switches incorporated in the permutation network. Such a
network would be programmable. A further modification
might allow detection to be distributed throughout the Si
chip. coupling light from LiNbO; waveguides to detectors
via tapping mechanisms, such as grating couplers, evanes-
cent wave cHupling, etc.

In the third scheme to be discussed, electrical-tn-optical
conversion is carried out via external modulation of a uni-
form optical wavefront. In this scheme, the routing of
optical signals is carried out via conventional and holo-
graphic optical elements and free-space propagation. The
ditferent modulation mechanisms were mentioned earfier
along with their speed limitations. Fig. 13 shows the sche-
matic diagram of this approach to optical interconnects,
where the modulators are operated in a reflection mode.
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Fig. 13. Optical interconnections using external modulators
operating in reflection mode.

The optical elements that perform the routing aiter the
uniform light signals have been modulated could include a
dynamic mask, thus introducing programmability in the
interconnect patterns. The main advantage of using external
modulators is their low power consumption and the rela-
tive ease with which components in the interior of the chip
can be accessed. It should be noted that the problems
encountered here in realizing the electrical-to-optical con-
verters are somewhat similar to those encountered in the
development of spatial light modulators. There are signifi-
cant differences, however, in that the modulation mecha-
nisms required for interconnect schemes need much faster
response times (several megahertz versus tens of kilohertz),
but need only binary (rather than analog) output (1 bit
versus 10 bits).

An alternative approach to the same concept can achieve
high-speed operation with low voltage levels via integrated
optical modulators. As previously described, such modula-
tors are highly asymmetric, being typically a few millimeters
long and only tens of micrometers in width. Due to this
shape, such an approach would make most sense when the
communication distances involved are more than a few
millimeters. The small widths can be exploited to fabricate
a number of such modulators on a chip in order to provide
one modulator for each source of data on the chip. Thus
the two-dimensional arrangement of the processing ele-
ments in an array will be converted into a linear light
distribution. This 'inear distribution can then be mapped
into another linear distribution in an arbitrary fashion (in-
cluding one-to-many mappings, if needed) via an optical
crossbar switch, which can be realized using an optical
matrix—vector multiplier, such as has been reported in the
literature {48]. When the matrix mask that encodes the
interconnect pattern is changeable in real time, a program-
mable interconnect network of the processing elements i
an array is obtained. Fig. 14 shows the schematic diagram of
such a system. The main limitation of this scheme will be
the total number of components that can be connected (nis
way within a chip. The theoretical maximum will be given
by the number of integrated optical modulators t:"at can be
accommodated within the linear dimension of the chip
Since the routing is still performed by free-space propaga-
tion and focusing/imaging optics, the entire svstem .l pe
three-dimensionral, requiring large voiume and a highly sta-
ble optical system. A hybrid version can also be envisioned.
where the final deliverv of the permuted optical data streams
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PROGRAMMABLE OPTICAL MASK A novel wav of exploiting the large information carrving
capacity of fiber optic svstems would entail the use of time
multiplexing. Thus several etectrical connections could be
replaced by a single high-speed fiber-optic line. Additional
multiplexing and demultiplexing ciscuitry would be re-
quired on a GaAs chip. Conceptually, one can imagine 3
cluster of Si chips connected to a GaAs chip with short
electrical connections. The GaAs chip performs the multi-
DEFLECTORS plexing and electrical-to-optical conversion before sending
the data over a fiber-optic line to another cluster. The GaAs
chip will also have detectors and demuitiplexing circuits.

UNIFORM
LIGNT

OPTICAL WAVEGUIDES
ANO MOOULATORS

7 'MODULATOR

Toetecton 5 P wiT DEYECTORS The idea is described pictoriaily in Fig. 15

Fig. 14. Optical interconnections using integrated optical
modulators.

V1. FUTURE DIRECTIONS

In this section our goal is to identify the most likely and
profitable di-actions in which research on opticai intercon-
nections might move in the next few years. The view is
based on the considerations discussed in previous sections,
but inevitably has an element of subjectivity. These opin-
ions should not be construed as ruling out the possibility of
a "breakthrough,” conceptual or practical, not foreseen in
the previous discussions.

Fig. 15. Configuration with clusters of Si chips around GaAs A. Clock Distribution
chips, and with communication between CaAs chips via . o
optical fibers. In many respects the problem of optical cloc: distribu-

tion seems to be the easiest to attack with current tech-
nology. The problem is a real and serious one. A single
off-chip source is needed, and the distribution system can
be as simple as global broadcast, with no focusing of light.
However, presumably the extra efficiency of a focused
distribution system will result in higher detected current
and voltage levels, thus minimizing the need for extra
amplification on the chip. The tradeoffs between optical
efficiency and amplification needed on chip are interesting
ones and worthy of future study.

Some experience with optically supplied clocks is needed
before the benefits and drawbacks of the idea can be fully
understood. Probably a combination of a macroscopic opti-
cal clock distribution feeding a collection of more local
electrical distribution systems on the chip will be optimal. If
unfocused broadcast is ‘to be used, opaque overcoating
layers will be needed to prevent introduction of unwanted
signals at locations other than detectors. Experimentation
with these ideas is badly needed.

if focused distribution systems are to be used, methods
for relieving alignment problems, such as that illustrated in
Fig. 10, must be developed. Further optical studies of the
efficiencies of holographic optical elements in the infrared
would be helpful.

to the detectors at appropriate locations on the chip can be
performed with permanently bonded optical fibers.

A fourth and final approach to the data-routing problem
is a monolithic one that presupposes the successful devei-
opment of heteroepitaxial growth of GaAs on Si and subse-
quent construction of devices in both materials. The sources
in the GaAs might be of the surface-emitting type. The
optical routing could then be performed via free-space
propagation and imaging components. The main advantage
to such an approach is the optical access it provides to data
sources that may be interior to the Si chip, rather than
requiring that data be routed electrically to the edge of the
chip before being converted into optical form.

2. Interchip Data Communication. Unlike the case of
electrical interconnections, an increase in the length of
optical data paths dnes not reduce the bandwidth of the
link (all the paths of concern here are so short that optical
attenuation is assumed to be insignificant). Therefore, the
schemes discussed previously for intrachip communication
using frez-space propagation or fibers are equally appli-
cable to interchip communication. The arguments are
somewhat similar to those made for wafer- and board-ievel
clock distribution with optics. Some advantages of this tvpe
of interchip data communication (above and beyond the

) . . ; 8. Hybridizati
potential for higher bandwidth and lower mutual inter- ybridization

--‘.j terence afforded bv optics) are the ability to access interior Many of the proposed interconnect techniques relv on
E components of a chip directly and the potential for realiz- the mating of Si and GaAs chips. In some cases the CaAs
o ing pragrammable interconnects using real-time masks. On provides only the optical source. but i1n others a more
[L} the other hand. optical data routing using imaging optics complex optoelectronic chip is needed. Initial efforts could
ﬁ and free-space propagation requires careful alignment and focus on previously developed techniques for chip place-
not uses the third spatial dimension, requiring a larger volume ment and bonding of the two dissimilar tvpes of chip
[.-' than would otherwise be the case. Therefore, optical fibers However, to maximize the efficiency of relieving the inter-
bl mav be preferred as the communication medium at the connect and pin-out problems in large-scale Si circuits the
X board level. development of techniques that mimimize the length of
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interchip interconnect lines, and in effect eliminate the
bonding pads, are needed. The pads are considerablv larger
than the device 'ines. and pins on the conventional ceramic
package are even larger, as described previously Two exam-
pies ot approaches that could be pursued are a metal-doump
technigue and a close-packed pianar hvbrid. In the former
technigue. the electrical and optoelectronic chips would be
verticallv mated bv a series of metal posts formed on one of
the circunts. This technigue has been used, for example, to
connect infrared detector arravs to Si chips [53]. In the latter
approach, the chips could be butted up to one another and
interchip metallization formed on an intervening planariz-
ing dielectric {56]. Manufacturable versions of these tech-
nologies could allow both more interconnects to the Si and
the efficient utilization of GaAs chips.

C. Monolithic Approaches

Tre integrating on GaAs of both optical and electrical
devices is an exciting area currently in early development,
and progress was summarized in Section IV-B. Progress in
integrated optoelectronics will be paced by the develop-
ment of GaAs ICs. if ICs with medium-scale integration or
higher complexity can be fabricated with high yield, there
may be strong motivation to use optics for interconnects in
all-GaAs high-speed or radiation-tolerant processors.

A long-term and conceptually appealing technique for
realizing optical interconnects is to grow single-crystal GaAs
on Si and then form the appropriate devices in each material,
thereby eliminating the need for hybridization. In addition
to optoelectronic devices, GaAs electronic devices could
also be formed (e.g., high-speed digital circuits for multi-
plexing signals to Si circuits). This technology could lend
itself to many circuit configurations, including the forma-
tion of strategically located GaAs islands on a large Si wafer.
To date, initial efforts have focused on materials issues, as
discussed in Section IV-D. The demonstration of heteroepi-
taxial circuits. of course, requires the careful determination
of process-compatible approaches to Si circuit formation,
GaAs layer growth, and GaAs fabrication. For example,
at present the GaAs growth occurs at temperatures of
= 680°C, suggesting that higher temperature Si processing
steps mav have to occur prior to GaAs growth. This tech-
nique could, in the long run, realize in single-chip form
many of the GaAs/Si hybrid approaches described earlier.

D. Perfect-Shuffle Exchange Network

The realization of a global but fixed interconnect net-
work like the perfect shuffle with optoelectronic tech-
niques could have a large impact on special-purpose,
high-performance signal processing svstems. The scheme
discussed in Section V is just one possible approach If the
processing elements on the VLSI chip are not arranged in a
simple linear form. as assumed in that scheme. then the use
of LNbQ, guided-wave modulators to perform the electr-
cal-to-optical signal transduction. as shown in Fig. i4, could
be used. The optical permutation network chip consisting
nf linear arravs of sources and detectors, as well as the
passive network of optical waveguides, can then be ohysi-
callv dissociated from the i chip in this wav the processing
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elements could all be on one chip. or could be distributed
among different chips. In anv case, the components that
need most development are the individual addressabie
arravs of laser diodes and LiINbO. guided-wave modulators
that can be directly adaressed by a Si chip at high speed.

E. Electrically Addressed Optical Modulators

One of the most important elements of an optical data
interconnect system is the external modulator that can
operate on guided or free-space optical wavefronts and can
be directly addressable bv a Si IC. Although several schemes
have been proposed and demonstrated, as reviewed in
Section 1V, special attention is needed to make these modu-
lators compatible with VLS| circuits with respect to size,
power consumption, and speed. A matrix-addressed light
modulator can also find application in dynamic intercon-
nect schemes involving real-time masks. Depending on the
applications, the update rate of these masks could be sig-
nificantly lower than the clock rates of the VLSI circuits. On
the other hand, these masks will be required to have a
rather large space-bandwidth product in order to provide
high interconnect flexibility. Thus in general future work
will be required in developing high-speed, low-power, and
small-size modulators.

F. High-Speed ICs

The focus of this paper has been on alleviating the
interconnect problem for VLSI MOS circuits which at pres-
ent operate at clock rates no greater than 30 MHz. A
potentially equally important area for optical interconnects
may be for smaller scale circuits that operate at verv high
speeds (100 to 2000 MHz). Si ECL circuits are commercially
available with clock rates greater than 100 MHz, and giga-
hertz circuits in short-gate Si MOS and GaAs MESFET tech-
nology have been demonstrated. While the gate counts of
such circuits are at least 1 to 2 orders of magnitude smaller
than for VLSI chips, their higher speed places severe stress
on the isolation and capacitance of the interconnects. In
such cases, the inherent high speed and low crosstalk of
optical approaches is very appealing. While there are cases
where incorporating an optimum number of gates on a chip
can minimize the number of high-speed interconnects {37},
optics could still play a significant role. Manv of the hybridi-
zation techniques described earlier could be applied to
these high-speed situations. Hybridization of opticai chips
with fast complex Si circuits is especially attractive due to
the recent report of integration of fast CMQOS circuits w:th
bipolar circuitry [58]. This achievement could eliminate the
need for scaling up the MOS devices (and thus using warter
area and potentially slowing down the devices) in order to
drive the optical sources. The most appealing long-term
solution for high-speed applications may be the develop-
ment of all-GaAs systems, since obviously the optical de-
vices could then be integrated, as described above
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