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ABSTRACT

The design of human organizations in which members perform routine
tasks under the pressure of time is considered, particularly the problem
of where and how in the design process to take into account human behavior
and limitations. A three-phase design approach is suggested. In the
first phase, the impact of human characteristics is neglected and
attention is focused on aspects of organization structure that are
external to individual members .. An outcome of this phase is a set of
normative decision rules that specify ideiaYtlwau behavior. >In the second
phase, implementations for these decision rules are devised and models of
actual human behavior and induced workload for the tasks established for
each member are developed. The descriptions are determined as a function
of parameters that relate to features of the task set-up and to the
options provided to the member for accomplishing his task. A final design ,
phase places these parameters for best organization performance and in
view of the workload limitations of individual members. The result is an
organization design.

The three-phase approach has been formalized as a multi-step
methodology. Discussion and illustration is given for each design step.
In addition, the methodology is exercised on a specific problem and the
resulting organization design has been built. Operation of the

organization has been tested under several conditions and experimentally
observed results match those predicted for the design, which in turn
supports the validity of the design approach. c--!

Thesis Supervisor: Robert R. Tenney
Title: Assistant Professor of Electrical Engineering

-.

~~~~~~~....................... °. . .. ........ ....... .•, i . , . . - . "° ,.",° . o



-~~~ 7.. .

TABLE OF CONTENTS

1. INTRODUCTION ....................................................1I
1.1 A Three Phase View of Organizat ion Design ............... *........ 4
1.2 A Methodology for Organization Design ........................... 7
1.3 Discussion ......................................................13
1.4 Outline of Thesis ...............................................17

11. ANALYTIC ORGANIZATION STRUCTURES - PHASE I ..................... 19
2.1 Phase I Methodology Steps ...................................... 19- -

2.2 Approaches to Phase I Execution.............................. 27
2.3 A Class of Analytic Organization Structures ....................29
2.4 Execution of Phase I - Example............................... 36

111. IMPLEMENTATION OF DECISION RULES - PHASE II ....................45
3.1 Phase II Methodology Steps................................... 45
3.2 Approaches to Phase 11 Execution............................. 51
3.3 A Class of Information Processing Models ......................55

*3.4 Execution of Phase II - Example.............................. 61

IV. DETERMINATION OF SATISFACTORY NOMINAL DESIGN - PRASE III .......67
4.1 Phase III Methodology Steps .................................... 68
4.2 Execution of Phase III - Example ............................... 77

*V. EXECUTION OF METHODOLOGY - AN EXI STENCE PROOF .................. 92
5.1 Introduction ................................................ 92
5.2 Analytic Organization Structure.............................. 93
5.3 Decision Rule Implementation................................. 97
5.4 Satisfactory Nominal Design ................................... 110
5.5 Test of Organization Design ................................... 115
5.6 Chapter Summary ............................................... 120

VI. SUMMARY AND SUGGESTIONS FOR FUTURE WORK ....................... 122
6.1 Summary ........................................................122
6.2 Suggestions for Future Work ................................... 124

*APPENDIX A ..........................................................127

APPENDIX B ..........................................................159

REFERENCES ..........................................................189

lira



* *. ~ . .. . .. * .o*

LIST OF FIGURES AND TABLES

Figure 1.1 An Enroute Air Traffic Control Problem ................... 2
Figure 1.2 An Organization for Air Traffic Control .................. 2
Figure 1.3 Three-Phase Organization Design Process ................ 5
Figure 1.4 Organization Design Methodology .......................... 8
Figure 1.5 Concept of Analytic Organization Structure ............... 9
Figure 1.6 Decision Rule Implementation ............................ 11

Figure 2.1 Basic DDN Operators .................................... 31
Figure 2.2 A Four Node DDN ..................................... 32
Figure 2.3 Wafer Inspection Scheme ................................. 38
Figure 2.4 Representative Diffraction Pattern ...................... 39
Figure 2.5 Set-up for Determining Inspection Rules ................ 41

- Figure 3.1 Comparison of Approaches ............................... 54
Figure 3.2 Task Situation for.First Organization Member ............ 63

* Figure 3.3 Average Time For Procedure Execution .................... 65

Figure 4.1 Locus of (po,pll) Values for
First Member Inspection Task ....................... 81

Figure 4.2 Illustration of Constant Vcs Loci in (peo,p 11 ) Plane ..... 82
Figure 4.3 Effect of Constraint on Problem CNO-Il Solution ......... 83
Figure 4.4 Operation of Nominal Organization as p. Varies ......... 84
Figure 4.5 Comparison of R Range with

First Member Processing Time ....................... 84
Figure 4.6 Operation in (p,,,pl1 ) Plane with Minmax Modification ...86
Figure 4.7 Solution of Problem CNO-Il' ........................... 89
Figure 4.8 Operation in (pe,.pll) Plane with Additional Procedure..90

Figure 5.1 Design Situation ..................................... 93
Figure 5.2 Analytic Organization Structure for Detection Task ...... 95

. Figure 5.3 First Member Task Situation ........................... 99
Figure 5.4 First Member SCR Average Processing Time (Typical) . 101
Figure 5.5 Second Member Task Situation ........................... 105

, Figure 5.6 Second Member Processing Time (Typical) ................ 106
* Figure 5.7 Speed/Accuracy Characteristic of Second Member ......... 107

Figure 5.8 Illustration of Solution to Problem CNO ................ 112

Table 5.1 Predicted Organization Behavior ........................ 118
Table 5.2 Observed Organization Behavior ........................ 119

iv

,?. . *
- - - - - - - - - - - - - - -*o °



ACKNOWLEDGEMENT

Words are hardly adequate to express my gratitude to Professor Robert
R. Tenney. who supervised this thesis. During the course of the research
he always listened patiently and critically, regularly offered insightful
suggestions, and never failed to be enthusiastic and encouraging. In
particular, thanks are due for his willingness to supervise a multi-disci-
plinary thesis. His diversity of knowledge has been of considerable
benefit; his diversity of interests and personal intensity are a
continuing inspiration.

The multi-faceted support of Professor Michael Athans throughout my
graduate years is sincerely appreciated. Most recently, he has provided
guidance in his role as a thesis reader.

The two other thesis readers are thanked for serving in that
capacity. Professor Steven Pinker made several specific suggestions that -

improved the experimental aspects of the thesis: Professor T.B.
Sheridan's comments added perspective to the work.

Early experimental work was conducted in the Man-Machine Systems
Laboratory with Professor Sheridan's permission. This is gratefully
acknowledged, along with the technical support of Ahmet Buharali of the
MHSL. The experimental work reported in this thesis was conducted using
facilities of the Flight Transportation Laboratory, by permission of
Professor Antonio Elias and with key technical support of Doctor John
Pararas.

The cooperation of those who were experimental subjects is much
* appreciated. Particular recognition is given to those who spent time

without compensation to test preliminary versions of experiments: Peter
Doerachuk, Liz Iinzelman, Tom Terrell, and Hami Kazerooni.

Finally, the Laboratory for Information and Decision Systems has
provided a positive environment in which to complete the research work
presented in this thesis.

This research was supported by the Office of Naval Research under
grants ONR/N00014-77-C-0532 (NR 041-519) and ONR/N00014-84-K-0519 (NR 649-
003).

vV

, ..,

. . . . . . . . . . . . . . . . . . . .,*

.. %. . .. . . ~ *~**. .A -',



SD.G.

vi 1



I. INTRODUCTION

To accomplish tasks that are too large and complex for individuals,

o, humans have devised and evolved a variety of organizational structures.

" These structures range froL strict hierarchies to committees to matrices,

and have been applied to manufacturing, governmental, and research tasks.

Some structures are more suited to certain tasks than others, and this

*- observation leads naturally to the analysis of organizational structures,

h with an eventual goal of purposeful design for specific tasks. Despite

their proliferation, however, organizations have not readily yielded to

the development of rigorous analysis and design techniques. This is due

in part to the inherent complexity of situations where individuals are

required to coordinate their efforts so that some overall goal is

achieved. Another factor is the necessity to assess whether individuals

within the organization are capable of doing their assigned jobs; that

is, whether induced workload is within the limits of each member.

A goal of this thesis is to develop a framework and methodology for

organization analysis and design that is appropriate for a particular

• class of organizations. Specifically, consideration is restricted to

those organizations, or more generally, man-machine systems, that (a)

involve human information processing tasks as integral to their operation,

" (b) incorporate a well-defined organizational goal held by all members (a

team) and (c) have a short amount time available for individual

" information processing tasks, e.g. a few seconds or minutes. In addition,

it is assumed that the overall task of the system is such that an

individual cannot do it alone, that some form of coordination is required

among organization members and that the information processing tasks are

"* predominantly routine, i.e. are such that humans can be trained to execute

them in a specified manner. Finally, the size of the organizations under

consideration is taken to be small, say a few members.

As an example of the type of systems that are under investigation.

consider a generic situation where control is desired for the enroute

• y*-1

. . . . ..



aircraft within a particular geographical area. Such a situation is

represented in Figure 1.1. Aircraft approach and pass through the

p;.."

Figure 1.1 An Enroute Air Traffic Control Problem

geographical area, each with individual flight paths and speeds. The

overall organizational goal is to maintain traffic separation with an

extremely low near-miss probability. Furthermore, it is determined that

humans are to be given this job, and that the situation requires more than

one. Thus an organization is constituted, such as the one shown in Figure

1.2. Each organization member is given primary responsibility for a part

Figure 1.2 An Organization for Air Traffic Control

of the overall geographic region. Be communicates directly to aircraft in

• .. . .
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his region. However, as aircraft move from one area to the next, it is

necessary for each controller to communicate to controllers of adjacent

areas for purposes of coordination and smooth handoff of traffic. These

tasks are primarily information processing ones; the controller is

required to absorb information, either visual or auditory, and then use it

to assess the situation and make appropriate responses that keep traffic

flow orderly. Indeed, there is a minimum of creative activity in the

sense of problem-solving. As part of the organization design, the

controller is trained to recognize almost all situations which arise and

to deal with them in a specific, well-defined manner. Finally, given the

high speed and density of aircraft, controllers are under the pressure of

time to process incoming information. Thus the situation is of the type

under consideration in this thesis, and is one to which the methodology

described in the following chapters could be applied.

Other examples of the type of organization under consideration can be

found within the realm of military command, control, and communications

systems, particularly those that operate in a tactical environment. There

the common organization goal is often stated as a mission objective. Mis-

sion responsibilities are assigned to individual commanders. The ongoing

battle requires that decisions be made quickly, but also in a coordinated

manner so that the overall mission might be accomplished.

A question that is basic to the design of such systems is the

partitioning of the overall system task so that it can be accomplished,

not only satisfactorily according to some design criterion, but also with

some assurance that human workload limitations will not be exceeded. As

stated earlier, a goal of this thesis is to provide a method for analyzing

and making any necessary tradeoffs between organization performance and

human workload. The next sections outline the basic approach of the

thesis toward this goal.

3
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1.1 A Three-Phase View of Organization Design

Among the issues that must be resolved in the process of designing a

human information processing organization is that of how, where, and to

what extent in the process consideration of human characteristics and

limitations should be included. At one extreme is the policy of dealing

with the complexities of human behavior from the outset of the design

process. At the other extreme is a policy of essentially neglecting the

fact that humans will be part of the organization, and assuming that

members will be able to perform any task that is assigned to them. The

advantage of the former approach is that the design will likely be one in

which individual member tasks are within workload limits. Arriving at

such a design, however, involves consideration of the complexities of all

aspects of human behavior at each design step. This can be tedious and

time-consuming, and in the end largely unnecessary. On the other hand, an

approach at the latter extreme offers the advantage of relative simplicity

because a number of issues are neglected. There is no real assurance,

however, that the final design will be realized as expected because of

differences in actual human behavior from that which was desired or

assumed.

There is considerable middle ground between these two extremes, and

this thesis suggests a design approach that attempts to preserve some of

the advantages of both, while minimizing the disadvantages. The basic

idea is to separate design into three distinct parts, or phases. The

first, a top-down phase, is one that neglects human limitations and

focuses on other organization issues, such as basic structure and inter-

member interactions. The second is a bottom-up phase, in which the

complexities of human behavior are dealt with, but in a focused manner

that considers only single parts of the organization and only directly

relevant aspects of human behavior at a time. A third phase is needed to

integrate the results of the first two and to ensure that they converge.

The three phase approach to organization design pursued in this

thesis is illustrated in Figure 1.3. Given a (possibly general) statement

4



Phase I 'Normative" -Decision Rules Phase 11 Descriptive*
-Form Design Goals-Implementation of-SeiyOr. Structure 'Job Descriptions* Decision Rules

-ask Situation.. -

-Analytic Organization -Information
Structure Phase III 'Integrative" Processing Model

.Parameter Placement
-Eva luat ion

-Satisfactory Nominal Design

Figure 1.3 Three-Phase Organization Design Process

of the task for which an organization is desired, the first phase in the

process establishes basic features of the organization structure and
expresses them in analytic (i.e. mathematical) terms. Such features

include the number of members, their interconnections and their respective

protocols for interaction. Taken together, they constitute the analytic

organization structure. A second aspect of Phase I is to determine how

, the inputs available to each member should be processed to generate Z."

outputs that may be passed to other members. This is done with respect to

* performance goals, and results in a set of decision rules that represent

the desired behavior of each member. Phare I is thus normative in nature

and yields job descriptions, in the form of decision rules, that serve as

a target for actual human behavior.

Having determined, in the form of a decision rule, the information

processing that each member ought to perform, the second phase of design

aims to implement decision rules. 'Implementation' refers to the

specification of a collection of physical equipment, such as displays and

response mechanisms, that the human is to use in order to accomplish the

processing required by the decision rule. Also included is the immediate

surroundings in which the equipment and the human are placed. Taken

*" together, these elements are a member's task situation.

. . .. . . . . .



Given a task situation, a model is then developed that relates

elements of the task situation to an organization member's actual

behavior. This model, termed the information processing model, has two

components. The first is a description of the actual input/output

behavior realized. The second is a measure of the workload induced by

task execution. Since humans are limited in their information processing

ability, there will also be associated with this measure a

characterization of the maximum workload allowable without overloading the

member. In general, information processing descriptions will depend on

settings of parameters that are part of the physical task set-up, that is.

on task situation parameters. They will also be subject to variation due

to the way an organization member chooses to perform his task, i.e. there

will exist information processing parameters. Phase II is thus one that

involves human modeling. As such it is labelled the descriptive phase in

the design process. By first deriving a job description for each member,

however, there exists a focus for both the specification and modeling of

individual organization member tasks.

The first two phases of design result in distinct, though related,

design elements. On the one hand is an analytic organization structure,

which has been developed assuming ideal human behavior. On the other is a

set of implementations of decision rules that have been constructed so

that actual human behavior can match as closely as possible that which is

desired. The match is not necessarily perfect, particularly given human

workload limitations. Thus a third phase is necessary to integrate design

elements in order to complete the organization design. In this phase the

descriptions of actual input/output behavior are substituted for the

decision rules in the analytic organization structure and the structure

itself is augmented with the workload models. Then task situation and

information processing parameters are placed, subject to constraints in

the workload models, so that organization performance is optimized. The

result is a nominal organization design that can be evaluated with respect

to design goals. If the nominal design is determined to satisfy

organization goals, then Phase III of the design process terminates,

yielding a satisfactory nominal design.

6
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The organization design approach incorporates both of the extremes

possible for handling human behavior and limitations. Phase I essentially

neglects the fact that humans will be part of the organization. except to

define sets of inputs and sets of outputs and to determine desired

transformations from inputs to outputs. Were the design process to

terminate at this point, there would be no assurance that the decision

rules obtained could be realized human by organization membersi indeed, no

physical means would have even been specified for them to try. Phase II

addresses this issue and in so doing gives due consideration to the

realities of human behavior, but the effort is focused on implementation

of specific decision rules. Finally, Phase III brings the two extremes

together, with the result that a design is obtained that has accounted for

human behavior, but which has done so in a consistent and systematic

manner. Note that, because of the separation into normative and

descriptive phases made for pragmatic reasons, the design obtained is not

truly optimal in the sense that the best possible combination of

topological structure, physical equipment, human behavior, etc. has been

assembled to accomplish some specific task. Rather, the design is one (of

possibly many) that is acceptable with respect to design goals.

Key steps can be identified for successful execution of each design

phase. These steps are formalized in the next section as a methodology

for organization design.

1.2 A Methodology for Organization Design

Based on the three-phase approach to organization design, the

methodology shown in Figure 1.4 has been devised. The following

paragraphs briefly describe each methodology step. The purpose here is to

provide an overview and to establish a conceptual framework and notation.

More detailed discussion is contained in subsequent chapters, along with

examples of execution of each methodology step.

7
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A I Given Organization Task
- Goals for design
- Operating on vironsent -

Specify: Analytic Organization Structure
- Number of members
- Intersember interaction variables zi and characteristics x,

- Environment-sember interaction variables yi and characteristics WiI
- Response variables to other members ui and to environment vi

C Determine: Decision Rules
- Formulate performance criteria J o

To argmin 3 o(, N) -'
- y* :Job descriptions

Evaluate: Normative Performance-0t O,,,N )  vs.

Devise: Task Situations
Task situation parameters O i

F [Develop: Information Processing Models 1
- Information processing parameters Xi ,
- Actual I/O mapping: k (0 ,)iw,) w.
- Induced workload: w kA( i" ' ) .
- Limit to vorkload: wi .

Integrate: Design Elements

min 3o(k(O,),wN,w),WN)

N

- Nominal design: 0 = 0c. X -"

H Evaluate: Nominal Design

I [Modify: Design Elements
- Select modification typel

Figure 1.4 Organization Design Methodology
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1.2.1 Phase I

Steps A-D in the methodology are part of Phase I. In Step A, the

designer is presented with a task for which an organization is desired, -'

along with statements of general objectives of the design and the expected

organization operating environment. These statements are the point of

departure for the design process. Subsequent choices in design will
* eventually be made and evaluated based on the designer's interpretation of -

them.

The first set of choices occurs In Step B, where an analytic

organization structure is specified. Figure 1.5 illustrates in a

conceptual way the elements of such a structure for a three-member

organization. Members perform their tasks within their respective

environments Ei. In general, however, aspects of an individual's

environment can be held in common with other members, as indicated by the

intersections of the Ei.

US 4A

Figure 1.5 Concept of Analytic Organization Structure

Members receive interactions from two different sources. One is from

*their immediate environments as represented by the variables yi.

Characteristics of the environment that are relevant to these interactions

* are represented by the parameters wi. Interactions also arrive from other

9
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organization members. These are represented by the variables zi , and 9
relevant characteristics of these interactions are represented by i.

Included in a, and wt are the statistical characteristics of the

respective interaction variables. Organization members respond to their

environments through the decision variables vi and to other members

through the decision variables ui.

Thus in terms of Figure 1.5 the specification of an analytic

organization structure includes the determination of the number of

organization members and of the variables yi, ui. vi. si. From the

statement of the design problem, nominal values for the environmental

parameters, N, are also implied. All of this is done, of course. with

the goal of accomplishing the overall information processing task of the

organization.

A key element that is not specified in Step B is how individual

members should respond when particular interactions are received. The

determination of values for ui and vi from values of zi and yi is the

information processing task of organization member I. This processing is

abstractly represented by the mapping yi1 selection of the desired mapping

for member i is made in Step C. This is done with respect to the

organization performance criterion So# which has been formulated in view

of design goals. Jo must be expressed as a function of y and u. which

collectively designate y1 and w i. respectively. The optimal input/output

mappings, designated y and referred to as decision rules, are obtained by

optimizing 0 over y, with a fixed at its nominal value ON.

A final stop in Phase I is Step D. which compares the performance

obtained in Step C with that which Is desired. If Jo(y 'to ) does not meet

performance goals, then a revision in the organization structure is

necessary.

0 .
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1.2.2 Phase II

There are two methodology steps associated with Phase II. Recall

that this phase accomplishes the implementation of decision rules. In

terms of the formalism described above, the optimal input/output mappings

o which represent ideal member behavior, are replaced with

representations of actual behavior. This is illustrated for one

organization member in Figure 1.6. The variables ui, vi. yti and zi

3viL_ TS: Task Situation
TS e, ..i

Ti IPM: Information

Proeassin3 Model

Figure 1.6 Decision Rule Implementation

remain unchanged, as do vi and xi. However, a two-level structure has

replaced yi, and each level is associated vih a methodology step. In Step

E. a task situation is devised for the decision rule. Associated with -

this physical setting are a number of parameters *t that represent

characteristics of the situation that are to be determined at a later

point in the design process.

For the task situation devised, an information processing model is

developed in Step F of the methodology. In general, both elements of this

model - an actual input/output mapping for the task situation and a

workload measure - depend on the settings of parameters 91. Furthermore,

they also depend on characteristics of the human organization member and

the way he performs the information processing within his task. These

characteristics are collectively represented by information processing

parameters Xl" Finally, the actual behavior realized by an organization

11
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member will also in general be affected by environmental characteristics

and the characteristics of inter-member interactions. As a result, the

descriptions of input/output behavior, denoted by ki , and workload,

denoted by vi , will be functions of 0i , ).i wi, and 7i:

ki ki(Oiskiwi-wi ) (1.1)'

wi a wi(Oi. iwiwi) (1.2)

In addition, the workload element of the model will have associated with

it a limit, or saturation point, denoted by i.

1.2.3 Phase III

Given the organization design elements developed in Phases I and II,

Step G accomplishes their integration by substituting ki for yi in 10 and

adding the workload measures as constraints. Organization performance is

then optimized by placing the task situation parameters 0 and the

information processing parameters ). with respect to performance and in

view of workload limitations. The solution to this constrained

*optimization problem is given by Oc and k€. With these quantities fixed

as part of the organization structure, and with v O eN, a nominal

organization design results. "-

Step H evaluates the nominal design with respect to design goals.

Such goals may, for example, impose requirements on organization operation

when a varies from *N .  If all goals are satisfied, the methodology

terminates. If the design is found to be unsatisfactory, then Step I is

executed. In this latter step, a diagnostic function is performed.

whereby the design's deficiencies are used to select particular

modifications to be made in design elements. Depending on the type of

modification selected, consideration then returns to a previous

methodology step, and the design process iterates until a satisfactory

nominal design is obtained.

12
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1.3 Discussion

Subsequent chapters in the thesis discuss the methodology in detail

In this section an overview of the the main focus and themes of the thesis

is given and further conents of a general nature are offered regarding

the methodology and the viewpoint taken with respect to humans as part of

, organizations.

1.3.1 Overview of Thesis

Execution of the methodology described in the previous section

touches on a number of complex questions and in general requires a great

deal of judgememt at each design step. Issues that can be raised cover a

full spectrum, from the theoretical to the behavioral. In Phase I, for

example, the modeling problem of defining interactions between

decisionmakers is encountered, as well as the mathematical problem of

solving for optimal team decision rules in a distributed setting. In

Phase II, the designer is required to understand and quantitatively model

human behavior, which is usually not straightforward in even the most

unassuming situations. Finally, Phase III involves the mathematical

solution of a complex, nonlinear, constrained optimization problem, which

. often poses difficulties.

While each methodology step is discussed in subsequent chapters and

suggestions are made regarding its execution, the focus of the thesis is

not in providing a general ready-to-use technique for organization design.

This is well beyond the thesis scope. The main goal, however, is to

* provide a substantial argument for the methodology as an approach to

organization design. The argument is made in part by discussing the

methodology in general terms, by relating methodology steps to specific

technical disciplines, and by indicating how methodology steps might be

carried out in terms of specific classes of structures. An additional,

and perhaps more convincing, aspect of the argument is that the

13
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methodology has in fact been executed successfully on a specific design

prob lea.

Thus the contribution of this thesis is twofold. First. it is the

design methodology itself, or more precisely, the separation of the design

process into normative, descriptive and integrative phases. This

separation allows the designer to consider issues related to basic

organization topology and structure without having to consider

simultaneously human information processing behavior. Furthermore, the

normative phase provides a focus, in the form of a job description, to

guide the development of the information processing task for each member.

The third, integrative phase provides for the synthesis, in a balanced

way, of considerations of organization structure with considerations of

human workload. In this phase the designer is able to view existing

relationships between individual workload and organization performance and

to explore various alternatives in trading one for the other. The ability

to investigate and make such tradeoffs is a key advantage of the

methodology.

A second aspect of the thesis contribution is that the design

methodology's viability does not rest on conceptual arguments alone. It

has, in fact, been used successfully to design an organization that has

subsequently been tested and found to operate as expected. In particular,

this provides support for the integrative phase of the design process.

since this phase in effect must predict organization behavior in order to

select the nominal design solution. The fact that such predictions are

found to be valid provides evidence in support of the methodology's

viability.

In support of the major themes of the thesis, a case study has been

made of a specific team theoretic problem in which processing load

descriptions for each member have been added. A constrained optimization

problem has been formulated and solution properties have been

characterized. Results of the investigation illuminate possible workload-

performance relationships in a particular team structure. In addition,

14
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" the problem examined in the case study is a mathematical abstraction of

*i the specific design example of the thesis and the -esults of the former

have been used in support of the latter.

1.3.2 Humans as Organization Components

In this thesis, the point of view is taken that humans are to be

regarded as components within a larger system. Such a viewpoint is

analogous to that of investigators working with manual control problems,

where the concept of a human operator transfer function is a familiar one

(e.g. see [11). Here, however, the essential function of the human is

that of information processing. Furthermore, the tasks are assumed to be

routine, i.e. not highly cognitive. Thus in the same sense that transfer

functions characterize behavior in manual control tasks, input/output

mappings will be used in the present context to characterize information

processing tasks.

From the description of the methodology, it is evident that the

decision rules that result from Phase I (the normative design phase) are

well-defined. The question then arises as to whether the human is really

necessary at all. That is, if the desired input/output behavior of each

organization member is known as a solution to a well-formulated

optimization problem, why not implement it in hardware or software (and

by-pass Phases II and II)? To resolve this issue, one must look beyond

the basic design methodology. The nominal organization design is

appropriate for the specific organization task defined in Step A.

However, a given organization may be required to perform many tasks, each

of which spans a different period of time. For example, a command and

control organization is called upon to carry out different missions

depending on particular battle situations, high level commands issued,

etc. In such a situation, the basic organization structure does no.

changes instead, the way it is used changes. Furthermore, the human

components provide the adaptability required to make these changes. Thus.

for a given organization task, the design that results from Steps A-I

" ~15 i:
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ensures that the humans in the organization are able execute their

respective individual tasks. The fact that humans are part of the

organization permits the basic organization structure to switch to a

different organization task, if necessary.

Another, and perhaps more compelling. reason for explicitly including

humans is also dependent on their adaptability. While most of the

information processing required for the types of organizations under

consideration can be regarded as routine, there may be novel situations

that arise occasionally. These require higher level human problem-solving

skills in order to be resolved. It is in the event of thse situations

that humans have been included in the organization as 'active components'

in the first place. However, even though their main purpose is to handle

unexpected situations, humans are also required to handle the routine

situations that predominate as the organization accomplishes its task.

This thesis is concerned with the problem of guaranteeing that the routine

situations presented to the organization can be processed satisfactorily.

The consideration of how an organization should process novel situations

is beyond the scope of the present investigation.

1.3.3 Intended Position of Methodology in Design Process

The process of design proceeds by stages, from first conception to

final implementation. The methodology outlined here for organization

design is intended to be used at an early stage in the process. Phase I

serves to test the basic feasibility of a particular organization

structure. Phases II and III enlarge the scope of analysis to include

considerations relating to the presence of humans within the organization.

Once a satisfactory nominal design is obtained, however, the design

process is not over. Subsequent steps, such as detailed simulation or

prototype building and testing, will in general be necessary before final

implementation is realized. The point here is that no claim is made that """

execution of the methodology will result in a "ready-to-use" design.

Rather, the intended purpose is to occupy a place in the design process

16 ",
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where the scope of analytical consideration is extended to include, in

some measure, human behavior. By incorporating descriptions of human

behavior explicitly within an analytic framework, it is believed that

valuable insight into likely organization behavior can be obtained for

purposes of design.

1.4 Outline of Thesis

The tbesis is organized as follows. Chapters two through four

consider each of the three phases of organization design, beginning in

chapter two with Phase I (Steps A-D) of the methodology. Chapter three

considers Phase II (Steps E-F) and the third phase (Steps G-I) of design

appears in chapter four.

Chapters two and three have a parallel structure. The first section

in each discusses the corresponding methodology steps in a general way,

elaborating further on their intended purpose. The second section

establishes the relationship of these steps to the work of others. A

third section delineates a particular class of organization structures or

. information processing models (as appropriate), and formally states bow

[. the methodology is applied to members of that class. Finally, an example

is discussed that illustrates the execution of the methodology for the

respective design phase under consideration.

Chapter four first considers each Phase III methodology step in a

general way. A second section applies these steps to the particular

example that was discussed in the previous two chapters.

Chapter five exercises the methodology on a specific design problem.

The problem is stated at the outset of the chapter and each step of the

methodology is executed in turn to arrive at an acceptable design. A
laboratory implementation of the required task situations was used to

operate the organization as designed, and to perform several tests to
h determine how closely the mathematical design predicts actual organization

17
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behavior. In particular, it is demonstrated that failure to take human

processing limitations into account can have dramatic effects, as well as

that the careful placement of task situation and information processing

parameters can be a meaningful and beneficial step in the design process.

Concluding comments and directions for future research are included

in chapter six. Following this chapter, two appendices are attached that

document the results of other investigations related to the thesis and

that provide supporting material for discussion in the thesis body. In

Appendix A, a specific team theoretic problem is investigated in which

constraints that are reflective of workload have been added to each team

member. Appendix B contains documentation for the experimental work done

in developing and testing the organization design that is presented in

chapter five.

18
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II. ANALYTIC ORGANIZATION STRUCTURES - PHASE I

In this chapter. those steps of the methodology that are part of the

top-down phase of organization design are discussed. These include the

formulation of the design problem itself (Step A), the specification of an

analytic organization structure (Step B), the determination of decision

rules (Step C), and the evaluation of the analytic structure, given ideal

behavior (Step D). The first section discusses each of these steps on a

general level. Next, the execution of Steps A-D is placed in the context

of related work. Of particular relevance here is the developing body of

knowledge included under the rubrics of large-scale systems, team decision

theory and decentralized control. Notions that have emerged from the

study of organizations by management scientists are also appropriate. A

third section considers a specific class of analytic organization

structures, that of distributed detection networks, and discusses

particular aspects of how Phase I of the methodology can be executed in

the context of this class. Finally, a specific design situation is

considered in the fourth section, to which Steps A-D of the methodology

are applied.

2.1 Phase I Methodology Steps

In succeeding paragraphs of this section, each Phase I step in the

methodology is considered. The discussion is presented on a conceptual

level, with the goal of stating in broad terms some of the key aspects of

each design step.

* 2.1.1 Formulation of Design Problem - Step A

There are two elements that are essential to a statement of the

organization design problem: a description of the overall information

processing task and a statement of the performance level expected. The

19



2.1.2 Specification of Analytic Organization Structure - Step B

The central function of Step B in the methodology is to translate the

organization design objectives and the characteristics of the task defined

in Step A into an analytic. i.e. mathematical form. This requires a

number of choices by the designer. Among them are the number of

organization members, their interconnection, and their protocols for

interaction. Explicit evaluation of these choices is not made for every

conceivable combination, but rather is made later in the context of

evaluating selected overall organization designs, which occurs in Phase

III. Even so, it is desirable to consider each choice in anticipation of

its later impact on the organization.

With the goal of clarifying what is envisioned as an analytic

organization structure, the following discussion offers a formalism within

* which to represent such structures. The viewpoint taken is similar to

* Tenney and Sandell [2]. Basically, organization members are viewed as

* processors of inputs into outputs. Inputs arrive from other members and

through interactions with a local environment. They are processed into

- outputs that are sent back to other members or to the immediate

environment. Governing this process is some temporal scheme for

,. determining when responses are required or when interactions are to be

sent. A characteristic that is central for the present development,

* however, is that each member must on a regular basis select outputs as

- responses to current inputs. In specifying an analytic organization

'" structure, all aspects of organization operation are to be defined, except -

for this latter association of response values to input values.

The above can be stated more formally. Once the number of

organization members has been determined by the designer, the overall

organization task is divided among those members, and the design proceeds

'. by identifying specific mechanisms for how each member is to interact with

his respective environment and with other members. The variables Yl and

v i are specified to represent member i's interactions with his environment

(refer to Figure 1.5). Also specified are the sets from which variable
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values are drawn:

Yl e Yi (2.1)

vi 9 Vi  (2.2)

Included as part of the environment-member interaction variables is

the delineation of a set of generalized parameters that characterize the

environment of the member. These might include the relative likelihood

that certain events will occur in the environment, the tempo of the

member's interactions with his environment, or simply the probability

distribution on environmental interaction variables. Parameter values are

drawn from a set specified by the designer, i.e.

Wi ( 12.3) -

The purpose in defining wi as an element of structure is to formalize the

notion that the organization's environment is either not known precisely

or is subject to change as the organization operates. Assessing the

sensitivity of the organization design to such uncertainty is thus an

important consideration.

Inter-somber interactions that the designer specifies are represented

in a similar manner. The variables zi are the interactions that arrive

from other members. Responses forwarded to other members are designated

by the variables ui. Their respective values are drawn from sets

specified by the designer:

zi £ Zi  (2.4)

ui a U1 (2.5)

As a matter of definition, it may be useful to partition zi and ui

according to the particular member with which they represent an

interaction, i.e. zij designates interactions arriving to member i from

member j.

22
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Just as wi is intended to capture characteristics of interactions

with the environment, ri is a set of generalized parameters that

characterize inter-member interactions. The key aspect of xi is that it

designates characteristics of interactions as member i experiences them.

Thus while explicit parameters of organization structure can be part of

xi, such as a deadline for responding to another member, it is also

*. possible that quantities that are induced as a consequence of organization

operation, such as the probability distribution on the set Z i , can be -..

included as part of ni. The main purpose in defining ni as an element of

structure is to provide a formalism for later use in the methodology,

where not only the values of interaction variables affect human

information processing, but also the characteristics of how these

variables arrive for processing. Since such characteristics depend in

general on the processing accomplished by other members, which is itself

subject to change, it is convenient to lump the collective effects of such

variation into a single quantity vi that is developed from member i's

point of view. As with wi, fi is considered to take values from a

specified set:

'i a T i  (2.6)

The actual value of fi is induced as a consequence of the particular

design selected.

In terms of the formalism introduced above, in Step B the designer

must specify the variables zi, ui, vi , and Yi and their respective sets of

possible values. The generalized parameters included in wi and ni must

also be defined, along with the sets Qi and T i. Furthermore, nominal

values for w i , denoted wi, are to be selected. The only aspect of the

organization structure that has not been specified at this point is the

mpping from inputs to outputs for each member. That is, the relationship

between Z X Yi and V, X U i is not defined. Such a relationship is

. designated as an input/output mapping yi, where in general yi is selected

"* from the set ri:

yi a r i =yi Z i X Yi 4p(Vi x Ui)) (2.7)
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That is, yi maps possible values of zj and Yj into distributions on

possible values of viand ui. Once yi is selected and inserted into the

analytic organization structure a working analytic model is obtained.

The formalism used to discuss analytic organization structures is not

intended to be rigorous. There are a number of issues that have not been

addressed and which will require considerable effort on the part of the

designer in deciding an analytic organization structure. These include,

for example. the basic question of how to partition an overall task into

subtasks that are appropriate for individual members, as well as the

selection of a particular temporal framework which governs organization

dynamics. However, the formalism highlights the major Issues that are of

concern in the present context. Specifically, Step B should bring the

design to the point where what remains is to determine for each member

which input should be sapped to which output, and in what sense

(deterministically or probabilistically). In addition, the

characteristics wiand riidentified at this point will be used later in

the design process when humans are included explicitly.

2.1.3 Determination of Decision Rules -Step C

_p.±

To complete the specification of a working analytic organization

model, it is necessary to select the input/output mappings to be used by

each member. This is done in Step C of the methodology by solving an

optimization problem. The criterion to be optimized is first formulated

to reflect the design goals stated in Step A is expressed in terms of a

cost J.. Given that all other elements of the analytic organization

structure have been specified except y, J need only be stated explicitly

as a function of y. However, in view of the uncertainty in the

organization's environment represented by w. it is useful to show

explicitly the dependence of hon a although for purposes of selecting

the desired input/output mappings a is fixed at its nominal value. Thus

the problem to be solved is stated formally as

24



Decision Rule Problem (DR)

mi J0 .WN)

"e r

The solution to Problem DR yields an optimal input/output mapping yo for

each member, which is designated as a decision rule. Decision rules are

the key link between the purely analytical consideration of the

organization in Phase I with the consideration of actual human behavior in

Phase II. Decision rules are effectively the job descriptions that are

given to organization members, and thus serve as a prescription for ideal

human behavior.

It is important to note that a globally optimal solution of Problem

DR is not necessary as a requirement of the methodology. Recall that the

primary objective is that, an organization design be obtained that meets

design goals, particularly the performance level that was specified in

Step A. More than one set of decision rules may meet this objective, and

some may be easier than others to obtain analytically as solutions to

Problem DR. Thus the approach taken in solving Problem DR has a degree of

flexibility and choice associated with it, and the designer may well elect

to terminate the search short of obtaining a global minimum solution.

In view of the fact that human limitations in information processing

are a primary concern in this thesis, the question arises as to whether

the problem formulated in Step C might be modified to include workload

considerations as constraints. Such a formulation is indeed fundamental

to the approach pursued in the thesis, but it is inappropriate to pursue

it at this point. Decision rules are mathematical descriptions of the

desired behavior of a particular system component. Workload, however.

describes human information processing in a specific physical situation.

Workload is thus dependent on the physical implementation of a decision

rule. To include a workload constraint at Step C would in effect presume

that a description of the workload for a given decision rule could be

25
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Sspecified independently of its implementation, or that a physical

implementation could be selected without knowledge of the desired decision

rule. This is not possible. This is why the methodology separates these

two issues. First, the desired behavior is determined, apart from the

ability of humans to actually accomplish it (Phase I). Then consideration

is given to how such behavior can be realized (Phase II).

2.1.4 Evaluation of Basic Organization Structure - Step D

By substituting the decision rules obtained as solutions in Step C

into the organization structure developed in Step B, a working analytic

model of the organization results. This model represents in some sense

the *best' outcome that could be expected as a design, given the basic

organization structure. That is, subsequent steps in design will at best
s

only be able to reproduce exactly the decision rules y as the actual

input/output behavior of organization members. Moreover, it is not likely

in general that y will be realized perfectly. Thus performance of the

organization will not be any better than that which is predicted from

purely analytical considerations, and will likely be worse because of

later compromises made due to human workload limitations. It is therefore . -

useful at this point to compare the analytic organization model with

design goals, and evaluate whether it is possible for the basic structure

to result in an acceptable design. This is the function of Step D in the

methodology.

The assessment made in Step D is limited to a single definite

conclusion: if the analytic organization, operating with its decision

rules, does not meet design objectives as outlined in Step A, then an

alternate structure is necessary. If such a conclusion is reached, the

designer must re-consider some of the choices made in Step B. Ideally,

the points at which the design is inadequate will lead the designer to

select specific modifications to make in organization structure.

If, on the other hand, the analytic organization does meet design
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goals at this point, there is no guarantee that subsequent implementationI
of decision rules will result in a nominal design which is also

acceptable. However, preliminary indication of how likely it is that the

organization structure will remain viable might be obtained by evaluating
0

the sensitivity of Jo to variation in wo when y = y . That is, if it is

assumed that the actual input/output behavior realized by organization

members will approximate y*, then it might be useful to evaluate

to obtain an indication of whether the general operating region that is

unfolding for the organization is in fact a satisfactory one in view of

* uncertainties about the operating environment.

In general, Step D represents an opportunity to assess the design at

an intermediate stage in its development. A considerable amount of effort

* has been expended in Steps 8 and C, and Phase 11 will be another major

step in the design process. Step D is the bridge between these two

efforts and can be used as convenient milestone in the design process.

2.2 Approaches to Phase I Execution

This section describes the relationship between the concepts relevant

to Phase I and other work. Though satisfactory completion of Phase I is

* not tied necessarily to a particular analytic framework, the Issues that

the designer must consider in the present context are similar to those

considered by Tenney and Sandell [21,[01.

Another framework that is complementary to Phase I considerations is

that of team theory. A team-theoretic decision problem has five essential

*features [41: (a) an underlying uncertainty expressed as a vector of

*random variablesi (b) a set of observations that are functions of the

uncertainty vector; (c) a set of decision variables-one per decision-

maker (team member), (d) a set of decision rules-one per team member-
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which select a value of the decision variable based on the observations

available; and (e) a criterion that assigns costs according to the actual

values taken by the random vector and the decision variable of each team

member.

In terms of the steps within Phase I, (a)-(c) correspond to the

specification of an analytic organization structure in Step B. The

underlying uncertainty (a) and the observations available (b) determine

the environment in which the team operates. Characterization of this

environment in terms of a set of parameters corresponds to specification

of w. Available observations and decision variables (b-c) are the inputs

(z,y) and outputs (u,v) of organization members, respectively, and the set

of decision rules (d) corresponds directly to the set T Selection of a

decision rule in a team-theoretic problem is done with respect to

minimizing the cost criterion (e). This corresponds to the minimization

of So in Step C. Finally, the underlying notion in team decision theory

is that all members are cooperating to the fullest extent for benefit of

the overall team (common cost criterion). This is also consistent with

the class of organizations under consideration in this thesis.

Solutions for decision rules in team problems are characterized by

the nature of the problem's information structure. There exist solutions

for classical [] and partially-nested [6] structures. Recently, solution -.

has been obtained for a class of non-partially-nested information

structures [73. Thus results and methods drawn from the investigation of

team decision problems provide an approach to the execution of Phase I.

Other approaches to executing Phase I can be found within the broader

consideration of large-scale systems. [8] surveys the literature on

methods for decentralized control and the analysis of large-scale systems.

These methods are to be considered as a resource upon which to draw. In

this sense, the designer is free to use any technique that results in ejob

descriptions* for individual organization members, but which also

satisfies the necessity to assess overall organization performance.
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Large-scale systems and team-theoretic analyses do not explicitly

consider humans as implementing decision rules. In fact, the implicit

assumption is of perfect rationality [9], which humans do not exhibit in

organizations [10]. The study of actual human organizations, though

largely qualitative, can provide guidance for the execution of Phase I.

That is, even though explicit consideration of workload is not possible in

Phase I in the sense of a mathematical formulation, it may be possible,

knowing that humans will eventually be a factor in the analysis, to

incorporate principles of human organization design when the analytic

organization structure is specified. It may then be easier to realize the

decision rules that result in Step C. Among recent qualitative work in

organization design, Galbraith [11] analyzes organizations in terms of

information flow and processing, and describes other concepts that are

related to the present work.

Finally, some work has been done to simulate and analyze

organization behavior [12]. Other work has vsed experiments with

different organization structures as a basis for abstracting principles of

organization [13]. Still other investigators have described principles

for decentralized decisionmaking by analogy with observed human behavior

in a situation requiring negotiation [14]. Thus there exists a variety of

paradigms and principles, both qualitative and quantitative, from which

one can draw in order to specify an analytic organization structure.

" 2.3 A Class of Analytic Organization Structures

To illustrate the steps executed in Phase I of the design process.

this section considers a specific class of analytic organization

structures, the so-called distributed detection network (DDN) [7].

Formulation of this class has been motivated by the situation where a

surveillance task is to be executed using a number of geographically

separated sensors that are able to make observations on the same

phenomenon, but which are limited in their ability to communicate with

each other. Characteristics of a DDN include an underlying phenomenon
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whose state is uncertain, noisy observations made at each node in the

network as to its value, and an acyclic node interconnection topology that

contains at most one path from any one node to another. The task of the

network is to reach a decision as to the state of the phenomenon and to do

so optimally with respect to given error penalties. This task is

accomplished by providing each node with a decision rule that specifies

the contents of messages to be sent to other, adjacent nodes when

particular observations and messages have been received.

The following paragraphs briefly review the characteristics of a DDN

and discuss the execution of Phase I, particularly Steps B and C, in terms

of this class. Though presented here as an example, DDN are in fact one

of a very few classes of analytic structures for which the mathematics

exist to make Step C possible. Indeed, this reality is a limiting factor

in the applicability of the design approach presented in this thesis.

2.3.1 Elements of DDN Structure

A distributed detection network is characterized by several features

as follows. The underlying phenomenon, denoted H, is static and can take

a discrete number of values. These values are known and can be

represented as a set of M possible hypotheses, whose a priori statistics

are also known. That is,

k kH) wp p~u'Hk , i 1,.. .. (2.8)

There are available N noisy observations yi on the underlying hypothesis,

which are conditionally statistically independent, i.e.

p(yi'yI~y' ... yi yi+ , .. YN,) = p(yi'H) V i (2.9)

By assumption, these observations are distributed in some sense with

respect to each other and are the basis for defining the nodes in a DDN.
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The interconnection topology between nodes in a DDN is that of a

singly-connected network. In graph theoretic terms, such a network is an

acyclic directed graph that contains at most one distinct directed edge

between any pair of nodes. Transmission on interconnecting links is

assumed to be error-free. In addition, there is a finite number of

symbols available for use on a given link. This latter assumption models

the limited bandwidth condition that is a key issue with respect to a DDN.

Given this structure, a DDN node is defined using three basic

operators, which are illustrated in Figure 2.1. A tandem operator (a)

(a) Tandem (6) Fusion (c) Fission

Figure 2.1 Basic DDN Operators

receives messages from one node and sends messages to a single

destination. Fusion operators (b) receive from many nodes and send to a

single destination, and fission operators (c) receive from one node but

send to many destinations. Each operator has an observation Yi associated

with it. Given the particular input messages and the observation yi" the

determination of which output messages should be sent is made using the

mapping yi. It is possible to combine fission and fusion operators at a

single node, and it is also possible that a node will have no input

messages. This latter type of node is referred to as a source node.

The singly-connected structure of a DDN induces a partial ordering on

events within the network. It is assumed that all nodes receive their

respective observations yl simultaneously. Observations are then incor-

porated with incoming messages at each node to obtain outgoing messages.

Each node must therefore wait for the arrival of messages from nodes that
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precede it in the partial ordering of events. Because they receive no

messages# source nodes are thus the first nodes to complete their

respective processing.

Relationship of DDN to Step B

To illustrate how a DDN can be used as an analytic organization

structure, consider the four-node DDN shown in Figure 2.2. Two tandem

Figure 2.2 A Four Node DDN

operators and one fusion and one fission operator have been used to form

the network. There are two source nodes in the network. In order to

facilitate the correspondence between a DDN and an analytic organization

structure, the formalism introduced in the previous section has been used

to label the links between nodes.

In the network shown, the ordering of events is as follows. After

observations have arrived at each node, nodes I and 3 select their output

message symbols for transmission, which are the values of variables u1,

and u,2, u$4, respectively. These messazes are then transmitted to nodes

2 and 4 and received as the variables z 1 1, z., and z... Finally, at nodes

2 and 4 values are selected for v2 and v4 using the observations Ys, Y4

and the received interactions. Note that because tranmission on links is

error-free, it is true that

12 - (2.10)

99- zM2 (2.11)

u84 = 2 (2.12)
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For the DDN in Figure 2.2 to be an analytic organization structure,

the design must specify the following:

sets: U120 U2, U 34, V3. V4  (2.13) '"

distributions: p(yiIH) i = 1,4 (2.14)

plH) (2.15)

Eq.(2.13), (2.14), and (2.15). along with the properties of the DDN

structure already discussed, completely specify the operation of the

network, except for determining the association of output symbols to input

symbols and observations. That is, what remains to be specified is the

complement of input/output mappings yi i 1,4 where

T I 1e '= (Y1 Y1 -4 p(U 13 )1 (2.16)

3 a r2 = 172IYa X Z21 X Zas -4 p(V2 )) (2.17)

Toa r. (7 3IY, -4 p(U11UsJ,,) (2.18)

T, e r4 (7 4 1Y 4 X Z43 -4 p(V 4 )) (2.19)

Furthermore, if the structure in Figure 2.2 is to be used as an analytic

organization structure, the designer would also specify the generalized

parameters wi and ni" In the present case w i might be the distributions

p(yi1H), or it might be particular characteristics of a distribution type,

such as mean and variance. Similarly, the distribution on Z might be "

included in wi.

2.3.2 DDN Decision Rules

In a DDN, the mappings Ti are selected to optimize the performance of

the network. To do this a cost is assessed locally at each node, and the

total cost is minimized using a technique based on spatial dynamic

programming. The result is a set of optimal input/output mappings yT.

- Stated in terms of the DDN in Figure 2.2, there are four cost functions
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Jio one at each node:

j3(y'u") (2.20)

J2 J(y,5z35 v) (2.21)

il M jS(Y,'u$) (2.22) j
J4 W J 4 (y4'Z4'v 4 ) (2.23)

The optimal mappings are those that minimize the expected value of the

total cost 3:

Problem - DDN Decision Rules (DR-DDN)

4

a ri ris

The technique for finding DDN decision rules uses the additive cost

9tructure to decompose the overall problem into a series of stagewise

minimizations. The solution technique also depends on two other

properties of the the DDN structure. One is that for any two nodes

connected by a link, their analytic relationship is completely

characterized by the joint probability distribution on the values of H and

on the set of symbols that can be transmitted over the link. In terms of

the DDN in Figure 2.2, the distributions p(uniH), p(u$2,H) and p(u54,H)

completely summarize the relationships between the nodes.

A second property of a DDN that is exploited derives from its singly-

connected topology. Because of this characteristic, it is possible to

define a 'sweep pattern" for the network that is such that each link is

traversed exactly once (possibly opposite its actual direction) and also

such that the partial ordering on events in the network is preserved.

Taken together, these three features of a DDN and its cost structure

can be used to solve for decision rules. Basically, the solution

technique uses the established sweep pattern to transfer the per node

costs through the network. This is done by finding the minimizing TI at a
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node and then traversing a link to the next node via the joint

. distribution associated with that link. For the network in Figure 2.2.

this might be executed as follows. Beginning at node 4, it is possible to

' minimize E(J3] over y. as a function of p(z,4,H). Sweeping back to node

3, a minimization is conducted over y, as a function of p(u,,,H). Not . -

*" only is the expected cost at node 3 considered, but the added cost that

will accrue at node 4 is also taken into account. Since in the first

optimization stage the minimum cost at node 4 has been found as a function

of p(z4 s#H), it is necessary in the second stage to only consider how the

selection of y. affects the value of p(z4 ,H). This process continues

until all nodes have been considered and all links traversed.

The basic feature of the solution technique is that at each stage n

in the process there is a problem to solve of the form

Tii
- mmln (J + Vn+.ln+11 )] (2.24) "

At stage n, the input/output mapping at node i is under explicit

consideration. Yi is a reformulated version of Ji used in the

optimization technique. Pn+l represents the joint distribution on the

link that has just been traversed to reach the node and Pn is the joint

distribution on the link that will be traversed to reach the next node i

the sweep pattern. Vn+1 is the equivalent of the optimal cost-to-go in a

dynamic programing formulation. Here it represents the optimal cost to

retrace the sweep pattern back to its origin. In general, the number of

stages n is greater by 1 than the number of nodes. The additional stage

does not involve an input/output mapping, and is analogous to the terminal

stage in a dynami,. programming formulation. Solution to the problem in

eq.(2.24) finds the optimal input/output mapping Ti as a function of P.

Then the last node in the sweep pattern is reached, a reverse pass will
select which of the ye is to be the decision rule at the ith node.

The discussion here of the solution for DDN decision rules is

* intended to be an overview only. The technique described entails the

reformulation of the stochastic optimization problem as given by Problem
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DR-DDN into an equivalent deterministic problem. For the details of how

this is done and for how sweep patterns are established, see [7]. For

present purposes, it is sufficient to note that decision rules can be

obtained for a DDN and that the essential features of the solution

technique are a stagewise minimization that is performed in terms of the

joint distribution on each link variable and the underlying phenomenon H.

Relationship to Stop C

Given the association made earlier between a DDN structure and an

analytic organization structure, it is straightforward to complete this

association as it applies to Step C considerations. Basically, the

decision rule mappings in a DDN directly correspond to those that are

desired as the outcome of Step C. Thus, if a per member cost structure is

assigned to the analytic organization structure the technique for finding

decision rules described above can be used to determine job descriptions

for organization members.

2.4 Execution of Phase I - Example

To further demonstrate what is intended in Phase I of the

methodology, a specific design problem is considered in this section.

After stating the problem, the remaining steps in Phase I are then

executed, with the result that a promising analytic organization structure

emerSes. Since the structure is of the distributed detection network

class, the discussion in the previous section is directly applicable.

2.4.1 Statement of Design Problem - Step A

The manufacturing process for a certain crystalline material results

in crystalline structures of two types. One of tLere types is the

structure desired for the material and the other has properties that make

it unusable. The process produces the material in wafers, and is such
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that a given wafer will have a predominantly uniform crystalline 7-
structure. About 20% of the wafers manufactured are unusable, although

hthis figure is known to be as low as 15% or as high as 25%, depending on

the current batch.

It is desired to sort the defective wafers from the usable ones and

to do so with an error rate of less than 10%. Furthermore, physical

limitations dictate that the inspection and sorting must take place as

wafers move from manufacturing to assembly along a conveyor belt. Wafers

are carried on the belt at the rate of R per minute. This rate is

nominally at 1o but is subject to a + 10% variation.

The basic test for determining the crystalline structure type

involves irradiating the wafer and then observing the diffraction pattern

that obtains. Because of impurities in the material and also due to the

mechanics of the test equipment, the diffraction image does not unam-

biguously register crystalline structure. Instead, the orientation of the

image is used as an indication of crystalline type. The judgement

required in assessing image orientation is not readily automated, and the

test therefore depends on human capabilities in order to be successful. %

2.4.2 Analytic Organization Structure - Step B

The design problem posed is essentially one of devising an inspection

scheme for sorting wafers as they move along a conveyor. Furthermore,

because of the nature of the test, humans are required as part of the

scheme. Thus the designer must determine the rate at which humans can

, reliably execute diffraction judgements and compare it with the conveyor

belt speed. Assume that no individual can alone perform the inspections

- fast enough and still meet performance requirements. An inspection team

must then be formed such that the individually inadequate capabilities of

members are aggregated advantageously to meet performance requirements.

* In doing so, additional consideration must be given to coordinating the

efforts of team members. Many inspection schemes are possible. A
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reasonable next step is to propose an organization structure for the j
inspection test and to analyze it with respect to design requirements.

Consider the inspection scheme shown in Figure 2.3. Two diffraction j

L

Figure 2.3 Wafer Inspection Scheme

tests are applied to each wafer, one after the other. The diffraction

image obtained on each test is designated by y. Based on y,, the first

test is used to give a preliminary indication of the crystalline type.

This indication is passed to the second inspection test station as the

message u. This message is then to be incorporated with the second

diffraction pattern to determine whether the wafer should be declared

unusable. The value of v represents the decision to remove the wafer from

the conveyor. The tests at each station are arranged so that the second

test is being performed on one wafer while the first test is being applied

to the wafer that follows it on the belt. This is accomplished with no

confusion in the signal sent from the first test station to the second.

That is, the value of u used in the second test always corresponds to the

wafer currently under test.

To complete the specification of the scheme in Figure 2.3, additional

modeling assumptions are necessary about the characteristics of the tests.

A representative diffraction image is shown in Figure 2.4. As noted

earlier, discrimination between crystalline structures is made according

to the general orientation of the image. Let p be the orientation angle

as shown in Figure 2.4. Assume that if the diffraction test were a
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Figure 2.4 Representative Diffraction Pattern

perfect Indication of crystalline structure, it would show good wafers at

angle p, 1 j350 and bad wafers at p. 450.

Ak

Denote by 1k (k - 0,1) the event that a given wafer is unusable or

*usable, respectively. Then according to the characteristics of the

* mianufacturing process, it is true that

p(I H*f) 4pe 0.2 (2.25)
-( BI pi 0. (2.26)

p 1 - 0.8

Furthermore, the essential feature of the diffraction image obtained on

-each test is the general orientation of the image. Let yi represent the

observed orientation and assume that a reasonable characterization of the

likely orientation yi, given H, is that of a normal distribution:

p(Y118k) -N(Pk,arj) k -0,1 i 2.12 (2.27)

(It is assumed that a 1800, so that the mod 2Tperiodicity of p my be

neglected.) The variances in observed orientation reflect the effects of

impurities In material, positioning errors in conducting the tests, and

*other variations that are intrinsic to the test Itself. It Is assumed,

Sthowever, that the observed diffraction orientations (values of yi) are

* independent of each other, given the value of B. Finally, the indication

sent by the first test station to the second is limited to a binary 0 or I
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Message. Similarly, the determination at the second station is an

either/or decision; v can be either 0 or 1.

An analytic organization structure for the inspection task has now

been defined, and it happens that it falls within the class of distributed

detection networks as described in the previous section. Two tandem

operators have been used to form the organization, with the overall task

being to judge, or detect, whether the crystalline structure is of type 0

or type 1. lowever, because the inspection organization makes repeated 2]
judgements, a slight generalization of the static DDN structure is

required. It will be assumed that each wafer has taken on its crystalline

structure independently of all other wafers. Analytically, this means

that the value of H for each wafer is independent of that of all others.

In effect, then, the inspection organization is executing a detection task

repeatedly, but independently of all other wafer inspections made.

Within the analytic structure defined and in view of the operating

environment of the inspection organization, several generalized parameters i
can be specified as part of wi. First, the a priori likelihood of

crystalline structure type is subject to variation. Second, there is

uncertainty in the conveyor belt speed. Both of these parameters

influence the environment of both members. Hence w2 and us are taken to

be identical: H

u s (R.p(H)) (2.28)

In addition, nominal values can be assigned to wi based on the design

problem statement.

2.4.3 Inspection Decision Rules Step C

The organization structure specified for the inspection task requires

one human at each test station to judge diffraction patterns. Within the

analytic structure, this processing is represented by a mapping yi, where
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in particular

'= 3L r-TI4y " p(u)) (2.29)

S a r2 - [XsY2 X U -4 p(v)) (2.30)

To determine the optimal mappings for the organization, a performance

criterion is needed that reflects design goals. From the design problem

statement in Step A, it is of interest to minimize the inspection error

probability in the organization. This is the performance criterion that

will be adopted for the organization. That is,

Jo = p(v=O,HH1 ) + p(v-1,H=BH) (2.31)

From the definition of organization structure, it is evident that Jo

depends on the input/output mapping* selected. Furthermore, it is

straightforward to show the dependence of J on w through p(H). At this

point in the design, however, the conveyor belt speed R does not affect

organization performance. Essentially, whatever input/output mapping is

specified is assumed to be executed instantaneously. This is one reason

why decision rules represent ideal human behavior only, and not

necessarily actual behavior.

Given that the analytic organization structure is of the DDN type,

determination of the decision rules for each test station can proceed

using the technique described earlier. Figure 2.5 shows the organization

-P =V (H')  P (u, 14) e =p(v, H4)..:'

'N

Figure 2.5 Set-up for Determining Inspection Rules
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structure labelled according to the sweep pattern to be used. Three

stages are shown, including a terminal stage corresponding to PI. Because

of the performance measure on the organization, only a terminal cost is

present. This satisfies the stagewise separation that is required for the

solution technique to proceed.

At stage 3,

V:(P,) = p(vO,1H) + p(v1,1H=HO) (2.32)

Sweeping backward to the middle stage, the problem

V2(P) mn IE( V;(Pfl3 (2.33)

must be solved. That is, given a P. distribution, the characteristics of

Y 2  together with the input/output mapping ys determine Ps. The

optimization problem in (2.33) selects the minimizing y. for each possible

P," The solution for y: is known [7] and has the form of a threshold

test:

t V

if u=J and j 0,1 (2.34)Y2( t2  v 0

Values of the thresholds tg are dependent on the distribution P2" Let

Pjk denote p(umj,HHk). Then

2 2 2
0 2(a2) log (Pei/Poe) + (P.) - (P(3)t2 = (2.35)2 (p. - pl)

• 2(as) 2 og (p 1 /p 1.) + (p.)2 _ (p )2

t21 (2.36)
21 2 (pe pl)

Continuing backward to the first stage, the decision rule at the

first test station is determined as the solution to
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VI(P1 ) = minE( V2(P2)JI (2.37)

Again, for a given PI, the distribution on y, and the input/output mapping

7y determine P.. Thus the minimizing y, can be found as a function of P1 .

The form of is also that of a threshold test

if Yl ) t1  U 1:

1,1 : )(2.38)

else u - 0

The value of t: depends of PI" Since Pi is known (or least fixed at its
nominal value), t: is thereby chosen. This in turn determines P: and

thereby selects tsj, which finally determines P:. From P: the value of ",

.N)w is known. which is the minimu inspection error probability - -

possible using the current organization structure. i

In sum the operation of the analytic organization structure using its

decision rules is as follows. For a given wafer, the orientation of its

diffraction pattern in the first test is judged with respect to the angle

t1 . If it is greater than t:, a message is sent to suggest that the

crystalline structure is usable (i.e. u = 1). At the second test station

this message is used to select the angle threshold against which to judge

the orientation of the second test's observed diffraction pattern. If the -.

perceived angle is less than the threshold, then the wafer is discarded as
S S

unusable. Since t9 ) t 1 , the result of the first test is to bias the

outcome of the second test.

A final step remains to complete Phase I of the methodology: the

assessment of whether the basic organization structure as proposed is

likely to be adequate for the task.

2.4.4 Evaluation of Analytic Structure - Step D

A working analytic organization structure has now been constructed to
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accomplish the component inspection task. Before expending effort to

implement the decision rule for each organization member, however, it is

useful to consider whether the structure itself, given idealized behavior,

meets design goals. If not, there is little chance that the

implementation will meet design goals, since actual behavior can be no

better than idealized behavior. In the present situation, the first

evaluation criterion is whether the probability of error in detecting

defective components is within the specified design limits. In other

words, is

ON JoY' 0o ? (2.39)

Assuming eq.(2.39) is satisfied, further evaluation of the structure might

*Ninclude in-',estigation of the sensitivity of J( ,w) to changes in the

value of w, which in the present situation would only involve changes in

p(I) since R is not part of the analytic structure.

If evaluation of the structure points up a weakness, a revison may be

in order. Specific changes to be made would depend on the particular

weakness discovered. One possible revision would be to incorporate more

diffraction tests into the structure, possibly in the form of additional

tandem operators in the network. If, however, the analytic organization

structure satisfies the various evaluation criteria posed as part of Step

D, then Phase I of the design process is complete and attention can be

focused on realizing the decision rules as actual human information

processing tasks.
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III. IMPLE ENTATION OF DECISION RULES - PHASE II

After a job description for each organization member has been

obtained in the form of a decision rule, consideration is focused on the

* implementation o. these rules. This is Phase II of the design process and

corresponds to Steps E and F of the methodology. Basically, Phase II is

concerned with (a) the translation of a mathematical statement of a

desired relationship from inputs to outputs into a physical set-up in

which humans can attempt to realize this desired relationship (Step E);

and (b) the development of a description of the actual input/output

relationship realized using the chosen physical set-up, along with a

description of the induced workload (Step F). In (b), the former is the

member's task situation and the latter is the information processing model

of the task.

In the 'sections that follow, Phase II methodology steps are first

discussed in general terms. The second section relates Phase II con-

siderations to other work. A third section delineates a particular class

of information processing models and discusses the execution of Phase II

in terms of this class. Finally, execution of Steps E and F is considered

for one of the members in the analytic organization structure that was

* suggested in Chapter 2 for the inspection task.

3.1 Phase II Methodology Steps

3.1.1 Devising a Task Situation - Step E

In Step E of the methodology, a physical set-up is devised so that

the information processing that a decision rule represents can, to the

greatest extent possible, be realized by humans. Such a set-up, or task

situation, includes all physical aspects of the means whereby inputs zi

and Yi are presented to an organization member. It also includes the

physical means whereby values from the sets Ui and V i can be selected as
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responses by the member. Besides the physical mechanisms that are

directly involved with input and output variables, task situation

specification takes into consideration, as necessary, the immediate

surroundings in which the human is to be placed when executing the task.

Space limitations and ambient noise, for example, are factors that could

influence the specification of the task situation. -

Because of the several human sensory modes and the variety of

possibilities for presenting information using the modes, the designer has

many options when devising a task situation. Inputs might be presented

visually or by using auditory cues. Similarly, output responses might be

registered using voice or manual mechanisms. The selection from among the

many options is left largely to the judgement of the designers in making

these choices, however, the designer should take into consideration human -'1

factors. Indeed, Step E represents the primary opportunity to do so in

the design process.

In approaching the determination of a task situation and weighing theC

alternatives, the designer should use the decision rule yi as a guide.

The aim should be to specify, with due regard for the member's immediate

surroundings, a collection of equipment, and directions for how it is to

be used, so that it is possible for the member to execute, at least to

some approximation, the decision rule for the task. Whether or not theS

member will actually achieve yi is considered in subsequent design steps.

To the extent that the designer can anticipate at this point the

processing load that a given task situation will induce, so much the

better, since this may aid subsequent design considerations. However, the

focus in Step E is on translating key structural characteristics of the

decision rule into a physical form.

Suppose now that a given member's task situation has been put into

place. That is, the collection of hardware chosen to implement the

decision rule has been installed and the member has been trained to use

it. The next design step will be to represent the human information

processing behavior at this task. This behavior will in general be tied
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to the characteristics of the task situation. However, task situation i
equipment, once installed, may have a number of features that can be

adjusted. For example, if a visual display is part of the set-up, its

intensity is something that can be adjusted. On a different level,

elements of the display itself might be available for adjustment, such as

the position and/or presence of a coordinate grid that is superimposed on

a display of terrain features. Variation in task situation

characteristics will also affect human behavior at task execution.

Therefore, in anticipation of subsequent design steps, completion of Step

E requires the delineation of a set of variables that are available for

adjustment within the task situation, and which are expected to impact the

information processing behavior of the member as he performs his task.

These variables are the task situation parameters, and are designated by

ei•

Then the design is completed for an organization task, the parameters

G i will be f'ixed, i.e. hard-wired, at selected values. Because of their

potential effect on human information processing behavior, however, it is

not known at this point in the design what setting for 0 i will be most

advantageous from the organization's point of view. Thus 4 i is left as a

free variable within the task situation structure for the time being. As

with the overall task situation, to the extent that the designer can

anticipate what effect certain parameters will have on later information

processing behavior, it may be possible to confine 4i to a small number of

parameters that have a significant effect on the organization, rather than

having a larger number, many of which do not substantially affect

information processing behavior.

3.1.2 Developing an Information Processing Model - Step F

Though a task situation has been devised with ideal organization

member behavior in mind, it will be unlikely that actual human behavior

will match exactly that which is desired. This may be due to human

limitations and/or to compromises made in developing the task situation.
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T71
That is needed, therefore, is a description of how an organization member":

actually accomrplishes the information processing that his task situation""

requires. This is the purpose of Step F in the methodology. There areI

two elements of the description. One is a characterization of the actual

input/output processing behavior and the other is a measure of the

workload induced by the task. Together, they constitute the information

processing model of the task.

Given that the task situation provides a means for the organization

member to select responses ui and v i based on inputs zi and Yi' the

input/output behavior realized will by definition be a mapping from the

set r Denote this mapping by ki to distinguish it from other elements

of l'i, particularly yi. In the sequel it will be convenient to view ki in

terms of a conditional probability distribution. Denote by ki the

distribution p(ui,vilziyi) that is associated with the mapping ki .

The second element of an information processing model is a

description of the workload induced by the task, which itself has two

aspects. The first is the definition of a workload measure that is

appropriate to the task. Besides the measure, however, it is necessary to -.-

specify, in like terms, at what point human limitations become a factor,

i.e. at what point the human is overloaded. For example, if workload is

measured in terms of tasks executed per hour, then the overload point

would be represented as some maximum number of task executions per hour.

Let wi and % denote the workload measure and limit, respectively. Note

that, depending on the behavior that results and its consequences for the

organization, operation in a overloaded state (where wi ) V may not be

undesirable. To make such a judgement, however, it is necessary to have

an input/output description that is valid for operation in the region of

overload.

For some tasks, it may be appropriate to use a multi-dimensional

workload measure. Because workload dimensions may not be independent, a

generalization is required to specify workload limits in this case. While

this is possible in the present context, it needlessly complicates

48



discussion of the methodology. Therefore, a single-dimensional measure

will be assumed.

Both elements of the information processing model will in general be

affected by the characteristics of the organization member's surroundings.

In terms of the current framework, this means that ki and v i will depend

on wi, wi and Oi .  The generalized parameters wi have already been

included in the formulation of a performance criterion. Here their

effect, particularly on workload, might be through the statistical

characteristics of yi. Similarly, the statistical characteristics of zi

may affect workload. This latter possibility is captured through the

generalized parameters wi. Finally, as discussed in connection with Step

E, task situation parameters have been defined primarily because their

values are expected to influence the information processing model.

In addition to characteristics that are external to the human,

information processing behavior may also depend on choices made that are

internal to the human. This may be the case if, by training or by design,

the human has developed or been provided with more than one option for

accomplishing the information processing required of him. For example,

suppose that the human is to perform some type of inspection task and that

two methods are available to him for this purpose. One method involves a

detailed examination process, but the other is such that only a cursory

examination is made. Depending on how the human chooses between his two

methods, processing load and processing performance at the inspection task

will vary. To account for the possibility that options in information

processing may be available, a set of variables that represents the

selection of options is postulated as part of the information processing

model structure. These variables are called information processing

parameters and are denoted by Ai"

As with task situation parameters, the values of ki are not assigned

at this point in the design, but rather remain as free variables whose

values are to be selected later in the design process. Unlike values of

ei , however, it is not necessarily possible to "hard-wireD ki values.
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Instead, one of two interpretations can be assigned to selected Xi values.

The first is that they represent predictions for how an organization

member will elect to exercise his options. The second is that they

designate how the member should be trained to exercise his options.

Either may be appropriate, depending on the particular circumstances.

The different Xi interpretations point out that human information

processing behavior in the organization can also be viewed as a matter for

* design. If the designer can specify the task situation, then he can also

specify to some extent how the organization member should operate within

that situation, instead of leaving the member to infer and develop his own

method of operation. Thus specific training at a task in order to realize

desired input/output behavior Is well within the limits of the design

process, and can be used to arrive at an information processing model of

choice, rather than one governed by circumstances.

At the-completion of Step F, an information processing model, with

input/output and workload components, will exist for each member that

incorporates the effects of external and internal parameters. Formally,

the quantities

ki(@iXi~w, i)(3.1)

w i(Oi Xiwi fi) (3.2)

Vi (3.3) "

will be specified for organization members. The form in (3.1) is used to

represent the fact that the realized input/output mapping ki changes as

the values of G@, Xis wl. and xi change.

At this point in the design process, the organization structure is

essentially complete. In addition to the analytic organization structure,

the task situation has provided members with the physical structure to do

their respective tasks and the information processing model has structured

the members' processing behavior. It remains to select values of

parameters within the structure, which is the issue taken up in Phase III

of the design.
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* 3.2 Approaches to Phase 11 Execution

The specification of (a) a working environment, (b a particular task

to be performed by humans within that environment and (c a measure of

workload for that task has been the subject of much scientific

investigation. This section discusses some of the approaches and methods

that have been developed as a result of these investigations, particularly

those that appear to be of direct use in executing Phase 11 of the

* methodology.

The discussion is organized into two parts as follows. First,
resources in the literature are cited from which approaches can be

extracted for decision rule implementation. A separation is made between

the physical characteristics of an implementation (task situation) and the

mental characteristics (information processing model). In practice this

distinction is not so clear. For example, it may be of considerable4

* advantage to specify a task situation for which the information processing

* requirements are well-understood, and thus simplify execution of Step F.

Motivated by this interrelatedness, the second part of the discussion

suggests a particular viewpoint for applying the approaches cited to the

execution of Phase II.

3.2.1 Approaches to Decision Rule Implementation

Physical Characteristics: Task Situation

As outlined in 3.1, one aspect of decision rule implementation is the

specification of the physical features of the organization member's task,

such as displays and mechanisms for response to inputs. Issues that are

considered in this regard might include positioning of task situation

elements, both with respect to each other and to the organization member, "

color and intensity of a display, or the coding and presentation of input
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information. All of these considerations fall within the realm of human

factors engineering, for which there exists a substantial literature.

Several recent texts (15], [16], [17] present an orderly treatment of

issues that can arise in task situation development.

Mental Characteristics: Information Processing Model

The two elements of an information processing model are a description

of the input/output processing behavior of the organization member, and a

description of processing load that the task induces. In principle one

could approach the development of these elements independently. A

description of the input/output processing could be obtained, for example,

by constructing a simple table based on observation of the organization

member as he performs the task. However, input/output processing activity

is usually highly correlated with processing load, and thus the two

elements should not be separated. A majority of the approaches that might

be used to develop an information processing model pursue a description of

both elements of the model simultaneously with the goal understanding how

one interacts with the other. This is often done by identifying variables

that have an effect on both performance of the task and task workload. In

the present context, such variables correspond to the task situation

parameters (O ) and the choices in processing (Xi) described earlier.

There exist many approaches to measuring human workload in routine

information processing tasks, motivated by a variety of issues and

involving a number of scientific disciplines. A recent classification by

Sanders [18] defines three broad categories of workload models: (1)

psychophysiological measures, (2) subjective measures and (3) behavioral

measures. In the first, measurements of physiological quantities, such as

heartbeat rate, are correlated with changes in task conditions. A task

condition that produces a higher heartbeat rate, for example, is

considered to have a higher workload. The second category uses subjective

assessment techniques to arrive at an ordering of the workload induced by

a particular set of task conditions. For example, a subjective scale is

often used to rate the flyability of an airplane, with the implication
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that an improvement in flyability rating corresponds to a lower workload.

Soulsby [19] surveys the literature on these two approaches to workload

modeling. Moray [20] also discusses physiological approaches to

describing workload.

While the use of psychophysiological and subjective measures are

viable approaches to workload characterization, the third category is

perhaps the most directly applicable in the present context. This

category includes the so-called class of wspare capacity' approaches,

where a secondary task is used as a device to arrive at a measure of

workload for the primary task. Also included in the category of

behavioral measures is an approach that models workload directly using

mathematical equations. Information theoretic models and the optimal

control model are examples of this approach. Soulsby [19] also surveys

the literature pertaining to this class of approaches, and Moray [20]

includes relevant discussion that is organized into control engineering,

- experimental psychology and mathematical modeling sections. In addition,

Pew, at al. [21] present an extensive review of mathematical models of

human performance at information processing tasks. In more specific work,

Rouse [22] develops mathematical models for estimation tasks, and Green

" and Swets [23] present a detailed treatment of the application of signal

i detection theory to human performance for detection tasks.

In addition to approaches that aim to model and assess workload,

Phase II of the methodology can be informed by results from valid

simulation models of human behavior. PROCRU [24] and the Human Operator

Simulator SOS [25] are among the models of this type. Finally, there

exists an extensive literature in experimental psychology and mathematical

psychology that documents and predicts human behavior in various

situations and under various conditions. Though thc emphasis in these

disciplines is on understanding human characteristics on a much more

fundamental level, execution of Phase II can still benefit from the

* knowledge available.
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3.2.2 A View on Applying Approaches to Decision Rule Implementation

Many of the approaches cited above, particularly those that seek to

represent human behavior using mathematical models, begin with a

particular task or class of tasks (e.5 signal detection or manual control) ..-

for which it is desired to assess and/or predict human performance and

workload. A model is then built that reflects fundamental aspects of the

task, and is tested for its validity with respect to some explanatory or

predictive expectations. This type of approach thus proceeds from (1) a

specific task to (2) a model of human execution of the task, and then to

(3) an evaluation of the model's validity. This process is illustrated in

part (a) of Figure 3.1. Often the mathematical model is normative, i.e.

• T~ask Situation ;-

Normative Behavior .N,.. E-
Observe Actual Behavior - Information Processing

Validate Model I model ,

(a) (b)

Figure 3.1 Comparison of Approaches (a) Human Modeling (b) Phase II of
Methodology

ideal human behavior within the task is prescribed. Observed behavior is

then used to assess whether human performance matches normative

expectations.

In the context of organization design, steps similar to those

outlined above are taken in the course of completing Phase II of the

methodology. A key difference exists, however, in the order that they

occur. Instead of beginning with a specific task to model, Phase II .-.

begins with a statement of normative behavior in the form of a decision
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rule. In subsequent steps a task situation and an information processing

model are developed that realize as closely as possible normative

behavior. In executing these steps, it would be of great benefit to have

some basis for deciding what kind of task situation to specify in an

attempt to implement a given decision rule. Such a basis exists, however,

in the form of validated models that have been developed using the

approach of Figure 3.la. Thus, given a particular decision rule, the

designer can undertake a matching process (double arrow in Figure 3.1)

whereby he seeks to find an already documented description of human

behavior that is similar to the processing that is to be realized. If a

match can be found that is satisfactory, the task for which the matching

description was developed can become the task situation for the

organization member, and the mathematical model of the task can become a

central part of the organization member's information processing model.

Conceptually, then, the organization designer can view much of the

work in human modeling as being a catalog, with each item listed according

to a description of input/output processing accomplished. Under each

entry is a description of the task from which and for which the processing

model was developed, along with the workload model for that task. Given a

* specific decision rule to implement, the designer can then look through

* the catalog for an entry or entries that meet his needs. Having a

decision rule to match enables the designer to focus his efforts. This

focus is viewed as a key advantage of the methodology.

3.3 A Class of Information Processing Models

As a vehicle for illustrating more concretely the various aspects of

an information processing model, this section describes a particular class

of such models and discusses Step F in terms of this class. Definition of

the class is based on assumptions commonly used by investigators to model

human information processing, and in some sense represents only a

restatement of these assumptions in terms of the present framework. It

should be emphasized that while the discussion in this section is intended e"

I"--.
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to be illustrative, the class of models considered does not exhaust the

information processing models that are possible outcomes of Step F.
I-d

The following paragraphs first consider the basic building block of

the class, which is a procedure. Subsequent discussion considers how

procedures are combined to form more complex models and indicates how the

quantities 0, w, X, and w might be manifested in terms of this class.

3.3.1 Procedures

Sanders [18] identifies a number of viewpoints that have been taken

when modeling human behavior, 'including the view of humans as limited

capacity processors. A fundamental premise in several approaches based on

this view is that humans accomplish information processing tasks using

.programmes'. A program is a sequence of mental processing steps that are

executed as a unit. Such a view is particularly appropriate in connection

with a routine task at which the human has had much practice. Completing

the task is simply a matter of exercising the program that the human has
~developed for that task..i.

Another premise that is (according to Sanders) often associated with

a limited capacity model is that mental processing resources are allocated

in an all or nothing fashion to complete a task. As a consequence,

processing load is directly related to observed processing time. Tasks

that require more time to complete have required more processing resources

and hence have a higher workload.

These two promises can be formalized in the present context as

follows. Given that a mental processing progran, or procedure, exists and

is being used to accomplish a task, there emerges a well-defined --

relationship between inputs and outputs that characterizes the procedure.

Indeed, in some sense it gives the procedure its identity. In terms of

Step F considerations, this relationship qualifies as an input/output

description. Denote by kp the input/output mapping associated with a -
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procedure. Finally, if procedure execution time is taken to be in direct

proportion to the use of mental processing resources, it is possible to

derive a measure on task workload using processing time.

3.3.2 Information Processing Models Using Procedures

Single Procedure

Using the concept of a procedure, the construction of an information

processing model can be considered in more specific terms. In the

simplest case, suppose that member i's task situation is such that a

single procedure is executed to accomplish the required information

processing. The input/output behavior for the task is the input/output

behavior that procedure execution determines:

ki - p (3.4)

Now assume, for purposes of argument, that inputs y arrive from the

environment once every v time units and that a response u is required for

each one. Thus the procedure must be executed every v time units.

However, procedure execution time is a variable quantity. It depends in

general on the current values of input variables z and y. It also depends

on the characteristics of the task situation. In particular, processing

time will vary as task situation parameters are varied. Finally, in

addition to the time required specifically for procedure execution,

overall observed processing time will include a component due to human

sensory-motor delays. There will be associated with this component a

certain variability as well.

In view of the above, a workload measure for the procedure is

suggested as follows. Given the conditions affecting procedure execution

time, the overall processing time for a single procedure execution might

be represented as a random variable t p drawn from a distribution

hp (@i,zi,7i), where the distribution itself characterizes sensory-motor
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variation. Assuming hp to be independent of input characteristics, then

the average processing time, as a function of O i , is given formally as a

conditional expectation: %

(0t Eft 19 =J h (Gisz.lyi)p(z Iy )p(yi)dt dyidzi (3.5)

zi Yi tp

To arrive at a workload measure, it is necessary to incorporate eq.(3.5)

with the requirement that one procedure execution be completed every -.

time units. This can be done by forming the ratio of the two quantities.

That is, define

tp ( i)
wi (3.6)

If the average procedure execution time exceeds the interarrival time,

then the organization member will be unable to complete procedure

executions fast enough; he will be overloaded. Conversely, if t is less
p

than v, there is sufficient time for the member to use his procedure.

Thus the processing load limit is reached when wi is unity, i.e.

i -1 (3.7)

From eq.(3.5) and eq.(3.6), it is evident how workload depends on factors

external to the organization member. In particular, the generalized

parameters *I and vi are given as

WI - (P(Yi),C) (3.8)

i = (p(zjiyt)) (3.9)

In sq.(3.5), the dependence of task situation parameters has also been

included explicitly. Moreover, in addition to affecting processing time,

it is possible that Oi will have an impact on the procedure's input/output

characteristics. This would be the case, say, if one of the steps within

the procedure was accomplished directly in terms of a task situation

parameter.
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Multiple Procedure Tasks

The discussion above has been for the relatively simple case where a

single procedure is used to accomplish a given task. Nov consider the

case where an organization member possesses more than one procedure. This

might occur, for example, if he has been trained to perform a task more

than one way. It might also occur as a consequence of a decision rule's

form. That is, the task itself may be such that it decomposes into two

distinct information processing tasks, each of which has a procedure

associated with it.

In instances where the organization member has more than one

procedure, a selection is required as to which procedure is to be used at 4 ,

a given time. In general, this selection will be made based on the I

current inputs and also according to the member's preferences. The latter

dependency is an example of a choice made internally by the member.

The notion of a multi-procedure information processing model can be

formalized as follows. Denote by pi(jlzjy I) the probability that the jth

procedure of member i will be used, given that the inputs zi and Yi are to

be processed. The overall input/output conditional distribution ki is %

then

k PJ (JzioyI).kpij (3.10)

The distribution Pi(jlzt,y t) represents a selection among processing

*options and t designates the jth procedure of the i th member.

To the extent that procedure selection is made at the member's

discretion, pi(jlzioy I) designates a choice internal to the human. Thus

the information processing parameters will in general include some subset

of the possible distributions pi(jlzi,yi). In an extreme case where

procedure selection is entirely up to the member, )i contains pi(j.ziyi)
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as a free parameter, i.e. 2
(pi(j zi.yi)) (3.11)

wherej

P p(j~z1.y1) 1 p P(jzi~y 0 (3.12)
J

The workload measure for a multi-procedure model has a form similar

to that of eq.(3.10). By including the conditional distribution for

procedure selection in eq.(3.5). the overall average processing time T

is expressed as

Ti (j)i ()] (3.13)
i [ .

Assuming the processing rate requirements are as discussed earlier,

substituting T i(Oi) for the numerator in eq.(3.6) yields a workload

measure that reflects the multi-procedure situation. Eq.(3.13) may not be

a complete characterization of processing time in some situations,

however. Sanders [18] notes that additional processing resources and

hence additional processing time may be required to switch procedures.

This has been observed and modeled in [26] using an approach based on

procedures. In particular, processing time for switching was found to

depend on the relative frequency of switching to a given procedure. Thus

more accurate model might include an extra term (tsi j ) for the average

procedure switching time:

K:Ti- fpitpij 1 yi i+ t i J) (3.14)

Pi:
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3.3.3 Summary

This section has considered information processing models in more

specific terms. In particular. a procedure was defined as a model form

that is appropriate for characterizing information processing in routine

tasks. Using procedures as a basis for discussion, it was Indicated bow

each of the quantities used as arguments in the general information

processing model formalism might be realized in practice. These

quantities include task situation parameters e1, information processing

parameters kis interactions with other members nand generalized

parameters that derive from interaction with the member's environment i

* It should be emphasized that the discussion has been primarily for

illustration and the model is not intended as the necessary basis for all

information processing models. The form will find use elsewhere in the

thesis, however, including the next section where an information

processing model is suggested for the first member in the inspection

organization-that was considered in Chapter 2.

* 3.4 Execution of Phase II -Example

To further illustrate Phase II of the design process, this section

dascusses the execution of Steps E and F for a specific decision rule.

Job Description

Recall the inspection task described in Chapter 2. A two member

analytic organization structure was proposed, where each member was to

perform a test on wafers of crystalline material as they passed by on a

conveying system. Both tests were such that the diffraction angle from an

irradiated component was used as an indication of its crystalline

*structure. The tests were not perfect, however, and decision rules were

established for each organization member. For the first member, this rule

~ - was a single threshold test:
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+ s if Y1  > t, sayu =u M .
else say u - 0

Eq.(3.15) represents ideal behavior by the first organization member. As

such, it serves as a target for the specification of a scheme whereby a

human can actually observe the diffraction pattern and register his

judgement as a response.

3.4.1 Task Situation - Step E

The basic characteristics of the test procedure are a brief

illumination of the wafer and the ability to observe the diffraction

form of the task situation required: it must be such that a visual

display of the pattern is presented to the member. Furthermore, since by

design the organization member is to select one of two responses based on

the observed pattern, two mechanical buttons can be provided for this

purpose.

To complete the task situation structure, it is necessary to adapt

the test to the fact that the wafers are moving, and also to find a means

whereby the threshold ti can be used in judging crystalline structure

type. To resolve the first issue, it is reasonable to assume that the

illumination and return of a diffraction pattern can take place quickly

with respect to a moving wafer's speed and that the diffraction image can

be stored. Equipment that accomplishes this can be built into the task

K' situation.

To resolve the second issue, the threshold angle for discriminating

between crystalline types can be superimposed on the displayed diffraction

image. Thus the organization member's task situation can be represented

as shown in Figure 3.2. The threshold angle for comparison has been

depicted as a double-headed arrow, and a representative diffraction image
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Imae Display Response Mechanism

Figure 3.2 Task Situation for First Organization Member

has been shown. The processing, task of the organization member is to

judge whether, on the whole, the pattern is oriented at an angle greater

than or less than the threshold angle. Depending on the judgement made,

either the " or " button is pressed, which corresponds to u = 0 or 1,

respectively. Completion of the processing occurs when a button is

depressed, the response made is then forwarded to the second member. The

image also clears and the diffraction image for the next wafer is

displayed when it becomes available.

Thus the task situation consists of a mechanism for obtaining

diffraction images, and for displaying them with the threshold ti

superimposed. It also includes the mechanical buttons that register the

* member's response. Since these two elements together act to present the

observation y, and to provide a means for selecting a response u, the task

situation is one that meets the basic requirements of the decision rule.

Other elements of the task situation are the physical position of the

display equipment with respect to the conveyor, as well as the position of

the human with respect to the display and response buttons. Together they

make up the structure of the task situation.

From Figure 3.2, it is apparent that the orientation of the double-

headed arrow vill affect the responses made by the organization member.

and will thereby impact the realized input/output processing behavior. It

also happens that the value of t. will affect workload, as will be
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discussed shortly. Therefore, t. is selected as a task situation

parameter. Although there are probably several other parameters that

could be identified that affect the member's diffraction image processing

behavior, such as display intensity or display resolution, only one will

be included here as part of 01:

01 = (t 1 ) (3.16)

3.4.2 Information Processing Model - Step F

Given the task situation for accomplishing the diffraction image

test, a description of human behavior at the task is now needed. It will

be assumed that the task situation represents a routine information

processing task, and that with practice the member will develop a mental

processing program for doing the task. Thus a single procedure model is

postulated. While data has not been gathered to substantiate and validate

the model suggested, the task itself is similar to one for which data has

been collected (see chapter five). With this caveat, the information

processing model for the first member in the inspection organization is as

follows.

Once the member becomes comfortable with his task, there will emerge

a well-defined input/output behavior that characterizes the mental

procedure that is being executed. Because of the borderline cases in

Judging diffraction patterns, the comparison with t. will not be perfectly

deterministic, however. Instead, actual human behavior will correspond to

a conditional distribution kl (which implies an input/output mapping k1 1 )

of the form

k 4 p(uly1 ) (3.17)

where
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'if Y, t uin up 1-A

yl-- 1

n - 0 ,rp P 1...
p(uIy1 ) t u (3.18)

if Y< u 1 wp

u 0 up 1-P

As before, the double subscript ij designates the jtb procedure of member

i. (The notation k., has been used in anticipation of further discussion

*i in chapter four.) According to eq.(3.18), the organization member makes

an error with probability of P in judging y, with respect to t. If P is
small, the realized behavior is close to the ideal behavior sought, and

the decision rule has been implemented reasonably well. As P becomes

* larger, the success of the implementation comes into question. A

* reworking of the task situation may be warranted, or perhaps better

training of the organization member at the task is needed. The necessity

* to do so is not clear at this point, however, since the implementation can

- best be assessed only in view of the overall organization. Finally, note

that the task situation parameter ti directly influences the

characteristics of k.,.

Following the discussion in section 3.3 regarding procedures, mental

processing resources and processing time, the measure of workload for the

member will be derived using observed procedure execution time. In

particular, assume that average procedure execution time, denoted tp3 ,

depends only on ti. As ti ranges from 0 to 180, the variation in tpa1 is

shown in Figure 3.3. The underlying effect is that as the threshold

0 go P, o

Figure 3.3 Average Time For Procedure Execution

comparison r le moves closer to the horizontal, it becomes less uncertain
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a priori as to what response will be selected. The asymmetry about t.

90 is because of the distribution on observations. Response time is

highest when diffraction images are equally likely to be oriented on

either side of the threshold. Since there is an unequal distribution on

crystalline structure types, the value of t, that makes u equally likely

to be 0 or 1 is closer to the more likely value of pi, which is pl.

Although changes in p(B) will in general affect t, 1. it is assumed that

the characteristic shown in Figure 3.3 will remain valid as p(H) takes on

values within the range specified in the design problem statement.

Combining the average processing time measure with the requirement

that patterns must be processed fast enough to keep up with the conveyor

speed, the workload measure of the first member is given as

= tpll(tL).R (3.19)

with a processing load limit of

W 1 -i (3.20)

This completes the execution of Step F for the first organization

member in the inspection organization. In sum, the information processing

model for the task is given as

kL 0 k 1 (t )  (3.21)

w± M tp 1 1 (t 1 ) ' R (3.22)

M 1 (3.23)

The model has explicit dependencies on the task situation parameter (t1 )

and on one of the generalized environment parameters (R). There are no

internal choices made by the member; hence X1 is not a factor.

Similarly, the first member does not receive inputs from the seconds

hence xi is also non-existent. Finally, an important point to note is

that eq.(3.21) is valid only so long as wv does not exceed 93. That is,

the input/output processing behavior represented by k11  is a valid

description of actual behavior only when the member is not overloaded.
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IV. DETERMINATION OF SATISFACTORY NOMINAL DESIGN - PHASE III

Phases I and II of the design process have focused on different,

* though related, parts of the design. To integrate the design elements

- obtained in these two phases, a third phase is necessary. It is in this

phase that the designer is first provided with an opportunity to view and

evaluate the organization design as a whole. It is also during this phase

that potential tradeoffs between organization performance and individual

member workload are made apparent. Once such tradeoffs have been made and

the integration of design elements has been satisfactorily completed, a

nominal organization design exists that meets design goals. The design -"

encompasses the specification of basic organization structure, delineation_.

of specific tasks for each organization member, and prescrip-

tions/predictions for how members should/will perform their assigned

tasks.

This chapter considers the integration phase of the design

methodology, and is organized as follows. In the first section, the

specific steps of the methodology that are part of Phase III are discussed

in general. These include a step to integrate design elements by placing

task situation and information processing parameters for best organization

advantage, but also with regard for workload limitations of individual

members (Step G). The result of this step is a nominal design. Once a

nominal design is obtained, however, it must be evaluated with respect to

overall design goals (Step H). Finally, if a nominal design is found to

be unsatisfactory, a selection from among various options for modification

must be made (Step 1).

The second section discusses the execution of Phase II in terms of

the inspection organization considered in the previous two chapters.

Initially, a nominal design is obtained for this organization that is

flawed. Modifications are then made, and eventually a satisfactory

nominal design is obtained.
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4.1 Phase III Methodology Steps

4.1.1 Obtaining Nominal Design Step F

Review of Phase I and Phase II Elements

Recall from Chapter 2 that Phase I of the design process has resulted

in the specification of an analytic organization structure. This includes

the number of organization members, their protocols for interaction, and

an analytic objective function 10 that reflects organization performance

goals.- This function has been formulated in terms of input/output

mappings used by organization members and in terms of the generalized

parameters that characterize the interactions of organization members with

their respective environments. That is,

Jo I(,w) (4.1)

Furthermore, an optimization process in Phase I has selected the optimal

input/output mappings, or decision rules T , under the assumption that w

is fixed at its nominal value ON, i.e.

, arg min Jo(y,wN ) (4.2)

Phase II has used the decision rule of each member as a normative

specification, or job description, of the processing that the member is

supposed to perform. A task situation has been constructed so that this

processing can take pla&e, and an information processing model has been

developed that describes the member's behavior as he performs his task.

This description includes an actual Input/output characterization (ki) and

a measure of the workload induced by the task (vi). Both components of

the information processing model depend, in general, on task situation

(0 ) and information processing ()t) parameters. They also depend on

parameters that characterize inter-member interactions (i), as well as

i. p... . .
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parameters that characterize a member's interactions with his environment

(wi'kWritten formally, the outcome of Phase II is then given as two 4

* expressions:

ki k k(Oi'.~i.n~fi) (4.3)

vi= vi(Gi,,i,Wii) V wi (4.4)

The quantity Vi is the workload limit for the organization member and

represents the point at which he becomes overloaded.

Integrating Design Elements

In general, the actual input/output relationship realized (eq.(4.3))

* by each member does not match that which is desired. Thus the outcome of

Phase I does not necessarily merge readily with the outcome of Phase II.

The problem of integrating design elements is a non-trivial one, however,

since individual workload and input/output relationships both depend on

the same set of parameters. On the one hand, it is desirable to adjust

each *i and Xi so that input/output relationships ki are selected that

optimize organization performance. However, the possible Gi g X

combinations may be restricted because they induce a workload that exceeds

. an organization member's limits. In general, then, there will be

" tradeoffs required between organization performance and individual

workload.

The problem of ensuring that Phases I and II converge and of

assigning values to 91 and Xi can be resolved by substituting ki for yI in

Joe adding the workload measures of each member as constraints, and

minimizing Jo over possible Gig , ivalues. Stated formally, the problem

is as follows.
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Constrained Nominal Organization Problem (CNO)

-. in Jo (k (9.1X, wN ) WN ).-

-). I--

I s~t. wilOi,Xi,wT,w i) _S ii
-"

Note that w has been fixed at its nominal value wN , as it was when

originally solving for the decision rules.

For each 0, X pair a particular set of input/output relationships k

is specified. The general goal in Problem CNO is to find the best 0, .'

pair with respect to performance that does not violate any individual

member's workload constraint. Because of the problem's complexity,

however, solution strategies other than finding the global constrained

minimum might be pursued. At one extreme is a strategy that seeks to find

only feasible values of 0 and X, with a subsequent determination of

whether these values are good enough with respect to design goals.

Whatever the solution strategy, the outcome of Problem CNO is a set of

values for task situation (00) and information processing (Xc) parameters. . -

(In the sequel, a superscript c will be used to designate solution values -

and other quantities that are related to Problem CNO.) In addition, a

particular set of inter-member interaction characteristics m0 is induced.

With a w N and with the given organization structure, *c and )c complete

the specification of a nominal organization design.

As it has been formulated, Problem CNO uses the workload limit as a

maximum level constraint on workload. In general, however, this need not

be the only form that the workload constraint can take in formulating

Problem CNO. While it is true that workload in excess of the workload

limit represents a state of overload, it is not necessarily true that the

organization member cannot operate in this state. If the input/output

model includes a description of behavior when overloaded, then the

constraint w, S Vi may be included as part of ki. The essential feature

of the problem remains intact, however: workload limitations are taken

70
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into account when optimizing organization performance.

When the nominal design is implemented, each task situation will be

hard-wired by setting *i = O1. However, the values of )i= Xc can be

interpreted in either of two ways. One way is to use X as a prediction of

how the organization member will choose to accomplish the information

processing within his task. For example, if the member has several

options for processing a given input and Xi models the relative frequency

of exercising each option, X4 represents a prediction for how the memberI€

will select from among his options. Alternatively, the solution value X

can be used as an indication of how the organization member should be

trained to accomplish his task. Again, for the case where )i represents a

selection among information processing options, the organization member

can be instructed to exercise each of these options with relative

frequencies given by X)..

4.1.2 Evaluating Nominal Design - Step H

Once a solution to Problem CNO has been determined and a nominal

design obtained, the designer can consider the organization as a whole and

evaluate whether it meets original design goals. This evaluation takes

place in Step H of the methodology. A variety of evaluation criteria are

possible. One category includes those that relate to the performance of

the organization. In particular, if a minimum level of performance, Yos
is required, then the question of whether

I ok(cc. N.€c),wN) ( o (4.5)

is of interest. Also of interest in this regard is the sensitivity of

organization performance to variatio n 0 and a about their selected
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3(k(ecA.,wN,ui ),wN) ; 3 (k(ecA.,w ,w ),to) (4.6)
80 o a, o

Another evaluation of interest might be to assess the sensitivity of

the nominal design to variation in the organization's environmental

characteristics, i.e. to variation in w around wN. The quantity

83
(4.7)

8w I W
formally represents this sensitivity. Alternatively, it may be that the

environmental interaction characteristics are confined to some specific

set 6:

a6 (4.8)

(with wN a as-well). In this situation, it is of interest to evaluate

organization performance as w ranges over values in the set A and to

determine, for example, whether

max WOi (k1c ,,,w40) 0 °  (4.9)

In addition to investigating the sensitivity of organization

performance with respect to uncertainty in the environment, it is also

necessary to assess the sensitivity of individual member workload to such

variation. Indeed, this is a key area for evaluation. More generally, it

is necessary to ensure that changes in interaction characteristics, either

those with other members or those with the environment, do not put the

organization member into an operating region that has not been included in

the information processing model. For example, if operation in the

overload state has not been modeled, then it would be required to ensure

that ni and a, do not vary such that

Wi(OP)','WitI) > i (4.10)
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since if this were to happen the entire organization would be operating in

an unknown (or at least unmodeled) region. One strategy for preventing

individual member overload is to evaluate wi over the possible fi, wi

pairs and establish that i is never exceeded. Since ni is a dependent

variable, this evaluation is made with respect to possible w values:

max [wI(a ,I.W.,w.I W . (4.11)

Wi e i '

Another alternative for preventing member overload is to ensure that

a mechanism exists whereby an organization member can adjust his workload

when variations in w i and ui require it. Since the task situation

parameters will be fixed when the organization is in operation, any

adjustment in workload must be made through changes in the way the task is

executed. If the values of X, are viewed as variable, then the

organization member might use them to adapt his workload demands so that

they are within limits. Formally, the determination of whether such an

adaptation can succeed is made according to whether

Y a Xi s.t. wi(OGAi,wi,ni) . Wi  (4.12)

The determination of whether such adaptation will succeed requires

consideration of behavior as the organization member transitions from one

operating point to another.

Thus a number of evaluation criteria for the nominal organization

design may be of interest. If the design satisfies all criteria, i.e. if

it meets the organization design goals, then the design process has been

completed as far as the methodology takes it. If, however, the nominal

design does not meet design goals, then modifications are necessary.
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4.1.3 Modification of Nominal Design - Step I

Suppose that evaluation of the nominal organization design in Step H

has determined that a number of flaws in the design exist. The question

then arises as to what modifications should be made so that the design

becomes satisfactory. Ideally, the nature of the design's flaws will

indicate which of several options might be pursued to modify the design.

This section discusses several types of modification, each of which

requires a return to an earlier methodology step. The process of

selecting one of these options, given the organization's deficiencies, is

Step I of the methodology. Though little will be said in a general way on

how to make such a selection, each modification option discussed is

motivated by a particular type of deficiency in design.

Change in Solution Concept

If the nominal design is deficient because of its sensitivity to

variation in environmental characteristics w. then it may be appropriate

to alter the solution strategy for Problem CNO. In particular, if w can

be assumed to be an element of a set f• then it may be desirable to adapt

a minmax solution approach. Formally, Problem CNO can be modified to be

Constrained Nominal Organization - Minmax Problem (CNO-M)

s.t. wi(9iAiWi#wi) V Ji

The values of 0 and X that solve Problem CNO-M establish an upper bound on

performance, given that & remains within 0. Therefore, if this per-

formance value is acceptable with respect to design goals, it is assumed

that variation in w will not induce a worse than acceptable organization

performance.
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Selecting this modification option does not require any changes in

the results of Phases i and II of the design process. Rather, it changes

the mechanism for integrating design elements so that it incorporates a

degree of robustness with respect to W.

Change in Information Processing Options

A second option for modifying an organization design is to alter the

way in which an organization member performs the information processing

required by his task. Changes of this type might include providing the

member, through training, with a different method for processing inputs

into outputs. It might include a change in the processing methods that

were originally given. It may even include a restriction on the use of

processing methods so that they are executed only in certain situations.

Modification in the information processing characteristics of an

organization member is an option that might be useful when the member is

subject to overload because of changes in ri and wi. By providing

additional processing options or revising existing ones, the designer

ensures that organization members will be able to adjust their respective

induced workloads, should such adaptation be required. However, since an

information processing model is a description of how a human performs a

particular task, it may or may not be possible to alter how that

processing is performed. To the extent that processing is done according

to specific training and/or involves a selection among processing

alternatives, it is sore likely that the designer can actually carry out

changes in a member's information processing behavior. Any changes

require a return to Phase II of the methodology, in particular to Step F.

Ezecution of the design process then continues forward from this point.

Change in Task Situation

A third option for design modification is to alter the task situation

of an organization member. This option may be most appropriate to use

S7
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when the workload of a member Is at a generally high level with respect to

the limit I, or where the solution to Problem CNO places task situation

parameters at extreme values. Such a situation indicates that there may

not be a good match between the task situation, the workload it induces,

and the operation of the organization.

Changes in the task situation are changes in the physical aspects of

a decision rule's implementation. A different display or an alternate

physical response mechanism are examples of such changes. Included in A
this type of modification is the addition of equipment that functions as a

'decision aid", i.e. that effectively pro-processes a member's inputs so

that a reduction in workload might result. Changes in task situation

return the designer to Step E. Once a change has been made, thz set of

task situation parameters must be revised. The design process then

continues forward with re-consideration and possible revision of the

information processing model.

Change in Analytic Organization Structure

The most fundamental change in organization design is made by

modifying the basic organization structure. This type of change may be

necessary if the current nominal design is determined to be wholly

unsatisfactory with respect to performance goals. Such a situation might

arise if the designer initially misjudged the amount of workload that

would be induced by the overall organization task, and divided it among

too few organization members. That is, while the outcome of Phase I

(which is normative) might have indicated that organization performance

would meet design goals (Step D), the addition of workload constraints in

Phase II and their integration into the overall design could severely

limit the Pest achievable level of performance. Additional organization

members may thus be required so that each will have a lower workload and

can more nearly perform their tasks according to their respective job

descriptions.

A change in organization structure returns the designer to Phase I in
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the design process, and in many respects represents a re-execution of the

entire methodology. Depending on the specific modification made, however,

it may be possible to retain some of the results and models already

" obtained when executing Phase II. For example, if organization members

-. are to be added, a possibility for doing this is to divide one of the

original tasks into two sub-tasks, leaving the other members' tasks

unchanged.

Summary

This section has discussed a variety of options for the modification

of a nominal organization design that has been found to be unsatisfactory.

This list is certainly not exhaustive, but it did include options that

return the designer to different points in the design process for

iteration on previously executed steps. Though each option has been

motivated by a specific design deficiency, an exclusive association is not

necessarily implied. The selection of which option to use is left to the

judgement of the designer as he weighs possible alternatives to modifying

a nominal design to meet design goals.

", 4.2 Execution of Phase III - Example

This section continues the design process for the inspection

"- organization by exercising each of the methodology steps in Phase III to

* integrate the design elements developed in previous chapters. To simplify

the discussion, however, a successful integration of design elements

pertaining to the second member is presumed, and attention is focused on

the first member. In the following sections, Problem CNO is formulated

and solved for the inspection organization (Step G). Next the nominal

design is evaluated (Step H) with respect to the criteria derived from the

design problem conditions. The results of this evaluation indicate a

* design weakness, and two modification options are considered to correct .%%

the deficiency (Step I). For each option, the design process is iterated

on previous methodology steps, and a satisfactory nominal design is

finally obtained.
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4.2.1 Obtaining Nominal Design

Review of Design Elements and Formulation of Problem CNOA

In Chapter 2, a two-member analytic organization structure was

specified to accomplish the inspection task. Decision rules for each

member were derived and had the form of threshold tests. In Chapter 3, a

task situation for the first member's decision rule was established, wk~ih

incorporated a visual display and mechanical response buttons. In the

information processing model for this task, input/output behavior included

a probability of error in judging diffraction pattern orientation with

respect to the threshold. A workload measure was derived using average .-Nprocessing time. Both components of the model were dependent on the

threshold position. (See Figure 3.3 and eq.(3.18) for details of these.

dependencies.)

Given these design elements, the problem of obtaining a nominal

design can now be formulated. (The absence of an information processing

model for the second member is addressed subsequently.) Following the

discussion of the previous section, and taking advantage of the

decomposition possible within the analytic organization structure (see

chapter two), Problem C40 takes the form of a three-stage constrained

optimization problem:

Inspection Organization Nominal Design Problem (NO-I)

Stage 3: Vc(P 10 01 101 .P,

( 1 --°

Stage 2: Vc(P) mm: V.(

s.t. w (0 '(d 2w) 2w
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Stage 1: Vo(PI) win V(Ps)

ti

- ~~~~~S.t. W - o ( t 1 <i)"-

As with the solution for the decision rules, Problem CNO-I is one of

sweeping the terminal cost Vc,(P.) back through the stages. Here, however,

the constraints on workload have been added at each stage that involves an

organization member. Since no information processing model has been

specified for the second member, his workload constraint has been shown

using the general representation. For the first member, however, a

particular model is available, and the optimization at stage 1 is with

respect to the first member's single task situation parameter, ti.

In the formulation of Problem CNO-I, the quantity P. designates a

vector representation of the joint distribution P.:

Cv = 0, H - BeS)1
"' A S=

P(vpl ,HH) (4.21)
3C~ v - 0, -f" J

ply 1, B B1 1)i''

Solution to Problem CNO-I

In principle the solution of Problem CNO-I proceeds by solving the

problem at stage n in terms of Pn" When Stage 1 is reached, it will be

necessary to make a reverse sweep to select the task situation and

information processing parameters Oc and Xei. In order to simplify the

illustration of Phase III, however, the solution of Problem CNO-I will not

be pursued in detail. Instead, attention will be focused on Stage 1. To

do this, assume that the solution at Stage 2 is such that

V (P) - [ 0.03 0.15 0.15 0.10].P (4.22) i"
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where Ps is the vector representation of P2 analogous to P.. In words,

the assumption made in eq.(4.22) is that placement of 0, and X. is such

that the characteristics of the second member's test are constant, given

the values of u and H. In particular, if the first member incorrectly

indicates the value of B, the second member will with probability 0.15

also indicate the incorrect value. Furthermore, if the first member

correctly indicates that H = He or H1, then the second member's test will

agree with this indication with probability 0.97 or 0.90, respectively.

Since the a priori likelihood of H is assumed to be known and fixed
rduring the course of obtaining a nominal design, the above assumption

leaves only the Stage 1 constrained minimization unresolved:

Problem CNO-I (Inspection Organization's First Stage)

min V(P2)- minl[ 0.03 0.15 0.15 0.10]'P,1

tZ ti

0~t o'p11I

Problem CNO-I1 is the problem on which the execution of Phase III will be

focused. While it does not include explicitly the consideration of the

full organization, it will nevertheless be sufficient as a basis for

demonstrating in a concrete way the considerations required in Phase III.

It is convenient to discuss the solution to Problem CNO-Ii in

geometric terms using the framework developed in Appendix A.

Specifically, for given p(H), all possible values of P. (and therefore F2)

can be represented in a two-dimensional space with basis selected as

p(u - 0, I - He ) A Poe (4.24)

p(u =1,1 n 1 ) Ap (4.25)

For the present case, the nominal distribution on 8 is given as (p*,pl) -

(0.2,0.8) and the locus of possible (po,P 1 1 ) values is as shown in Figure

so
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*/ 4.1. The locus is generated parametrically as t. ranges from 0 to 180.

" P"o t0Oz.-

t0: 0

0.4

-t 16

0.0 . -

0.0 0.1 0.. POO

Figure 4.1 Locus of (po,P 1,) Values for First Member Inspection Task

Note that as ti -3 0, the likelihood that the first member will select u =

1 increases and the likelihood that u - 0 decreases. The opposite is true

as ti -4 180. --

Problem CNO-I1 is solved by selecting from the possible P2 values

, represented in Figure 4.1 the one that minimizes VC(P2). If P2 is

expressed in terms of poo, P, Poe, and p, V.(P 5 ) becomes

Vc(P5 ) = 0.1'(po+p 1) - 0.1 2 "Poe - O.O$'p (4.26)

As is evident from eq.(4.26), constant V loci in the (po,,p,,) plane are

linear. Such loci are shown in Figure 4.2 for several values of VT.

Neglecting any effect of the constraint on processing time, the best

performance possible corresponds to where the VC. loci and the P. arc are

tangent. As a consequence of the convexity of the P. arc (see Appendix A

and [271), a single such tangent point exists.

Not all ti values are feasible when the workload constraint is taken

into account, however. This is shown in Figure 4.3(a), where a constant

liesp-t locus has been superimposed on the (t ) model. Bocaso.

of the constraint, any value of tps s greater than (Re)-2 is not feasible, 4
which means that an interval of ti values must be removed from
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04V:: o.o9 :
V" " V.0
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*C 0.0-

0.0 0.1 O. Poe

Figure 4.2 Illustration of Constant V, Loci in (p,,,p11 ) Plane

consideration as solutions. Figure 4.3(b) shows how this restriction

affects Ps values. In this situation, the solution to Problem CNO-Il is

where the constant Ve locus of lowest value intersects the feasible P2 arc

in Figure 4.3(b). This occurs at point B, which determines the solution

value tc, as depicted in Figure 4.3(a).

A nominal design for the organization now exists. The next step is

to evaluate it with respect to the goals and operating conditions that

were given in Step A as part of the design problem.

4.2.2 Evaluation of Nominal Inspection Organization Design

From the design goals and operating conditions outlined in the

statement of the organization design problem, several specific criteria

can be formulated against which to assess whether a design is

satisfactory. One is to verify that the overall probability of inspection

error is less than 0.1, which means that fewer than 10% of the inspection

decisions will be incorrect. From Figure 4.3(b), it is evident that the

nominal design operating point meets this requirement, since the V0 = 0.1

locus is below point B.
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Figure 4.3 Effect of Constraint on Problem CNO-I1 Solution

A second criterion is whether inspection performance remains

satisfactory when the fraction of unusable wafers varies. Specifically, a

range of - 0.05 about the nominal value of 0.20 is anticipated, and it is

required that the maximum error rate of 10% be maintained for any value of

P. in the interval [0.15,0.25]. Assume, for purposes of illustration,

that changes in p. do not affect the characteristics of the second

member's operation. Then the assessment of whether the nominal design is

* sensitive to changes in p. can be made in terms of the P. locus. Figure

4.4 shows loci of P. values for Po - 0.15, 0.20, and 0.25. The

qualitative characteristics are the same for each. In particular, point B

* in each locus corresponds to where t1 - te. Note that tc represents the

. solution to Problem CNO-Il only for p. = 0.2. It may or may not be the

solution to a reformulated Problem CNO-I1 with p. - 0.15 or 0.25. What is

shown in Figure 4.4 is how the first member's operating point changes in

the (p,,,p 11 ) plane when t, is fixed at t: and p. changes. The locus

joining all points labelled B corresponds to all the operating points when

po a (0.15,0.25]. Since this locus lies entirely above the Vc- - 0.10 line

in the (PoeP••) plane, the nominal design meets 'ie criterion for being

insensitive to variation in the likelihood of unusable wafers.

Finally, a third criterion is whether the nominal design can tolerate

any variation in the conveyor belt speed. The nominal speed is such that
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Figure 4.4 Operation of Nominal Organization as po Varies

-o inspections are required per minute, but this rate is subject to

variation of ± 10%. It is required to maintain satisfactory organization

operation in spite of changes within this range. Again, it is assumed

that the second member is able to cope with such a variation, and

attention is focused on the first member. The range in R values is

illustrated in Figure 4.5, which shows possible (R)- values in comparison

pitp

• D"  . 11,Ro)"

Figure 4.5 Comparison of R Range with First Member Processing Time

with the average processing time characteristics of the first member. If

t te, it is evident from Figure 4.5 that if R decreases the

organization memler will continue to operate as desired. However, since
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the nominal design places the member at an operating point where tp11 = I

(3e)-a if R increases the member will be overloaded. Moreover, it is not

clear how the member will react in this situation. He may react by

continuing to inspect wafers as well as possible, but with a higher error

rate than 0, or he may react by simply giving up at his task. This

uncertainty in organization operation constitutes a deficiency in the

nominal design.

In sum, the foregoing has been an evaluation of the nominal design

obtained as the solution to Problem CNO-I1 in section 4.2.1. The design

was found to be satisfactory with respect to two criteria that were

derived from the desiSg goals and conditions set forth in Step A. A third

criterion, that of insensitivity to conveyor belt speed, was not met by

the design, however. Thus re-consideration and modification of the design

are necessary in order to remedy the deficiency.

4.2.3 Modification of Inspection Organization Design

There are a number of design modifications that might be made in an

attempt to resolve the difficulty discovered in the previous section. The

basic problem is that the first organization member's nominal operation

point has been placed at his processing load limit, and that no provision

has been made either to describe his behavior when overloaded or to ensure

that he never becomes overloaded. The following paragraphs discuss two

possible modifications to the design that address this issue.

Change in Solution Concept for Nominal Design

One strategy for improving the first member's tolerance to variation

"" in processing load is to design the organization so that members are

'" deliberately underloaded, and thereby create a processing load safety

margin. In the present situation, this would correspond to using the

fastest conveyor belt speed when determining the placement of ta. This

strategy represents a modification in the solution approach to Problem

* . * * . % .- . * * - _



CNO; it is in fact a minmaz type of strategy. The modification is one

that returns the designer to Step G. Rather than formally stating and

solving the modified version of Problem CNO-I1 that reflects the change in

solution concept, the effect on the nominal design solution will be

discussed directly in terms of the (poe,pli) plane.

In Figure 4.5, points C and D correspond to where R is at its maximum

value and where the member is at his processing load limit. As is evident

from the figure, the change in solution approach further restricts the set

of feasible t. values. The corresponding locus of P. values are shown in

Figure 4.6. The solution point for the nominal design still corresponds

P1

0.8 Co

0.61ii ~• ".,

0.4 .J

0.2.

0.0 , __ _ _-_-_
0.0 o. o.Z o

Figure 4.6 Operation in (poo,p11 ) Plane with Miunmax Modification

to where the lowest value VC- contour intersects the locus. According to

the figure, this is point C, which represents a new nominal design. Since

the nominal design has changed, re-evaluation is necessary to see if the

three criteria are met. The first, that of having organization detection

error less than 0.10, is satisfied, as is evident from Figure 4.6. The

second criterion, which is that of insensitivity to pe variation, is a

different matter, however. Figure 4.6 shows the locus of points

corresponding to operation at the revised nominal design point as P"

varies. Points C' and C'' correspond to where ps - 0.15 and 0.25,

respectively. According to the figure, as ps moves toward 0.25,
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organization inspection error rate exceeds the 0.1 level, which is

unacceptable. Thus the modification made to the original design has not

been successful and the design process returns to Step H, where a

different modification can be tried.

Change in Information Processing Nodel

A second strategy for improving the first member's tolerance to

processing load variations is to incorporate a mechanism whereby the

member can adapt his processing load to keep it within limits. One

possibility for doing this would be to provide an additional processing

option that has a lower workload. In this way, if the conveyor belt speed

increases, the member can simply use the lower workload option on a

greater percentage of the inspections. This modification to the

organization design requires a change in the member's information

processing model, which returns the design process to Step F.

Suppose that the first member's added processing option is the option

to bypass a particular inspection, leaving the decision entirely to the

second member. When the first member chooses to exercise this option, he

is instructed (somewhat arbitrarily) to indicate that the wafer is not de-

fective, i.e. to respond with u - 1. Assume that executing this bypass

option requires tg seconds, where tl is substantially less than the

average time required to complete a diffraction pattern test. The com-

ponents of the information processing model for the bypass option are

given as

Input/Output: k,,: Ti -4 n (4.27)

Workload (Processing Time): tpJ s  t8  (4.28)

Based on the discussion in section 3.3, the two options are combined

as follows into a revised information processing model for the member. If

q1 denotes the fraction the bypass option is used, then the conditional

input/output distribution k3 is given as
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,= (1-q1) k1, 
+ ql"kls (4.29)

Furthermore, assuming that there is no additional processing time required -

to switch between options, the revised workload measure is given as

,= R'[l-q l ) 'tp l l ti) + q"tp
12 1 (4.30)

Eq.(4.28) and (4.29) signify that Phase II has been completed for this

design revision. Since q, represents a selection among options made by

the member, an information processing parameter has been introduced:

11 (qj) (4.31)

Solution for a revised nominal design will now have to determine not only

a value for t. but also one for qj.

Integrating the modified design elements to obtain a revised nominal

design is done by reformulating Problem CNO to include the changes made.

Since the change made pertains only to the first member, the second

member's operating characteristics will remain the same. In particular,

it is still true that

V= C 0.03 0.15 0.15 0.10].P (4.32)

Therefore a revised nominal design is obtained as the solution to a

modified Problem CNO-II:

Problem CNO-I1.

" tin (IP)

s.t. Ro . (1-qL).tp l l (tl) + qt 1pj2  ...

--- - ------

. .
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Note that the previous nominal design is still possible, i.e. ti  t and%A
q, = 0 is a solution to Problem CNO-II'. However, the additional degree

* of freedom represented by q, may be used to advantage in specifying a

* nominal design. Figure 4.7 illustrates the region of feasible P2 values

0.8 S\

0.C B

0.4 VI- 0 .10 ..

0..1

0.0 ,0.0 0.1 O. e -oo
Figure 4.7 Solution of Problem CNO-Il'

as they appear in the (PooIP 11 ) plane. Briefly, exclusive use of the

bypass option corresponds to operation at point S. All other possible

operating points are determined by taking the convex combination of point

S with any point on the original P. arc (which is now the locus where q,

0). The constraint on workload eliminates some of these combinations from

feasibility, however, which accounts for the non-convexity of th.. regions

in Figure 4.7. See Appendix A for a more detailed discussion of how

constraints such as eq.(4.30) map to feasible P. values as represented in

the (Pe,,P,,) plane.

As before, the solution to the problem, in geometric terms, is where

the smallest equi-Vc- contour intersects the region of feasible Ps values.

According to the figure, this occurs at point E. Since point E is not on

the original P. locus, it corresponds to a point where qI # 0. That is,

the nominal design makes use of the bypass option. The advantage is that

the value of ti can then be set closer to the decision rule threshold t,.

which means that if the member bypasses a few inspection tests he can use
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a higher quality threshold on the diffraction tests that be does make.

Implementation of the revised design means that ti is fixed at its revised

value. It also means that the organization member is either to be trained

* to bypass the fraction q., or is predicted to bypass that fraction in

order to maintain workload within limits.

Given the position of point E in Figure 4.7, it is evident that the

current nominal design meets the criterion of having less than 10.

inspection error. Figure 4.8(a) illustrates how the modified organization
Poo P,, El :

O.8A 0.8 I

0.6 E 0.6

01 ~V~o~oE0.
0. 0.4

•V 0.10.1

O.Zj 0..10-

0.0 02 0.0

0.0 0.1 0.1 Poo 0.0 0.1 . Poo

(a) (b)
Figure 4.8 Operation in (p,,p11 ) Plane with Additional Procedure

will operate as the conveyor rate R varies, again assuming that changes in

I do not affect the second member. Nominally, i.e. with It Ro, operation

is at point E. As Ro increases to (1.1)R o , the member can compensate by

bypassing more inspections, as was intended by providing such an option.

This corresponds to moving the operating point along a line from point E

to point S. If the operating point on this line corresponding to

" = (1.1)R o is such that Vc. ( 0.1, then the organization meets the third

evaluation criterion. This is indicated to be the case in Figure 4.8(a).

Note that if R - (0.9)Ro , the member need not bypass so many inspections.

In this latter case operation moves toward point F in Figure 4.8(a), which

produces performance that is better than the nominal design.
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Finally, there is the issue of whether the current nominal design

satisfies the criterion of insensitivity to p. variation. In Figure

4.8(b) the arc from E' to E" shows the locus of P. values that are -.

possible when p. ranges within the interval [0.15.0.25], with R - o . -

Since this arc is entirely above the Vc- - 0.1 contour, the second

criterion is satisfied. Furthermore, Figure 4.8(b) also shows the region

of operating points possible as both p. and R range within their

respective intervals. This entire region is above the Vc - 0.1 contour,

* which means that the current nominal design is robust with respect to

simultaneous variations in p. and R. Thus the second modification to the

original design has been successful; a satisfactory nominal organization

design has been obtained for the inspection task.

Summary

This section has exercised the modification step (Step I) of the

methodology. The first modification proposed to the original design was a

change in the solution concept for obtaining a nominal design. A minmax

approach was adopted. This required a return to Step G of the design

process. After obtaining a revised nominal design, however, evaluation in

Step H found it still to be unsatisfactory. A second iteration on Step I

was then executed and a different modification was suggested, that of

providing the first member with an additional procedure. The design

process then returned to Step F in order to incorporate this change, and a

revised information processing model was obtained. Then, in Step G, a

second revised nominal design was obtained. This one differed

qualitatively from the original in that a strategy of sometimes bypassing

an inspection was found to be a characteristic of the design. Evaluation

of this second revised nominal design vas then made, and it was found to

be satisfactory with respect to the three criteria being used. The design

process was then terminated, since a satisfactory inspection organization

design had been obtained.
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V. EXECUTION OF METBODOLOGY - AN EXISTENCE PROOF

5.1 Introduction

Although an example organization design using the methodology has

been partially carried out in the previou& chapters, the discussion of the

methodology so far has been largely at the conceptual level. In this

chapter, a specific design problem is stated and the methodology is used

to determine a complete nominal organization design. The purpose in doing

so is twofold. First, it provides another example to illustrate the

approach to organization design suggested in this thesis. More

importantly, however, is that the completed design can be operated as a

test and partial validation of the design approach.

The extent to which the organization operates as designed provides an

indication as to the viability of the design approach. This is in fact a

key point of the chapter, and even of the entire thesis. Previous

chapters have proposed an approach to integrating human limitations into

analytic organization models. This chapter describes the application of

that approach to a specific design problem, which results in a design that

operates as predicted. As such, this demonstration serves as an existence

proof for the applicability of the conceptual development presented in

previous chapters to realistic human team decisionmaking.

The chapter is organized as follows. 'In the next section, Phase I of

the design is executed. A design problem is stated (Step A), an analytic

organization structure chosen (Step B) and decision rules that represent

ideal human behavior are obtained (Step C). In the third section,

implementations of these decision rules are devised, resulting in a task

situation and an information processing model for each organization member

(Phase II). In section four design elements are integrated to obtain a

satisfactory nominal design. Section five discusses several hypotheses

about the behavior of the organization, and a laboratory version of the

organization is exercised to test these hypotheses. Finally, a summary

section concludes the chapter.
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5.2 Analytic Organization Structure

5.2.1 Statement of Design Problem

Consider the situation shown in Figure 5.1, which is intended to

Figure 5.1 Design Situation

capture some interesting aspects of a particular command and control

situation. It is desired that a decision regarding the presence or

*absence of a target be made every T~ time units. There are two platforms

*involved, and each receives an observation pertaining to a target every v 0

*time units. The observations are related to signal energy received; if

a target is present, there is generally a higher level of energy in each

*observation. The fidelity of platform observations is not the same,

however. The submerged platform has a signal-to-noise ratio that is

* approximately 25's lower than that of the surface platform.

It is desired that a coordinated detection decision be made, i.e. the

* information in each set of observations is to be fused in some fashion.

* However, due to security considerations, communication between platforms

is severely limited. In addition, there is to be a maximum delay Of T

time units between the arrival of a set of observations and the detection
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decision associated with that set. Both coand 'rd are subject to

approximately a ±5% variation in their nominal values, and it is desired

that execution of the detection task not be sensitive to such variations.

Finally, the detection error rate is to be as small as possible, but to be

at all satisfactory, there must be less than 15% errors when the target is

present with probability 0.6.

5.2.2 Specification of Analytic Organization Structure

The description above is presented to the organization designer. To

begin the design, the statements made must be translated into analytic

terms that specify the basic form of the organization, and that are

adequate representations of design requirements. This process requires

6 choices by the designer, some of which are matters of interpretation.

Many such choices will be made in the course of completing the design at

hand. There is no claim made that the nominal design obtained is unique.

Indeed, depending on the choices made, it is possible to use the design

methodology on the same design problem and arrive at many different

designs. In the development that follows, some choices have been made for

convenience. Others, however, have been made so that simplicity of

structure might be retained for purposes of exposition. Still others have

been made so that the organization that results is capable of operation in

a variety of distinctive modes.

In form, the organization will be specified to have two human

* members, one on each platform. Their interconnection will be as shown in

Figure 5.2, which also summarizes features of the analytic model to be

used. The a priori likelihood of H, which is the target's presence or

absence, is modeled by the probabilities p, and p., respectively. The

* design will proceed under the assumption that p1 - 0.6. Observations made

by each platform are assumed to be conditionally Gaussian and independent

from one interval to the next. Using the quantity Am/a as the measure of

signal-to-noise, the fact that the surface platform has a higher
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Figure 5.2 Analytic Organization Structure for Detection Task

observation fidelity is modeled by assuming that

- 0.75 1 (5.1)

~1 / 01 /2
Within the structure, the first organization member is presented with

the observation y, and must decide between one of two indications to pass

as the value of u to the second organization member. The choice of

symbols for u is limited in order to minimize communication between

platforms. In particular, the specified structure requires communication

of a single bit of information every To time units. The received value of

u is used by the second member, along with the observation that has been

made at the surface platform (y,), to arrive at a detection decision v for

the organization.

It is assumed that detection decisions are made independently from

one set of observations to the next. That is, the organization will not

possess memory in the sense of having to consider and assess sequences of

observations. (This may be done outside the present organization,

however, perhaps by another agent who accumulates the indications v over

time.) Thus the organization model is static in nature, but the detection

task that it represents is to be repeated every To time units.

The analytic organization structure is now in place. A two member
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tandem distributed detection network has been specified that is

analytically similar to the inspection organization considered in Chapter

2. The sets ri, Ui, Vi. Yi, and Zi are the same for both structures. A

different set of environmental characteristics are of interest for the

detection task, however. From the organization's point of view the

quantities vo and Td are subject to variation and are therefore included

as elements of w:

W = (roTd) (5.2)

5.2.3 Decision Rules for Organization Members

Given the analytic organization structure, the next step is to select

the decision rules for each member. From the statement of the design

problem, the natural performance measure of the organization is the

probability of detection error, i.e.

Jo(y,w) = pr(target detection error) (5.3)

Minimum J is desired, but an additional requirement is that

Jo1 <jo =0.15 (5.4)

Eq.(5.4) represents one criterion for evaluating a nominal organization

design. A second that can be inferred from the design problem statement

is that the nominal design should be insensitive to variations in To and

Td"

The solution to Problem DR in the present case is identical to the

solution in the case of the inspection organization. In particular, since

time is not an explicit part of the analytic structure, the solution is

not dependent on w. The decision rules for members are threshold tests:
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if y1  t; u =

(else U= 0

t v1

if u =j and Y2 t 2j O 1 0, 5.)-

(y2  <t. v

Appendix B contains the details of the solution for the present

organization, including the specific values used for all parameters. Use

of the decision rules yields a probability of organization error of 0.06,

i.e.

0 ( ,wN =0.06 (5.6)

This is well within the minimum performance level for a satisfactory

design. Phase I of the design can thus be considered complete, and

attention can be focused on implementation of the decision rules.

* 5.3 Decision Rule Implementation

5.3.1 Time Allocation

In the specification of an analytic organization structure, it was

not necessary to address how the time available for detection should be

allocated between members. In developing implementations for decision

rules, however, this allocation is an important consideration. For the

present design, the first member will be required to process observations

at the same rate that they arrive. That is, he must make a threshold

comparison test every Ti time units, where

0 (5.7)

This leaves Td To time units to communicate u to the second member and
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for the second member to complete his processing. Assume that

4communication time is negligible. Then the second member is required to

determine his response in T. time units, where

2 -o (5.8)

Finally, in order for the allocation made in eqs.(5.7) and (5.8) to make

sense it must also be true that

TZ T1 (5.9)
]b

Otherwise, the second member would be processing at a rate slower than

that of arriving observations, which would constitute an unworkable

design.

In the sequel, and to a large extent simply for variety, two

different interpretations will be given to the quantities Ti and r." The

time allocated to the first member will be considered as an average

processing rate requirement. Individual observations may differ greatly

in the time it takes for them to be processed by the member. So long as

the average time taken is such that the member does not fall behind in

processing, however, the organization design requirement will be

satisfied. By constrast, the second member will be restricted to take no

more than T. time units to process any one observation. In practice this

will mean that the processing on each observation should take about the

same amount of time and have an average of no more than T.. The notion is

that the second member is operating under the pressure of a deadline.

Qualitatively, the interpretations given to T. and r. are such that

the first member is driven by an input clock, i.e. an outside source is

effectively 'pushing' the member to complete his required processing. On

the other hand, the second member is subject to an output clock; he is

effectively being *pulled' by an outside source, perhaps another agent who

intends to use the detection decision. If both members operate as

envisioned, however, the basic requirements represented by To and Td will

be met.
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5.3.2 First Organization Member

Task Situation

To implement the first member's decision rule, a physical interface

must be devised that is capable of presenting the observations y, to the

human and of recording his responses u. Furthermore, it must be such that

a comparison with the threshold t. can be made. The task situation

selected to accomplish this is illustrated in the upper part of Figure

5.3. The organization member views the continuous display of a square,

Figure 5.3 First Member Task Situation

4 where the vertical centerline of the square (not displayed) corresponds to

the average of al. and a . The threshold t. is continuously displayed as

a vertical line according to its value. Observations are displayed as the

pattern shown in the figure, where the horizontal midpoint corresponds to

the value of y,. For each pattern displayed, the member is to judge

whether the midpoint is left or right of the vertical threshold line, and

to register the judgement by depressing one of two mechanical,

horizontally-arranged buttons. The button depressed is interpreted as the

Uvalue of u to send to the second member: left button ~>u =0; right

button --> u =1.
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In the lower part of Figure 5.3, the underlying distribution on

observations y., is shown. The upper and lower illustrations have been

made on a consistent scale so that the range and relative likelihood of

pattern positions can be inferred.

As the organization operates, observations arrive to the first member

at the rate of one each -r0time units. Recall that time has been

allocated and interpreted such that the member must keep up with the

'V arrival rate. The dial at the top of the task situation display is

provided to aid in meeting the requirement. Its clockwise displacement

indicates the number of observations that have arrived and are waiting to

be processed. Thus if the member is operating satisfactorily, the dial

* position will remain near the top (zero).

Information Processing Model

For the task situation shown in Figure 5.3, a model of human behavior

is required. This involves both an input/output description, i.e. a

characterization of human ability to judge the position of pattern

midpoints, as well as a description of the workload induced in making

these judgements.

Execution of the task is such that after a period of training the

member develops an established mental processing method for judging

patterns. The level of proficiency is such that virtually error-free

judgements can be made when the member views a pattern carefully. A

response of this type will be referred to as a stimulus controlled

response (SCR). The input/output behavior when making an SCR can be

stated compactly as the mapping kSCR, where

k SCR (t 1 ) Y1 -4 p (u)

$ if t 1p~u ) 1(5.10)

*else pOu 0) = 1
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Assuming that the organization member applies his processing re-

sources in an all or nothing fashion (see chapter three), processing time

can be used to develop a measure of the workload induced when making an

SCR. The average time to make an SCR, denoted tSCR has been observed to

vary with threshold position typically as shown in Figure 5.4. The basic

A o tl  (Ms)

350

* w-0 ", in,0  0 I1t um * V,

Threshold Position

Figure 5.4 First Member SCR Average Processing Time (Typical)

effect is that as t. moves to an extreme value (left or right), the a

priori uncertainty in the required response is reduced. It therefore

takes less time, on average, to make the response. (Appendix B documents

the conditions under which the data shown in Figure 5.4 were obtained.)

As indicated in the figure, a valid description of SCR behavior is limited

to ti values in the range

St i e [m1, - al . mil + al] (5.11)

Furthermore, it is assumed that linear interpolation can be used to obtain

tscR at threshold positions for which explicitly observed data are not

4 available.

Following on the discussion in Chapter 3, and assuming that only

stimulus controlled responses are made, the quantity

( - - (5.12)

1 "tscR
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can be used as the workload measure. So long as this quantity is less

than unity, the member can (on the average) keep pace with observation

arrivals, and his input/output behavior will be that of kSCR. When the

organization is in operation, t. will be fixed and hence tSCR is also

fixed. If it happens that (5.12) is near unity under nominal operating

conditions, then it s possible that variation in T. could cause the

member to become overloaded. This is a situation that has not been

accounted for in the information processing model thus far, but must be

addressed if a satisfactory design is to emerge.

Rather than extend the information processing model to include a

description of behavior when overloaded, a mechanism will be provided

whereby the member can adjust his workload to kecp it within limits, even

in view of possible variation in Ti. This is accomplished by giving the

member a second information processing option. Besides making an SCR, the

member will be allowed to ignore the presented pattern and to respond by

arbitrarily pushing either button. This type of response will be referred

to as a fast guess (FG). The basic idea is that a fast guess will require

less time to execute and can thereby be used as necessary to keep workload

within limits.

The fast guessing option has input/output and processing time

characteristics as follows. It is assumed that, while the member responds

arbitrarily, he does so with some fixed bias toward pushing a left or

right button. Thus the input/output behavior is given by the distribution

kFG, where

U- 1 wp 1-g1

The quantity #I models the bias toward selecting the left button during a

fast guess. Its value can have a significant effect on organization

design and operation, as will be discussed later. For the present,

however, it is assumed that fast guessing is done with a 50/50 bias, i.e.

0.5. Finally, because fast guessing is essentially accomplished
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independently of pattern characteristics or threshold position, the

average time required for an FG, ALnoted tFG. is a constant. Observed

fast guessing behavior, as described in Appendix B, establishes that tFG

is approximately 180 Us.

The information processing options can now be combined to form the

overall information processing model. Input/output behavior is described

by the conditional distribution ki, where

ki - (1-q1 ).kscR(t2) + ql'kFG (5.14) -

The quantity q, is the fraction of fast guessing. The quantities k,,

kSCR, and k are conditional probability distributions of the form

p(ulyl), with possible additional dependencies on task situation and -- -

information processing parameters. The overall average processing time

TpI is given as

Tp= (l-q).tSCR(t&) +qtO (5.15)

which can be incorporated with v. to obtain the workload measure

STp- (5.16)

Finally, the member is constrained to operate so that he is not

overloaded, i.e.

-w = 1 (5.17)

Eq.(5.14)-(5.1S) are basically the Fast Guess model of Yellot [28] adapted

for the present task situation. Note that both k1 and w. depend on q, and

ti. If t1 is set to be t. and q, is zero, the member will realize his

decision rule exactly, that is, he will perform exactly according to his

job description. However, because of workload limitations and

environmental uncertainty, it will be of possible advantage to leave ti

and q, as free parameters for the present and to place them at a later --
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design stage. Consequently, they become elements of 01 and Xi,

respectively. In terms of the general methodology framework, the

generalized parameters that pertain to the first member are given as

e- (t,) (5.18)
=: (q1) (5.19)'-

bi (-C) (5.20)

= ( ) (5.21)

It is interesting to note that, though it has not been included as such,

the fast guessing bias (g1 ) is a quantity that qualifies as an information

processing parameter, since it represents a choice made that is internal

to the human. As a matter of design choice, however, in the present

situation the value of g, is fixed and will not be part of the opti-

mization process that places 0 and X.

5.3.3 Second Organization Member

Task Situation

The decision rule of the second member will be implemented as the

visual information processing task shown in Figure 5.5. Depending on the

indication received from the first member, either of two displays are

possible. If u - 0, then the threshold t3, is displayed as a horizontal

line and the observation y. is displayed vertically displaced according to

its value. If u - 1, however, the threshold tsl is shown vertically and -

the observation is displaced horizontally according to its value. The

specification of horizontal and vertical modes of display has been made,

mot for practical reasons, but to emphasize the effect of the additional

workload required when humans switch between tasks. Both cases are

displayed within the same square border, which is visible to the member at

all times. Two horizontally arranged mechanical buttons are provided to

register the result of the member's threshold comparison test. The left

button is to be depressed if the dot is below (t5 s) or to the left (t51 )
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Figure 5.5 Second Member Task Situation

. of the threshold, and the right button is to be used when the

complementary situations arise.

Recall that the second member is constrained to meet a deadline of C.

time units in processing each observation. An auditory mechanism is used

to indicate that the deadline has been reached. When time expires, a

'beep* is sounded. Thus the member must perform his task so that either

he hears few beeps or hears a beep just as he depresses a button.

Information Processing Model

As with the first member, the information processing model of the

second member will include an input/output mapping that describes human

behavior. Furthermore, processing time will be used as the fundamental

indication of processing load. The model will differ from that of the

first member in a key respect, however. Whereas for the first member an

overload condition is to be avoided, the second member will be

deliberately placed in a situation where he is overloaded. Stated in

terms of the workload measure, the member will be operating where the

processing time required to complete his task exceeds the processing time
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allowed. The model developed will therefore not be of the form where a

bard constraint on workload exists. Rather, it will have to take into

account how human behavior is affected as the degree of overload changes.

To begin development of the model, consider first the processing time

required to do the task. A key parameter that affects the average

processing time is the frequency of each threshold's use, i.e. the amount

of switching. Denote by qe the quantity p(u 0). Figure 5.6 shows a

1EC

*;;

0

j -O

Horizoniol Threshold Use

Figure 5.6 Second Member Processing Time (Typical)

typical relationship observed between average processing time Tp and q..p]
The data shown were obtained for the condition where the member was

responding as quickly as possible without making any input/output errors

(see Appendix B). At the extremes, where no switching is required, it is

evident that horizontal threshold comparison tests (q, - 1) take longer

than vertical threshold comparison tests (qo - 0). In between, there is

considerable overhead required in terms of processing time to switch

thresholds. This is because the member must re-orient himself as to the

proper correspondence between the dot's position via a via the threshold

and the response buttons. It is evident that the amount of overhead is

directly related to the relative frequency of switching. [26] proposes a

specific model framework in which the effect shown in Figure 5.6 is

understood in terms of two processing methods, one for horizontals and one

for verticals, plus a specific switching overhead characterization.
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Though not incorporated directly here, this framework has influenced the

model developed to describe the second member.

Now consider the case where the member is not given enough time to

perform his task, i.e. he is overloaded. The result is that errors are

made in processing observations, and the error rate is directly related to

the amount by which the member is overloaded. The basic effect is known

as the speed/accuracy tradeoff and has been studied extensively. In

particular, Pew [29] suggests a log-linear relationship between accuracy

and processing time in the region of overload, given that accuracy is

measured using the so-called odds ratio OR:

# right

OR - (5.22)# wrong "

Figure 5.7 plots the OR versus processing time allowed (td) on log-

OR r. 0

40,

24.0

o.o
<6-

zoo 20 20 z6o z80

Figure 5.7 Speed/Accuracy Characteristic of Second Member

linear coordinates for operation of the second member under overload

conditions. Because different values of q, change the processing time

requirements, the degree by which a given value of td overloads the member

changes with q0. Thus a family of speed/accuracy curves is shown, which
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include data for six qO values. Since exclusive use of the vertical

threshold requires the least amount of time, accuracy generally remains

highest when overload occurs at this operating condition. As %0

increases, accuracy decreases until required processing time reaches its

peak (compare Figures 5.6 and 5.7). Accuracy then improves as qmoves

further toward 1.0. and as switching overhead diminishes. For further

details on how the data shown in the figure were obtained, see Appendix B.

The description of behavior represented by Figure 5.7 will be the

basis for the second member's information processing model. Basically,

each q. locus can be linearized and parameterized by a slope and

intercept. Behavior for intermediate values of q, can then be obtained by

interpolation. Expressing this set of relationships in terms of a

input/output mapping can be done as follows. To begin, the overall

input/output behavior of the member is essentially that of threshold

comparison teats in which errors are made:

[ - 1 wp l-q.

ifu ad Y2  ~ 2j 1v - 0 vp q2 j =0,1 (5.23)

V~ M2  ( Vl p qx

vu -0vp l-qa

In words, the member performs the required comparison test correctly with

probability 1-q. and makes an error with probability %1. Note that these

errors are local input/output errors, and may or may not correspond to

organization detection errors.

The error rate of the second member depends on the degree to which he

is overloaded. Let

f -log(OR) (5.24)

Then
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q 2 q2 =  =(5.25)

1+ ef(td#q0) 1 + OR

expresses analytically the transformation between accuracy, as measured by

the odds ratio, and the input/output error rate. Furthermore,

linearization of the observed relationship between f, q, and td can be

written in the form of

f f(td,qo) = fs(q,)[td - tc(q.)] (5.26)

The quantity f. represents the slope of the speed/accuracy curve for a

given q. and the quantity tc is related to the intercept of the linearized

relationship. The latter can be interpreted as the processing time at

which chance behavior by the organization member occurs, although this is

not its primary function in the model. Both fs and tc are estimated from

data observed from the second task situation, and the expression in

eq.(5.26) is considered to be valid only for a specified range of td

values, all of which are such that the member is overloaded.

Taken together, eq.(S.23)-(5.26) are the information processing model

of the second member. The model depends fundamentally on four parameters:

two thresholds (t2j). the deadline assigned (td), and the amount of

threshold switching (q,). The deadline to be assigned has already been

determined by the time allocation, as discussed previously. Assuming that

the member will desire (or can be trained) to operate to minimize

input/output errors and assuming operation in an overload state, then the

allowed processing time will be used to its fullest extent. This means

that td - T. in the model. Note that vs is determined externally to the

member and is subject to variation as the organization's environment

41 changes.

In terms of the general methodology framework, the parameters listed

above are classified as
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L =() (5.28)

112 = (q,) (5.29)

W2 = () (5.30)

Unlike the first member, the thresholds used by the second member do not -.

affect processing time requirements. This is a modeling assumption made

on the premise that the thresholds will not take on extreme values such

that they are very near a border of the display. That is, so long as

there is some uncertainty in where the observation will fall with respect

* to the threshold, it is assumed that the time required to locate the dot

and judge its position with respect to a threshold tends to remain

constant.

• Finally, there are no information processing parameters in the model,

which reflects the fact that the second member has not been given any

options in complet'ing his task. However, from the viewpoint of the second

member there is a choice made for each observation. It is the selection

of which threshold to use, but it is made by the first member. This is

reflected in the dependence on x .

5.4 Satisfactory Nominal Design

5.4.1 Integration of Design Elements

* The elements of the organization design, which include the analytic

organization structure and the implementations of decision rules, have

been established. The third phase of design can now begin, which is to

integrate these elements to obtain a nominal design, and then to evaluate

* the design with respect to requirements. For the situation at hand, there

are four individual task situation and information processing parameters

that must be placed to determine a nominal design. The specific problem

to be solved is given as
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Problem CNO

minimize I o(k,wN) = pr(detection error)1

t3L t soot 21

q,

s.t. T p ( -r ) -  1

where

k = (k1 .ka) (5.31)

and ki are given by eq.(5.14) and eq.(5.2
3).

Because of the differences in decision rule implementations, only the

first member's workload limit appears as a constraint in the problem

formulation. The second member has been placed deliberately in an

operating region of overload and thus a constraint that maintains workload

within limits is not appropriate. The extent by which processing load

exceeds limitations is a factor, however, and appears directly in the

member's input/output behavior model.

Consider now the solution to Problem CNO for the case where To = 260

ms and Td - 520 mas, and where the organization members are those whose

operating characteristics are shown in Figures 5.4 and 5.7. The values

assumed for To and rd imply that

T= W 260 mas (5.32)

Ts W 260 ms (5.33)

These values are shown in Figure 5.8 superimposed on the respective models

of organization members. Note that for the second member, the linearized

model developed to represent observed behavior is shown in Figure 5.8.

In the upper part of the figure, the vertical distance between the T,

- 260 ms constraint and SCR processing time is proportional to the

fraction of fast guessing required. For example, if ti - to , then
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qt= 0.27. If t, is at its lower extreme, however, no fast guessing is

necessary. For a given bias in fast guessing, placement of t 1 not only

establishes q 1, but it also determines the distribution on u, and

consequently the frequency of threshold switching by the second member.

Assuming that a 50/SO bias is used when fast guessing, i.e. gl 0.5, the '-

correspondence between t, and q* is shorn in the middle of Figure 5.8. As -

tz nears its minimum and maximum values, the amount of switching

0decreases. In the former case, the vertically displayed threshold (t ,,)
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is used more frequently; in the letter case it is the horizontally

displayed threshold (t..) that gets more use. Thus the value of t

selected, through its effect on q., determines which speed/accuracy locus

the second member will operate on. The value of -r2 then determines which

point on this locus is the actual operating point. Finally, though not

shown explicitly in Figure 5.8, the thresholds tj are a factor in the

solution of Problem CNO since they have an effect on organization

performance.

In solving Problem CNO for the present design situation, a basic

tradeoff must be made in the optimization. At one extreme is the option

to retain the first member's ideal threshold t*,, which gives 'high

quality" indications, but cannot be used all the time. If this option is

chosen, the second member uses his thresholds with nearly equal frequency,

which in turn places his operation at a lower level of input/output

accuracy. At the other extreme is the option to place ti at its minimum

value so that no fast guessing is required, but also so that all

indications u made by the first member are of lower quality. This option

places the second member at a higher accuracy level, however. Of course,

there exist many other solution possibilities that represent a compromise

between the two extremes.

The solution to Problem CNO for the particular organization in Figure

5.8 places ti at its minimum value. Thus no fast guessing is required in

the nominal organization design. In addition, the second member's

thresholds are adjusted away from t.,. Details of the solution for this

particular organization are given in Appendix B. The solution is such

that the accuracy of the second member is maximized. Evidently, since

this member has the 'last wordw on the organization's detection decision,

it Is desirable that it should be made in consonance with the observation

presented, rather than directly opposed to it. Furthermore, it is worth

compromising the quality of the first member's indication to do this.

Partial compensation for this loss is made by adjusting t 2j, however.

Finally, though the solution to Problem CNO for the set of parameter

values illustrated above represents the selection of an extreme option,
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this need not always be the case. Appendix A contains a general

discussion of solution characteristics.

5.4.2 Evaluation of Nominal Design

Two criteria were established in Ph.se I for the organization design.

The first was that the detection error rate of the organization be less

that 15%, i.e. 0 < Y = 0.15. The detection error rate for the nominal

organization obtained above has Jo=0.12. Thus it meets the performance

:b design goal, at least nominally.

A second criterion for the design is that it must be tolerant to

variations in the rate of observation (-r) and the maximum delay in

detection response (vCd). As a preliminary indication whether this

criterion in met, assume that the thresholds are fixed at their nominal

values. and consider if the organization would continue to operate at all

should -r0and 'rd vary from their nominal values. If To were to decrease,

there would be an immediate impact on the first member, since -c would

decrease. Nominally, there Is no fast guessing required by the first

member. However, decreases in T. would mean that tsc(tc) > Z , but since

the member has the option to fast guess, he can compensate by exercising

that option so that T. remains less than or equal to r i. Thus, assuming

that the transition to a new operating point is smooth, the organization

remains tolerant to a decrease inTo

* Changes in the maximum delay in detection decision (td) are presumed

to primarily affect the second member. One possible scenario that

motivates this viewpoint is the situation where the organization forwards

Its detection decision to an outside destination. A request by this

* destination for a faster response has an immediate impact on the second

member. To meet the request, the second member can establish a faster

deadline for his response. As with the first member's adaptation to

changes in -cothe ability of the second member to make a smooth

* transition to a new operating point is not addressed in the current
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information processing description. However, it is true that operating

points corresponding to lower values of -r2 are possible. Assuming that a

smooth transition can take place, a decrease in -r will simply move the

second member to a lower point on the q, speed/accuracy locus that he is

operating on.

The discussion above indicates that the nominal design is tolerant to

changes in -oand Td' at least in the sense that the organization %ill

keep operating should such changes occur. Whether the detection error

rate remains within design goals is not clear, however. A worst case test

of the design is where T.and -r are reduced simultaneously. Suppose that

TOand -rd change so that -r, and -r, are reduced by 5%. Leaving the

thresholds fixed at their nominal values and assuming that each member can

make his respective adaptation to a new operating point, the detection

*error rate for the organization at the new operating point is 0.14.

Since it is within the limit JO, the nominal organization design can be

declared satisfactory with respect to design goals.

Though the nominal design that has been developed is satisfactory,

the fact that the first member's operation is at an extreme point of the

region for which a valid information processing model has been developed

could merit further consideration in evaluating the design. Based on the

nominal design outcome, the designer might conclude that a good match has

not been realized between the member's job description and the task

situation developed to do the job. In the present case, the designer

4 might want to reconsider whether the first member's task situation can be

revised so that using a higher quality threshold becomes part of the

nominal design. This could be done, for example, by attempting to reduce

the processing time required for the first member's threshold comparison

4 test, say through modifying the observation display. The possibility of

revising the organization design to achieve better balance between

organization members will not be pursued further here, however. The

purpose in raising the issue is to point out that even though a nominal

design might satisfy design goals, it may still be declared marginal and

in need of improvement.



5.5 Test of Organization Design

Once a satisfactory nominal organization design has been obtained,

the design process terminates as far as the methodology described in this

thesis is concerned. At this point, the organization structure is

presumably ready for advanced stages of development, such as prototype

building. Such a presumption is, of course, based on the validity of the

methodology. That is, execution of each methodology phase, particularly

the integration of design elements, is assumed to represent a viable and

legitimate step in the design process so that the resulting nominal design

is representative of what will be observed if the organization is actually

built. That the methodology is viable in this respect remains to be

established, however, since no organization structure has been previously

built and put into operation using this approach explicitly. This section

pursues such an end. The nominal organization obtained for the detection

task is operated as designed, and its behavior is observed and compared

with that predicted by the methodology. In addition, the organization is

also operated under several other conditions as a further test of the

validity of the design approach.

Nominal Organization Operation

There are several characteristics of the nominal design obtained for

the detection task that suggest hypotheses about organization operation.

First, if ti is set to its minimum value as per the design, there should

be little fast guessing observed as the first member executes his task.

Second, the design predicts a certain level of input/output accuracy for

the second member. Both of these predictions represent operation of

organization members in regions that were examined in the development of

their respective information processing models. Thus the hypotheses are

fundamentally tests of individual model validity, and therefore serve as a

useful check on the work completed in Phase II of the design process.
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A more interesting hypothesis about organization operation is the

level of performance that will be realized. Organization detection error

is a quantity that characterizes the organization as a whole; it cannot

* be inferred or assessed by individual members. Since detection error was

'" the criterion used in Phase III to discriminate between possible nominal

* design solutions, predicted organization performance is truly a prediction

made using the methodology. The extent to which actual performance of the

organization matches that which is predicted represents a key test for

the applicability of the design approach. In subsequent discussion,

operation of the organization at its nominal design point will be

designated as Test Condition 1.

Alternative Modes of Organization Operation

Besides selecting a particular nominal operating point and thereby

predicting behavior of the organization, the integration phase of the

methodology must ilso in effect predict behavior at many other potential

design solutions in order to discriminate among them. One of the

potential solutions of particular interest is the one that leaves the

thresholds of both members unchanged from their respective decision rule

values as determined in Phase I. In the present design situation (see

* Figure 5.8), this would result in a fast guessing level of q. = 0.30.

* Furthermore, q. would be near 0.50 and the input/output accuracy of the

*second member would be lower than that of the nominal design. The

*detection error rate at this operating point is also predicted to be

higher: 3o - 0.17. That is, with t, t , tsj t!* and q, a 0.30, the

organization detection error rate will be approximately 35% higher than at

the nominal design point. This is a testable hypothesis regarding the

* orSanization's operation and is designated as Test Condition 3. Note that

it predicts qualitatively different behavior than at the nominal design

operating point.

Thus far it has been assumed that the first member fast guesses with

a s0/50 bias (Sg - 0.5). If this bias is other than 50/50. a slightly

different set of predictions about organization behavior is obtained. In
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Particular, suppose that the first member indicates the most likely value

of B when fast guessing. This means that g~=0. i.e. the member says u

I when guessing. With ti = t*. the fraction of fast guessing is about

0.30. which is the same as for Test Condition 3. The corresponding value

of q, Is not the same, howeve'r. Because of the fast guessing bias and the

significant amount of FG responses, it is much more likely that the first

member will respond with u =1. In fact. q. decreases to about 0.20.

This in turn operates the second member on an accuracy level that is

somewhere between that of the Test Conditions 1 and 3. Organization

detection error for this intermediate test condition, designated as Test

Condition 2, is also predicted to be between that of the other two cond-

itions. For g, - 0.0. and with thresholds set at their ideal values,

predicted detection error is J. 0.15.

The foregoing has established three different test conditions for the

organization, each of which predicts a slightly different operating

behavior. They are summarized in Table 5.1. Additional discussion

Table 5.1 Predicted Organization Behavior

Test Condition

# Thresholds FG bias (gl) q, q6 2-

1 Nominal Design 0.5 0 0.06 0.048 .12

2 Normative 0.0 0.27 0.31 0.083 .15

3 Normative 0.5 0.27 0.44 0.098 .17

regarding how these values were obtained is found in Appendix B. and

discussion of a more general nature regarding the *effect of bias on

organization operation is contained in Appendix A. With respect to the

letter consideration, it happens that the nominal design solution for the

present situation remains the same no matter what the guessing bias. Thus

Test Condition 1 in Table 5.1 represents the lowest detection error

achievable using the present organization design elements.



* Test Results

To test the predictions made about organization behavior, the

*organization was operated at the conditions given in Table 5.1. A key

feature of the experimental setup was the implementation of alternative

*fast guessing biases. To accomplish this, when the first member elected

to fast guess he was instructed to depress both mechanical buttons. In

this way. it was obvious to the experimenter when the fast guess option

*was selected and an unambiguous estimate of q, could be made.

Furthermore, each double-button push could be assigned a value of u

according to the bias desired, and then be forwarded to the second member.

Further details regarding the experimental set-up used to test the

organization are given in Appendix B.

Organization behavior observed at the three conditions tested is

summarized in Table 5.2. Comparison between Table 5.1 and Table 5.2

Table 5.2 Observed Organization Behavior

Test Condition

# Thresholds FG bias (g) q, q0 2 T

1 Nominal Design 0.5 0.0 0.04 0.067 .13

2 Normative 0.0 0.35 0.27 0.078 .14

3 Normative 0.5 0.35 0.44 0.104 .16

indicates substantial agreement between predictions and observations. In

particular, there was no fast guessing required at the nominal design

operating point, but a significant amount was required when ti was left at

*t:. The predicted relative differences in q. values have been realized

and the input/output error rate of the second member was observed to vary

accordingly. Thus the information processing models of each member appear

* to be reliable as design elements.

The integration of design elements has also given reasonably reliable
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predictions of organization behavior. The absolute detection error rates

observed for the test conditions are close to those predicted. More

importantly, however, is that the relative ordering on these results is in

agreement with that predicted. The nominal design has yielded the lowest

detection error and the effect of fast guessing bias has distinguished

between Conditions 2 and 3 as predicted. Given the results obtained, it

appears that the models developed, and their integration using the

methodology, have captured reasonably well the first order effects within

the organization and thus provide a sound basis for organization design.

The agreement between Tables 5.1 and 5.2 does not represent an

isolated set of coincidences. Appendix B documents the development and

testing of five other organizations that have the same basic design form,

but have different individuals as members. Operation of these

organizations at the same test conditions produces results similar to

those reported in this chapter. These results add further evidence in

support of the methodology as a viable approach to organization design.

Two specific conclusions are evident from the test results. One is

that failure to take human limitations into account can result in

performance that is considerably different from that which assumes Ideal

human behavior. Recall that the organization detection error rate for the

analytic organization structure is 0.06. This is substantially less than

that predicted and obtained in either Condition 2 or 3. A second

conclusion is directly related to the first: there may be considerable

advantage to adjusting organization parameters when organization members0
are affected by workload limitations. This is evident by comparing the

results for Condition 1 with those for Conditions 2 and 3.

0]

5.6 Chapter Summary

In order to demonstrate in a concrete way the approach to

organization design advanced in the thesis, this chapter has execut-d the

design methodology from beginning to end. The result has been the
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development of a two-member organization that makes a minimum error

detection decision as to the presence or absence of a target. Each member

has been provided with a particular task to accomplish, which has been

*. specified not only with regard to overall organization performance, but

also with due consideration for the workload limitations that characterize

each member.

Once a satisfactory nominal design was obtained, several test

conditions were selected based on the behavior predicted for the

organization. The organization was then operated under these conditions

in a laboratory setting, and substantial agreement between predicted and

actual behavior was observed. As such, these results constitute an

existence proof: there is at least one realistic human team decision-

making problem that can be solved using the blend of analytic human

modeling and empirical human factors data that forms the basis of the

methodology described herein.
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VI. SUMMARY AND SUGGESTIONS FOR FUTURE WORK

6.1 Summary

This thesis has considered the problem of analysis and design of

human information processing organizations. The main focus has been on

how and at what point in the analysis to include consideration of human

characteristics and limitations. An approach has been suggested for

structuring the problem so that a balance is struck between the

complexities of considering how human behavior impacts all aspects of the

organization, and the hazards of neglecting consideration of human

limitations in order to simplify the problem. Specifically, an approach

has been suggested that incorporates both top-down and bottom-up phases,

but which also includes an integration phase that guarantees that the

first two phases converge.

The top-down phase is concerned with analytically structuring the

organization's task. Organization topology, input and output message sets

for individual members, and relevant features of the organization's

environment are considered and modeled in this phase. In addition,

performance goals for the organization task are formulated as an

optimization objective function. Then, the functional relationship

between inputs and outputs for each organization member is treated as a

variable and organization performance is optimized over the possible

input/output mappings. The result is a set of decision rules that

represent ideal information processing behavior by organization members,

but which have not necessarily taken into account human processing

limitations.

The bottom-up phase uses the decision rules of members to structure

their respective tasks in specific physical and mental terms. That is, a

task situation is devised as the collection and arrangement of equipment

for accomplishing the information processing represented by the decision

rule. In addition, an information processing model is developed that
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describes actual human behavior at the task, which includes a

characterization of input/output behavior and induced workload. Both of

these descriptions are developed in terms of task situation and

*" information processing parameters, which usually occurs through empirical

means.

Finally, a third design phase integrates the top-down and bottom-up

phases. A second optimization problem is solved to do this. The

input/output descriptions of actual behavior are substituted for the

decision rules, and workload descriptions are added as constraints.

Organization performance is then re-optimized over task situation and

information processing parameters. The result is a nominal design that

specifies how task situation parameters should be set in order to fix

organization structure, and also how individual members should exercise

their processing options.

The key advantage of the design approach is that the separation into

normative and descriptive phases simplifies the problem without greatly

limiting design options. Indeed, by deriving job descriptions for

individual members at an intermediate design stage, the designer is

provided with a focus for completing subsequent design steps. A second

advantage is that tradeoffs between member workload and organization

*performance are made apparent in the third design phase. At this point in

the design the organization structure is complete, and potential tradeoffs

are viewed and evaluated in terms of parameters that relate to individual

members.

The three-phase approach has been stated as a set of steps that form

a methodology for design, and the thesis has argued for the approach in

terms of this methodology. The argument has proceeded on several levels.

First, the considerations that are intended for each design step have been

discussed on a conceptual level. Second, on a more concrete level, the

methodology has been discussed in terms of specific classes of analytic

organization structures and information processing model structures.

Third, an example example drawn from these classes has been constructed
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conceptually using the methodology.

Besides making a case for the design approach through discussion and

argument, an existence proof has been offered for the applicability of the

methodology. A complete organization has been designed and tested by

executing each of the methodology steps in turn. The test results have

indicated that the organization operates as predicted. This is

particularly supportive of the integrative aspects of the methodology.

That is, the normative and descriptive design phases in many respects

represent familiar problems for systems analysts and those who model human

behavior, respectively. The most novel feature of the methodology is the

integration of the two. The extent to which the integration represents a

successful design step provides support for the overall design approach.

The results of the organization design completed in this thesis offer such

support. In addition to successfully predicting characteristics of

organization operation, it has been demonstrated in terms of this specific

design that neglecting human limitations in the design process can produce

behavior that is significantly different than 'ideal*. Furthermore, it

has been shown that by adjusting parameters within a given design

structure there can result a significant improvement in organization

operation.

6.2 Suggestions for Future Work

Given that the thesis is essentially an argument for a particular

approach to human information processing organization design, one obvious

direction of future work is to further test the range of application of

this approach. One organization exists that attests to the methodology's

4, utility. It would be of interest to apply the approach to other design

situations, and thereby gain further experience in its use as a design

tool.

A second direction for further work is one that presumes the

methodology to be a reasonable approach and takes as point of departure
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the 'job description* feature of the methodology. Recall that the job

description in the form of a decision rule is the key link between the

normative and descriptive deslin phases. With respect to the descriptive

phase, it would be of great benefit if decision rules were a reasonable

match with human capabilities, and could therefore be readily translated

into task situations and information processing models. Such an outcome

would be facilitated by formulating the analytic organization structure

with a view toward eventual human execution of information processing

tasks. Incorporating such a view in the analysis of large-scale and

distributed decisionmaking problems may lead to alternate formulations of

these problems.

A counterpart to the above suggestion exists. As discussed earlier

in Chapter 3, the job description provides a focus for the designer in

specifying a task situation. The designer essentially attempts to match a

given decision rule to an information processing model for a task

situation. Much work has been done previously on modeling human behavior

in various situations. To take advantage of this work in the present

context, a classification of the models developed according to

input/output behavior would be of benefit to the organization designer as

he seeks to match decision rules with task situations. The suggestion

here is that a catalog might be developed, over whose entries the designer

can search to find one that suits his particular needs.

Two final suggestions pertain primarily to the analytic aspects of

the design process. The first is related to the translation of a

statement of design objectives for a given organization task into an

organization structure. Issues such as how to decide the number of

organization members and how to set their topological interconnection are

included in this consideration. Additional investigation is needed to

clarify these issues and to advance approaches for addressing them. A

second suggestion relates to the solution of the first optimization

problem within the design methodology, Problem DR. As noted in Chapter 2,

there are at present only a few classes of analytic organization

structures for which solutions and solution techniques for decision rules
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are known. In the present context, additional work is needed to enlarge'

this number, since by doing so the range of application of the design

approach will also be enlarged.
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APPENDIX A

Distributed Decisionmaking with Constrained Decision Makers

A Case Study

A.1 Introduction

A main goal in most distributed decisionmaking formulations.

particularly team theoretic ones, is to obtain normative decision rules

that represent the desired behavior of each decision agent or team member

(4]. This appendix considers a modified team theoretic problem that

incorporates decision rules that are descriptive of actual human behavior,

and furthermore takes into account the processing load incurred to execute

these decision rules. When models for actual human behavior are sub-

stituted for the normative decision rules in the team structure, team

behavior in general changes. Furthermore, the workload of team members

may be such that desired team operation exceeds human processing limita-

tions. Thus, given the basic team structure, a problem can be formulated

to choose decision rules, to be realized by actual human behavior for best

team performance, subject to their feasibility with respect to team member

processing load.

The problem considered is motivated by the specific organization

design developed in Chapter 5. The same analytic organization structure

is common to both, but the models of human behavior considered here

represents generalized and idealized versions of those used in Chapter 5.

Thus while the analytic results obtained are of interest in the context of

a modified team problem, they are also useful in supporting the design

effort in Chapter 5. In particular, knowing the general characteristicsS

of the solution to the problem investigated in this appendix enables the

designer in Chapter 5 to formulate predictions about organization

performance and individual member behavior in various operating regions.

The specific team structure considered is that of a two-member,
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tandem distributed detection network. The next section describes this

a structure and reviews the characteristics of theoretical team member

behavior. A key feature of the decision rules is the presence of thresh-

olds, which each member uses to make comparison tests. A model for the

information processing required to execute such a test is then described,

with processing time used as the measure of workload.

The complete model for each member's actual behavior includes a sec-

ond element, however, which accounts for behavior when processing time for

threshold tests exceeds the time allowed. This element derives from human

ability to trade accuracy for speed. Two different mechanisms for doing

this are incorporated, one for each member. The overall actual behavior

and processing load realized is parameterized by the thresholds used and

other parameters that derive from the speed/accuracy tradeoff capability.

The modified team theoretic problem is then to place these parameters for

minimum team error.

The third section discusses the characteristics of the problem

solution. A particular consideration of interest is whether, and if so

under what conditions, it remains desirable to retain the thresholds

obtained in the original (unconstrained) team problem. Section four in-

vestigates a special case of the problem, from which principles of general

interest are apparent. Finally, section five summarizes the appendix.

A.2 Problem Formulation

A.2.1 Team Structure

Consider the two-member, tarriem, distributed detection network shown

in Figure A.I. Each team member receives a conditionally independent,

gaussian observation on the presence or absence of a given phenomenon B.

Based on his observation, the first member selects one of two symbols to

send to the second member. The latter then incorporates his own measure-

sent with the received symbol to make a detection decision for the
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Figure A.1 Team Structure

network. The decision rules y# for each team member that minimize the

probability of error in detection are known [7]. They are threshold tests

* as given in (A.1).

if u j (j = 0.1) and

if y t u =0 if ( t. v 0

1 1f 2 (A.1)

Basically, the first member biases the second member's choice by selecting

the latter's threshold.

A.2.2 Information Processing Models

Nov consider that the threshold comparison tests in (A.1) are to be

accomplished by humans. For example, the observation could be displayed

visually as a horizontally displaced dot, with the threshold also dis-

played as a vertical line displaced according to its value (see Chapter 5

and Appendix B). Viewing such a display and selecting a response takes

time. Furthermore, threshold position with respect to the likely position
of observations will have an effect on the time required to select a

response. In particular, assume that a comparison with threshold t re-

quires, on the average, tp seconds to make, where
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tp- (t) a - b(t)' a > 0, b - 0 (A.2)

Given that observations are predominantly near zero, the model in (A.2)

reflects the observed behavior that response time decreases as the

uncertainty decreases in the response required. In eq.(A.2), as t becomes

large in absolute value (b 0 0), the likelihood that observations will

fall only on one side of t is high.

First Team Member

The first team member performs his task using a single threshold.

The processing time required to do this test is given by eq.(A.2);

specifically, it is tpl t) = a, - blAti )2. In addition, it is assumed

that the input/output behavior realized is such that a flawless comparison

can be made. Denote by kl the probability distribution p(uy,) that

* characterizes the realized input/output behavior. The model is then that

of

-if Yl ) tl u =1VP 1
kl : (A.3)

else u 0 wp 1

Suppose now that the operation of the team is such that the member

must complete comparison tests at the rate of one every v time units. If

it happens that t i is set such that tp 1 (ti) ) TJ, the member will be

overloaded. An alternative processing mode is therefore provided, which

is the option to 'guess.' This means that the member ignores the

observation y1 and responds arbitrarily according to some guessing bias

g31. Input/output behavior when guessing is modeled by the distribution

k15 . where

j u-O 1 (A.4)
u 1 Vp 1 - 1

To make this a viable option, assume that the time required to exercise
it, denoted by tpl s, is less than tp lti) for some range of ti values.
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Finally, because the team member has two options, there will be an

additional amount of processing time required to switch between them.

Switching overhead depends on switching frequency. A model for this is

given by the expression

d 1 (1 - q1 )'ql (A.5)

which is illustrated in Figure A.2. In eq.(A.5), q, is the fraction of

0.0 o.s /.0

Figure A.2 Processing Time Overhead for Switching

guessing and d. is a scale factor. The model for switching is such that

if one option is used exclusively, (A.5) is zero. Switching overhead is

maximum when each option is used with equal frequency (q, = 0.5). Thus,

the first team member has an input/output behavior modeled by k1 that

requires an average processing time of Tpi:

k (1 - qd)k1 l + ql'k 5  (A.6)

T 1 - q1 )'p 1 (t ) + ql'tp 1  + dl(l-qxl'q 1  (A.7)

The model given in eq.(A.6) and eq.A.(7) is basically the so-called Fast-

Guess model [28]. which reflects one mechanism whereby humans can trade

speed for accuracy.

9 Second Team Member

The second team member switches between two thresholds. Assuming an

:. overhead for switching similar to (A.5), the average time required to

accomplish this task depends on the threshold values, and the relative

frequency of using them:
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1- -

T 2  -( j -(a b *(t 2  1
P2 2 j

j .0

+ d2 p(u 0).p(u 1) (A.8)

As with the first team member, it assumed that the second member is

subject to a processing time limit; in this case it is assumed to be a

deadline constraint -. So long as Tps < T 2, the team member can

accomplish this processing without error. Errors will be made, however,

if p(u), t.., and t2, are such that Tps ) C2. The likelihood of errors

depends on the difference between the deadline imposed, denoted td, and

the processing time required (T p). Thus the input/output behavior of the

second member, k1 , is as follows:

-- l (  
v - 1 vp l-q2

2 2j v - 0 wp q 2 .
k2: if u j and (A.9)

Y2 < t2j v - 0 vp 1-qs --

In words, the second member performs the threshold comparison test

correctly a fraction l-q. of the time, and makes an error on the fraction

q. of the observations processed.

The specific model for the error fraction q. is given by

q2 (A.10)

1 + ef

where

1q3 fs'lt d T 21 + f a Tp2 lo-A.1

q2 f m0 T p2 ( td

Eq.(A.11) is derived from Pew [29], who has suggested that if accuracy is

measured using the 'odds ratio* (1-q)/q 2 , then the human speed/accuracy

tradeoff can be represented as a log-linear relationship between accuracy

and processing time. The relationship has been realized in eq.(A.11).

For analytical convenience, however, it is assumed that accuracy has an
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upper limit, i.e.

f -f <  (A.12)

which effectively means that q% is non-zero. The model represented by

eq.(A.Il) is illustrated in Figure A.3. To understand the relationship

t Ti

0

Figure A.3 Speed/Accuracy Model of Second Team Member

between f, td, and Tp., consider a particular value of TP,, say Tp.
Recall that T is the amount of time required to do the task without

pa
overload, or in the present context, at maximum accuracy. So long as td -

T , maximum accuracy is possible, and operation on the f fm line

occurs as shown in Figure A.3. However, when the deadline td decreases

below T .2, there is insufficient time to do the task and still retain

. maximum accuracy in processing. The degree by which accuracy decreases

for decreasing td is governed by the parameter fa, which is the slope of

the speed/accuracy loci in Figure A.3.

A.2.3 Problem Statement

Five independent variables have been specified within the team member

models. They include the three comparison thresholds (t 8t5*,t51 ), the

amount of guessing by the first member (q,). and the processing time

deadline for the second member (td). Substituting ki for .y and adding

- the processing time constraints for each member, a constrained
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optimization problem can be formulated to minimize the detection error

probability for the team, subject to meeting the processing time

limitations of each member. Denote by So the detection error probability.

of the team. Then, formally rtated, the problem is as follows.

Problem Al (Constrained Optimization Problem)

min 1 0 (q t 2 0 t2 1 td))
tiot 2 0 't 2 1 ' q td It t

s.t. T - 1 t d 2

A.3 Solution Characteristics

There are several issues of interest with respect to the solution of

Problem Al. One is whether it is ever to any advantage to set the

deadline td for the second member to be strictly less than TZ. This is

shown not to be the case, due to the monotonicity of q. in td. A second

issue is whether a possible solution is to leave the thresholds at their

unconstrained optimal values, i.e. t$, t*o, t*1, and to tolerate any

consequent input/output errors (q.) or guessing (ql). At the other

extreme is the possible solution of adjusting thresholds such that q, and

q2 are minimized. The basic consideration is one of whether it is better

to absorb guesses and input/output errors some of the time in order to use

quality thresholds most of the time, or to use an 'inferior* set of

thresholds all of the time. In Problem Al, so long as the thresholds

t,,,tsl affect processing time of the second member, it is better to

adjust them. Solutions to Problem Al do not necessarily minimize q2 and

q1 , however.

A.3.1 Reformulation of Problem Al

Examination of Problem Al is greatly facilitated by taking advantage
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of the fact that the joint distribution p(u.B) completely characterizes

the analytical link between team members [7]. Thus the minimization in

Problem Al can proceed in two stages. First, t , t.1 and td can be

placed as a function of p(u,H). Then, since there is a 1-1 relationship

". between (q1 ,t,) pairs and p(u,B) distributions, a second minimization can

be performed over these distributions to place q, and t,, thereby solving

Problem Al.

Denote by Pjk the quantity p(u=j,H:k). Then it is convenient to

represent the distribution p(u,H) as a vector P, where

P [Poo, ple, pos. P11 ] (A.12)

Furthermore, possible P values depend on ti and q, according to

P = (1-q,,)'[Pot(td), Po-Paot(t, ) , Pi--Plt(td ) s P11]

+ q,. [(1-g 1 ) .p., g1 p, (1-g.).p1 , g1.p1J'

A P(t 1 ,q 1 ) (A.13)

where

= (t ) P0  (A.14a)

Plt - 1 p (A.14b)

and 4() is the unit normal cumulative distribution function. From

eq.(A.13) it is evident that P is determined as a combination of two

vectors, one corresponding to exclusive use of the threshold t. and one

corresponding to exclusive use of guessing.

The analysis of Problem Al is also aided by rewriting the team

detection error probability I so that its basic structure is evident.

One element of this structure is the team detection error pr-bability when

* q1 
= 0. This is given as the quantity 3, where
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j(Pt 2 0,t2 1) =

Poo* I Pol " 2

[ ~ ~~ 2 )]I012 2)

02 
0

The second element of structure is the input/output error fraction of the

second member, q2. Incorporating this element gives an overall detection

error probability of

10= J(Pt20•t21)'(1-q2(Tp2•td) + (l-J(P't2 0•t 2 l))'q 2 (TP2•td)

- (1-2J)-q 2 + J (A.16)

Using eq.(A.16) and the stagewise decomposition described earlier, the

approach to solution of Problem Al is illustrated in Figure A.4.

TPI k, o l k%
SI

S-t ,P I ."

Figure A.4 Illustration of Stagewise Decomposition of Problem A1

Before proceeding to an analysis of solution characteristics,

however, it is convenient to formulate a modified version of Problem Al.
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Because explicit dependence on thresholds t., and t31 occurs in only in

the function 3 and in the determination of processing time Tp2, it is

possible to aggregate these thresholds into the single variable T and to
pa

substitute a new function 3 for 3, where

J(P,Tp 2 min T3(P,t2O t21) (A.16)

s.t. Tp2 = TpS

If P is given, then p(u) is known and T depends only on the thresholds

ts., and ts., Furthermore, if T is constrained to be constant at Tp2

then the model of eq.(A.8) specifies that t., and t., determine an

ellipse. Eq.(A.16) is therefore a search for the (t2 0 ,t2 1 ) pair on a

specific ellipse that minimizes' 3. Because J is bounded, such a minimum

will exist. Thus there is at least one pair of thresholds (t3*,t2 .) that

solve (A.16) for each possible T value. Multiple solutions to (A.16)

are possible, but their existence is not a factor given the problem

reformulation in terms of T 2 " Using this aggregation, Problem Al can be

pa
stated in terms of q1, t, T p2 and td as:

Problem A2

min min I[v -240,fT2 )]-q 2(p 2 -td + (P, 2
qL t 1 td V Ta2

i I d

P P(t ,q)i1
As a technical matter, note that T is subject to a maximum value

that depends on P. This maximum occurs where t., = t5 l = 0. In the

determination of Problem A2 solution characteristics, this limit is not a

factor, however, unless it happens that the unconstrained optimal

thresholds t1. are both zero for a given P value. This is an

uninteresting case since it means that the first member's indication is

being disregarded entirely.
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A.3.2 Second Member Solution Characteristics

Assigning Deadline

Consider now the inner minimization in Problem A2. For given T"

necessary conditions for a solution value of td [30] are given by-

83 r1 .° ] 23
- - 2q, + - + = 0 (A.17a)
atd  atd

P.(td-Ts  0 (A.17b)

- 0 (A.17c)

Since Y does not depend on td , the first term in eq.(A.17a) is zero. The

first factor in the second term is negative, since q, is monotonically

decreasing with respect to increasing td. Furthermore, J is bounded above

by 0.3. The latter derives from the interpretation of J as the detection

error probability'of the team when q, = 0. A value of J _ 0.5 implies

that the thresholds are being used to give observations an opposite

interpretation, which results in worse than chance behavior. Assuming

that the minimization in eq.(16) assures that at least chance performance

will obtain, i.e. that 3 <min(pe,pa) _ 0.5, then eq.(A.17) implies that

td = T2 In other words, always place the deadline at the maximum

allowable. This result is valid independent of T and P values.

Using Unconstrained Optimal Thresholds

Continuing with examination of the inner minimization, consider the

question of whether the unconstrained optimal thresholds t'*. can be a

solution to Problem A2. Because of the reformulation in terms of P and

the stagewise minimization structure, this question must be answered in a

more general way. Whereas the minimization in eq.(A.16) resulted in the

construction of two functions ts(T .,P), minimization of J without the

constraint in eq.(A.16) results in two different functions that represent

the unconstrained optimal values of t for a given P value. Denote these

functions by t~j(P). Written explicitly, they are
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2(aa)2  log (Po3LlPoo) + (M2o)2 - I 2(A)2

t2 0 2(ma °  - Mal) (A I8

* 2(03)2 log (p11 p1 o) + (m,) 2 - (21 )2
t2 =(A.19)
21 2(m3* - m21)

Note that eq.(A.18) and eq.(A.19) include the values of t~j that are found

in y*; they are obtained by setting P P(tj,0).

To resolve the issue at hand, therefore, the investigation proceeds

in terms of P and considers whether t.j(P) represent a possible solution

to the inner stage minimization. Denote by Tp2(P) the processing time

required by the second member when unconstrained optimal thresholds are

used. Setting td = -C in Problem A2, the inner stage minimization becomes

that of finding a value of T that solves

r i aq 2i
- 1-2q + -2 [0 (A.20)
8TP3  aTps

In particular, it is of interest whether Tp2(P) satisfies eq.(A.20).

Because Tp,(P) represents a global minimum of Y, the first term in

eq.(A.20) is zero. Now, if T;2(P) . x2 the second term is also zero,

since q2 does not depend on Tp2 in this region. Thus unconstrained
p2

optimal thresholds are solutions when the processing time they require

* does not exceed the deadline. This is reasonable, since any adjustment of

thresholds would have no effect on input/output errors; hence the thresh-

olds can be left at their unconstrained optimal values.

However, for T*,(P) ) T. a different result obtains. In this situa-

tion, q2 is monotonically increasing with Tp2. Furthermore, since J

0.5, as discussed earlier, it is true that the second term is non-zero.

Hence T' (P) does not satisfy eq.(A.20). This result means that if the

processing time required by use of the unconstrained optimal threshold

values is greater than that allowed, it is always desirable to adjust t2 ,
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and t., to reduce T and thereby reduce the input/output error q2.

Minimizing Second Member Input/Output Errors

The discussion above has concluded that, when it is an issue, it is

more advan.ageous to reduce the second member's input/output errors than

to retain the best thresholds. The question arises as to whether

input/output errors should be minimized as much as possible, at the

expense of the threshold settings. In terms of Problem A2, this issue is

one of whether T v2p is a solution to the inner minimization, given

that T; (P) > T , or whether T p > T is a solution instead. Its

resolution depends on how drastically the trade of speed for accuracy is

made by the team member, which is modeled by the parameter fs.

To properly investigate this issue, it is necessary to add another

constraint to Problem A2 in the inner stage that restricts values of Tpl

to be larger than'T 2 , which is the region of interest. The result is the

problem

min 1J(P,Tp2 ) + 1 -p2)]'q2(f p2' 2 )0 (A.21)

s.t. T ?2

where it is assumed that T* (P) > -r The necessary conditions for a

solution value of Tp2 are

aJ r aq2
1. [ -qJ + - [12-u P O (A.22a)

8T p 2 8p2

p'r - Tp) = 0 (A.22b)

p _ 0 (A.22c)

and the issue is whether Tp, = T S is a solution to (A.21). If so, p > 0.

In addition, it must be true that the first two terms in (A.21&) are

positive in sum. It happens that the second of the two is always

positive, as discussed previously. However, the first is always negative

for T. _ T,, < T 2(P). This is because q2 ( 0.5, which Is again the

assumption that the second member's processing beb-vior is better than
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chance level. Furthermore, for T t [rs , T*'(P)], J monotonically
decreas s with increasing Tp2. That is, as T forces the thresholds t3 ,

and t2, to move away from tfj(P), J increases. Together, these two facts

mean that the first term in (A.22s) is negative.

Thus it is unclear whether Tp, = r2 satisfies (A.22a). A more

specific test to resolve the ambiguity can be derived as follows. At

T a T2 , q 2 is at its minimum: q= (1 + exp(fm)) - q Furthermore

8q *'2Ta) ft -2
= f m.(q3M) (A.23)

a

Substituting (A.23) into (A.22a) and rearranging gives

2 2f A

f (m) >-- ]. T 2= F (A.24)

which must be satisfied if T T is a solution. F is a non-negative

quantity that depends on P. The parameter f. models the rate at which

input/output errors increase as the processing time required increases

beyond the deadline. If f F s, then the marginal increase in q, is

great enough so that it is optimal to minimize input/output errors and to

adjust thresholds accordingly. If f• < F., then there exists a compromise

between the two extremes - minimum q. at Tp2 = x or minimum J at Tps T;2

- that gives better overall team performance.

Summary of Second Member Solution Characteristics

Three specific issues regarding the placement of t.., t2, and td to

solve Problem Al have been considered in the foregoing paragraphs.

Because of the stagevise minimization solution technique, the conclusions

reached are in terms of P. Figure A.5 illustrates the speed/accuracy loci

for a given P value and also summarizes graphically the conclusions

regarding the inner stage minimization.

First, it has been shown that td should always be set at T, so that
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Figure A.5 Illustration of Inner Minimization Results

the member can use all the time available. In terms of Figure A.5, this

41 means that possible solution points are limited to one of two regions.

One is along the f - fm line from td - 0 up to td = T,. This region

corresponds to where T*,(P) < T., which might give a solution such as at

point A. The other region is along the td = -C line. Solutions will be

on this line when TO (P) 2 C. which is the case shown in Figure A.5.

Point B is where TO (P) = td and represents the lowest value of td for

which maximum accuracy can be achieved using the unconstrained optimal

thresholds tSj(P).

Second, for the case where Tp,(P) < -r, i.e. for the situation

represented in Figure A.5 by point B, it has also been shown that it is
always optimal to adjust the thresholds away from t*,j(P). In terms of

Figure A.5, this means that point C is not a solution to Problem A2.

Rather, the solution lies somewhere between points D and C, possibly

exactly at point D. Point D represents the adjustment of thresholds t2j

so that accuracy is maximized. Whether or not this is desirable depends

on the characteristics of 1 at point D and also on the slope of the

speed/accuracy loci. The tradeoff is as follows. Moving the operating

point away from D toward C means that the thresholds are in some sense

closer to t2j(P) and therefore of higher quality. It also means that

input/output accuracy decreases. Thus if the performance gained because

of threshold improvement exceeds that lost because of accuracy degra-
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dation, a solution point between D and C will be selected. A test for

whether this is the case has been derived, which compares the parameter f.

with characteristics of operating at point D.

A.3.3 First Member Solution Characteristics

Discussion thus far has considered solution characteristics in terms

of P, and the conclusions reached pertain to the second member. Turning

now to the outer minimization in Problem Al, there are several questions

that arise. One is whether the solution ever involves guessing by the

first member. A related question is to what extent the guessing bias

.nfluences solution characteristics. To resolve these issues it is useful

first develop a geometric representation of how feasible (t,,q,) values

map to values of P, and ther to consider the solution of Problem Al in

terms of this framework.

Geometric Representation of P Values

For given a priori probabilities on H (i.e. po, p,), all possible P

values can be represented in the (p*o,p11 ) plane, and in fact describe a

region typically as shown in Figure A.6. The construction is as follows.
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Figure A.6 Typical Region of TValues in (p**,p1 ) Plane

First, for q, - 0, a locus of points (poot(t1 ), p1lt(t1 )) is determined in

the (peo,p11 ) plane. In the figure, points Y and Z correspond to where t,

* - andt 1 --- ", respectively. As ti moves from - to +- the locus

*determined has many properties in common with the usual Receiver Operating
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Characteristic [27] used in signal detection theory. In particular, it is

convex. Furthermore, as the ability of the first member to discriminate

between N - He or H - B1 improves, the locus moves closer to the p1 j - p,

horizontal and peg pe vertical lines, with perfect discrimination

represented by the point (poa,p1 1 ) (p*.p1 ). As will be seen shortly,

the locus (poot(tL),Pxlt(t1 )) is the upper boundary of the region of

possible P values in the (poo,p1 L) plane.

At the other extreme, if q, 1, then a single point in the (pOO-p) "

plane is determined: (S. p,,(1-g1 ) p1 ). This point falls on the diagonal

from point Y to point Z in Figure A.6, and its actual location depends on

the values of the guessing bias gl. Point S corresponds to g - 0.5, and

points Y and Z correspond to S 0 and S3 = 1.0, respectively. Now

consider the points (p,,,p1 1 ) that are generated when q, and t, range over

their possible values. For simplicity, assume that S, - 0.5. Then for

each value of tj, as q, moves from 0 to 1 a linear locus in the (p*O 1P)

plane is determined that extends from the (p,,t(t 1 ),p,,t(t,)) locus to the

point S. For given values of g1 , the mapping from (t1 ,q1 ) to (p.,.p11 ) is

1-1 and in fact determines a closed bounded region such as the one shown

in Figure A.6. Note that all points off the upper boundary represent non-

zero guessing, and that the unconstrained optimal operating point is

itself somewhere in the upper boundary as illustrated by point G in the

figure.

While Figure A.6 represents possible P values, not all of them will

be feasible due to the constraint on Tp3. Specifically, for given Tit the

constraint requires t. and q, to be such that

(tl) 2 - (A.25)

Figure A.7a shows typically how eq.(A.25) restricts P values for d, - 0,

i.e. when the first member has no switching overhead. A guessing bias of

0.5 has been assumed. The arc ACB represents the locus where Tpi it

and the shaded area designates the region of feasible P values. A similar
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Figure A.7 Constraint on T., in (pOOpjj1 Plane; gI10.5

depiction is given in Figure A.7b for the case where dI has increased from

zero to a relatively significant value. Again, the arc ADB represents the

locus where T - . Note that the symmetry in eq.(A.25) about zero for

t. values maps into the (p,*,p1l) plane as a symmetry of sorts about the

IS locus. (Recall from Figure A.6 that by definition point I is where t.

=0 and q. 0.)

*- Solution Characteristics

The solution to Problem A2 is found by searching over regions such as

* those in Figure A.7. It is not necessary to consider every feasible

(p**,p 11 ) point, however. Rather, it is known that the solution must lie

on the upper boundary of the feasible region, as will now be shown.

Consider again the region in the (po,pll) plane that represents

possible P values. Denote this region by R, and also define q. to be the

quantity p(u-O). In terms of P,

= p(uinO) - Pe + p*1 
= Poe + pa - p1l (A.26)

In the (p*e,p 11 ) plane, constant q. contours are lines with positive

* slope, as shown in Figure A.8. For each q9 value there exists two

(p**,p11 ) pairs on the boundary of R. Denote the pair on the lower
diagonal boundary by (pog(q.l,pj1 (qo)) and the pair on the upper right

boundary by (p,,,(q.),p 11u(q,)). Then all possible (pee,p,,) values in R

can be determined from values of q. and 6 using the expression
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Figure A.8 Constant q. Contours in (pen,p1l) Plane

1., = (1-6) •j p(qo). + 6 .za() ; 6 a [0.1]
|o (A.27) -

Conversely, only values in R can be reached by eq.(A.27). In searching

over feasible P values to accomplish the outer minimization and thereby

solve Problem Al, it is therefore possible to search over (q,,b) pairs,

which adds considerable focus to the minimization process.

To set up the general solution in terms of using (q*,&) pairs,

consider first a special case of Problem Al where the constraint on the

first member is not binding and all possible P values are feasible. In

terms of q. and 6, Problem Al can be written as

Problem A3

win min q2  + (1-2q2) "J
."q9#6 tso ts 21

In Problem A3, the fact that td 'r has been used to eliminate the

constraint on td. Furthermore, eq.(A.27) is to be used to map (q.,6)

pairs into values of P. An equivalent problem is obtained by rearranging

the order of minimization:
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IlTe advantage of doing so Is that for given t,* talc and q* the value of

*qX is fixed. This means that minimization over 6affects only T. As a

shorthand, define

(t 3  .k = 1 kj,k e (0,1) ( . 8

Substituting eq.(A.28) into eq.(A.15) and rewriting in terms of (q*,,6), J

can be expressed as

3(p't 2 0 't 2 1 ) [(1.4) .p00  qO + & POOg (q 0 +(f 10oo +p0 ()

+ o(1-6).plj(qo) + 6'p11 (q0)JR + plqO (A.29)

For given values of tt2 0" tl1 and q. consider the minimization over 6

in eq.(A.29). Differentiate with respect to 6. The result yields

- [p00 (q0 ) pOOu(qO)jj~ i

+ (q p (q Q t (A.30)

Because of the parameterization in terms of qo and the properties of R, it

is true that

Poog(qO) peeu(qo) (A.31)

Pil g(q) .p0(q1) (A.32) """

Equality in eq.(A.31) and eq.(A.32) only occurs at the extremes where q

0 or 1. Since these two situations are not of particular interest with

respect to subsequent conclusions, a strict inequality can be assumed.

NOW, if t he t2,, then strict inequalities exist between iesand ofk:
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119< I*e (A.33)

f < I gl (A.34)

In this situation, the right hand side of *q.(A.30) is strictly positive,

which means that I increases with increasing 6. Thus the minimizing 6 is

0, which means that the solution is on the upper boundary of R. A

complementary situation obtains for t., < t21 : 6 = 1 and the solution is

on the lower boundary. For the case where t3e m t 2, any value of 6 is a

solution; & - 0 is arbitrarily specified.

Since the observations made with respect to eq.(A.30) are valid for

any q, the general conclusion is that solutions to Problem Al are such

that they fall on the boundary of R. Furthermore, it can be argued on

intuitive grounds that the solution must be on the upper boundary. This

is reasoned as follows. For given q., knowing that 6 0 or 1 in effect

reduces Problem A3 to two minimizations over t S, t21:

min ,q + (1- 2 q 1 )-Iu(q.) (A.35)

min q + (1- 2 q 5)'lg(q.) (A.36)
tsg ,t~l

where 1u and 1 represent the values of I on the upper and lower

boundaries of R, respectively. By analogy with the Receiver Operating

Characteristic, however, the lower boundary represents purely random

responses by the first member. In addition, since q. is specified the

effect on q2 by the first member is the same in eq.(A.35) and eq.(A.36).

Finally, there are no restrictions on tsj in either case. The issue is

whether the solution in (A.35) yields a smaller 10 than in (A.36). Since

(A.35) represents operation at a point where the first member is providing

some useful indication to the second member, it can be concluded that the

team can do no worse in (A.35) than in (A.36), because in the latter case

no useful information is provided by the first member.

The foregoing discussion has been made for the special case where the

entire region of realizable (p**,p1 2 ) pairs was also feasible. If the
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processing time constraint on the first member is binding, then not all of

R is feasible as illustrated in Figure A.7. The parameterization of

(po,p1 1 ) pairs in terms of q. and 6 must be adjusted in this case so that

only feasible (pooP 1 1 ) pairs are obtained. This can be done simply by

restricting 6. That is, for each q. value there will be a set of 6 values

that correspond to feasible (p,,,p,1 ) pairs. Denote this set by A(q,).

Thus Problem A3 is modified to be that of

Problem A3 (Modified)

min :in q 2 + (1-2q 2
q0,6 tIot 21  2

s.t. 6 e A(q,)

The arguments made earlier with respect to

86

are unchanged, however. It is still desirable to place b at either its

maximum or minimum value. This means that solutions to Problem A3 will

either be on the lower diagonal or on the upper boundrry if the region

representing feasible (Poop 11 ) values. Furthermore, the same line of

reasoning can be used to argue that the upper boundary represents a

uniformly better solution point for a given q.. Taking this to be the

case, the general conclusion is that solution to Problem Al is such that

either

q, 0 or Tp, vi (A.37)

In terms of Figure A.7, (A.37) means that the solution must be on the

arcs YACBZ or YADBZ, respectively. In particular, it is possible that

solutions will be obtained on the arcs ACB or ADB; in other words it may

be optimal to guess. This can be explained qualitatively as follows. All

other things being equal (i.e. neglecting the second member), it is

desired to operate in the (pe,p11 ) plane as close as possible to the

point where q 1 0 and t, t*. In Figure A.7, neither region admits the
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unconstrained optimal solution as feasible. In Figure 7a, however, point

E is closer than point B, where the former is such that q, 0 0 and the

latter is the nearest feasible point where q, - 0. In Figure 7b, point B

is closer to the unconstrained optimal point. Thus the situation in (a)

is likely to have a solution where q, # 0, while in (b) the solution will

likely be at point B.

Effect of Guessing Bias

Given the framework and analysis presented, it is straightforward to

consider the effect that guessing bias has on the problem solution.

Figures A.6 and A.7 were constructed assuming a 50/50 guessing bias, i.e.

-I U 0.5. As mentioned earlier, exclusive guessing (q, - 1) determines a

single operating point in the (po,,pan) plane along the diagonal from

(O,p1 ) to (p.,0). Since the upper boundary of R is unchanged by changes

in g1, the region of possible (pe,Pa) pairs is always the same

irrespective of where point S lies on the diagonal. However, because the

constraint on processing time is in some sense symmetric about the 1S

segment due to the form of eq.(A.25), the region of feasible (p,,,p1 n)

pairs is altered when g, changes. Figure A.9 shows the same constraints

F'Pis

•O PO v0 0 P0 Po

(a) it 0 () 4, =4
Figure A.9 Constraint on T in (ppax) Plane: g, = 0.75

as Figure A.7. except that g, is set to be 0.75. For this case, the pure

guessing point is at S'. which is at 25% of the YZ distance from Y.

Though the actual region of feasible (po*,pa) values changes with

810, the qualitative characteristics of the problem solution do not. Thus
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the solution is to be found on the region's boundary, in particular along

the upper boundary of the feasible region. Furthermore, solutions with

q, # 0 and with ti A t: are also possible and even likely, depending on

how the constraint restricts (po,p11 ) values.

Reversing Signals - An Alternate Solution

A significant aspect of the solution for the first member's operating

point is evident by examining the problem in terms of the (p,,,p,,) plane.

Whereas the 'performance' that is possible for the member (as determined

by the ability to discriminate between H values) has the usual convex ROC-

like shape, the addition of a workload constraint changes the region of

feasible operating points so that can be decidedly non-convex. This

highlights the fact that workload and performance, while they may depend

on the same underlying parameters, are two different measures. Thus when

both are represented in the same coordinate framework there is no

guarantee that both will exhibit the same properties in that frame.

As a further example that workload and performance are distinct but

related, the following discussion outlines how better overall team

performance can be realized, because of workload constraints, if

individual members reverse the interpretation of the signal that is sent

between them. That is, if the first member declares u = 0 when y, ) tj

. and the second member is assigned thresholds tsj such that he is biased to

say v - 0 when u 1, a consistent end-to-end association of H values with

v values will have been made, since the reversals within the team cancel

each other. The potential advantage of doing so, however, is that the

workload of the second member can be significantly altered, and thereby

lead to improved overall team performance.

To show how reversing signals can be of advantage, an example will be

constructed. First, consider the implication of reversing the assignment

of u values with respect to y,. In terms of the (p*,p 1 1L) plane, the . .

result is that a new region of (p*,,p 1 j) pairs are now possible, as shown

in Figure A.10. Points above the diagonal are realized by associating
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0

0 r o

Figure A.lO Augmented Region of Possible (p,,,p,,) Pairs

All u 1 if y1 > tj; points below the diagonal are realized when u 0 is

declared for y. ) t1 . The points below the diagonal are obtained from

those above by reflecting through the point (.5pe,.5p,).

The outer minimization in Problem Al is thus conducted over a larger

region of (p,,,p11 ) pairs. However, the analysis completed earlier by

parameterizing R in ters of q, and 6 is still valid. In particular, the

solution point will still be on the boundary of R, even though the

characteristics of R have changed somewhat. Recall that it will be on the

upper Ooundary if tso > ta1 it will be on the lower boundary if t* <

t 2. In this case, however, both the upper and lower boundaries represent

useful information to be forwarded to the second member. Furthermore, the --

solution will be such that the information i- .used consstently with

respect to overall detection performance. That is, on the upper boundary

a 1 will bias the second member in favor of H - H1 since t2 1 ( t32; on

the lower boundary u - 1 will bias the second member in favor of H = HO

6 since t,1 > tee.

In obtaining the original unconstrained detection decision rules,

there were two equivalent solution possibilities. One corresponded to

operation on the lower boundary of R and the other on the upper. The

addition of processing limitations on the second member, however, can make

one of these solutions more desirable than the other as will now be

illustrated. Suppose that the unconstrained optimal solution is such that

q= 0.5. i.e. each threshold t*j is used an equal percentage of the time.
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I

Select the solution that puts t1eI < t*,, and vhich assumes u = 1 when y, >

ts. Now consider vhat happens when the speed/accuracy tradeoff model of

the second member's processing behavior is added. In particular, assume

that b20 > b3., which means that threshold t21 requires less vorkload than
tag.

The situation described above is illustrated in terms of the

(tze,t 31 ) plane in Figure A.11. Point A is the unconstrained optimal

B

• tz o it-

* tLO

Figure A.11 Illustration of Second Member Operation in (t 2 t2 l) Plane

operating point chosen. Point B is the equivalent performance point

obtained by interchanging values of t2  and t2 , and reversing the

assignment of u. The tvo ellipses in the figure are constant T
pa

,cont-a-. Gin that q - 0.5. the relationship between b and b ,

determines their eccentricity. The outer ellipse corresponds to a lover

" value of Tp3 (see eq.(A.8))s in particular, it is true that

TA >TB (A.39)

Given the model of the second member's behavior, so long as T3 _ TA the

-pa

solution to Problem A2 will leave the operation at t j a tjj, vhich is in

fact the best that the team can do given the upper limit on the second

member's input/output accuracy. (For purposes of exposition, it Is

assumed that the first member's constraint is not a factor.) When v.

,A-., then leaving t2j at point A means that input/output accuracy vill

ppdecrease. However, because point B represents a smaller T p2 value, it is
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possible to retain the better performance level by reversing the

assignment of u and interchanging thresholds tsj•

Though q: has been assumed to be 0.5 in this example, the result

demonstrated does not require this to be the case. Basically, because

there are inequalities in processing time for using each threshold tsj,

there exists the possibility that this can be exploited. If by reversing

u assignment a seldom-used but low-workload threshold type can be made

into an often-used threshold that in turn lowers overall processing load,

then this can be of advantage with respect to overall team performance.

Summary of First Member Characteristics

Using geometrical arguments, the solution characteristics for the

outer minimization in Problem Al have been examined. It was shown that

guessing can be dqsirable in some situations and that the guessing bias

can have an effect on the relative attractiveness of guessing as part of

the solution. A general result was that solutions must exist either where

q, m 0, q, 1, or Tp = Ti. In the (poo,p11) plane this places the

solution on the boundary of feasible (pOO,pan) pairs. It was further

argued that q, 1 is not a solution characteristic, since for every

possible q, = 1 solution, there exists a better one either where q, - 0 or

where T., T1.

Finally, the possibility of reversing the assignment of u was

considered, and it was demonstrated by example that this can result in

better team performance. The underlying principle that leads to this

conclusion is of general importance. It is that processing load and

performance, though dependent on the same fundamental quantities, are

distinct, and two operating points that are indistinguishable from the

point of view of performance may be significantly different when

processing load requirements are taken into account.
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A.4 Special Case

To further highlight particular mechanisms of how one member can

affect the other and also team performance, consider the following special

case. Suppose that the second member's processing time is independent of

the threshold positions, but that it takes longer to use threshold t.-

than ta, Also, assume that the switching overhead for the second member

is significant and that the deadline -3 affects the use of t20 but not

that of ta. That is, mathematically assume that

b2j = 0; as* > -c > all (A.40)

Finally, assume that the first member's constraint is not active. For

this special case, Problem Al can be summarized in terms of Figure A.12.

0 0

$oo -
'

Figure A.12 Illustration of Special Case Solution

Since Tps is independent of tsj. its variation is due entirely to

variation in q, which is determined by the first team member through

placement of ti. The dependence of Tp. on q. is shown in the left part of

Figure A.12. The relationship between Tp2 and input/output accuracy is

shown in the right part of the figure. Recall from eq.(A.11) that a given
value of T determines a locus of f values as a function of td. With td

- C2, a specific operating point on this locus is selected. As q. moves

from 0 to 1. the resulting Tp2 values trace out feasible operating points

in the right part of the figure, moving from a to b and back to c. Each

point on this locus has a minimum detection error probability, which is
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obtained by solution of the inner stage of the minimization. The overall
solution thus becomes a matter of searching over t. (and consequently over

q) values.

An interesting feature of the minimization in this special case is

that the tradeoff between speed and accuracy required for the second

member is governed entirely by the first member. Furthermore, a reduction

in T depends mostly on reducing the switching frequency. If t is

somewhere near 0, then q0 = 0.5 and the optimization problem is

essentially one that must weigh two alternatives: either (a) degrade the

first member's quality of processing by adjusting ti in order to reduce

the second member's switching load and thereby improve f; or (b) accept a

lower input/output accuracy of the second member in favor of retaining a

higher quality of processing by the first.

Once the sollqtion is obtained, the thresholds will be set at the

solution values and the team will presumably operate as modeled. To

illustrate how processing load and performance can interrelate, suppose

that after the team has been set into operation the constraint on the

first member becomes binding, say due to external factors that reduce Ti- -"

As per design, the team member can resort to guessing to meet the

constraint. Figure A.13 shows a trajectory in the (pe,p1l) plane that

P,

Y

* H-t
S

0 Poo

Figure A.13 Illustration of Special Case Operation

corresponds to increasing q, for two biases in guessing. Point H

corresponds to the Problem Al solution operating point (with t, W ti).

Points S and Y correspond to completely random operation with guessing

biases of 0.5 and 0.0, respectively. The locus of where q,= 0.5 has also

been shown.
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As q, increases, the operating point moves away from H to either S or

Y. Because the movement is toward the diagonal "guessing* line, team

performance will generally be worse. A significant qualitative difference

is apparent, however. Along the trajectory BS, Tp2 is increasing and in

fact comes to rest where switching frequency is at its maximum.

Performance thus not only degrades because of changes in J but also

because of an increase in q.. Along the trajectory HY, however, T first

rises due to the increase in switching, but decreases as switching

overhead goes to zero. In this case, the contribution to performance

degradation due to input/output errors is less. These two cases

illustrate instances where rising processing load leads to worse

performance, as well the situation where decreasing processing load also

leads to worse performance. Furthermore, two operating points (S and Y)

have been identified where the first member passes no information to the

second, yet which have significantly different affects on the second

member's processing load. Thus, even in this simple example, a variety of

workload/performance relationships are possible, which underscores the

importance of identifying and understanding how workload affects

performance in more complex team problems.

A.5 Appendix Summary

This appendix has demonstrated that the addition of processing time

constraints to a team theoretic problem modifies 6cam operation. In

particular, partially random behavior by team members can be optimal,

either by a member's choice, through the selection of an option to guess;

or by design, through selection of thresholds such that processing time

exceeds a deadline, which in turn makes processing errors more likely.

A variety of relationships between individual processing load and

team performance has also been shown to be possible or even desirable,

including one in which each member in effect reverses his interpretation

of the signal that is passed from one to the other. Though the net result
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for the team is unchanged, the desirability of doing so stems from

individual processing load considerations. The effect of switching

overhead vas seen in a special case to have a potentially significant

impact on team behavior as veil.
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APPENDIX B

Support of Existence Proof

This appendix contains the details of the organization design carried

out in Chapter 5. The appendix is organized according to the phases of

the design process. The first section documents the analytic organization

structure for the design (Phase I). The second section describes the

details of decision rule implementations (Phase II). Finally, a third

section integrates design elements (Phase III) and includes the results of

various tests conducted on the organization design.

B.1 Analytic Organization Structure

The organization structure used for the detection task is that of a

two-member, tandem distributed detection network, as shown below in Figure

B.1 (also Figure 5.2). The specific values of parameters used in the

v {o,,) 1n, "Z

p72.lHoN } - ~ lk :

Figure 3.1 Organization Structure

example design are given Table B.l. The decision rules that minimize

organization detection error probability are known to be threshold tests

whose form is given in eq.(5.5). Using the specific values given in Table
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Table B.A Organization Parameter Values

n1 - - t. = 0.8 0, 0.8 "

U21 - ai20 2.0 = 1.5

_ P . 0.4 P, 0.6

B.l. the decision rule thresholds for each member are

t - 0.05 (B.1)

for the first member and

0.75 (B.2)
th 1 = 1.12 (B.3)

for the second member. Recall that decision rules represent ideal

behavior of organization members. If this behavior were to be realized in

the present case, organization detection error would be 0.06. That is,

the analytic organization structure for the design yields

N )  0.06 (B.4)

B.2 Decision Rule Implementations

B.2.1 First Organization Member

Task Situation

The first organization member's decision rule is implemented as

illustrated in Figure B.2 (also Figure 5.3). The member is positioned

before a CRT that always displays the square border and the circular dial. -

The threshold t is also continuously displayed as a vertical line whose

horizontal coordinate is the selected value of t1 . An observation is

160



-0 A

Figure B.2 First Member Task Situation

displayed as the pattern shown in the figure; horizontal pattern position

is such that its midpoint corresponds to the value of yl. The display

border is dimensioned to be 10 units (about 6 inches) on a side, with its

*up~per right and lower left corners corresponding to the (5,5) and(--)

, coordinates, respetively.

The dial at the top of the task display is used to indicate the

number of observations waiting to be processed. According to the design,

the member must maintain an established rate of processing. The dial

-position advances clockwise as the number of observations waiting to be

processed grows. The two mechanical buttons that serve as a response

mechanism are mounted horizontally in a hand-held panel.

Information Processing Model

It is desired to develop a description of human behavior in

accomplishing the task shown in Figure B.2. The description is to include

a characterization of the realized input/output behavior, as well as the

processing time required to perform the task. The member has been given

two options for processing patterns. The first is to view the pattern

carefully and to respond according to its position with respect to the

* threshold. A second option is to essentially ignore the pattern and to -

respond arbitrarily. These options have been labelled as Stimulus
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Controlled Responses (SCR) and Fast Guesses (FG), respectively, and the

information processing model must take both of them into account.

Consider first the description of human behavior when exercising only

the SCR option. An information processing model was developed for this

option as follows. In preliminary sessions, subjects were given ample

experience with the task situation and with processing patterns at a

variety of threshold settings. Once familiarity had been established, the

responses and response times were recorded for a sequence of experimental

conditions. Conditions differed only in their threshold setting. For

each condition, two experimental runs were conducted; the first consisted

of 50 trials and the second had 150 trials.

On each trial, an observation value y, was generated randomly

according to its underlying distribution. A second random number, x., was

also drawn from a N(0,1) distribution. To begin the trial, the pattern

was displayed horizontally displaced by y, units and vertically displaced

by x i units. The subject then viewed the pattern and judged it left or

right with respect to the threshold, registering the judgement by

depressing the appropriate mechanical button. The pattern then

disappeared and an interval of time in which the display was blank

intervened before the next trial. Blanking time was of random duration,

as determined by a number drawn from a distribution that was uniform on

the interval [700,900] ms.

Subjects were instructed to respond as quickly as possible without

sacrificing accuracy. No rate constraint was imposed (i.e. the dial did

not move). Observations that fell within Ay units of the threshold

setting were adjusted to be exactly Ay units from ti before they were

displayed. This was done to prevent the situation where it was impossible

to judge a pattern's position with respect to t.. In practice, about S%

of the patterns required adjustment, depending on the particular value of

tZ in use at the time.

Data was obtained from two subjects using the above procedure. Five
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* threshold values were selected from the interval

tJ [&is1* a, i + 01 (B.5)

For the underlying distribution on yl, the likelihood that y, will be

*within (B.5) is about 0.85 out of 1.00. Table B.2 lists the results

Table B.2 Observed SCR Results

Threshold t. Subject MP - Subject PO

tSCR VSCR PSCR tSCR aSCR PSCR

-1.6 260 104 0.013 252 80 0.007

-0.8 300 .85 0.040 279 77 0.000

0.0 -329 99 0.027 290 59 0.007

0.4 331 102 0.027 328 94 0.013

0.8 314 83 0.027 281 76 0.027

1.6 274 112 0.020 262 100 0.027

observed for the second run of 150 trials. Included in the table are the

average response time in milliseconds tSCR. the standard deviation of

response times crCIand the fraction of errors pSCR. Figure B.3 shows a

i~ in)350 350- ISCR ("'i)

'300 So

a.0 -1.0 0.0 LO LO0 -L0 -a.0 0.0 La0 2.0

This hold Position Thraesol Position

Figure 3.3 Average SCR Time vs. t, (a) Subject MP Wb Subject P0

plot Of imversus threshold position t,. From the results shown, it is

evident that SCR time decreases as the uncertainty decreases in the
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response required. Furthermore, there is a significant variation in t

as t. ranges over the interval given in (B.5). Finally, the error rate in -

judging patterns is consistently small across the test conditions.

Given the results observed, the following description will be

established for the SCR option:

tSCR = tSCR as given in Figure B.3 (B.6)

if Y t u 1 VP 1
kSCR (B.7)

else u = 0 wp 1

Eq.(B.6) assumes that values of tSCR for intermediate choices of t, can be

obtained by interpolation. Eq.(B.7) effectively assumes that human

input/output behavior is error-free. This, of course, is not evident in

the data, but error rates are considered sufficiently low to justify this

idealization within the model.

The second option provided to the member was that of fast guessing.

Operationally, this corresponds to ignoring the pattern's actual position,

and only responding to its appearance on the CRT. To determine a

processing time characterization, subjects were required to fast guess on --

all trials of an experimental run, that is, they were instructed to

respond as quickly as possible to the pattern's appearance. It is here

that the random blanking interval between trials becomes significant,

since it forces the subject to wait for the pattern to appear.

In order to distinguish deliberate fast guesses from quickly-made

stimulus-controlled responses, subjects were instructed to fast guess by

depressing both response buttons. While this experimentally dictated

requirement means that fast guess responses are not really arbitrary, it

is of little consequence from the first members' perspective. When the

member chooses to fast guess, execution of this option is to respond

asomehow" as quickly as possible. Whether this is by single or double

button push is not important to him. Since double button pushes
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unambiguously resister fast guesses, the experimenter is effectively able

to control the fast guessing bias by assigning u = 0 or I to these double

button pushes at his discretion. The ability to do this will be used

later when the organization is operated.

Average response time for fast guessing tFG was observed to be within

an interval as shown in Table B.3. For purposes of later calculation

Table B.3 Observed Fast Guessing Results

tFG

Subject Interval Selected Value

NP [175,195] 180

PO [165,185] 170

am

using the information processing, models, a specific value of tFG has been

selected for each subject. Since tFG is much lower than tSCR , it is

evident that considerable leverage is possible with respect to reducing

overall processing time when fast guessing. The following model for the

fast guessing option will be adopted:

tFG = tFG from Table B.3 (B.8)

wp- (B.9)

0G
0 - p0 V P S ,

In eq.(B.9). the parameter S, models the first member's bias toward

choosing u = 0 when fast guessing, and is selected by the experimenter.

The complete information processing model for the first member is

obtained by combining the two processing options according to their

relative frequency of use. If the fraction of fast guessing is denoted by

q1 , then overall average processing time and input/output behavior are

expressed as
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Tp= (I-qd)tscR(t,) + ql"tFG (B.10)

= (1-q,)'scR(t1 ) + ql'kFG (B.11)

Using Tp1 together with the processing rate requirement ri, the workload

measure and workload limit for the first member are given as

= (t1--Tp1 _ = f (B.12)

The validity of eqs.(B.ll) and (B.12) as an information processing

model has not been established at this point, and will be tested when the

organization is operated. A key factor in the outcome will be whether the

member can maintain the integrity of his options under stress. This is

partially a matter of training and therefore an explicit part of the

design. Earlier investigations of the Fast Guess model [28] offer evi-

dence in support of human capability to accomplish a task of the present

type by exercising two distinct processing options.

B.2.2 Second Organization Member

Task Situation

For the second organization member, a task situation that implements

a two-threshold decision rule is required. The implementation to be used

is shown in Figure B.4 (also Figure 5.5). The organization member is

* .placed before a CRT that continuously displays a square border. Each side

of the square measures 20 units (physically about 6 inches) and the upper

right and lower left corners are at coordinates (10,10) and (-10,-10),

respectively.

Depending on the value of u received, one of two display types is

used to present an observation Y2" If u = 0, the threshold t3, is

displayed as a horizontal line whose vertical coordinate is the value of

t2*. The observation ys is then displayed as a dot (actually a 0.2 unit
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Figure B.4 Second Member Task Situation

circle), where its value is used as the vertical display coordinate. A

*complementary display type is used if u -1: the threshold t 2 1 is a

horizontally displaced vertical line and the observed value of y. is also

displayed as a horizontal coordinate. The organization member indicates

his response to each observation by depressing one of two mechanical,

horizontally-arranged buttons. If the dot is left (t 2 1 ) or below (t..).' a

left button response is considered correct (Y. < t j)z if the dot is

right (t2 1) or above (t..), a right button response is desired (y, t )

Because of the time allocation in the design, the second member is

viewed as operating under the pressure of a deadline. As part of the task

situation, the organization member hears a short tone burst when the

deadline is reached. Thus the member must adjust his processing method so

* that he responds either before the tone burst or just as the tone is

sounded.

Information Processing Model

As discussed in Chapter 5, the second member is to be operated

-deliberately in an overload region. Operationally, this means that

processing time allowed will be insufficient compared with the time

* required to complete the task with negligible errors. Figure B.5 exhibits
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Hor;zovital Threshold Use

Figure B.5 Average Processing Time vs. Threshold Switching

results that are typical of the processing time requirements of the task.

The data shown were obtained using the following procedure. With t5e

t = 0, several experimental runs of 200 trials were conducted.

Experimental runs were distinguished by the amount of threshold switching

required. This was determined by the value of q, which is the fraction

of threshold tea's use. On each trial a value of y, was generated

randomly from an N(O,2) distribution. A second random number was also

drawn from an N(0,2) distribution. These two numbers were used as dot

position coordinates. The threshold selected for a given trial was

determined by the outcome of an independent, binary (0,1) random variable

with probabilities q. and l-q,. respectively. Threshold and dot were then

displayed simultaneously, and the response and response time were recorded

for each trial. An 800 us blanking time intervened between trials.

The results in Figure B.5 are from a subject who has been instructed

to respond as quickly as possible, but correctly. The value of q, was not

disclosed except to indicate whether it was 0, 1, or something in between,

i.e. all horizontals, all verticals, or a mixture. Error rates of about

1-2% were observed for each experimental run. General characteristics

evident in Figure B.5 include a significant amount of additional

processing time for switching, and also a difference in processing time

for horizontal and vertical threshold displays. These characteristics

will be evident in the information processing model that is developed.
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When the organization member does not have enough time to complete

the task, he is forced to trade accuracy for speed. In the present

context, if the deadline is selected so that it is less that T 2P the

* member will exhibit a decrease in input/output accuracy as a consequence

of shortening his response time to meet the deadline. Furthermore, as the

degree of overload increases. accuracy will continue to decrease. This is

a well-known effect from cognitive psychology [31], and the information

* processing model of the second member will be based on a particular

representation of it.

The specific experimental procedure used to derive the second

member's information processing model is as follows. Over several

sessions, data were collected for six values of q%:

qa (0.0, 0.2, 0.5, 0.8, 0.9. 1.0] (B .13)

In a given session, experimental runs of 200 trials were conducted at each

condition, and the responses and response times were recorded. The

generation, selection, and presentation of observation values and

thresholds was done as described earlier. In addition, the deadline

constraint was active and subjects were instructed to respond fast enough

so that few beeps were heard. This process was repeated in separate

sessions. The order in which conditions were presented changed in each

session, and various deadline values were used, dependng on the pro-

ficiency of the subject. All deadlines were selected so that the member

* would be overloaded, and several deadlines were used at each q, condition

for each subject tested. Over several sessions (typically three).

hundreds of responses were collected per subject per q, condition.

*To construct a speed/accuracy representation using the data

collected, a technique based on that of Lappin and Disch [32] has been

*used. First, all responses were rank-ordered by response time. Then

these ordered responses were partitioned into groups containing several

*hundred trials each. An average response time was calculated for each
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group, and the number of erroneous responses within each group was also

determined. Finally, the so-called odds ratio, denoted OR, was computed

for the group as the measure of accuracy, where

# right)(14OR(B.14) i-
# wrong ""

Pew (29] has suggested that, for the type of task under consideration,

there is a log-linear relationship between OR and processing time. Using

this approach, the ordered and partitioned data for each q. condition have

been plotted on semi-log coordinates for the subjects tested. These plots

are given in Figures B.6-B.9.

The size of the partitions used (PS) has been recorded in each

figure, as well as the total number of responses (SS). Note that the

partition corresponding to the group of highest-valued response times has

not been plotted for all subjects. In these cases the response time

distribution has a long tail, and the computed average response time and

odds ratio are not good approximations for a specific speed/accuracy

point. Partition size selection is not critical to the representation of

the data. A number of different sizes have been tried, with minimal

impact on the information processing model that was eventually determined.

The partitions finally used were selected to give a reasonable and

representative depiction of the data for the region of td values of

interest.

Subject KB is the author. Thus the eventual model form and the
0

expected variation with respect to q, were known a priori to this subject.

Even so, because of the technique used to develop the model, it is

difficult to manufacture data for this task. Thus the data obtained from

subject ZB are believed to not be uncharacteristic of the task, although
0 they do represent results from someone who has had considerable practice

at the task.

From the figures, It is evident that the log-linear model is a

0reasonable first order description of human behavior at the task. It is
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Figure B.6 Speed/Accuracy Data for Subject TK
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Figure B.7 Speed/Accuracy Data for Subject PO
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Figure 3.8 Speed/Accuracy Data for Subject KB
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Figure B-9 Speed/Accuracy Data for Subject 31
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" also apparent that the value of q. parameterizes the level of accuracy. %

*At q* - 0, where all vertical thresholds are used, accuracy is highest.

As switching increases, up to q. % 0.8. accuracy declines. As q,

continues on to 1.0 (all horizontals), however, there is some improvement

in the general accuracy level. This characteristic can be explained

directly in terms of the results shown in Figure B.5. The additional

processing time required to switch between thresholds and the fact that

horizontals take more time than verticals means that for a given td value,

the degree to which a member is overloaded depends on q..

Given the observed results, the following input/output description of

human behavior is suggested for this task situation:

y 2 t 2
j  v 1 wp 1-q2

kY2 if u j and wp q2 01 (B.1)

~ 2  t 2 j 0 wq

* In words, threshold comparison tests are made correctly a fraction l-q2 of

the time, and an error is made on a fraction q. of the observations. The

value of q. is related to the odds ratio, and therefore depends on qO and

td. In particular, define the quantity f to be the natural logarithm of

the odds ratio and generalize the definition of OR to be in terms of the

probabilities of correct and incorrect respoisea:

/ pr(correct)
f I ln (OR) ln (B.16)

pr( incorrect)"

* Using eq.(B.16), the observed family of relationships between OR and td

can be linearized and expressed analytically as

f - f(qo).(td - tc(qo)) (B.17)

where fs is the slope of a speed/accuracy locus and tc(q,) effectively

represents the td axis intercept. Since by definition

pr(incorrect) - q2 (B.18)

eq.(B.16) and eq.(B.17) are related according to the expression
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q2 (B.19)

1+ 
f

The quantities fs and t€ are parameters that must be chosen to best

represent observed behavior. For the data given in Figures B.6-B.81 ,

Table B.4 lists estimates for these parameters that have 'een calculated

Table B.4 Estimates of Speed/Accuracy Model Parameters

Subject TI Subject PO Subject KB
Condition (q,) fs tc fs tc fs tc

0.0 0.0235 114 0.0117 - 35 0.0217 117

0.2 0.0229 151 0.0022 -1020 0.0190 130

0.5 0.0179 138 0.0043 - 325 0.0152 132

0.8 0.0174 133 0.0044 - 284 0.0142 137

0.9 0.0273 157 0.0042 - 352 0.0143 119

1.0 0.0291 154 0.0106 - 6 0.0209 136

using a least squares criterion. It is assumed that interpolation can be

used to determine a value of q, for q. values that are between the

conditions for which data was observed.

In calculating the model parameters for subject PO, the third point

in the q9 0.0 condition has been neglected as unrepresentative of the

subject's behavior. Its exceedingly high OR value stems directly from a

single run of 200 trials in which the subject was extremely consistent in

response time and also highly accurate. Furthermore, it is questionable

whether the accuracy level for the first partition of conditions 0.2 and

Because subject 31 did not continue on as an ozganization member, an
information processing model for him has not been completed. However,
the data shown in Figure B.9 have been included as additional support for
using the log-linear relationship between OR and td as the basis for the
information processing model of the second member. Such support can be
obtained from inspection of the figure.
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0.5 are representative of actual tendencies. No adjustment has been made,

however, and the values in Table B.4 include their effect.

In sum, the information processing model of the second member is

taken to be that of eq.(B.15), where q. is determined as a function of q.

and td. The particular model used to relate these quantities has been

derived from the speed/accuracy characteristics observed as humans perform

the task. Two characteristics of the model are implicit. First, it is

assumed that changes in the thresholds tsj do not affect the

speed/accuracy loci. Subsequent operation of the organization will

indicate that this is a reasonable assumption. Second, the speed/accuracy

model is such that a particular accuracy level is associated with an exact

speed of response. In a sequence of trials, however, each response will

not be exactly the same speed. Rather, a distribution will be observed

•about some average speed. For present purposes, it will be assumed that,

so long as response time distributions are narrow, it is valid to use the

. mean value of the response time distribution as the td value. The

• alternative is to use the response time distribution to compute an

*expected value' of q2 , which introduces needless complexity into the

model.

* B.3 Integration of Design Elements and Test of Design

The information processing models developed in the previous section

can be viewed in two ways. On one level, they represent generic

descriptions of human behavior at the respective tasks. On a second

level, however, the models represent specific descriptions of how

particular individuals have behaved when performing one of the tasks.

Given the two viewpoints, integration of design elements into a nominal

organization design can take place in either a general or specific

* fashion. Appendix A discusses the former. In this section, however, ,..

specific individuals will be paired as team members, and nominal organize-

*tion designs will be determined and tested in terms of these specific

teams.
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B.3.1 Integration

A nominal design for the organization under consideration is obtained

as the solution to Problem CNO:

Problem CNO

min so- pr(detection error)

tiae tag etZI

s.t. T '(? 3T S 1

Because the values of thresholds taj do not affect the accuracy of the

second member, their placement depends only on the value of Ps, which is

the joint distribution p(u.H) (see Chapter 2). In fact, taj can be placed

at their normative values. As a function of P2• these values are given as

2 2 20 2(a) log(p 1 /poo) + (mae) - (m)(
t 0Vts = (B.20)

2 2(m5  - m2)

Vad 2l)log(p 1 1 /P1 *) + (m2) 2

t( 22(- (B.21)

21 2(m,. - imn)

When the values of q1 and t € are selected, P will be determined and

Consequently tee and tsc as well.

From the above discussion, it is evident that the solution to Problem

CNO reduces to searching over possible t. and qa values. Results from

Appendix A sharply focus this search to include only those (t,q,) pairs

for which q, - 0 or for which Tp, M The former corresponds to the

situation where ti is such that

tSCR(ts) - Cl (B.22)

The latter case occurs when
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tSCR(ti) ) r1  (B.23)

and fast guessing is required to meet the workload constraint.

For the specific organizations to be considered, -r is set at 260 ms.

Because of individual member differences, no one single value of T. has

been used, and values of T. vary between 230 and 260 ms. The solution to

Problem CNO in all cases, however, is such that

qC 0.0 (B.24)

to =-1.6 (B.25)

This in turn implies that

too= 2.46 (B.26)

too 0.32 (B.27)

The design solution in eq.(B.24)-eq.(B.27) has not resulted

accidently. In order to ensure that interesting and distinctive

predictions about organization behavior could be made, values of

parameters were chosen so that the nominal organization would have certain

desired qualitative characteristics. In particular, -c was chosen small

enough so that a significant amount of fast guessing would be required if

t. were left at t4. Furthermore, the value of v. and the relative

fidelity of each member's observations have been selected so that it would

be highly desirable for the second member to operate at the greatest

possible accuracy level. Given these conditions, the optimal tradeoff is

to minimize q., which places te at -1.6. Indeed, if a valid model had

been constructed for ti < -1.6. the optimization would have put t. at a

still smaller value in order to decrease q. even further. As it is,

however, the conditions selected will provide a rich enough set of test

points that can be used to examine the methodology's viability.
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B.3.2 Organization Operation and Test

Overview and General Procedure

This section presents the results obtained from operating the

detection organization under several test conditions using various teams.

Each test was conducted using the same general experimental procedure. A

key feature of the procedure is that the operation of the first member is

separated in time from that of the second member. This is possible

because there is no feedback between organization members, i.e. there are

no loops in the information flow of the organization. Among other things,

the ability to decouple the organization simplifies the experimental setup

by allowing the same equipment to be used for both members.

Given the experimental device of separating organization members in

time, the process of conducting a test of organization operation proceeded

as follows. First, a sequence of values that designate the underlying

presence or absence of H was generated according to the distribution

(p.,p1 ) = (0.4.0.6). The first organization member was then operated

using this sequence and his responses were recorded. Recall that they

can be of three types: left button pushed (u-O), right button pushed

(u=l), or both buttons pushed.

At some later time, the second organization member was then operated.

In doing so, the same N sequence was used as a basis for generating

observations y,. Furthermore, the responses of the first member were used

to select the threshold for the second member. Prior to actual operation,

however, the experimenter assigned an interpretation to the first member's

double-button pushes and thereby selected the fast guessing bias of the

first member. Responses of the second member were then recorded as he was

operated. Since they also represent detection decisions of the

organization, they were later compared with the underlying H sequence to

obtain the detection error rate realized by the organization.
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In the following paragraphs, the three basic test conditions for each

organization are outlined. Next, results of operating the first member ..,

are presented and discussed. Finally, specific organizations are formed,

predictions about their behavior at the three test conditions are made,

and results of operation of the organizations under these conditions are

presented and discussed.

Test Conditions

To evaluate the ability of the methodology to predict operating

behavior of an organization, three operating points have been selected for
testing purposes. One is the nominal organization design point. At this

point, fast guessing by the first member is predicted to be unnecessary

and organization performance is (by definition) predicted to be better at

this point than at any other feasible operating point. This condition is

designated as Test Condition 1.

An additional pair of test conditions is obtained by leaving the

* thresholds of both members at their respective normative values. Since

" tSCR(to) > -a' fast guessing is predicted to be necessary by the first

* member in this case. Moreover, the bias in guessing will presumably have

an effect on the operation of the second member. If g1 - 0.5, then as the

, fast guessing level increases the second member will tend to use each

threshold on a more or less equal basis. If S = 0.0. however, increases

. in fast guessing will tend to increase the relative usage of the vertical

threshold. If the level of fast guessing is significant, there will be a

noticeable difference in the effect of different g1 values on the

input/output processing accuracy of the second member (and also on

organization performance). Since the value of g, is controlled by the

*experimenter, operating with tj = tt, tsj - t!j, and gI a 0.0 or 0.5

represents a pair of realizable test conditions. Both of these conditions

will be used as test points for organization operation.

The three test conditions are summarized in Table B.S. In general,
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Table B.5 Organization Test Conditions

Number Thresholds FG Bias (,).

Nominal Design: tx , ti 0.5

2 Normative : t! , te i  0.0

3 Normative : t! , tsi  0.5

the qualitative characteristics of organization operation are predicted to

be as follows (the superscript designates the test condition):

q q 0 q: q: (B.28)

1 3q2 < q: < q' (B.29)

SI < J: < J; (B.30)
0 0 0

Subsequent tests using specific individuals will assign values to the

quantities in eqs.(B.28)-(B.30) against which observed results can be

compared.

First Member Test Results

Because of the structure of the organization, it is possible to test

the first member without activating the second. This has in fact been

done using the two subjects for which information processing models were

developed earlier. Data for each test was collected as follows. In

previous sessions, subjects had become accustomed to operating under a

* rate constraint through a combination of instruction and experience. They

were instructed to exercise their two processing options at their

discretion, but to keep in mind that fast guessing had a high-leverage

potential for reducing average processing time. They were also told that

their main goal was to use the SCR option as much as possible without

sacrificing the quality of SCR responses.
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To reinforce these instructions, a payoff function was computed for

each experimental run under a rate constraint. A reward of one cent was

given for each correct SCR (i.e. each correct single-button response) and

a penalty of 25 cents for each erroneous SCR. No reward or penalty

accrued for a fast guess, and a substantial penalty ($5) was assessed if

the member fell behind in processing. Subjects were told that this

penalty would not be assessed as long as the dial position was at 4

o'clock or above when the experimental run ended. For experimental runs

of 100-200 trials, it was a considerable challenge to finish with a

positive payoff. Although no money actually changed hands, the payoff

function was successful in re-inforcing the verbal instructions given to

the subject.

The specific tests of first member operation were conducted in the

same respective sessions in which the data shown in Figure B.3 were

obtained. Each subject was placed under a rate constraint of ra = 260 ms,

which is the organization's interarrival time for observations. Each test

conducted included two experimental runs. The first consisted of 100

trials and the second had 150. Results for the second run are shown in

Table B.6. Several runs were made at each organization test condition.

Note that Test Conditions 2 and 3 are the same from the first member's

point of view. The second column in the table labels those runs that will

be used later to complete the operation of the organization. Finally, in

addition to the specific organization test conditions, data for an

intermediate value of t. were obtained from subject PO.

A key consideration in the operation of the first member is whether

the integrity of the two options is maintained under stress. From the

data shown and by comparison with Table B.2, it is evident that this is

the case. The subjects were able to exercise their options to realize an

average time of 260 mas, yet the time taken on stimulus controlled

responses remained near that observed when the rate constrai, t was not in

effect. In particular, except for a small fraction on one test run, fast

guessing was not required at t1 = - 1.6. Furthermore, the error rate when
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Table B.6 First Member Operation

SCR FG
TC ti Tp 3 tSCR OSCR PSCR tFG q"

1 a - 1.6 252 252 82 0.007 - 0.0

1 - 1.6 260 263 82 0.021 173 0.03

2.3 b 0.0 261 302 75 0.040 183 0.34

2.3 c 0.0 264 329 88 0.063 192 0.47

* 2,3 0.0 263 313 121 0.060 204 0.45

2,3 0.0 262 305 73 0.011 195 0.39

1 d - 1.6 252 252 87 0.020 - 0.0

- - 0.8 261 289 59 0.000 166 0.23

- - 0.8 259 280 b1 0.008 162 0.19

2.3 e 0.0 258 300 71 0.031 184 0.35

w 2,3 0.0 262 305 32 0.009 156 0.39

using the SCR option did not change substantially. A certain variability

in the average fast guessing time is evident, however. Since the fraction

of fast guessing effectively depends on both !SC R and tFG, its value is

sensitive to variations in both of these quantities. It happens, however.

that this does not substantially affect either the predictions or results

regarding organization operation.

Organization Test Results

To complete the test of organization operation, response sequences

associated with the data in Table B.6 were used as inputs to the second

organization member. Because of the decoupling of organization members, a

number of combinations of individuals as teams could be readily tested.

Table B.7 lists the organizations that were tested. They are designated

by letter and are distinguished not only by their members, but also by the

particular first member sequences used. Note that Organizations E and F

represent two tests with the same members and also with the same first
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Table B.7 Organizations Tested

First Member (Sequences)

MP (ab) MP (a.c) PO (d,e)

11[ (260) A B
Second Member

(Target vZ) PO (230) C

PO (240) D

KB (240) E,F

member sequences. In subsequent discussion, organizations will be

referred to by a letter and by the test condition; for example Al

designates Test Condition 1 of Organization A.

Operation of the second organization member (and thereby of the

organization) was conducted as follows. Based on the proficiency of the

particular subject a *target* value of T 2 was selected such that the

member would be overloaded. The term target is used because exact control

of TP2 was not possible due to the nature of the task situation.

* Regulation of response time was accomplished by choosing the 'beep

deadlinem of the auditory mechanism in a judicious manner based on

previously observed behavior at the task. That is, in the course of

developing the information processing model, the average response time was

observed to be less than the deadline by a reliable amount, typically

about 30-40 is. This characteristic was used to set the auditory

mechanism's deadline with respect to the targeted T2 value on the premise

that the realized T . would be near T." Targeted values of T. have been

included in Table B.7.

With the timing deadline selected, the thresholds for a given

' condition were set and the organization member was given the opportunity

to adjust his operation in a preliminary run of 150 trials. A run of 450

trials followed, which constituted the test run of the particular
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organization at the given condition. To obtain a first member sequence of

450. the recorded sequence of 150 trials was used three times in -

succession. All three test conditions for an organization were conducted

in the same session.

Tables B.S-B.13 summarize the results of the tests for the six

organizations formed. Columns designated 'p" contain predicted values-,

those designated 'o' contain observed values. Predicted values of q. are

obtained using the first member's information processing model. Predicted

values of q. have been obtained using the observed values of Tp as the

value Of td in the second member's model. This was done to compensate for

the experimental difficulty in regulating the second member's processing

time , even though the target values of z 2 were substantially realized

*using the technique described earlier. Finally, in the predicted values

of q, and Jothe last digit has been included as an indication only;

three-place accuracy is not impl-ied or claimed.

Table B.8 Organization A Test Results

q0 q 2o
TC p 0 T a. p 0 p 0

pa

1 0.065 0.050 256 97 0.048 0.098 0.121 0.171 -

2 0.21 0.20 265 80 0.069 0.069 0.145 0.149

3 0.45 0.41 258 84 0.098 0.144 0.171 0.169

*Table B.9 Organization B Test Results

TC p 0 T 2 a2 p 0 p 0

1 0.065 0.040 258 54 0.048 0.067 0.121 0.127

2 0.31 0.27 262 71 0.083 0.078 0.145 0.142

3 0.44 0.44 258 54 0.098 0.104 0.169 0.156
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There are eighteen runs of 450 trials included in Tables B.8-B.13.

All but two of them represent tests in which the second member was

operating in the same mode and frame of mind that was apparent when the

information processing model was developed. The exceptions are Al and A3,

which were the last runs that subject TI completed. Fatigue and eagerness

to quit were apparent at that time and are also evident in the data.

In considering the results shown in the tables, there are two

comparisons to be made. The first is whether the observed values match

those that were predicted from the models. The second is whether observed

values are in the relative order predicted. Except for the anomalies of

Organization A, the relative ordering is as predicted in all cases. This

is particularly significant with respect to the organization's

performance, since it indicates that the nominal design selected by the

methodology does in fact have superior performance than if thresholds were

assigned their normative values.

Of the six organizations tested, the results for B are perhaps the

*most encouraging overall, both in relative and absolute terms. There is a

clear separation in the performance observed for the three test

conditions, which matches well with the absolute values predicted.

Consider now Organizations C and D, which both used Subject PO as the

second member. There is somewhat less agreement, in absolute terms, of

predicted and observed results. This can be explained as follows. A

generally higher q2 value than predicted has been observed across all

conditions in both of these organizations. This suggests that the model

for PO is not representative of actual behavior. A review of Figures B.6-

B.9 indicates that Subject PO's informatiDn processing model is perhaps

the least accurate, and that further refinement might be warranted.

The discrepancy in predicted and observed performarce values for

organizations C and D is due largely to the increase in q.. From Appendix

A, it is known that Jo can be written as
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Table 1.10 Organization C Test Results

TC p 0 T u0 p 0 p 0

1 0.065 0.050 227 40 0.050 0.071 0.123 0.156

2 0.21 0.20 235 42 0.059 0.096 0.137 0.187

3 0.45 0.41 233 36 0.077 0.100 0.154 0.189

Table B.11 Organization D Test Results

.'aq* q3 10"-

TC p 0 T 2 as  p o p 0

1 0.065 0.040 229 39 0.050 0.053 0.123 0.142

2 0.31 0.27 238 44 0.066 0.087 0.130 0.158

3 0.44 0.44 240 49 0.074 0.100 0.138 0.182

Table B.12 Organization E Test Results

q9 q2 0
TC p 0 Tp2 as  p 0 p 0

1 0.065 0.050 233 45 0.091 0.064 0.157 0.153

2 0.22 0.31 240 47 0.110 0.096 0.179 0.178

3 0.47 0.44 243 55 0.150 0.156 0.214 0.196

Table 3.13 Organization F Test Results

qf qs J0

TC p 0 Tps as  p 0 p 0

1 0.065 0.050 241 41 0.078 0.053 0.147 0.140

2 0.22 0.31 249 51 0.096 0.100 0.156 0.182

3 0.47 0.44 237 49 0.160 0.160 0.211 0.200
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so (1-2q2)'l + qs (5.31)

where I is fixed for given tj values and given behavior of the first

organization member. Its value is on the order of 0.1. Thus, according

to eq.(B.31). any variation in qs will appear approximately as an additive J
variation in 10. In view of this, comparison of the differences in the p

and o columns of J with corresponding differences for q, in Organizations

C and D indicates that this effect is indeed evident in the result

observed, and furthermore accounts for a significant fraction of the 10

differences.

For Organzations E and F, in which the author was the second member,
it is worth noting to what degree the predicted results could be

manufactured. With respect to input/output errors it is certainly true

that the desired relationship of q, can be kept in mind as the task is

* being performed. However, it is also true that in a run of 450 trials

(about 8 minutes long), one easily loses track of the beginning, cannot

* anticipate the end and has a good deal of difficulty in counting errors

while trying to concentrate on the task. Moreover, the organization's

* performance cannot be inferred except by analysis that occurs following

" the run. Therefore, the incentive is for Subject KB to operate as

consistently as possible in order to achieve a fair test. Also. as

* mentioned earlier, the author is by far the most practiced of any of the

* subjects. This includes an earlier test of the organization using a run

. of 300 trials at each condition, which proved inconclusive because it was

too short.

Taken as a whole, the results that have been obtained substantially

agree with those predicted. The first organization members were able to

maintain the Integrity of their options under stress. In particular, fast

guessing was not required for nominal organization operation. Given the

, conditions established by the first member for the second, the latter

* operated as anticipated. In particular, variation with respect to q. in

the second member's behavior was relatively as predicted. Both of these

*. results attest to the validity of the information processing models for
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each member. More importantly, however, is that the organizations have

been o~served to perform as predicted. This lend* support to the

conclusion that the design approach itself is valid.
6.
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