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ABSTRACT
"The design of human organizations in which members perform routine

tasks under the pressure of time is considered, particularly the problem
of where and how in the design process to taske into account human behavior

and limitations. A three-phase design approach is suggested. Im the
first phase, the impact of bumsan characteristics is neglected and
attention is focused on aspects of organization structure that are

external to individual members. An outcome of this phase is & set of
normative decision rules that specify idea]l Bumun behavior. > In the second
phase, implementations for these decision rules are devised and models of
actual human bdebhavior and induced workload for the tasks established for
each member are developed. The descriptions are determined as a function
of parameters that relste to features of the task set-up and to the
options provided to the member for accomplishing his task. A final design
phase places these parameters for best organization performance and in
view of the workload limitations of individual members. The result is an
organization design.

The three-phase approach bas been formalized as s multi-step
methodology. Discussion and illustration is given for each design step.
In addition, the methodology is exercised on a specific problem anéd the
resulting organization design bas been Dbuilt. Operation of the
organization has been tested under several conditions and experimentally
observed results match those predicted for the design, which in turn
supports the validity of the design lppronch.Q?Jgj,; )
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I. INTRODUCTION

To accomplish tasks that are too large and complex for individuals,
humans have devised and evolved a variety of organizational structures.
These structures range fro. strict hierarchies to committees to matrices,
and have been applied to manufacturing, governmental, and rescarch tasks.
Some structures are more suited to certain tasks than others, and this
observation leads nsturally to the anslysis of organizational structures,
with an eventual goal of purposeful design for specific tasks. Despite
their proliferation, bowever, organizations bhave not readily yielded to
the development of rigorous analysis and design techniques. This is due
in part to the inherent complexzity of situations where individoals are
required to coordinate their efforts so that some overall goal is
achieved. Another factor is the necessity to assess whether individuals
within the organization are capable of doing their assigned jobs; that
is, whetbher induced workload is within the limits of each member.

A goal of this thesis is to develop & framework and methodology for
organization analysis and design that is appropriate for a particular
class of organizations. Specifically, consideration is restricted to
those organizations, or more generslly, man-machine systems, that (a)
involve human information processing tasks as integral to their operation,
(b) incorporate a well~defined organizational goal held by all members (a
team) and (c) bhave a short amount time asvailable for individual
information processing tasks, e¢.g. s few seconds or minutes. In addition,
it is assumed that the overall task of the system is such that an
isdividoal casnnot do it alome, that some form of coordinstion is required
among organization members and that the informatiom processing tasks are
predominantly routine, i.e. are such that humans can be trained to execute
them in s specified manner. Finally, the size of the organizetions under

consideration is taken to be small, say a few members.

As an example of the type of systems that are under investigationm,

consider a generic situation where control is desired for the emroute
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aircraft within a particular geographical ares. Such a situvation is

represented in Figure 1.1, Aircraft aspproach and pass throogh the

Figure 1.1 An Enroute Air Traffic Control Problem

geographical area, ecach with individuoal flight paths and speeds. The
overall organizational goal is to maintain traffic separation with an
extremely low near-miss probability. Furthermore, it is determined that f;%
humans are to be given this job, and that the situvation requires more than
one. Thus ap organization is constituted, such as the one shown in Figure

1.2. Each organizstion member is given primary responsibility for s part L
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Figuore 1.2 An Organizstion for Air Traffic Conmtrol
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his region. However, ss sircraft move from one area to the mext, it is
necessary for each controller to communicate to controllers of adjacent
areas for purposes of coordimation and smooth handoff of traffic. These
tasks are primarily information processing ones; the controller is
required to absord infor.nti&n, either visual or auditory, and then use it
to assess the situation and make appropriate responses that keep traffic
flow orderly. Indeed, there is a minimom of creative activity in the
sense of problem-solving. As psrt of the organization design, the
coptroller is trained to recognize almost all situations which arise and
to deal with them in & specific, well-defined manner. Finally, given the
bigh speed and density of aircraft, controllers are under the pressure of
time to process incoming infornl;ion. Thus the situation is of the type
under consideration in this thesis, and is one to which the methodology

described in the following chapters could be applied.

Other examples of the type of organization under consideration can be
found within the realm of military command, control, and communications
systems, particularly those that operate in a tactical environment. There
the common organization goal is often stated as a mission objective. Mis-
sion responsibilities are assigned to individual commanders. The ongoing
battle requires that decisions be made quickly, but also in a coordinated

manner so that the overall mission might be accomplished.

A question that is basic to the design of such systems is the
partitioning of the overall system task so that it can be accomplished,
not only satisfactorily according to some design criterion, but also with
somse assurance that human workload limitations will mot be exceeded. As
stated esrlier, a goal of this thesis is to provide a method for analyzing
and making any pecessary tradeoffs between organization performance and
buman workload. The mnext sections outline the basic spprosch of the

thesis toward this goal.

.............
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1.1 A Three-Phase View of Organization Design

Among the issues that must be resolved in the process of designing a
bhuman information processing organization is that of how, where, and to
what extent in the process consideration of buman characteristics and
limjtations should be included. At one extreme is the policy of dealing
with the complexities of human bebavior from the outset of the design
process. At the other extreme is s policy of essentially neglecting the
fact that bhumans will be part of the organization, and assuming that
members will be able to perform any task that is assigned to them. The
advantage of the former approach is that the desige will likely be ome in
which individual member tasks are within workload limits., Arriving at
such & design, however, involves consideration of the complexities of all
saspects of human behavior at each design step. This can be tedious and
time-consuming, and in the end largely unnecessary. On the other hand, an
approach at the latter extreme offers the advantage of relative simplicity
because a number of issues are neglected. There is no real assurance,
however, that the final design will be realized as expected because of
differences in actual human behavior from that which was desired or

assumed.

There is considerable middle ground between these two extremes, and
this thesis sunggests a design approach that attempts to preserve some of
the advantages of both, while minimizing the disadvantages. The basic
idea is to separate design into three distinct parts, or phases. The
first, s top-down phase, is one that mneglects human limitations and
focuses on other organization issuves, such es basic structure and inter-
member interactions. The second is a bottom-up phase, in which the
complexities of homan bebavior are dealt with, but in a focused manner
that considers only single parts of the organization and only directly
relovant aspects of buman bebavior at a time. A third phase is needed to

integrate the results of the first two and to ensure that they converge.

The three phase approach to organization design pursued in this
thesis is illustrated in Figure 1.3. Given s (possibly general) statement
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Phase I "Normative” *Decision Rules Pbase I1 " Descriptive”
‘Form Design Goals H Implementation of
+Specify Org. Structure *Job Descriptions” Decision Rules

*Task Sitpation
«Analytic Organization ‘Information
Structure Phase III “"Integrative” Processing Model
‘Parameter Placement
‘Evaluation

;

+Satisfactory Nominal Design

Figure 1.3 Three-Phase Organization Design Process

of the task for which an organization is desired, the first phase in the
process establishes basic features of the organization structure and
expresses them in analytic (i.e. mathematical) terms. Such features
include the number of members, their interconnections and their respective
protocols for interaction. Taken together, they constitute the anmalytic

organization structure. A second aspect of Phase I is to determine how

the inpots available to each member should be processed to generate
outputs that may be passed to other members. This is done with respect to

performance goals, and results in a set of decision rules that represent

the desired bebhavior of each member. Phase I is thus normative in nature
snd yields job descriptions, in the form of decision rules, that serve as

a target for actual bhuman behavior.

HBaving determined, in the form of a decision rule, the information
processing that each member ought to perform, the second phase of design
sims to implement decision rules. “Implementation” refers to the
specification of a collection of physical equipment, such as displays and
response mechanisms, that the human is to use in order to sccomplish the
processing required by the decision rule. Also included is the immediate
surroundings in which the equipment and the human are placed. Taken

together, these elements are a member’s task situstion.
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Given a task situation, a model is then developed that relates
elements of the task sitoation to an organization member’s actual

behavior. This model, termed the information processing model, bas two

components. The first is a description of the actual input/output
behavior realized. The second is s measure of the workload induced by
task execution. Since humans are limited in their information processing
ability, there will also be associsted with this measure =&
characterization of the maximum workload allowable without overloading the
member. In general, information processing descriptions will depend on
settings of parameters that are part of the physical task set-up, that is,

on task situation pasrameters. They will also be subject to variation due

to the way an organization member chooses to perform his task, i.e. there

will exist information processiélrggraneters. Phase II is thus ome that

involves human modeling. As such it is labelled the descriptive phase in
the design process, By first deriving a job description for each member,
however, there exists a focus for both the specification and modeling of

individual organization member tasks.

. The first two phases of design result in distinct, though related,
design elements. On the one band is an analytic organization structure,
which bas been developed assuming ideal human behavior. On the other is a
set of implementations of decision rules that have been constructed so
that actual human bebavior can match as closely as possible that which is
desired. The match is not necessarily perfect, particularly given human
workload limitations. Thus a third phase is necessary to integrate design
elements in order to complete the organization design. In this phase the
descriptions of actual imput/output behavior are substitoted for the
decision rules in the analytic organization structure and the structure
itself is sugmented with the workload models. Then task situation and
information processing parameters are placed, subject to constraints in f;
the workload models, so that organization performance is optimized. The ..€
result is a nominal organization design that canm be evaluated with respect :
to design goals. If the nominal design is determined to satisfy

organization goals, then Phase III of the design process terminates, :}3

yielding a satisfactory nominal design.

............
....................




The organization design approach incorporates both of the extremes
possible for handling bhuman behavior and limitations. Phase I essentially
neglects the fact that humans will be part of the orgamization, except to
define sets of inputs and ‘sets of outpuots and to determinme desired
transformations from inputs to ouvtputs. Were the design process to
terminate at this point, there would be no assurance that the decision
tules obtained could be reslized human by organization members; indeed, no
physical means would have even been specified for tbhem to try. Phase 1I
addresses this issue and in so doing gives due comsideration to the
realities of buman bebhavior, but the effort is focused on implementation
of specific decision rules. Finally, Phase III brings the two extremes
together, with the result that l'design is obtained that has accounted for
human behavior, but which has done s0 in a consistent and systematic
manner. Note that, becanse of the separation into opormative and
descriptive phases made for pragmatic reasons, the design obtainmed is not
truly optimal in the sense that the best possible combinstion of
topological structure, physical equipment, human bebhavior, etc. has been
assembled to accomplish some specific task. Rather, the design is ome (of

possibly many) that is scceptable with respect to design goals.

Key steps can be identified for successful execution of each design

phase. These steps are formalized in the next section as s methodology

for organization design. jf:

1.2 A Methodology for Organization Design
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Based on the three-phase approach to organization design, the S

s methodology shown in Figure 1.4 has been devised., The following éﬁ&
paragraphs briefly describe each methodology step. The purpose here is to .
provide an overview and to establish a conceptual framework and npotation. ?Q?

More detsiled discussion is contained in subsequent chapters, aslong with
examples of execution of each methodology step.




[\ Given : Organization Task
- Goals for design
- Operating environment

B

Specify: Analytic Organjizstion Structure
- Number of members )
~ Intermember interaction variables z; and characteristics n
- Eanvironment-member interaction varisbles y; and characteristics o
= Response variables to other members U; and to environment v,

(: Determine: Decision Rules

s - Formulate performance criteria Jo. 30

- v, = argmin Toly.e™)
F -y : Job descriptions
_[) Evaluate: .Noriative_Perfornnnce \\ I
- Ty .eN) vs. J, ‘J(
]Z Devise: Task Situations

- Task situvation parameters Oi

I: Develop: Information Processing Models

- Information processing parameters li
- Actual I/0 mapping: k;(0;,%;,0,,n,;)
- Induced workload: '1(3i'{i'”i’"i) el
- Limit to workload: w, T

(; Integrate: Design Elements “_.
- min T (k(6,1,0",m),6M) T
0.1 ..'._J

N
s.t. "(Gi ,li.ﬁ)iuﬂi) <

[}
L
-

- Nominal design: @ = 8%, A = AS :{:

)

- T,(k(6°,05,6N,5) M) vs.

!

I Modify: Design Elements
- Select modification type

H (Eﬂ luate: Nolilnl Design

MNPSOS

Figure 1.4 Organization Design Methodology
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1,2.1 Phase I

Steps A-D in the metbodology are part of Phase I. 1In Step A, the
designer is presented with a task for which an organization is desired,
slong with statements of general objectives of the design and the expected
organization operating environment. These statements are the point of
departure for the design process. Subsequent choices in design will
eventually be made and evalusted based on the designer’s interpretation of

them.

The first set of choices occurs in Step B, where an anmalytic
organization structure is specified. Figure 1.5 illustrates in a
conceptval way the elements of such s structure for a three-memdber
organization. Members perform their tasks within their respective
environments Bi‘ In general, bhowever, aspects of an individual's
environment can be held in common with other members, as indicated by the

intersections of the Ei'

Figure 1.5 Concept of Analytic Organization Structure

Members receive interactions from two different sources. One is from
their immediste environments as represented by the varisbles Y-
Characteristics of the environment that are relevant to these interactions

are represented by the parameters w;. Interactions also arrive from other
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organization members. These are represented by the variables z;, and
gelevant characteristics of these interactions are represented by ny.
Included in w; and =n; are the statistical characteristics of the
respective interaction variables. Organization members respond to their
eavironments tbrough the decision variables v, sand to other members

through the decision variasbles LIG

Thus in terms of Figure 1.5 the specification of an analytic
organization structure includes the determination of the number of
organization members and of the variables y;, ©v;, v;, z;. From the
statement of the design prodlem, nominal values for the environmental
parameters, u?, are also implied. All of this is dome, of course, with
the goal of accomplishing the overall information processing task of the

organization.

A key element that is pot specified ip Step B is bhow individuoal
members should respond vwhen particuler interactions are received. The
determination of values for v; and v, from values of z; and y; is the
information processing task of organization member i. This processing is
abstractly represented by the mapping Ty selection of the desired mapping
for member i is made in Step C. This is dome with respect to the
organization performance criterion Jo, which has been formulated in view
of design gosls. J, must be expressed as s function of y asnd w, which
collectively designate and ., respectively. The optimal input/output
mappings, designated 1‘ and referred to as decision rules, are obtained by
optimizing Jo over y, with w fixed at its nominal value uN.

A final step in Phase I is Step D, which compares the performance
obtained in Step C with that which is desired. If 10(7..0N) does not meet
performance goals, them a revision in the organization structure is

necessary.
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1.2.2 Phase 11

There are two methodology steps associated with Phase II. Recall
that this phase accomplishes the implementation of decision rules. In :ku
terms of the formalism described above, the optimal input/output mappings o
1.. which represent ideal member Dbebavior, sre replaced with
representations of actual bebavior. This 4is illustrated for one

organization member ir Figure 1.6. The variables Ui, Vi, Y3, and zg "

TS: Task Situation

IPM: Information ___.

Pracessing Model

Figure 1.6 Decision Rule Implementation

remain unchanged, as do w; and n;. However, a tvo-level structure bas

- replaced 7;, and each level is associated vih a metbodology step. In Step Tf?
E, a task situation is devised for the decision rule. Associated with

this physical setting are s number of parameters Oi that represent

characteristics of the sitvation that are to be determined at a later

point in the design process.

For the task situstion devised, an informstion processing model is
developed in Step F of the methodology. In general, both elements of this
model - an actual input/output mapping for the task sitvation aend s 7

vorkload measure - dopend on the settings of parameters 01. Furtbhermore,

. '
PRSI
: bk e,

they also depend on characteristics of the human organization member and

the way he performs the informstion processing within his task. These ff:
characteristics are collectively represented by information processing 5u1}
parameters 1‘. Finally, the actual behavior realized by an organization f?ﬂ

11




member will also in genmeral be affected by emvironmental characteristics

and tbe charscteristics of inter-member interactions. As s result, the
descriptions of input/output behavior, denoted by kg, and workload,
denoted by ¥;, will be functions of Oi. A;, @;, and 7;:

ki - ki(ei'li'.i'"i) (1.1)
'i = 'i(ei.l‘,&i.ﬂi) (1.2) it.

In addition, the workloasd element of the model will have associated with

it a limit, or saturation point, denoted by ii.

g 1.2.3 Pbase III '

F Given the organization design elements developed in Phases I and II, )
. Step G accomplishes their integration by substituting ki for 1; in J, and .
‘ adding the workload measures as constraints, Organization performance is ;if
. then optimized by placing the task sitvation parameters 6 and the ;;
'i information processing parameters A with respect to performance and in *

view of workload 1limitatioms. The solution to this <constrained

optimization problem is given by 6° and A®. With these quantities fixed

as part of the organization structure, and with o = uN. a nominal

organization design results.

A
R

Step H evaluates the nominal design with respect to design goals.
Such goals may, for example, impose requirements om organization operation k';
when @ varies from DN. If all gosls are satisfied, the methodology - 4
terminates. If the design is found to be uasatisfactory, then Step I is ‘
executed. In this latter step, a diagnostic function is performed,
wvhereby the design’s deficiencies are wused to select particular -
modifications to be made in design elements. Depending on the type of :.
modification selected, consideration then returns to a previous ;;%
methodology step, and the design process iterates until a satisfactory -

nominal design is obtained. }i:

12 "y
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1.3 Discussion

Subsequent chapters in the thesis discuss the methodology in detail
In this section am overview of the the main focus and themes of the thesis
is given and furtber comments of a general nsture are offered regarding
the methodology and the viewpoint taken with respect to humans as part of

organizations.

1.3.1 Overview of Thesis

Execution of the methodology described in the previous section
touches on a number of complex questions and in genmeral requires a grest
desl of judgemenmt at each design step. Issues that can be raised cover &
full spectrum, from the theoretical to the behavioral. In Phase I, for
example, the modeling problem of defining interactions ©between
decisionmakers is encountered, as well as the mathematical problem of
solving for optimal team decision rules in s distridbuted setting. Im
Phase II, the designer is required to understand and quantitatively model
human bebavior, which is usually not straightforward in even the most
unassuming situations. Finally, Phase III involves the mathematical
solution of a complex, monlinear, constrained optimization prodblem, which

often poses difficulties.

While each methodology step is discussed in subsequent chapters and
suggestions sare made regarding its execution, the focus of the thesis is
not in providing a general ready-to-use technique for organization design.
This is well beyond the thesis scope. The main goal, however, is to
provide a substantial argument for the methodology as an approasch to
organization design. The argument is made in part by discussing the
methodology in genersl terms, by relating methodology steps to specific
technical disciplines, and by indicating how methodology steps might bde

carried out in terms of specific classes of structures. An additional,

and perhaps more convincing, aspect of the argument is that the
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methodology has ipn fact been execnted successfully on a specific design

prodblenm.

Thus the contribution of this thesis is twofold. First, it is the
design methodology itself, or more precisely, the separation of the design

process into pormative, descriptive and integrative phases. This

separstion sllows the designer to consider issues related to bdasic
organization topology and struocture withont having to comsider
simultaneously buman information processing behavior. Furthermore, the
pormative phase provides s focus, in the form of a job descriptiom, to
guide the development of the information processing task for each member.

The third, integrative phase provides for the synthesis, in a balanced

T— v AR ah e g
. el e e

way, of considerations of organization structure with conmsiderstions of

buman workload. In this phase the designer is able to view existing
relstionships between individual workload and organization performance and
to explore various alternatives in trading one for the other. The ability
to investigate and make such tradeoffs is a key advantage of the

methodology.

A second aspect of the thesis contribution is that the design
sethodology’s viadbility does not rest on conceptual arguments alome. It
bas, in fact, been used successfully to desigs an organization that bas
subsequently been tested and found to operate as expected. In particular,
this provides support for the integrative phase of the design process,
since this pbase in effect must predict organization behavior in order to
select the nominal design solution. The fact that such predictions are
found to be valid provides evidence in support of the methodology's
viability.

In support of the major themes of the thesis, a case study has been
made of a specific team theoretic prodlem in which processing load
descriptions for each member have been added. A comstrained optimization
problems bhas been formulated and solution properties bave been
charscterized. Results of the investigation illuminate possible workload-

performance relstionships in a particular team structure. In addition,
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the problem examined in the case study is a mathematical abstraction of
the specific design example of the thesis and the -esults of the former
have been used in support of the latter.

1.3.2 Humans as Organization Components

In this thesis, the point of view is taken that bumans are to be

regarded as components within a larger system. Such a viewpoint is
analogous to that of investigators working with manual control problems,
where the concept of a human operator transfer function is a familiar one
(e.g. see [1]). Here, bowever, the essential function of the buman is
that of information processing. Furthermore, the tasks are assumed to be
routine, i.e. not highly cognitive. Thus in the same sense that transfer
functions characterize bebavior in manual control tasks, isput/output
mappings will be used in the present context to characterize informationm

processing tasks.

From the description of the methodology, it is evideat that the
decision rules that result from Phsse I (the normative design phase) are
well-defined. The question then arises as to whether the human is really
pecessary at all. That is, if the desired imput/output behavior of each
organization member is known as & solution to a well-formulated
optimization problem, why not implement it in hardware or software (and
by-pass Phases II and III)? To resolve this issue, one must look beyond
the basic design methodology. The npominal organization design is
sppropriste for the specific organization task defined in Step A.
However, a given organization may be required to perform many tssks, each
of which spsns a different period of time. For example, a command and
control organization is called upon to carry out different missions
depending on particular battle sitvations, high level commands issued,
etc. In such a situation, the basic orgsnmization structure does no:
change; instead, the way it is used changes. Furthermore, the human
components provide the adaptability required to make these changes. Thus,
for a given organization task, the design tbat results from Steps A-I
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ensures that the humans in the organization are able execute their
respective individual tasks. The fact that bumans are part of the
organization permits the basic organmization structure to switch to a

different organization tssk, if mecessary.

Another, and perhaps more compelling, reason for explicitly including
humans is slso dependent on their adaptability. VWhile most of the
information processing required for the types of organizations under
consideration can be regarded as routine, there may be novel situations

that arise occasionally. These require higher level human problem-solving

skills in order to be resolved. It is in the event of these situations
that humans have been included in the organization as "active compoments”

in the first place. However, even though their main purpose is to handle

situations that predominate as the organization accomplishes its task.
This thesis is concerned with the problem of guaranteeing that the routine
situations presented to the organization can be processed satisfactorily.
The consideration of how am organization should process movel situations

} unezpected situstions, humans are also required to bandle thke routime
b is beyond the scope of the present investigation,.

ﬁ 1.3.3 Intended Position of Methodology in Design Process

The process of design proceeds by stages, from first conmception to
final implementation. The methodology outlinmed bere for orgsnization
design is intended to be used at an early stage in the process. Phase 1

serves to test the basic feasibility of a psrticular organization

TR

structure. Phases II and III enlarge the scope of amslysis to include
t’, considerations relating to the presence of humans within the organization.

Once s satisfactory sominal design is obtained, bhowever, the design

process is sot over. Subsequent steps, such as detailed simulation or
prototype building snd testing, will in gemeral be mecessary before finmal
N implementation is realized. The point here is that no clais is made that
N execution of the methodology will result in a “resdy-to-use” design.
* Rather, the intended purpose is to occupy s place in the design process
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where the scope of analytical consideration is extended to imclude, in
some measure, human behavior. By incorporating descriptions of human
behavior explicitly within an apalytic framevork, it is believed that
valusble inmsight into likely organization bebavior can be obtsined for

purposes of design. S

1.4 Outline of Thesis

The thesis is organized as follows. Chapters two through four
consider each of the three phases of organization design, beginning in o
chapter two with Phase I (Steps A-D) of the metbodology. Chapter three -
considers Phase II (Steps E-F) dnd the third phase (Steps G-I) of design ﬁi]
appears in chapter four. :ii

Chapters two and three have a parsllel structure. The first section
in each discusses the corresponding methodology steps in a general way,
elaborating further on their intended opurpose. The second section
establishes the relationship of these steps to the work of others. A ]

third section delineates a particular class of organization structures or

information processing models (as appropriste), and formally states how e
the methodology is spplied to members of that class. Finally, an example
is discussed that illustrates the execntion of the methodology for the

respective design pkase under comsideration.
Chapter four first considers each Phase III methodology step in a
general way. A second section applies these steps to the particular L

example that was discussed in the previous two chapters.

Chapter five exercises the methodology on a specific design problem.

The problem is stated st the outset of the chapter and each step of the
methodology is executed in tura to srrive at an acceptable design. A
laboratory implementation of the required task situations was used to

operate the organization as designed, and to perform several tests to
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determine how closely the mathematical design predicts actusl organization
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bebhavior. In particular, it is demonstrated that failure to take human
processing limitations into sccount can have dramatic effects, as well as
that the careful placement of task sitoation and information processing

parameters can be s meaningful and beneficial step in the design process.

Concluding comments and directions for future research are included
in chapter six. Following this chapter, twvo appendices asre attached that
document the results of other investigations related to the thesis and
that provide supporting materisl for discussion in the thesis body. 1Inm
Appendix A, s specific team theoretic problem is investigated im which
constraints that are reflective of workload have been added to each team
member. Appendix B contains documentstion for the experimental work done
in developing and testing the organization design that is presented in
chapter five.
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II. ANALYTIC ORGANIZATION STRUCTURES - PHASE 1

RPN
‘g 2t ot o

In this chapter, those steps of the methodology that are part of the

top—-down phase of organization design are discussed. These include the

formulation of the design problem itself (Step A), the specification of an o]
analytic organization structure (Step B), the determinstion of decision ?
rules (Step C), and the evaluation of the analytic structure, given ideal

behavior (Step D). The first section discusses esch of these steps on a ,
general level., Next, the execution of Steps A-D is placed in the context ;?4
of related work. Of particular relevance here is the developing body of .-}
knowledge included under the rubrics of large-scale systems, team decision  J}

theory and decentralized control. Notions that bhave emerged from the

study of organizations by management scientists are also appropriate. A
third section considers a specific class of analytic organization
structures, that of distributed detection networks, and discusses
particular aspects of how Phase I of the methodology can be executed in
the context of this class. Finally, a specific design situvation is
considered in the fourth section, to which Steps A-D of the methodology
are applied.

2.1 Phase I Methodology Steps

In succeeding paragraphs of this section, each Phase I step in the
methodology is considered. The discussion is presented on a conceptual
level, with the goal of stating in broad terms some of the key saspects of

each design step.

2.1.1 Formulation of Design Problem ~ Step A

There are two elements that are essential to a statement of the

organization design problem: a description of the overall information

processing task and a statement of the performance level expected. The

19
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2.1.2 Specification of Analytic Organization Structure - Step B

The central function of Step B in the methodology is to translate the
organization design objectives and the characteristics of the task defined
in Step A into an analytic, i.e. mathematical form. This requires a
number of choices by the designer. Among them are the snumber of

organization members, their interconnection, and their protocols for

g interaction. Explicit evaluation of these choices is not made for every

g conceivable combination, but rather is made later in the context of
evaluating selected overall organization designs, which occurs in Phase

P III. Even so, it is desirable to conmsider each choice in anticipation of

. its later impact on the organization.

[

& With the goal of clarifying what is envisioned as an anmalytic

‘ organization structure, the following discussion offers a formalism within

S which to represent such structures. The viewpoint taken is similar to ;53

- Tenney and Sandell [2]. Basically, organization members are viewed as ;ij
processors of inputs into outputs. Inputs arrive from other members and EI;:

=

throogh interasctions with a local environment. They are processed into

outputs that are sent back to other members or to the immediate

environment. Governing this process is some temporal scheme for &:ﬁ

determining when responses are required or when interactions are to be i\j

sent. A characteristic that is central for the present development, fzm
- however, is that each member must on a regular basis seclect outputs as 4
:‘ responses to current inputs, In specifying an analytic organization ‘
E structire. all aspects of organization operation are to be defined, except .
‘ for this latter sssociation of response values to input values. )

The above can be stated more formally. Once the number of

A B cm e a4

organization members bas been determined by the designer, the overall

L
St PR
PP AP

1,
¥ o,

organization task is divided among those members, and the design proceeds

.

i
1
Y B
PP RIS Yo

by identifying specific mechanisms for how each member is to interact with

o

his respective environment and with other members. The variables y; and i;n
v; are specified to represent member i’s interactions with his environment ﬁﬂf
(refer to Figure 1.5). Also specified are the sets from which variable :;j
=
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values are drawn:

: y; ¢ Y (2.1)
- v, eV (2.2)

Included as part of the environment-member interaction varisbles is

the delineation of a set of generalized parameters that characterize the

environment of the member. These might include the relative likelibood ;{
that certasin events will occur in the environment, the tempo of the :3
member'’s interactions with his environment, or simply the probadility ;;
distribution on environmental interaction variables. Parameter values are i_?
drawn from a set specified by the designer, i.e. f‘

w; ¢ ni (2.3)

The purpose in defining w; s an element of structure is to formalize the
notion that the organization’s environment is either not kmown precisely
or is subject to change as the organization operates. Assessing the
sensitivity of the organization design to such uncertainty is thus an
important coasideration,

Inter-member interactions that the designer specifies are represented
in & similar manner. The variables 2z, are the interactions that arrive
from other members. Responses forwarded to other members are designated
by the varisbles LTE Their respective vslues are drawn from sets
specified by the designer:

z; ¢ Zi (2.4)
B; ¢ Ui (2.5)

As a matter of definition, it may be useful to partition z; end uy

T
b

sccording to the particuolar member with which they represent an

" ‘l

interaction, i.e. 244 designates interactions arriving to member i from
- member j.

= 22




Just as w., is intended to capture characteristics of interactions

i
with the eanviromment, L is a set of generalized parameters that ;4j
characterize inter-member interactions. The key aspect of n, is that it ;:g
designstes characteristics of interactions as member i experiences them. -
Thus while explicit parameters of organization structure cam be part of ;ii
L such as a deadline for responding to another member, it is also ﬁ:ﬁ

possible that quantities that are induced as a consequence of organization
3 operastion, such as the probability distribution onm the set Z,, can be :$

included as part of n. The main purpose in defining n; as an element of

- structure is to provide a formalism for later use in the methodology. ;;;
_ where not only the values of interaction variables affect buman ?
information processing, but also the characteristics of how these i
variables arrive for processing. Since such characteristics depend in _
» general on the processing accomplished by other members, which is itself _:j
é subject to change, it is convenient to lump the collective effects of such 4
g variation into a single quantity n; that is developed from member 1i's
; point of view. As with w;, n; is considered to take values from a

specified set:

n e X (2.6) =

The actual value of "y is induced as a consequence of the particular

design selected.

In terms of the formalism introduced above, in Step B the designer :;f
must specify the variables z;, Bis» Vio and y; and their respective sets of .
possible values. The generalized parameters included in oy and n; must »
also be defined, along with the sets Q, and T,. Furthermore, nominal ;9

values for €, denoted u?. are to be selected. The only aspect of the

organization structure that has not been specified at this point is the ;gi
mapping from inputs to outputs for each member. That is, the relationship - }
betwveen Z;, X Y; and V, X U; is not defined. Such a relationship is
designated as an input/output mapping Y;» vhere in genmeral y; is selected i,ﬂ
from the set I,: i

. vy e Tpo={yy] Z, XY Sp(Vy XTU)) (2.7)

.
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That is, Y; ®aps possible valunes of z; and b A into distributions on
possible values of vi and 8;. Once y; is selected and imserted into the

analytic organization structure s working analytic model is obtained.

The formalism used to discuss analytic organization structures is not
intended to be rigorous. There are a number of issues that have not been

addressed and which will require conmsiderable effort on the part of the

designer ip deciding an analytic organization structure. These include,

for example, the basic question of how to partition am overall task iato ]
-t

subtasks that are appropriate for individual members, as well as the
selection of a particular temporal framework which governs organization )
dynamics., However, the formalism highlights the major issues that are of "
concern in the present comtext. Specifically, Step B should bring the ?ﬂ
design to the point where what remains is to determine for each member ;1
which input should be mapped to which output, and in what sense i
(deterministically or probabilistically). In addition, the f;
characteristics w; and n; identified at this point will be used later in .ii
e

the design process when humans are included explicitly.

o AR A
YN ., . V.

2.1.3 Determination of Decision Rules - Step C o

Py
s
.

To complete the specification of a working anmalytic organization

model, it is necessary to select the imput/output mappings to be used by

T

N e ‘e ' . .
L.
aead.

sach member. This is done in Step C of the methodology by solving an f}
optimization problem. The criterion to be optimized is first formulated
to reflect the design goals stated in Step A is expressed in terms of a
cost J,. Given that all other elements of the analytic organization

structure have been specified except v, J’° need only be stated explicitly

T

as & function of y. However, in view of the uncertainty in the ;%
organization’s environment represented by w, it is wuseful to show
explicitly the dependence of Jo on &, although for purposes of selecting W
the desired input/output mappings e is fized at its mominal value. Thus .
the problem to be solved is stated formally as ij
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Decision Rule Problem (DR) ;;j

min Jo(y.wN)
re?T

The solution to Problem DR yields an optimal input/output mapping 1; for
each member, which is designated as s decision rule. Decision rules are
the key 1link between the purely analytical consideration of the
organization in Phase I with the consideration of actual human behavior in
Phase II. Decision rules are effectively the job descriptions that are
given to organization members, and thus serve as a prescription for ideal

human behavior.

It is important to note that s globally optimal solution of Problem
DR is not necessary as a requirement of the methodology. Recall that the
primary objective is that, an organization design be obtained that meets
design goals, particularly the performance level that was specified in
Step A. More than one set of decision rules may meet this objective, and
some may be easier than others to obtain analytically as solutions to
Problem DR, Thus the approach taken in solving Problem DR has a degree of
flexibility and choice associated with it, and the designer may well elect

to terminate the search short of obtaining s global minimum solution.

In view of the fact that human limitations in information processing
sre a primary concern in this thesis, the question arises as to whether

the problem forsulated in Step C wmight be modified to include workload

considerations as constraints. Such a formulation is indeed fundamental
to the approach pursued in the thesis, but it is inappropriate to pursue
it at this point. Decision rules are mathematical descriptions of the

desired behavior of a particular system component. Workload, however, i;J
describes human information processing in a specific physical situation. f:
Workload is thus dependent on the physical implementstion of a decision :ﬁﬂ
role. To include a workload constraint at Step C would in effect presume ;::

that a description of the workload for & given decision rule could be
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specified independently of its implementation, or that a physical
implementation could be selected without knowledge of the desired decision
rule. This is not possible. This is why the methodology separates these
two issues. First, the desired behavior is determined, aspart from the
sability of humans to actually accomplish it (Phase I). Then consideration

is given to how such behavior can be realized (Phase II),

2.1.4 Evaluvation of Basic Organization Structure - Step D

By substituting the decision rules obtained as solutions in Step C
into the organization structuore developed in Step B, a working amalytic
model of the organization results., This model represents in some sense
the "best” outcome that could be expected as a design, given the basic
organization structure. That is, subsequent steps in design will at best
only be able to reproduce exactly the decision rules 1. as the actual
input/output behavior of organization members. Moreover, it is not likely
in general that 7. will be realized perfectly. Thus performance of the
organization will not be any better than that wkich is predicted from
purely analytical considerations, and will 1likely be worse because of
later compromises made due to human workload limitations. It is therefore
useful at this point to compare the analytic organization model with
design goals, and evaluate whether it is possible for the basic structure
to result in an acceptable design. This is the function of Step D in the
methodology.

The assessment made in Step D is limited to a single definite
conclusion: if the analytic organization, operating with its decision
rules, does not meet design objectives as outlined in Step A, then an
slternate structure is necessary. If such a conclusion is reached, the
designer must re-consider some of the choices made in Step B. Ideally,
the points at which the design is inadequate will lead the designer to

select specific modifications to make in organization structure.

If, on the other bhand, the analytic organization does meet design
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goals at this point, tbere is mo guarantee that subsequent implementstion f;;
of decision rules will result in a nominal design which is also :Si
acceptable. However, preliminary indication of how likely it is that the . 4
organization structure will remain viable might be obtained by evaluating Py
the sensitivity of Jo to variation in w when Y = 7.. That is, if it is éfa
assumed that the actual ijinput/output behavior realized by organmization oy
members will approximate 1., then it might be uwseful to evaluate ,1&
T (v°.0) o

ow "

2

to obtain an indication of whether the generasl operating region that is ::}
unfolding for the organization is in fact a satisfactory ome in view of ::ﬁ

uncertainties about the operatidg environment.

In general, Step D represents an opportunity to assess the design at
an intermediate stage in its development. A considerable amount of effort
has been expended in Steps B and C, and Phase II will be another major
step in the design process. Step D is the bridge between these two

efforts and can be used as convenient milestone in the designm process.

2.2 Approaches to Phase I Execution

This section describes the relationship between the concepts relevant

to Phase I and other work. Though satisfactory completion of Phase I is

pnot tied necessarily to 2 particular analytic framework, the issuves that f}:

the designer must consider in the present context are similar to those ;_
considered by Tenney and Sandell [2],{3]. ;fw

Another framework that is complementary to Phase I considerations is

that of team theory. A team-theoretic decision problem has five essential
features [4]: (a) an underlying uncertainty expressed as a vector of
random variables; (b) a set of observations that are functions of the
uncertainty vector; (c) a set of decision variables—onme per decision-

msker (team member); (d) a set of decision rules—one per team member—-
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which select a valve of the decision variable based on the observations
available; and (e) a criterion that assigns costs according to the actual
values taken by the random vector and the decision variable of each team

member.

In terms of the steps within Phase I, (a)-(c) correspond to the
specification of an analytic organization structure in Step B. The
underlying uncertainty (a) and the observations available (b) determine
the environment in which the team operates. Characterization of this
environment in terms of a set of parameters corresponds to specification
of w. Available observations and decision variables (b-c) are the inputs
(z,y) and outputs (u,v) of organization members, respectively, and the set
of decision rules (d) corresponds directly to the set 7.. Selection of a
decision rule in a team-theoretic problem is dome with respect to
minimizing the cost criterion (e). This corresponds to the minimization
of Jo in Step C. Finally, the underlying potion in team decision theory
is that all members are cooperating to the fullest extent for benmefit of
the overall team (common cost criterion). This is also comsistent with

the class of organizations under consideration in this thesis.

Solutions for decision rules in team problems are characterized by
the nature of the problem’s information structure. There exist solutions
for classical [5] and partially-nested [6] structures. Recently, solution
has been obtained for a class of non-partially-pested information
stroctures [7]. Thus results and methods drawn from the investigation of

team decision problems provide an approach to the execution of Phase I.

Other approaches to executing Phase I can be found within the broader
consideration of large-scale systems. [8] surveys the 1literature on
methods for decentralized control and the analysis of large-scale systems.
These methods are to be considered as a resource upon which to drav. In
this sense, the designer is free to use any techmique that results in "job
descriptions®” for individual organization members, but whick also

sstisfies the necessity to assess overall organization performance.
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Large-scale systems and team—theoretic analyses do mnot explicitly

consider humans as implementing decision rules. In fact, the implicit
assumption is of perfect ratiomality [9], which humans do mot exhibit in
organizations [10]. The study of actual human organizations, though
largely qualitative, can provide guidance for the execution of Phase I.
That is, even though explicit consideration of workload is not possible in
Phase I in the sense of a mathematical formulation, it may be possible,
knowing that humans will eventually be a factor in the analysis, to

incorporste principles of human organization design when the amalytic

organization structure is specified. It may then be easier to realize the

decision rules that result in Step C. Among recent qualitative work in

organization design, Galbraith [11] asnalyzes organizations in terms of

information flow and processing, and describes other concepts that are

related to the present work,

Finally, some work has been done to simulate and analyze

DO

organization behavior [12]. Other work bas ~sed experiments with

different organization structures as a basis for abstracting principles of

organization [13]). Still other investigators have described principles )
for decentralized decisionmaking by snalogy with observed human bebavior :?
in o sitoation requiring negotiation [14]. Thus there exists a variety of ;:?
paradigms and principles, both qualitative and quantitative, from which iif
one can drav in order to specify an snalytic organization structure. tuj

2.3 A Class of Anllytic'Otllnization Structures

To illustrate the steps executed in Phase I of the design process,
this section considers a specific class of analytic organization ff}
structures, the so-called distributed detection network (DDN) ([7]. L

Formulation of this class has been motivated by the sitoation where & o
surveillance task is to be executed using a number of geographically ;ﬂﬂ
separated sensors that are able to make observations on the same itg
phenomenon, but which are limited in their ability to communicate with ﬂiﬁ

each other. Characteristics of a DDN include an underlying phenomenon
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whose state is uncertain, noisy observations made at each node in the
netvork as to its value, and an acyclic nmode interconnection topology that
contains at most one path from any ome mode to another. The task of the
netvork is to reach a decision as to the state of the phenomenon and to do
s0 optimally with respect to given error penalties. This task is
sccomplished by providing each node with a decision rule that specifies
the contents of messages to be sent to other, adjacent nodes when

particular observations and messages have been received.

The following paragraphs briefly review the characteristics of a DDN
and discuss the execution of Phase I, particularly Steps B and C, in terms
of this class. Though presented here as an example, DDN are in fact ome
of a very few classes of analytic structures for which the mathematics
exist to make Step C possible. Indeed, this reality is a limiting factor
in the applicability of the design approach presented in this thesis.

2.3.1 Elements of DDN Structure

A distributed detection network is characterized by several features
as follows. The underlying phenomenon, denoted H, is static and can take
a discrete number of values. These values are known and cam be
represented as a set of M possible hypotheses, whose a priori statistics

are also known. That is,
H=08 wp p(B=BK) , 1 =1,...,M (2.8)

There are available N noisy observations y; on the underlying hypothesis,

which are conditionally statistically independent, i.e.
p(yily,.y,.....yi_,.yi+,....yN.n) =ply;ID) Vi (2.9)

By assumption, these observations are distributed in some sense with

respect to each other and are the basis for defining the nodes in a DDN.
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The interconnection topology between nodes in & DDN is that of a
singly-connected network. In graph theoretic terms, such a metwork is an
acyclic directed graph that contains at most onme distinct directed edge
between any pair of nodes. Transmission on interconmecting links is
sassumed to be error-free. In addition, there is a finite number of
symbols available for use on a given link, This latter assumption models

the limited bandwidth condition that is & key issue with respect to a DDN.

Given this structore, a DDN node is defined wusing three basic

operators, which are illustrated im Figure 2.1. A tandem operator (a)

A

(@) Tandem (b} Fusion (c) Fission

Figure 2.1 Basic DDN Operators

receives messages from ome node and sends messages to a single
destination. Fusion operators (b) receive from many nodes and send to a
single destination, and fission operators (c) receive from ome node but
send to many destinations. Each operator has an observation ¥ associated
with it. Given the particular input messages and the observation yy» the
determination of wkich output messages should be sent is made using the
mapping T It is possible to combine fission and fusion operators at a
single mnode, and it is also possible that a node will have no input

messages. This latter type of mode is referred to as a source node.

The singly-connected structure of a DDN induces a partial ordering on
events within the network., It is assumed that all nodes receive their
respective observations ¥i simultaneously. Observations are then incor-
porated with incoming messages at each node to obtain outgoing messages,

Esch node must therefore wait for the arrival of messages from nodes that

k|
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precede it in the partial ordering of events. Becsuse they receive no
messages, source nodes are thus the first nodes to complete their

respective processing.

Relationship of DDN to Step B

To illustrate how a DDN can be used as an analytic organization

strocture, comsider the four-node DDN shown in Figure 2.2. Two tandem

Figure 2.2 A Four Node DDN

operators and one fusion and one fission operator have been used to form
the network., There are two source nodes in the network. In order to
facilitate the correspondence between a DDN and an snmalytic organizationm
structure, the formalism introduced in the previous section has been used

to label the links between nodes.

In the network shown, the ordering of events is as follows, After
observations have arrived at each node, nodes 1 and 3 select their output
message symbols for transmission, which are the values of variables un,,
and uv,,, u,,, respectively. These messazes are then transmitted to nodes
2 and 4 and received as the variables z,,, z,, and z,,. Finally, at nodes
2 and 4 values are selected for v, and v, using the observations y,, y,
and the received interactions. Note that because tranmission on links is

error—free, it is true that

B, =12,, (2.10)

ull = l‘. (2.11)

U, = 2,, (2.12)
32
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For the DDN in Figure 2.2 to be an analytic organization structure, —

the design must specify the following: ot
o
sets: U,,, U,,. U,,, V,, V, (2.13) S
<
distributions: p(y,lH) i =1,4 (2.14)
p(H) ' (2.15)
Eq.(2.13), (2.14), and (2.15), along with the properties of the DDN —3
structure already discussed, completely specify the operation of the
network, except for determining the association of output symbols to input
symbols and observations. That is, what remains to be specified is the
complement of input/output mappings Yie 1 7 1,4 where Sl

>4
»
L}

v, 1Y, = pU, N (2.16) s
1Y, X2,, X2Z,, 9 p(V,)) (2.17) :
{v,1Y, - ptv,,,0,,)} (2.18)
v, 1Y, Xz,, = p(v,)} (2.19)

Yy ¢
Y, ¢
s ¢
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Furthermore, if the structure in Figure 2.2 is to be used as an analytic

organization structure, the designer would also specify the generalized

parameters w; and n In the present case w; might be the distributions

it
p(yilﬂ). or it might be particular characteristics of a distribution type,
such as mesn and variance. Similarly, the distribution on Zij might be

included in n; e

2.3.2 DDN Decision Rules

B MMM WihOR s sagt . I

-~
o
{

{

In a DDN, the mappings Y; are selected to optimize the performance of

the network. To do this a cost is assessed locally at each node, and the

total cost is minimized vsing a technique based on spatial dymamic
programming. The result is a set of optimal input/output mappings 1:.
Stated in terms of the DDN in Figure 2.2, there are four cost functions

T T ,'Y.v""v o
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J;, one at each node: Cf

J, =J,(y,,u,) (2.20)

J, =J,(y5.2,,v,) (2.21)

J, =J,(y,,u,) : (2.22)

Te = Ty o2,,v,) (2.23)
The optimal mappings are those that minimize the expected value of the if
total cost J: "
o
Problem ~ DDN Decision Rules (DR-DDN) -j
4 =
min | E[J]' = min { t 2 ‘J ! ' ;f
el ;e Ty 1=1‘ M e
. §
The technique for finding DDN decision rules uses the additive cost E:
structure to decompose the overall problem into a series of stagewise %ﬁ
minimizations. The solution technique also depends on two other Lj

properties of the the DDN structure. One is that for any two nodes
connected by a link, their analytic relationship is <completely i
characterized by the joint probability distribution on the values of H and Q;
on the set of symbols that can be transmitted over the link. In terms of s
the DDN in Figure 2.2, the distributions p(u,,,H), p(v,,,H) and p(u,,,H) :]
completely summarize the relationships between the nodes. iﬂ
A second property of a DDN that is exploited derives from its singly- i;
connected topology. Because of this characteristic, it is possible to )
define s “"sweep pattern” for the network that is such tbat each link is ]

traversed exactly once (possibly opposite its actual direction) and also

such that the partial ordering on events in the network is preserved.

' e .
VS BORE YOS S S N S

Taken together, these three features of a DDN and its cost structure
cen be used to solve for decision rules. Basically, the solution
technique uses the established sweep pattern to transfer the per mnode

costs through the network. This is dome by finding the minimizing v; at a
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node and then traversing a link to the next mpode via the joint
distribution associated with that link. For the network in Figure 2.2,
this might be executed as follows, Beginning at node 4, it is possidble to
minimize E(J,} over y, as a function of p(z,,,H). Sweeping back to node
3, s minimization is conducted over v, as a function of p(u,,,B). Not
only is the expected cost at mnode 3 considered, but the added cost that
will accrue at pode 4 is also taken into account. Since in the first
optimization stage the minimum cost at node 4 has been found as a function
of p(z,,,B), it is pecessary in the second stage to only consider how the
selection of y, affects the value of p(z,,,H). This process continues

until a1l nodes have been considered and all links traversed.

The basic feature of the solution techmique is that at each stage »n

in the process there is a problem to solve of the form

. - .
v (Pn) = n:n E{Ji + vn+1(Pn+1) ) (2.24)
i

At stage n, the input/output mapping at node i is under explicit
consideration. fi is a reformulated version of J; wused in the
optimization technique. Pn+1 represents the joint distribution on the
link that has just been traversed to reach the mode and P, is the joint
distribution on the link that will be traversed to reach the mext node i
the sweep pattern., V;+1 is the equivalent of the optimal cost-to-go in a
dynamic programming formulstion. Here it represents the optimal cost to
retrace the sweep pattern back to its origin. In general, the number of
stages n is greater by 1 than the number of nodes. The additional stage
does not involve an input/output mapping, and is amalogous to the terminal
stage in a dynamis programming formulation. Solution to the problem in
0q.(2.24) finds the optimal input/output mapping 1; as a function of P,.
When the last node in the sweep pattern is reached, a reverse pass will

ith

select which of the 1; is to be the decision rule at the node.

The discussion here of the solution for DDN decision rules is

intended to be an overview only. The technique described entails the

reformulation of the stochastic optimization problem as given by Problem
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DR-DDN into an equivalent determinmistic problem. For the details of how
this is done and for how sweep patterns are established, see [7]. For
present purposes, it is sufficient to note that decision rules can be
obtained for a DDN and that the essential festures of the solution
technique are a stagevise minimization that is performed in terms of the

joint distribution on each link variable and the underlying pbenomenon H.

Relationship to Step C

Given the associstion made earlier between a DDN structure and an -

analytic organization structure, it is straightforward to complete this )

association as it applies to Step C considerstions. Basically, the
decision rule mappings in a DDN directly correspond to those that are
desired as the outcome of Step C. Thus, if a per member cost structure is

assigned to the analytic orgenization structure the technique for finding

t
[y

decision rules described above can be used to determine job descriptions

.
alat

for organization members.

2

:
I3
_a

-
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2.4 Execution of Phase I - Example ig
To further demonstrate what is intended in Phase I of the ?5
methodology, a specific design problem is considered in this section. Tj
After stating the problem, the remaining steps in Phase I are then ‘.5
executed, with the result that a promising amalytic orgamization structure i
emerges. Since the structure is of the distributed detection network G
class, the discussion in the previous section is directly spplicable. -

2.4.1 Statement of Design Problem - Step A
The manufacturing process for a certain crystalline material results
in crystalline structures of two types. Ome of there types is the

structure desired for the material and the other has properties that make o

it unusable. The process produces the materisl in wafers, and is such e
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that a given wafer will have a predominantly uniform crystalline

structure. About 20% of the wafers manufactured are unusable, although
this figure is known to be as low as 15% or as high as 25%, depending on

the current batch.

It is desired to sort the defective wafers from tbe usable ones and
to do so with an error rate of less than 10%. Furthermore, physical
limitations dictate that the inspection and sorting must take place as
wafers move from manufacturing to assembly along a comveyor belt, Wafers
are carried on the belt at the rate of R per minute. This rate is

nominally at R, but is subject to a ¥ 10% variation.

The basic test for detérnining the crystalline structure type
involves irradiating the wafer and then observing the diffraction pattern
that obtains. Because of impurities in the material and also due to the
mechanics of the test equipment, the diffraction image does not unam-
bigoously register crystalline structure. Instead, the orientation of the
image is wused as an indication of crystalline type. The judgement
required in assessing image orientation is mnot readily automated, and the

test therefore depends on human capabiljties inm order to be successful.

2.4.2 Analytic Organization Structure - Step B

The design problem posed is essentially one of devising an inspection
scheme for sorting wafers as they move along a conveyor. Furthermore,
because of the nature of the test, bumans are required as part of the
scheme. Thus the designer must determine the rate st which humans can
relisbly execute diffraction judgements and compare it with the conveyor
belt speed. Assume that no individual can slome perform the inspections
fast enough and still meet performance requirements. An inspection team
must then be formed such that the individually inadequate capabdbilities of
members are aggregated advantageously to meet performance requirements.
In doing so, additional consideration must be given to coordinating the

efforts of team members. MNany inspection schemes are possible. A
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reasonable next step is to propose an organization structure for the

inspection test and to analyze it with respect to design requirements.

Consider the inspection scheme shown in Figore 2.3. Two diffraction

3, y

L S
-ty

O O O O O

Figure 2.3 Wafer Inspection Scheme

tests are applied to each wafer, onme after the other., The diffraction
imsge obtained on each test is designated by y. Based on y,, the first
test is used to give a preliminary indication of the crystalline type.
This indication is passed to the second inspection test station as the
message B, This message is then to be incorporated with the second
diffraction pattern to determine whether the wafer should be declared
unusable. The value of v represents the decision to remove the wafer from
the conveyor. The tests at each station are arranged so that the second
test is being performed on one wafer while the first test is being applied
to the wafer that follows it on the belt. This is accomplished with no
confusion in the signal sent from the first test station to the second.
That is, the value of v used in the second test always corresponds to the

wafer currently under test.

To complete the specification of the scheme in Figure 2.3, additional
modeling assumptions are necessary about the characteristics of the tests.
A representative diffraction image is shown in Figure 2.4, As noted
earlier, discrimination between crystalline structures is made according
to the general orientation of the image. Let p be the orientation angle
as shown in Figure 2.4, Assume that if the diffraction test were a
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Figure 2.4 Representative Diffraction Pattern :_j

perfect indication of crystallime structure, it would show good wafers at ik:
angle p, = 135° and bad wafers at p, = 45°, Ljﬁ
o2

Denote by gk (k = 0,1) the event that a given wafer is unusable or 5nj

usable, respectively., Then according to the characteristics of the

manufacturing process, it is true that

p(E =8 & p, =0.2 (2.25)
p(E=08)4%p =o0.8 (2.26)
i Furtbermore, the essential feature of the diffraction image obtained on

each test is the general orientation of the image. Let y; represent the
.- observed orientation and assume that a reasonable characterization of the

likely orientation Y given H, is that of a mormal distribgtion:

Py IB%) ~ N(pp,o}) Kk =0,1 i=~1,2 (2.27)

(It is assumed that LN << 180°, so that the mod 2T periodicity of p may be
neglected.) The variances in observed orientation reflect the effects of
impurities in material, positioning errors in conducting the tests, and
other variations that are intrinsic to the test itself. It is assumed,
bowever, that the observed diffraction orientations (values of y,) are
independent of each other, given the value of H. Finally, the indication
sent by the first test station to the second is limited to a binary O or 1
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message. Similarly, the determination at the second station is an

either/or decision; v can be either 0 or 1.

"m- PR
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An amalytic organization structure for the inspection task has anow

DA S n A ol
[
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been defined, and it happens fh.t it falls within the class of distributed
detection networks as described in the previous section. Two tandem
operators have been used to form the organization, with the overall task
being to judge, or detect, whether the crystalline structure is of type 0

‘WT'—F"v- 'r
s [

or type 1. However, because the imspection organization makes repeated ,j
judgements, a slight generalization of the ststic DDN structure is ?%
required. It will be assumed that each wafer has taken on its crystalline f}

;n structore independently of all other wafers. Analytically, this means
that the value of H for each wafer is independent of that of all others.

o
In effect, then, the inspection organization is executing a detection task o
1

repeatedly, but independently of all other wafer inspections made.

. s
Y

Within the snalytic structure defined and in view of the operating R
environment of the inspection organization, several generalized parameters ;;
can be specified as part of w,. First, the a priori 1likelihood of
crystalline structure type is subject to variation. Second, there is
uncertainty inm the conveyor belt speed. Both of these parameters R
influence the environment of both members. Hence w, and w, are taken to ;;
be identical: =

©, =w, = (R,p(H)) (2.28)

In addition, nominal values can be assigned to w; based on the design e

problea statement.
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!! 2.4.3 Inspection Decision Rules - Step C

The organization structure specified for the inspection task requires

one human at each test stetion to judge diffraction patterns. Within the

R ]

ot ..
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analytic structure, this processing is represented by a mapping Vi where
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in particular

v, e T, = {y,I7, & p(u)} (2.29)
Y, e I, = (y,l¥, XU = p(v)} (2.30)

To determine the optimal mappings for the organization, a performance
criterion is needed that reflects design goals. From the design problem
statement in Step A, it is of interest to minimize the imspection error

probability in the organizstion. This is the performance criterion that

will be adopted for the organization. That is,

J, = p(v=0,B=B") + p(v=1,B=R") (2.31) _
From the definition of organization structure, it is evident that Jo liﬂ
depends on the input/ountput mappings selected. Furthermore, it is f;{j
straightforvard to show the dependence of J, on through p(H). At this I;i;
point in the design, however, the conveyor belt speed R does not affect S
organization performance. Essentially, whatever input/output mapping is ' 5;5;
specified is assumed to be executed instantaneously. This is one reason T

why decisjion rules represent ideal human behavior only, and not

necessarily actual behavior.

Given that the analytic organization structure is of the DDN type,

determination of the decision rules for each test station can proceed

using the technique described earlier. Figure 2.5 shows the organization

% % — ;;;
/ - B\ .
P. = P(H) Pz 2 P(u,H) P3 = P(V' H) \4

Ve
-
2
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Figure 2.5 Set-up for Determining Inspection Rules S
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structure labelled according to the sweep pattern to be used. Three
stages are shown, including s terminal stage corresponding to P,. Because
of the performance measure on the organmization, onmly a terminal cost is
present. This satisfies the stagewise sepsration that is required for the

solution technique to proceed.

At stage 3,

Vi(P,) = p(v=0,E=B) + p(v=1,B=B°) (2.32)
Sweeping backward to the middle stage, the problem

. . o . |
Vz(Pz) :ln lE{ v3(P3))) (2.33)
3

must be solved. That is, given a P, distribution, the characteristics of
¥s togetheg with the input/output mapping Y, determine P,. The
optimization problem in (2.33) selects the minimizing y, for each possible
P,. The solution for 1: is known (7] and bhas the form of a tbreshold
test:

.
. ¥, 2 t2j ve=1]l
7y ¢ if u = j and j=0,1 (2.34)
.
12 < t2j v=20

Values of the thresholds t:j
Pjx denote p(u-j.ﬂ=ﬂk). Then

are dependent on the distributjon P,. Let

. 2(0,)%108 (pyy/pss) + (py)2 - ()2

t20 = (2.35)
2(py = p,)

. 2(0,)2103 (py:/Pss) + (p.)2 - (p,)2

t21 - (2.36)
2(py = p,)

Continning backward to the first stage, the decision rule st the
first test station is determined as the solution to
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vl(Pl) = -xn’E{ V. (P.)) (2.37)

LAY

Agasin, for s given P,, the distribution on y, and the input/output mapping
Y, determine P,. Thus the minimizing y, can be found as a function of P,.

The form of 7: is also that of a threshold test
11 : l (2.38)

The value of t: depends of P,. Since P, is known (or least fixed at its

pominal value), t. is tberedby chosen. This in turn determines P: and

1
)
35
is known, which is the minimum inspection error probability

thereby selects t,., which finally determines P:. From P: the value of

¢ N
Jo(y )

possible using the current organization structure.

In sum the operation of the amalytic organization structure using its
decision rules is as follows. For a given wafer, the orientation of its
diffraction pattern in the first test is judged with respect to the angle
t:. If it is greater than t:. a message is sent to suggest that the
crystalline structure is ussble (i.e. u = 1). At the second test station
this message is used to select the angle threshold against which to judge
the orientation of the second test’s observed diffraction pattern. If the
perceived angle is less than the threshold, then the wafer is discarded as
unusable. Since t:. > t:,. the result of the first test is to bias the

outcome of the second test.
A final step remains to complete Phase I of the methodology: the

sssessment of whether the basic orgamization structure as proposed is
likely to be adequate for the task.

2.4.4 Evaluation of Analytic Structure - Step D

A working analytic organization structure has now been constructed to
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accomplish the component inspection task., Before expending effort to f;
implement the decision rule for each organization member, bowever, it is ij
uvseful to consider whether the structure itself, given idealized behavior, L
meets design goals, If not, there is 1little <chance that the if
implementation will meet design goals, since actual behavior can be no ;?
better than idealized behavior. 1In the present situation, the first :ﬁ
evaluation criterion is whether the probability of error in detecting _ %
defective components is within the sgpecified design limits. In other :i
;' words, is  i
t TGN £T 2 g
’ oY ) 2T, (2.39) J

Assuming eq.(2.39) is satisfied, further evaluation of the structure might
i-, include investigation of the sensitivity of Jo(y..wN) to changes in the
value of w, which in the present situation would only imnvolve changes in

p(H) since R is not part of the analytic structure.

. If evaluation of the structure points up a weakness, a revison may be j
Fi in order. Specific changes to be made would depend on the particular ]
wveakness discovered. One possible revision would be to incorporate more

diffraction tests into the structure, possibly in the form of additionmsl

n sed Al un 4o
Vol e Ty T

tandem operators in the metwork. If, however, the analytic organizatijon
structure satisfies the various evaluation criteria posed as part of Step f?
D, then Phase I of tbe design process is complete and attention can be )
focused on realizing tbhe decision rples as actuval human information

processing tasks.
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I11. IMPLEMENTATION OF DECISION RULES - PHASE 11 '17

~

After a job description for each organization member has been ;:2
obtained in the form of a decision rule, considerstion is focused on the i?H
.-~'-li

implementation 0. these rules. This is Phase II of the design process and c&ﬁ

corresponds to Steps E and F of the methodology. Basically, Phase II is

1

concerned with (a) the translstion of a mathematical statement of a

desired relationship from imputs to outputs into a physical set-up in

oL e
R e [
PO WP R AR Y VTR

which humans can sttempt to realize this desired relationship (Step E);
and (b) the development of a description of the actual input/output
relationship realized using the chosen physical set-up, along with a
description of the induced workload (Step F). In (b), the former is the
member’s task situation and the latter is the information processing model

of the task.

In the sections that follow, Phase II metbodology steps are first

discussed in general terms. The second section relates Phase 1I con-

siderations to other work. A third section delineates s particular class
of information processing models and discusses the execution of Phase II
in terms of this class. Finally, execution of Steps E and F is considered

for one of the members in the analytic organmization structure that was

suggested in Chapter 2 for the inspection task.

* 3.1 Phase II Methodology Steps .fbi
3.1.1 Devising a Task Situvation - Step E

% In Step E of the methodology, a physical set—up is devised so that
the information processing that a decision rule represents can, to the ,>1
greatest extent possible, be realized by humans. Such a set-up, or task )

sitovation, includes all physical aspects of the means whereby imputs z; }ff

é and y; are presented to an organization member. It also includes the

physical means whereby values from the sets Ui and Vi can be selected as T

45

........




4
3
'
b

e T

e

o ST e
(ORI W W

O et e T T T e,
M Yl Wl AN W, . a s e

it et B AT At A bt Ade doms aA Ak ke Al San s Al 4 e W W T T oWy wy vy vy owwyww v yew

responses by the member. Besides the physical mechanisms that are
directly involved with input and output variables, task situation
specification takes into consideration, as necessary, the immediate
surroundings in which the buman is to be placed when executing the task.
Space limitations and ambient mnoise, for example, are factors that could

influence the specification of the task situation.

Because of the several human sensory modes and the variety of
possibilities for presenting information using the modes, the designer has
many options when devising a task situvation. Inputs might be presented
visually or by using auditory cues. Similarly, output responses might be
registered using voice or manuval mechanisms. The selection from among the
many options is left largely to the judgement of the designer; in making
these choices, however, the designer should take into comsideration human
factors. Indeed, Step E represents the primary opportunity to do so in

the design process.

In approaching the determination of a task situation and weighing the
alternatives, the designer should use the decision rule 1; as a guide.
The aim should be to specify, with due regard for the member’'s immediate
surroundings, a collection of equipment, and directions for how it is to
be used, so that it is possible for the member to execute, at least to
some approximation, the decision rule for the task. Whether or not the
member will actually achieve 7; is considered in subsequent design steps.
To the extent that the designer can anticipate at this point the
processing load that a given task situation will induce, so much the
better, since this may aid subsequent design considerations. However, the
focus in Step E is on translating key structural characteristics of the

decision rule into a physical form.

Suppose now that a given member’s task situvation has been put into
place. That is, the collection of hardware chosen to implement the
decision rule has been installed and the member has been trained to use
it. The next design step will be to represent the human informationm

processing behavior at this task. This behavior will in general be tied
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to the characteristics of the task sitnation. However, task situation T
equipment, once installed, may have a number of features that camn be ~;‘
adjusted. For example, if & visoal display is part of the set-up, its —_j
intensity is something that can be adjusted. On a different level, :i
elements of the display itself might be available for adjustment, such as 53
the position and/or presence of a coordinate grid that is superimposed on E;i
a display of terrain features. Variation in task situation )
characteristics will also affect human behavior at task execution. ;55
Therefore, in anticipation of subsequent design steps, completion of Step f;h
E requires the delineation of a set of varisbles that are available for 7:5
sdjustment within the task situation, and which are expected to impact the -ii
information processing behavior of the member as he performs his task, .
These variables are the task situation parameters, and are designated by ':
8. ;:4
N |
¥hen the design is completed for anm organization task, the parameters j}
@, will be fixed, i.e. bard-wired, at selected values. Because of their o
potential effect on human information processing behavior, however, it is

not known at this point in the design what settimg for Oi will be most
advantageous from the organization's point of view. Thus Oi is left as a
free variable within the task sitvation structure for the time being. As
with the overall task situation, to the extent that the desigoer can
anticipate what effect certain parameters will have on later information
processing behavior, it may be possible to confine Gi to a small number of
parameters that have a significant effect on the organization, rather than
having a larger number, many of which do not substantially affect

information processing behsvior.

3.1.2 Developing an Information Processing Model — Step F

Though a task situation has been devised with ideal organization
member behavior in mind, it will be unlikely that actuval human behavior
will match ezsctly that which is desired. This may be due to human

limitations and/or to compromises made jin developing the task situation.
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What is needed, therefore, is a description of how am organizatjon member

actually accomplishes the information processing that his task situvation

requires. Tbis is the purpose of Step F in the methodology. There are ‘e

s
S A A

. e
r *e

R two elements of the description. One is a characterization of the actual

Lf input/ontput processing behavior and the other is a measure of the

e
ata‘a'a

workload induced by the task. Together, they constitute the information

processing model of the task.

.
Y

Given that the task sitoation provides s means for the orgamization
member to select responses u; and v, based on inputs z; snd y;, the
input/output behavior realized will by definmition be a mapping from the
set T,. Denote this mapping by k; to distinguish it from other elements
of I&. particularly 7;. In the'aequel it will be convenient to view k; in :
terms of a conditional probability distribution. Denote by ki the R

distribution p(ui.vilzi.yi) that is associated with the mapping ki. -J

LI
3

!

1

4
[
b

The second element of an information processing model is a e
description of the workload induced by the task, which itself has two

]

o

aspects. The first is the definition of a workload measure that is

v -

. s
L B 2 T

appropriate to the task. Besides the measure, however, it is necessary to

PP g 2 I O Sty

specify, in like terms, at what point human limitations become a factor,
i.e. at what point the human is overloaded. For example, if workload is

measured in terms of tasks executed per hour, them the overload point

PRI G

would be represented as some maximum number of task executions per hour.
Let v, and ;i denote the workload measure and limit, respectively. Note
that, depending on the behavior thst results and its consequences for the
organization, operation in a overloaded state (where v, > ii) may not be

undesirable. To make such a judgement, however, it is necessary to have

an input/output description that is valid for operation in the region of

overload.
For some tasks, it may be appropriate to use a multi-dimensional
workload measvre., Because workload dimensions may not be independent, a

generalization is required to specify workload limits in this case. While

this is possible 4in the present context, it mneedlessly complicates T
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discussion of the methodology. Therefore, a single-dimensional measure

will be assumed.

Both elements of the information processing model will in general be
affected by the characteristics of the organization member’s surroundings.
In terms of the current framework, this means that k; and w; will depend
on w;, m; and Oi. The generalized parameters w; bave already been
included in the formulation of a performance criterion. Here their
effect, particularly on workload, might be through the statistical
characteristics of y;. Similarly, the statistical characteristics of z;
may affect workload. This latter possibility is captured through the
generalized parameters n;. Finally, as discussed in connection with Step
E, task situation parameters have been defined primarily because their

values are expected to influence the information processing model.

In addition to characteristics that are external to the buman,
information processing bebavior may also depend on choices made that are
internal to the buman. This may be the case if, by training or by design,
the human hes developed or been provided with more than ome option for
sccomplishing the information processing required of him. For example,
suppose that the human is to perform some type of inspection task and that
two methods are available to him for this purpose. One method involves a
detailed examination process, but the other is such that only a cursory
examination is made. Depending on how the human chooses between his two
methods, processing load and processing performance at the inspection task
will vary. To sccount for the possibility that options in information
processing may be available, a set of variables that represents the
selection of options is postulated as part of the informstion processing
model structure. These variables are called information processing

parameters and are denoted by A;.

As with task situation parameters, the values of A, are not assigned
at this point in the design, but rather remain as free variables whose
values are to be selected later in the design process. Unlike values of

Gi' however, it is not necessarily possible to "hard-wire” Ay values,
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Instead, one of tvo interpretations can be assigned to selected li values.
The first is that they represent predictions for how an organization
member will elect to exercise his options. The second is that they
designate how the member should be trained to exercise his optionms.

Either may be appropriate, depending on the particular circumstances,

The different li interpretations point out that human informationm
processing behavior in the organization can also be viewed as a matter for
design. If the designer can specify the task situation, then he can also
specify to some extent how the organization member should operate within
that sitoation, instead of leaving tbe member to infer and develop his own
method of operation. Thus specific training at a task in order to realize
desired input/output behavior is well within the limits of the design
process, and can be used to arrive st asn informationm processing model of

choice, rather than one governed by circumstances.

At the.completion of Step F, an information processing model, with
input/output and workload components, will exist for each member that
incorporates the effects of external and internal parameters. Formally,

the quantities

ki(ei’li,ﬁ)i,ﬂi) (3.1)
'i(ei"'i'“i'"i) (3.2)
W, (3.3)

will be specified for organization members. The form in (3.1) is used to
represent the fact that the realized input/output mapping ki changes as
the values of 8., Aj, @, and 7y change.

At this point in the design process, the organizstion structure is
essentially complete. In addition to the analytic organizstion structure,
the task situation has provided members with the physical structure to do
their respective tasks and the information processing model bas structured
the members’ processing bebavior. It remains to select values of
parameters within the structure, which is the issune taken up in Phase III
of the design.
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3.2 Approaches to Phase II Execution

The specification of (a) a working emvironment, (b) & particular task
to be performed by humans within that eavironment and (c) s measure of
wvorkload for that task bhas been the subject of much scientific
investigation. This section discusses some of the approaches and methods
that have been developed as a result of these investigations, particularly
those that appear to be of direct use in executing Phase II of the
methodology.

The discussion is organized into two parts as follows. First,
resources in the literature are cited from which approaches can be
extracted for decision rule implementation. A separation is made between
the physical characteristics of an implementation (task situation) and the
mental characteristics (information processing model). In practice this
distinction is not so clear. For example, it may be of considerable
sdvantage to specify a task situation for which the information processing
requirements are well-understood, and thus simplify execution of Step F.
Motivated by this interrelatedness, the second part of the discussion
suggests a particular viewpoint for applying the approaches cited to the

execution of Phase II,

3.2.1 Approaches to Decision Rule Implementation

Physical Characteristics: Task Situation

As outlined in 3.1, one aspect of decision rule implementation is the
specification of the physical features of the organization member’'s task,
soch as displays and mechanisms for response to inputs. Issues that are
considered in this regard might include positioning of task situatijon
elements, both with respect to each other and to the organization member,

color and intensity of a display, or the coding and presentation of input
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information. All of these considerations fall within the realm of human

factors engineering, for which there exists a substantial 1literature.
Several recent texts [15], [16]), [17] present an orderly treatment of

issues that can arise in task sitvation development.

Mental Characteristics: Information Processing Model

The two elements of an information processing model are a description
of the input/output processing behavior of the organization member, and a
description of processing load that the task induces. In primciple ome
could approach the development of these elements independently. A
description of the input/output processing could be obtained, for example,
by constructing a simple table based on observation of the organization
member as he performs the task. However, input/output processing activity
is wusually highly correlated with processing load, and tbus the two
elements should not be separated. A majority of the approaches that might
be used to develop an information processing model pursue a description of
both elements of the model simultaneously with the goal understanding how
one interacts with the other. This is often done by identifying variables
that have an effect on both performasnce of the task and task workload. In
the present context, such variables correspond to the task situation

parameters (8;) and the choices in processing (A;) described earlier.

There exist many approaches to measuring human workload in routine
information processing tasks, motivated by a variety of issues and
involving a number of scientific disciplines., A recemt classification by
Sanders [18] defines three broad categories of workload models: (1)
psychophysiological measures, (2) subjective measures and (3) bebavioral
measures. In the first, measurements of physiological quantities, such as
heartbeat rate, are correlated with changes in task conditions. A task
condition that produces a higher heartbeat rate, for example, is
considered to have a higher workload. The second category uses subjective
assessment techniques to arrive at an ordering of the workload induced by
a particular set of task conditions. For example, a subjective scale is

often used to rate the flyadbility of an airplane, with the implication
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that an improvement in flyability rating corresponds to a lower workload.
Soulsby [19] surveys the literature on these two approaches to workload
modeling. Moray [20) also discusses physiological approaches to

describing workload.

While the use of psychophysiological and subjective measures are
viable approaches to workload characterization, the third category is
perhaps the most directly applicable in the present context. This
category includes the so-called class of “"spare capacity" approaches,
where a secondary task is used as a device to arrive at a measure of
workload for the primary task., Also included in the category of
behavioral measures is an approach that models workload directly using
mathematical equations, Information theoretic models and the optimal
control model are examples of this approach. Soulsby [19] also surveys
the literature pertainming to this class of approaches, and Moray [20]
includes relevant discussion that is organized into control emgineering,
experimenttl'psychology and mathematical modeling sections. In addition,
Pew, et al. [21] present an extensive review of mathematical models of
buman performance at information processing tasks. In more specific work,
Rouse [22] develops mathematical models for estimation tasks, and Green
and Swets [23] present a detailed treatment of the application of signmal

detection theory to human performance for detection tasks.

In sddition to approaches that aim to model and assess workload,
Phase .II of the methodology can be informed by results from wvalid
simulation models of human behavior. PROCRU [24] and the Human Operator
Simulator HOS [25] are smong the models of this type. Finally, there
exists an extensive literature in experimental psychology and mathematical
psychology that documents and predicts human behavior in various
situations and under various conditions. Though the emphasis in these
disciplines is on understanding human characteristics on a much more
fondamental 1level, execution of Phase II can still benefit from the
knowledge available.
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3.2.2 A View on Applying Approaches to Decision Rule Implementation

Many of the approaches cited above, psrticularly those that seek to
represent human behavior using wmathematical wmodels, begin with s
particular task or class of tasks (e.g signal detection or manual control)
for which it is desired to sassess and/or predict human performance and
workload. A model is then bduilt that reflects fundamental aspects of the
task, and is tested for its validity with respect to some explamatory or
predictive expectations. This type of approach thus proceeds from (1) a
specific task to (2) a model of human execution of the task, and them to
(3) an evaluation of the model’s validity. This process is illustrated inm

part (a) of Figure 3.1, Often the mathematical model is normative, i.e.

Tssk }\ Decision Rule

.. I ~ . T

lodgl of Task -

/

Task Situation
Normative Behavior

1 1 . —=

S Observe Actual Behavior - N Information Processing
g Validate MNodel Model
F (s) (b)
f Figure 3.1 Comparison of Approaches (a) Human Modeling (b) Phase II of
Methodology
é ideal human behavior withinm the task is prescribed. Observed behavior is .
then used to assess vwhether bhuman performance matches normative i
expectations. .
# In the context of organization design, steps similar to those .j-_r;_i
outlined above are taken in the course of completing Phase II of the :351
methodology. A key difference exists, however, in the order that they ﬁii
- O
occur. Instead of beginning with s specific task to model, Phase II e
begins with a statement of normative behavior in the form of a decision :5{
]
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rule. In subsequent steps a task situation and sn informastion processing

model are developed that realize as closely as possible normative
bebavior. In executing these steps, it would be of great bemefit to have
some basis for deciding what kind of task situation to specify in anm
attempt to implement a given decision rule. Such a basis exists, however,
in the form of validated models that have been developed using the
approach of Figure 3.1a. Thus, given a particular decision rule, the
designer can undertake a matching process (donble arrow in Figure 3.1)
whereby he seeks to find an already documented description of human
behavior that is similar to the processing that is to be realized. If a
match can be found that is satisfactory, the task for which the matching
description was developed can become the task situation for the
organization member, and the mathematical model of the task can become a

central part of the organization member’s information processing model.

Conceptually, then, the organization designer can view much of the
work in human modeling as being a catalog, with each item listed according
to a description of input/output processing accomplished. Under each
entry is a description of the task from whick and for which the processing
model was developed, along with the workload model for that task. Given a
specific decision rule to implement, the designer can then look through
the catalog for an entry or entries that meet his needs. Having a
decision rule to match enables the designer to focus his efforts. This

focus is viewed as a key advantage of the methodology.

3.3 A Class of Information Processing Models

As a vehicle for illustrating more concretely the various aspects of
an information processing model, this section describes a particular class
of such models and discusses Step F in terms of this class. Definition of
the class is based on assumptions commonly used by investigators to model
human information oprocessing, and in some sense represents only a
restatement of these assumptions in terms of the present framework, It

should be emphasized that while the discussion in this section is intended
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to be illustrative, the class of models considered does not exhaust the

information processing models that are possible outcomes of Step F.

The following paragraphs first consider the basic building block of
the class, which is a procednre. Subsequent discussion considers bhow
procedures are combined to form more complex models and indicates how the

quantities O, o, A, and n might be manifested in terms of this class,

3.3.1 Procedures

Sanders [18) identifies a number of viewpoints that have been taken
when modeling buman behavior, including the view of humans as limited
capacity processors. A fundamental premise in several approaches based on
this view is that humans accomplish information processing tasks using
"programmes”. A program is a sequence of mental processing steps that are
executed 8s a unit. Such a view is particularly appropriate in connection
with a rootine task at which the human has had much practice. Completing
the task is simply s matter of exercising the program that the human has
developed for tbat task.

Another premise that is (according to Sanders) often associated with
a8 limited capacity model is that mental processing resources are allocated
in an 8ll or nothing fashion to complete a task. As a consequence,
processing load is directly related to observed processing time. Tasks
that require more time to complete have required morc processing resources

and hence have a bhigher workload.

These two premises can be formalized inm the present context as
follows. Given that a mental processing program, or procedure, exists and
is being wused to asccomplish & task, there emerges a well-defined
relationship between inputs and outputs that characterizes the procedure,
Indeed, in some sense it gives the procedure its identity., In terms of
Step F considerations, this relationship qualifies as an input/output
description. Denote by k’ the input/output mapping associated with &
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procedure. Finally, if procedure ezecution time is taken to be in direct
proportion to the use of mental processing resources, it is possible to

derive a measure on task workload using processing time.

3.3.2 Information Processing Models Using Procedures

Single Procedure

L

R

Using the concept of a procedure, the construction of an information
processing model can be considered in more specific terms. In the

simplest case, suppose that member i’'s task situvation is such that a

Bk b i

single procedure is executed ‘to accomplish the required information

processing. The input/output bebkavior for the task is the input/output

behavior that procedure execution determines:

Vo R S .
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Now assume, for purposes of argument, that inputs y arrive from the
environment once every t time units and that a respomse u is required for
each one. Thus the procedure must be ecxecuted every T time wuvnits.
However, procedure execution time is a variable quantity. It depends in

general on the current values of input variables z and y. It also depends

on the characteristics of the task situation. In particular, processing
time will vary as task situation parameters are varied. Finally, in }f}*
addition to the time required specifically for procedure execution, :

overall observed processing time will include a component due to human

sensory-motor delays. There will be associated with this component a ;fiz
certain variability as well. o

In view of the above, a workload measure for the procedure is E'.j
suggested as follows. Given the conditions affecting procedure execution :;?
time, the overall processing time for a single procedure execution might ;;E]
be represented as a random variable t, drawn from a distribution i:ﬁ

hy(ei"i"i)' where the distribution itself characterizes sensory-motor u_:
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variation. Assuming hp to be independent of input characteristics, then
the average processing time, as a fonction of 8. is given formally as a

conditional expectation:

t(6) = E(t lo) = j j j By(8,.2,.3)p(z; Iy (s et 4y 4z, (3.5)
3, Vit

To arrive at s workload messure, it is necessary to incorporate eq.(3.5)

with the requirement that ome procedure execution be completed every =

time units. This can be done by forming the ratio of the two quantities.
That is, define
t_(8,)
v, = —2 2 : (3.6)
T

If the aversge procedure execution time exceeds the interarrival time,
then the organization member will be unable to complete procedure
executions fast enough; he will be overloaded. Conversely, if ;p is less
than ¢, there is sufficient time for the member to use his procedure.

Thus the processing load limit is reached when w; is waity, i.e.
¥,=1 (3.7

From eq.(3.5) and eq.(3.6), it is evident how workload depends on factors
external to the organization member. In particular, the generalized

parameters w, and n; are given as

o; = (plyy),v) (3.8)
n - (p(zilyi)) (3.9)

In eq.(3.5), the dependence of task situation parameters has also been
included explicitly. Moreover, in addition to affecting processing time,
it is possible that Oi will have an impact on the procedure’s input/output
characteristics. This would be the case, say, if ome of the steps within
the procedure was accomplished directly in terms of a task sitoation

parameter.
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The discussion above bhas been for the relatively simple case where a
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single procedure is used to accomplish a given task. Now consider the
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case where an organization member possesses more than ome procedure. This
might occur, for example, if he has been trained to perform a task more
than one way. It might also occur as a comsequence of a decision rule’s
form. That is, the task itself may be such that it decomposes into two

distinct information processing tasks, each of which bhas a procedure ;;

PPy NN

associated with it.

In instances where the .or;anizltion member has more than one

oo

procedure, a selection is required as to which procedure is to be used at
a given time. In general, this selection will be made based on the

current inputs and also according to the member’'s preferences. The latter

dependency is an example of a choice made internally by the member.

The notion of a multi-procedure information processing model can be
b

formalized as follows. Denote by pi(j|zi.yi) the probability that the jt
procedure of member i will be used, given that the inputs z; and y; are to
be processed. The overall inmput/output conditional distribution ii is

then

B - 5’1(-‘"1"1)"‘91,1 (3.10)
J

The distridbution ’i(j"i'yi) represents a selection among processing

options and ;pij designates the jth procedure of the itD member.

To the extent that procedure selection is made at the member's

discretion, pi(jlzi.y‘) designates & choice internal to the human. Thus

the information processing parameters will in general include some subset
of the possible distridbutions Pi(jlzi'yi)' In an extreme case vwhere
procedure selection is entirely up to the member, A; contains pi(jlzi.yi)
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as a free parameter, i.e.

A= (pyGlzg,yy)) (3.11) =
where ;%
il il > ) %

2 pi(J zi.yi) = 1 , pi(J zi.yi) 20 (3.12 =

3

The workload measure for a multi-procedure model has a form similar _;

to that of eq.(3.10). By including the conditional distribution for ]
procedure selection in eq.(3.5), the overall average processing time Tbi B
is expressed as ")
Y

T - -4
R [pi(j)'tpij(oi)] (3.13) _

b] g

Assuming the processing rate requirements are as discussed earlijer, ';]
substitoting Tii(ei) for the numerator in eq.(3.6) yields a workload *i
messure that reflects the multi-procedure sitnation. Eq.(3.13) may not be ;3
a complete characterization of processing time in some situations, ;d
however. Sanders [18] notes that additional processing resources aad ]
L

hence additional processing time may be required to switch procedures.
This bas been observed and modeled in [26] using an approach based on
procedures. In particular, processing time for switching was found to

depend on the relative frequency of switching to a given procedure. Thus

vt e e e e e LRCR
A Y

a more sccurate model might include an extra term (;sij) for the average

procedure switching time:

Tpi = 2 [pi(j).tpij(ei) + t‘ij(pi(j)) ] (3.14) 5
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3.3.3 Summary

This section bhas considered information processing models in more
specific terms. In particular, a procedure was defined as a model form
that is appropriate for characterizing information processing in routine
tasks. Using procedures as s basis for discussion, it was indicated bow
each of the quantities used as arguments in the general information
processing model formalism might be realized in practice. These
quantities include task sitvation parameters Oi. information processing

interactions with other members n. and generalized

i' 1)
parameters that derive from interaction with the member’s enmvironment ©;.

parameters A

It should be emphasized that the discussion has been primarily for
illustration and the model is not intended as the necessary basis for all
information processing models., The form will find use elsewhere in the
thesis, bhowever, including the mnext section where an information
processing model is suggested for the first member in the inspection

organization ‘that was considered in Chapter 2.

3.4 Execution of Phase II - Example

To further illustrate Phase II of the design process, this section

d 'scusses the execution of Steps E and F for a specific decision rule.

Job Description

Recall the inspection task described in Chapter 2. A two member
anslytic organization structure was proposed, where each member was to
perform a test on wafers of crystalline material as they passed by on s
conveying system. Both tests were such that the diffraction angle from an
irradiated component was used as an indication of its crystalline
strocture., The tests were not perfect, however, and decision rules were
established for each organization member. For the first member, this rule

was a single threshold test:
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if Y1 >t say u =1
Yy ¢ (3.15)
else sesyu =0

Eq.(3.15) represents ideal behavior by the first organization member. As
such, it serves as a target for the specification of a scheme wheredby o
human can sctually observe the diffraction pattern and register his

judgement as & respomnse.
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3.4.1 Task Situation - Step E

The basic characteristics of the test procedure are a brief
illomination of the wafer and the ability to observe the diffraction
pattern that is returned from tbe wafer. This immediately suggests the

PN SR

form of the task situvation required: it must be such that a visual
display of the pattern is presented to the member. Furthermore, since by
design the organization member is to select one of two responses based on
the observed pattern, two mechanical buttons can be provided for this ,3

purpose.

To complete the task sitvation structure, it is necessary to adapt ;f
the test to the fact that the wafers are moving, and also to find s means fj
vhereby the threshold t, can be used in judging crystalline structure
type. To resolve the first issue, it is reasonable to assume that the
illumination and return of a diffraction pattern can take place quickly
with respect to a moving wafer'’s speed and that the diffraction image can
be stored. Equipment that accomplishes this can be built into the task 3;

situation. :$F

To resolve the second issue, the threshold angle for discriminating

between crystalline types can be superimposed on the displayed diffraction

. .
PRI ]

e .
bk i A i

image. Thuos the organization member’s task situation can be represented

as shown in Figure 3.2, The threshold angle for comparison has been

oy '
bl

depicted as a double-headed arrow, and a representative diffraction image
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Image Display ResPonse. Mechanism

Figure 3.2 Task Situation for First Organization Member

has been shown. Tbe processing. task of the organization member is to
judge whether, on the whole, the pattern is oriented at an angle greater
than or less than the threshold angle. Depending on the judgement made,

either the “<” or ">" button is pressed, which corresponds to u = 0 or 1,

respectively. Completion of the processing occurs when a bdutton is
depressed, the response made is then forwarded to the second member. The
image also clears and the diffraction image for the next wafer is

displayed when it becomes available.

Thus the task situation consists of a wmechanism for obtaining
diffraction images, and for displaying them with the threshold t,
superimposed., It also includes the mechanmical buttons that register the
member’s response. Since these two elements together act to present the
observation y, and to provide a means for selecting a response u, the task
situation is one that meets the basic requirements of the decision rule.
Other elements of the task situation are the physical position of the
display eqnipnentvvith respect to the conveyor, as well as the position of
the human with respect to the display and response buttons. Together they

make up the structure of the task situation.

From Figure 3.2, it is spparent that the orientation of the double-
headed arrow will affect the responses made by the organization member,

and will thereby impact the realized input/output processing behavior. It

also bhappens that the value of t, will affect workload, as will bde

;
b
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discussed shortly. Therefore, t, is selected as a task situation
parameter. Although there are probably several other parameters that
could be identified that affect the member’s diffraction image processing
behavior, such as display intensity or display resolution, only one will

be included here as part of 0;:

6, = (t,) (3.16)

3.4.2 1Information Processing Model - Step F

Given the task situnation .fox accomplishing the diffraction image
test, 8 description of human behavior at the task is now needed. It will
be sassumed that the task situation represents a routipme information
processing task, and thst with practice the member will develop a mental
processing program for doing the task. Thus a single procedure model is
postulated. While data has not been gathered to substantiate and validate
the model suggested, the task itself is similar to ome for which data has
been collected (see chapter five). VWith this caveat, the information
processing model for the first member in the inspection organization is as

follows,

Once the member becomes comfortable with his task, there will emerge
& vwell-defined input/output behavior that characterizes the mental
procedure tbat is being executed. Becaunse of the borderline cases in
judging diffraction patterns, the comparison with t, will not be perfectly
deterministic, however. Instead, actual human bebavior will correspond to
a conditional distribution i“ (which implies an input/output mapping k,,)
of the form

k,, © pluly,) (3.17)

where
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if yy2 t; v=1 wp 1-8

|

. s=0 wp B L

plaly) - (3.18) =
if Yy < t1 u=1 wp B :;3

vo=0 wp 1-8 T
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As before, the double subscript ij designates the jt procedure of member

i. (The notation k,, has been used in anticipstion of further discussion

=

in chapter four.) According to eq.(3.18), the organization member makes -
an error with probability of p in judging y, with respect to t,. If B is f;J
small, the realized behavior is close to the ideal bebavior sought, and :
the decision rule has been implemented reasonably well., As B becomes .
lir;er. the success of the implementation comes into gquestion. A ]
reworking of the task situation may be warranted, or perhaps better
training of the organization member at the task is needed. The mnecessity ;;i
to do so is mot clear at this point, however, since the implementation can T{ﬁ
best be assessed only in view of the overall organization. Finally, note aij
that the task situation parameter t, directly influences the iii
characteristics of k, .. ;;:
v 4
Following the discussion in section 3.3 regarding procedures, mental t;@
processing resources and processing time, the measure of workload for the ;ji
menmber will be derived wusing observed procedure execution time, In éﬂi
particular, assume that sverage procedure execution time, denoted tpll' -
depends only on t,. As t, ranges from 0 to 180, the variatiom in tpu is ]
shown in Figure 3.3. The underlying effect is that as the threshold

:Efu

—t

0 £, 9 £ 180

t,

Figure 3.3 Average Time For Procedure Execution

comparison r :le moves closer to the horizontal, it becomes less uncertain
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- a priori as to what response will be selected. The asymmetry about t, =
E“ 90 is because of the distribution on observations. Response time is
- highest when diffraction images are equally likely to be oriented on

either side of the threshold. Since there is an unequal distribution on
crystalline structure types, the value of t, that makes u equally likely
to be 0 or 1 is closer to the more likely value of Pj» which is p,.
Altbough changes in p(H) will in general affect tpxl' it is assumed that

the characteristic shown in Figure 3.3 will remain valid ss p(H) takes on

values within the range specified in the design problem statement.

Combining the average processing time measure with the requirement

that patterns must be processed fast enough to keep up with the comveyor

speed, the vorkload measure of the first member is given as
v, = th,(t,) R (3.19)
with a processing load limit of
W, =1 (3.20)
This completes the execution of Step F for the first organization

member in the inspection organization. In sum, the information processing

model for the task is given as

k, © k,,(t,) (3.21)
v, = to,(t)R . (3.22)
W, = 1 (3.23)

The model has explicit dependencies on the task situation parameter (t,)

..'I‘J“f-‘r—vﬁ"-valfv,—',—.—',.—r— - — = ’nV.T v~ ‘—r.v-"'"r v v rv!-“f' J—

and on one of the generalized environment parameters (R). There are no
internal choices made by the member; |hence A, is not a factor.
Similarly, the first member does not receive inputs from the second;
hence n, is also non-existent. Finslly, an important point to note is
that eq.(3.21) is valid only so long as w, does pot exceed ¥,. That is,
the input/output processing bebavior represented by k,, is a valid

description of actual behavior only when the member is not overloaded.
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IV. DETERMINATION OF SATISFACTORY NOMINAL DESIGN - PHBASE III fﬁ;

Phases 1 and 1I of the design process bave focused on different,
though related, parts of the design. To integrate the design elements
obtained in these two phases, a third phase is necessary. It is in this
phase that the designer is first provided with an opportunity to view and A
evaluate the organization design as a whole. It is also during this phase
that potential tradeoffs between organjzation performance and indjividual S
member workload are made apparent. Once such tradeoffs have been made and T
the integration of design elements has been satisfactorily completed, a
nominal organization design exists that meets design goals., The design
encompasses the specification of basic organization structore, delineation
of specific tasks for each organization member, and prescrip- lé:
tions/predictions for how members should/will perform their assigned

tasks,

This chapter considers the integration phase of the design i;]
methodology, and is organized as follows. In the first sectioa, the . d
specific steps of the methodology that are part of Phase III are discussed -
in general, These include a step to integrate design elements by placing
task situation and information processing parameters for best organization N
advantage, but also with regard for workload limitations of imndividual :tj
members (Step G). The result of this step is a nominal design. Once a ﬁ};

nominal design is obtained, however, it must be evaluated with respect to i%'

overall design goals (Step H). Finally, if a nominal design is found to -

be unsatisfactory, a selection from among various options for modification

o

must be made (Step I).

A
PR YR

E The second section discusses the execution of Phase II in terms of ir

v,

the inspection organization considered in the previous two chapters,

PR gy s

Initially, a nominal design is obtained for this organization that is
flaved. Modifications are then made, and eventually a satisfactory

nominal design is obtained. .
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4.1 Phase III Methodology Steps

4.1.1 Obtaining Nominal Design - Step F

Review of Phase I and Phase II Elements

Recall from Chapter 2 that Phase I of the design process has resulted
in the specification of an analytic organization structure. This includes
the number of organization members, their protocols for interaction, and
an analytic objective function Jo that reflects organization performance
goals.. This function has been formulated in terms of input/output
mappings used by organization iembers and in terms of the generalized
parameters that characterize the interactions of organization members with

their respective environments. That is,
T = JIo(v,0) (4.1)

Furthermore, an optimization process in Phase I has selected the optimal
input/output mappings, or decision rules 1‘. under the assumption that w

is fixzed at its nominal value uN. i.e.

1. = arg min Jo(y.uN) (4.2)
Y

Phase II has used the decision rule of each member as a normative
specification, or job description, of the processing that the member is
supposed to perform. A task sitvation has been comstructed so that this
processing can take place, and an information processing model bas been
developed that describes the member’s behavior as he performs his task.
This description includes an actual input/output characterization (ki) and
a measure of the workload induced by the task ('i)‘ Both components of
the information processing model depend, in gemeral, on task situation
(64) and information processing (xi) parameters. They also depend on

psrameters that characterize inter-member interactions ("i)' as well as
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parameters that characterize a member'’s interactions with his environment
("i)° Written formally, the outcome of Phase II is then given as two

expressions:
ki = ki(ei.li.wi.ni) (4-3)

'i = 'i(ei,li,ui.ﬂi) H ii (4.‘)

The quantity W. is the workload limit for the organization member and

i
represents the point at which he becomes overloaded.

Intg!;atiglibesi!n Elements

In general, the actual input/output relationship realized (eq.(4.3))
by each member does not match that which is desired. Thus the outcome of
Phase I does not necessarily merge readily with the outcome of Phase II.
The problem of iﬁtegruting design elements is a pon-trivial ome, however,
since individual workload and input/output relstionships both depend on
the same set of parameters. On the ome hand, it is desirable to adjust
each Oi and li so that input/output relatiomships ki are selected that
optimize organization performance. Bowever, the possible Oi. L9
combinations may be restricted because they induce a workload that exceeds
an organization member’s limircs. In general, then, there will be
tradeoffs required between organization performance and individual

workload.

The problem of ensuring that Phases I and II converge and of
assigning values to Oi and li can be resolved by substituting ki for £ in
Joe
minimizing J, over possible 6, A; values. Stated formally, the problem

adding the workload measures of each member as constraints, and

is as follows.
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Constrained Nominal Organization Problem (CNO)

min T (k(8,%,08,m),0N)
0,

N { =
s.t. 'i(Oi.li,ﬂi,ﬂi) - 'i
Note that o bas been fixed at its nominal value mN, as it was when

originally solving for the decision rules.

For each O, A pair a particular set of input/output relationships k
is specified. The general goal in Problem CNO is to find the best 6, A
pair with respect to perfornlﬁce that does not violate any imdividuoal
member’'s workload constraint. Because of the problem’s complexity,
however, solution strategies other than finding the global constrained
minimum might be pursued. At one extreme is a strategy that seeks to find
only feasible values of © and A, with a subsequent determination of
whether these values are good enowgh with respect to design goals,
Whatever the solution strategy, the outcome of Problem CNO is a set of
values for task situation (6°) and information processing (A®) parameters.
(In the sequel, s superscript ¢ will be used to designate solution values
and other quantities that are related to Problem CNO.) In addition, a
particular set of inter-member interaction characteristics n® is induced.
With = o and with the given organization structure, 6% and AS complete

the specification of a nominal organization design.

As it has been formulated, Problem CNO uses the workload limit as a
maximum level constraint on workload. In genmeral, however, this need not
be the only form that the workload constraint can take in formulating
Problem CNO. Vhile it is true that workload in excess of the workload
limit represents s state of overload, it is mnot necessarily true that the
organization member camnot operate in this state. If the input/output
model includes a description of behavior when overloaded, then the

constraint w, £ ¥, may be included as part of k;. The essential feature

of the problem remains intact, however: workload limitations are taken




into account when optimizing organization performance.

When the nominal design is implemented, each task situation will be
bard-wired by setting 6, = 0§. However, the valoes of A; = Ag can be
interpreted in either of two ways. One way is to use A as a prediction of
how the organization member will choose to accomplish the informationm
processing within his task. For example, if the member has several
options for processing a given input and 11 models the relative frequency
of exercising each option, lg represents a prediction for how the member
will select from among his options. Alterpnatively, the solution value Ag
can be used as an indication of how the organization member should be
trained to accomplish his task. .Aglin. }or the case where li represents a
selection smong information processing options, the organization member

can be instructed to exercise each of these options with relative

frequencies given by AS.

4.1.2 Evaluating Nominal Design - Step H

Once a solution to Problem CNO has been determined and a nominal
design obtained, the designer can consider the organization as s whole and
evaluate whether it meets original design goals. This evaluation takes
place in Step H of the methodology. A variety of evaluation criteria are

possible. Omne category includes those that relate to the performance of

if a minimum level of performance, J »

In particsular, °

the organization.

is required, then the question of whether

(4.5)

N -
Jo(k(ocnxcaﬁNoﬂc):“ ) S Jo

is of interest. Also of interest in this regard is the sensitivity of

.

t, organization performance to variation in O and A about their selected
f values:

.

P

e
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T k(025,00 00 T (k(8%,0%,6,n5) ) (4.6) L
o 30 A
v o
Sf Another evaluation of interest might be to assess the sensitivity of ?;
L the nominal design to variation in the organization’s environmental T
. oo
i characteristics, i.e. to variation in o around uN. The quantity -—~‘1
© 8
. o
>} e N (4.7)
- dw Jw ..
‘ formally represents this sensitivity. Alternatively, it may be that the T
8 environmental interaction characteristics are confined to some specific :
: set O:
; =
wed (4.8) .1
(with «¥ ¢ @ as'well). In this sitoation, it is of interest to evaluate ]
: organization performance as w ranges over values in the set 0 and to ﬁ
3 T
Fi determine, for example, whether T
| . 3
! max Jo(k(Oc.lc.u.n).u) } £ Jo (4.9) e

In addition to investigating the sensitivity of organization
performance with respect to uncertsinty in the environment, it is also
necessary to assess the sensitivity of individual member workload to such
varistion, Indeed, this is a key area for evaluation. MNore generally, it ;7i
is necessary to ensure that changes in interaction characteristics, either - 1

those with other members or those with the enviroanment, do not put the

organization member into an operating region that has not been included in j%j
the information processing model. For example, if operation in the :3:
overload state has not been modeled, then it would be required to ensure L

that ny and o do not vary such that

€ 4C
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since if this were to happen the entire organization would be operating in

an unknown (or at least unmodeled) region. One strategy for preventing
individual member overload is to evaluate w; over the possible n,, o,
pairs and establish that ¥, is never exceeded. Since n; is a dependent
variable, this evaluation is made with respect to possible w values:

max [vi(eg,l:.wi.ui)] £ ii (4.11)

w; ¢ ﬂi

Another alternative for preventing member overload is to ensure that
a nechlnisﬂ exists whereby an organization member can adjust his workload
when variations in w; and "i. require it. Since the task situation
parameters will be fixed when the organization is in operation, any
adjustment in workload must be made through changes in the way the task is
executed. If the values of A; are viewed as variable, then the
organization member might use them to adapt his workload demands so that
they are within limits. Formally, the determination of whether such an

adaptation can succeed is made according to whether
V [ a 3 Ai s.t. 'i(e‘i:"‘i’“i‘”i) 5 ii (4-12)

The determination of whether such adaptation will succeed requires
consideration of behavior as the organization member transitions from one

operating point to another.

Thus a number of evaluation criteria for the nominal organization
design may be of interest. If the design satisfies all criteria, i.e. if
it meets the organization design goals, then the design process bhas been
completed as far as the methodology takes it. If, however, the nominal

design does not meet design goals, then modifications are necessary.
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4.1.3 MNodification of Nominal Design - Step I

Suppose that evaluation of the nominal organization design in Step H
has determined that a number of flaws in the design exist. The question
then arises as to what modifications should be made so that the design
becomes satisfactory. Ideally, the nature of the design’'s flaws will
indicate which of several options might be pursued to modify the design.
This section discusses several types of modificatiom, each of which
requires a return to an earlier methodology step. The process of
selecting ome of these options, given the organization'’s deficiencies, is
Step I of the methodology. Though little will be said in a general way on
how to make such a selection, each modification option discussed is

motivated by a particular type 6£ deficiency in design.

Change in Solution Concept

If the nominal design is deficient because of its sensitivity to
varistion in eanvironmental characteristics w, then it may be appropriate
to alter the solution strategy for Problem CNO. In particular, if w can
be assumed to be an element of a set Q, then it may be desirable to adapt

& minmax solution approach. Formally, Problem CNO can be modified to be

Constrained Nominal Organization -~ Minmax Problem (CNO-M)

min max Jo(k(O.l,w.n),u);
0,x wel

s.t. 'i(oi.li,ﬂi,ﬂi) S 'i

The values of @ and A that solve Problem CNO-M establish an upper bound on
performance, given that w remains within 0. Therefore, if this per-
formance value is acceptable with respect to design goals, it is assumed
that varistion in w will not induce s worse than acceptable organization

performance.
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Selecting this modification option does not require any changes in
the results of Phases I and II of the design process. Rather, it changes
the mechanism for integrating design elements so that it incorporates a

degree of robustness with respect to w.

Change in Information Processing Options

A second option for modifying an organization design is to alter the
way in which an organization member performs the information processing
required by his task, Changes of this type might include providing the
member, through training, with a different method for processing inputs
into outputs. It might include a change in the processing methods that
were originally given. It may even include a restriction on the use of

processing methods so that they are executed only in certain situations.

Modification in the information processing characteristics of an
organization member is an option that might be useful when the member is
subject to overload because of changes in n and @) By providing
additional processing options or revising existing ones, the designer
ensures that organmization members will be able to adjust their respective
induced workloads, should such adaptation be required. However, since an
information processing model is a description of how a human performs a
particular task, it may or may not be possible to alter how that
processing is performed. To the extent that processing is dome according
to specific training and/or involves a selection among processing
alternatives, it is more likely that the designer can actually carry out
changes in & member's information processing bebavior., Any changes
require a return to Phase II of the methodology, in particular to Step F.

Execution of the design process thenm continues forward from this point.

Change in Task Situation

A third option for design modification is to alter the task situation

of an organization member. This option may be most appropriate to use
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when the workload of a member is at a generally high level with respect to
the limit ¥,, or where the solution to Problem CNO places task situatjon
parameters at extreme values. Such a situation indicates that there may
not be a good match between the task situation, the workload it induces,

and the operation of the organization,

Changes in the task situation are changes in the physical aspects of
a decision rule’s implementation. A different display or an alternmate
physical response mechanism are examples of such changes. Included in

this type of modification is the addition of equipment that functions as a

*decision aid", i.e. that effectively pre-processes a member’s inputs so
that a reduction in workload might result. Changes in task situation
r2torn the designer to Step E. Once a change bhas been made, th: set of _
task sitvation parameters must be revised. The design process then ;ﬂ
continues forward with re-consideration and possible revision of the -4
information processing model.
Chln!g-in Anslytic Organization Structure -
]
The most fundamental change in organization design is made by ;f
modifying the basic organization structure. This type of change may be i?
necessary if the current nominal design is determined to be wholly :;
unsatisfactory with respect to performance goals. Such a situvation might m3
arise if the designer initially misjudged the amount of workload that .;
would be induced by the overall orgapization task, and divided it among f
too few organization members. That is, while the ountcome of Phase 1 ;ﬁ
(wvhich is normative) might have indicated that organization performance -9
wonld meet design goals (Step D), tke addition of workload constraints in f]
Phase II and their integration into the overall design could severely fﬁ
limit the vest schievable level of performance. Additional organization EE
members may thus be required so that each will have a lower workload and }}
can more nearly perform their tasks according to their respective job ;;
descriptions. jﬁ
N
- A change in organization structure returns the designer to Phase I in s%
- e
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N 76 5
g .
L e et e 2
b e e T T T T Vi




DA . ONNDERE

&

S e A PO N S St P S Pk Sel i e A A St 2 P i il el AT AR AR vl S NN APl AP A S RN . Srii i et s auste Sk Sea SR

the design process, and in many respects represents a re-execution of the
entire methodology. Depending on the specific modification made, bowever,
it msy be possible to retain some of the results and models already
obtained when executing Phase II. For example, if organization members
are to be added, a possibility for doing this is to divide one of the
original tasks into two sub-tasks, leaving the other members’ tasks

unchanged.
Summar

This section bas discussed a variety of options for the modification
of a nominal orgsnization design that has been found to be unsatisfactory.
This list is certainly not exh;nstive. but it did include options that
return the designer to different points in the design process for
iteration on previously executed steps. Though each option has been
motivated by a specific design deficiency, an exclusive association is mot
necessarily implicd. The selection of which option to use is left to the
judgement of the designer as he weighs possible alternatives to modifying

a nominal design to meet design gosals.

4.2 Execution of Phase III -~ Example

This section continues the design process for the inspection
organization by exercising each of the methodology steps in Phase III to
integrate the design elements developed in previous chapters. To simplify
the discussion, bhowever, a successful integration of design elements
pertaining to the second member is presumed, and attention is focused on
the first member. In the following sections, Problem CNO is formulated
and solved for the inspection organization (Step G). Next the nominal
design is evaluated (Step H) with respect to the criteria derived from the
design problem conditions. The results of this evaluation indicate a
design weakness, and two modification options are considered to correct
the deficiency (Step I). For each option, the design process is iterated

on previous methodology steps, and a satisfactory nominal design |is

finally obtained.
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4.2.1 Obtaining Nominal Design

Review of Design Elements and Formulstion of Problem CNO

In Chapter 2, a two-member analytic organization structure was A
specified to accomplish the inspection task. Decision rules for each o
member were derived and had the form of threshold tests. In Chapter 3, a
task situvation for the first member’s decision rule was established, wk:(-h
incorporated a visual display and mechanical response bdbuttons. In the
information processing model for this task, input/output behavior included
a prodbability of error in jndiing diffraction pattern orientation with
respect to the threshold. A workload measure was derived using average
processing time. Both components of the model were dependent on the
threshold position. (See Figure 3.3 and eq.(3.18) for details of these

dependencies.)

Given these design elements, the problem of obtaining a nominal
design can now be formulated. (The absence of an information processing
mode]l for the second member is addressed subsequently.) Following the
discussion of the previous section, and taking advantage of the
decomposition possible within the analytic organization structure (see
chapter two), Problem CNO takes the form of a three-stage constrained

optimization problem:

Inspection Organization Nominal Design Problem (NO-I)

Stage 3: VS(P,) = [01 1 0]-P,

:
L
i
b
b
;
[
5
M
-
h
]
t..
4
.

Stage 2: VS(P,) = min Vf(P,)}
0,02,

s.t. w,(8,,4,,m,,0,) $§,
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Stage 1: Vi(P,) = min
tl

vg(P,)§

As with the solution for the decision rules, Problem CNO-I is one of
sweeping the terminal cost Vf(P,) back through the stages. Here, however,
the constraints on workload have been added at each stage that involves an
organization member. Since no information processing model has been
specified for the second member, his workload constraint has been shown
using the general representation. For the first member, however, a
particular model is available, and the optimization at stage 1 is with

respect to the first member’s single task sitvation parameter, t,.

o
In the formulation of Problem CNO-I, the quantity i, designates a y;j
vector representation of the joint distribution P,:

p(v =0, H=0H)
o
53 A pv=1, H=1H") (4.21)
p(v =0, H 'n’.)
P(V =1, B -ni)

Solution to Problem CNO-I

In principle the solution of Problem CNO-I proceeds by solving the
problex at stage n in terms of Ph. When Stage 1 is reached, it will be
necesssry to make a reverse sweep to select the task sitvation and
information processing parameters O: and lﬁ. In order to simplify the
illustration of Phase III, however, the solution of Problem CNO-I will sot
be pursued in detail. Instead, attention will be focused on Stage 1. To
do this, assume that the solution at Stage 2 is such that

Vé(P,) = [ 0.03 0.15 0.15 0.10]-P, (4.22)
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where 5, is the vector representation of P, anmalogous to 5,. In words,
the assumption made in eq.(4.22) is that placement of 6, and A, is such
that the characteristics of the second member’s test sre comstant, given
the values of u and E. In particular, if the first member incorrectly
indicates the value of H, the second member will with probability 0.15
also indicate the incorrect value. Furthermore, if the first member
correctly indicates that H = H® or H', then the second member’s test will

agree with this indication with probability 0.97 or 0.90, respectively.
Since the a priori likelihood of H is assumed to be known and fixed
during the course of obtaining a nominal design, the above assumption

leaves only the Stage 1 constrained minimization unresolved:

Problem CNO-I1 (Inspection Organization's First Stage)

min

Vf(P,)£= lin;[ 0.03 0.15 0.15 0.10]-P,
tl tl

s.t. Rt ..(t) L1

Problem CNO-I1 is the problem on which the execution of Phase III will be
focused. While it does not include explicitly the consideration of the
full organization, it will nevertbeless be sufficient as a basis for

demonstrating in a concrete way the considerations required in Phase III.

It is convenient to discuss the solution to Problem CNO-I1 in
geometric terms wusing the framework developed inm Appendix A.
Specifically, for given p(H), all possible values of P, (and therefore F,)

can be represented in a two~-dimensional space with basis selected as

pla=0, BE=8) &y, (4.24)
plu=1, =08 8p (4.25)

For the present case, the mominal distribution on H is given as (p,,p,) =

(0.2,0.8) and the locus of possible (p,,.P,,) Values is ss shown in Figure
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4.1. The locus is generated parametrically as t, ranges from 0 to 180.

Pll ? t‘=°

4
o8 St
0.6 1
0.4

-~1,2180
0.2 1

0.0 v +—y
00 o1 02 Poo

Figure 4.1 Locus of (p,,,p,,) Values for First Member Inspection Task

Note that as t, = 0, the likelihood that the first member will select u =
1 increases and the likelihood that u = Q decreases. The opposite is true
as t, - 180.

Problem CNO-I1 is solved by selecting from the possible F, values
represented in Figure 4.1 the one that minimizes VS(P,). If P, is

expressed in terms of p,, p,, Pg,» 8nd p,,, Vf(P,) becomes
Vi(P,) = 0.15-(p,+p,) - 0.12-p,, — 0.05-p,, (4.26)

As is evident from eq.(4.26), constant Vf loci in the (p,,.P,,) plane are
linear. Such loci are shown in Figure 4.2 for severasl values of V<.
Neglecting any effect of the coastraint on processing time, the best
performance possible corresponds to where the Vf loci and the P, arc are
tangent. As s consequence of the convexity of the P, arc (see Appendix A

and [27]), s single such tangent point exists.

Not all t; values are feasible when the workload comstraint is taken
into account, however. This is shown in Figure 4.3(a), where a constant
R)™ =,

of the constraint, any value of E;i‘ greater than (Ro)" is not feasible,

locus has been superimposed on the TP“(t;) model. Beca.se

which means that an interval of t, valpes must be removed from
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Figure 4.2 Illustration of Constant V5 Loci in (PogsPy,) Plane

o consideration as solutions. Figure 4.3(b) shows how this restriction
il affects P, values. In this sitvation, the solution to Problem CNO-I1 is
P where the constant Vi locus of lowest velue intersects the feasible P, arc

in Figure 4.3(b): This occurs at point B, which determines the solution
value t$, as depicted in Figure 4.3(a).

A nominal design for the organization now exists. The next step is
to evalvate it with respect to the goals and operating conditions that f;
were given in Step A as part of the design problen. ;?
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4.2.2 Evaluation of Nominal Inspectjion Organization Design

From the design goals and operating conditions outlined in the o

¢ .
t |‘l .
AP N o W 3

statement of the orgarnizstion design problem, several specific criteria
can be formulated against which to assess whether a design is :
satisfactory. Ome is to verify that the overall probability of imspection ;j

error is less than 0.1, which means that fewver than 10% of the imspection

decisions will be incorrect. From Figure 4.3(b), it is evident that the
nominal design operating point meets this requirement, since the Vf = 0.1 Q
locus is below point B, Py
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Figure 4.3 Effect of Constraint on Problem CNO-I1 Solution

A second criterion is whether inspection performance remains ‘;]
{ satisfactory when the fraction of unusable wafers varies. Specifically, a
& range of ¥ 0.05 about the nominal value of 0.20 is anticipated, and it is
- required that the maximum error rate of 10% be maintained for any value of
i‘ P, in the interval [0.15,0.25]. Assume, for purposes of illustration, ] 4
that changes in p, do not affect the characteristics of the second

member’s operation. Then the assessment of whether the nominal design is

sensitive to changes in p, can be made in terms of the P, locus. Figure e
4.4 shows loci of P, valges for p, = 0.15, 0.20, and 0.25. The ;5?
qualitative characteristics are the same for each. In particular, point B .'4
in each locus corresponds to where t, = t;. Note that t represents the 1
solution to Problem CNO-I1 only for p, = 0.2. It may or may not be the .

solution to & reformulated Problem CNO-I1 with p, = 0.15 or 0.25. What is T
shown in Figure 4.4 is how the first member’'s operating point changes in _
the (p,,:P;,) Plane when t, is fized at t{ and p, changes. The locus | i%?
joining all points labelled B corresponds to all the opersting points when ;q
p, ¢ [0.15,0.25). Since this locus lies entirely above the V$ = 0.10 lime .
in the (pg,e.P,;) Plane, the nominal design meets @ .e criterion for being

ingensitive to variation in the likelihood of unusable wafers.

Finally, a third criterion is whether the nominal design can tolerate -

any variation in the coamveyor belt speed. The nominal speed is such that
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Figure 4.4 Operation of Nominal Organization as p, Varies
'i lo inspections are required per minute, but this rate is sudbject to
. variation of * 10%. It is required to maintain satisfactory organization
‘ operation in spite of changes within this range. Again, it is assumed
- that the second member is able to cope with such a variation, and
f:. attention is focused on the first member. The range in R values is
.f'j illustrated in Figure 4.5, which shows possible (R)~* values in comparison
(09RQ™
Too 1 T
Pu A B -1 =
- (Re) o
g
-1
t& tc t' v
’ ' ) -
:j‘ Figore 4.5 Comparison of R Range with First Member Processing Time ;
N with the average processing time characteristics of the first member. If j:j::
' t, = t$, it is evident from Figure 4.5 that if R decreases the =3
organization memrer will continue to operate as desired. However, since -"4
X 84 'i:;
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- margin. In the present situation, this would correspond to using the ;:,
i fastest conveyor belt speed when determining the placement of t,. This R
ﬂ_ strategy represents s modification in the solution approach to Problem 7:;
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the nominal design places the member at an operating point where ;pxx =
(Ro)'l. if R increases the member will be overloaded. MNoreover, it is not
clear how the member will react in this situation. He may react by
continuing to inspect wafers as well as possible, but with a higher error
rate than P, . This

uncertainty in organization operation constitutes a deficiency in the

or he may react by simply giving up at his task,

oominal design.

In sum, the foregoing has been an evaluation of the nominal design
obtained as the solution to Problem CNO-I1 in section 4.2.1., The design
was found to be satisfactory with respect to two criteria that were
derived from the desigr goals and conditions set forth in Step A. A third
criterion, that of insensitivity to conveyor belt speed, was not met by
the design, however. Thus re-consideration and modification of the design

are necessary in order to remedy the deficiency.

4.2.3 Modification of Inspection Organization Design

There are a number of design modifications that might be made in an

The

basic problem is that the first organization member'’s nominal operation

attempt to resolve the difficulty discovered in the previous section.
point has been placed at his processing load limit, and that mno provision
has been made either to describe his behavior when overloaded or to emsure
that he never becomes overloaded. The following paragraphs discuss two

possible modifications to the design that address this issue.

Change in Solution Concept for Nominal Design

One strategy for improving the first member’s tolerance to variation

in processing load is to design the organization so that members are

deliberstely underloaded, and thereby create a processing load safety
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CNO; it is in fact a minmax type of strategy. The modification is one
that returns the designer to Step G. Rather than formally stating and
solving the modified version of Problem CNO-I1 that reflects the change in
solution concept, the effect on the nominal design solution will be

discussed directly in terms of the (p,,,p,,) plane.

In Figure 4.5, points C and D correspond to where R is at its mazimum
value and where the member is at his processing load limit. As is evident
from the figure, the change in solution approach further restricts the set
of feasible t, values. Tbe corresponding locus of P, values are shown in

Figure 4.6. The solution point for the nominal design still corresponds

T
0.8 1

0.6 1

0.4 1

0.2 1

0.0 v

Figure 4.6 Operation in (p,,.P,,) Plane with Minmax Modification

to where the lowest value Vf contour imtersects the locus. According to
the figure, this is point C, which represents a new nominal design. Since
the nominal design has changed, re-evaluvation is mecessary to see if the
three criteria are met, The first, that of having organization detection
error less tham 0.10, is satisfied, as is evident from Figure 4.6. The
second criterion, which is that of insensitivity to p, variation, is a
different matter, however. Figure 4.6 shows the 1locus of points
corresponding to operation at the revised nominal design point as p,

varies. Points C’ and C’’ correspond to where p, = 0.15 and 0.25,

respectively. According to the figure, as p, moves toward 0.25,
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organization imspection error rate exceeds the 0.1 1level, which is .jf
unacceptable. Thus the modification made to the original design has not
been successful and the design process retorns to Step H, where a

different modification can be tried.

Change in Information Processing Nodel

A second strategy for improving the first member’s tolerance to
processing load varistions is to incorporate a mechanism whereby the
member can adapt his processing load to keep it within 1limits. One
possibility for doing this would be to provide an additional processing

option that has & lower workload. In this way, if the conveyor belt speed

increases, the member can sinﬂly use the lower workload option on a

greater percentage of the inspections. This modification to the e

organization design requires a <change in the member's information .;j
processing model, which returns the design process to Step F. :

Suppose that the first member’s added processing option is the option N
to bypass a particular inspection, leaving the decision entirely to the ;;j
second member. When the first member chooses to exercise this option, he '
is instructed (somewhat arbitrarily) to indicate that the wafer is not de-

fective, i.e. to respond with u = 1, Assume that executing this bypass

A
oL ,".

e
LN

s seconds, where t' is substantially 1less than the

average time required to complete a diffraction pattern test. The com-

option requires t

r '
P

. 4
f G
RSP O LAY
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ponents  of the information processing model for the bypass option are

e v,
L]

.
LI I

3 given as
.

' Input/Output: k,,: Y, > u=1 (4.27) _
; Workload (Processing Time): tp,, = t' (4.28) jag
Based on the discussion in section 3.3, the two options are combined

as follows into s revised information processing model for the member. If
i q, denotes the fraction the bypass option is used, then the coanditional

input/output distribution i‘ is given as
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X iﬁ%
E X, = (1-q,)°k,, + q,°k,, (4.29) -
n_‘ . 1
N Furthermore, assuming that there is no additional processing time required "f;
. -]
g to switch between options, the revised workload measure is given as o
- =Y
h - _ ;
; v, = R-[(1-q)t,,,(t,) + q"tp“] (4.30) '
: Eq.(4.28) and (4.29) signify that Phase II has been completed for this o
h design revision. Since q, represents a selection among options made by 9'?
2 the member, an information processing parameter has been introduced: :}a
: )
A, = (q,) (4.31) o
e

.

Solution for a revised nominal design will now have to determine not only

a value for t, but also one for gq,. .f?

Integrating the modified design elements to obtain a revised mominal S

> W Y v Y v v, v - -
‘i i St '

design is done by reformulating Problem CNO to include the changes made.

. Since the change made pertains only to the first member, the second f:ﬁ
E member's operating characteristics will remain the same. In particular, e
i it is still true that u.,]

Ve = [0.03 0.15 0.15 0.10]-P, (4.32) 2

Y Y

Therefore a revised nominal design is obtained as the solution to a
modified Problem CNO-I1: T

Problem CNO-I1’

L
}.-
‘ .

]
-
min Vf(P,)% 7*!
t,.q, ]
s.t. Roo[(1-q,) tp,,(t,) + q,0t,,,) S 1 LTy
]
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Note that the previous nominal design is still possible, i.e. t, = ti and
qQ, = 0 is a solution to Problem CNO-I1’. However, the additional degree
of freedom represented by q, may be used to advantage in specifying a

nominal design. Figure 4.7 illustrates the region of feasible P, values

0.8 _
]
0.6 1 ;if
.
0.4 1 -
0.2 1 -l
A
0.0 :

00 0. 0.2 Poo

Figure 4.7 Solution of Problem CNO-I1' - ]
:l-‘ as they appear in tke (p,,.p,,) plane. Briefly, exclusive use of the ::..::3
[_ bypass option corresponds to operation at point S. All other possible -}:
[ <
M -

operating points are determined by taking the convex combination of point j

S with any point on the original P, arc (which is now the locus where q, = :ij
0). Tbe constraint on workload eliminates some of these combinations from :a]
feasibility, however, which accounts for the non-comvexity of th. regions
in Figure 4.7. See Appendix A for a more detailed discussion of how

constraints such as eq.{(4.30) map to feasible P, values as represented in

A RN . ]
.

the (p,,.p,,) plane.

-5

-

As before, the solution to the problem, in geometric terms, is where

o

the smallest eqni-V‘,= contour intersects the region of feasible P, values.

which means that if the member bypasses s few inspection tests he can use

s
: According to the figure, this occurs at point E. Since point E is mnot on "
: the original P, locus, it corresponds to a point where q, # 0. That is, ‘:-:'-'::
o the nominal design makes use of the bypass option. The advantage is that :.:tf,:
i the value of t, can then be set closer to the decision rule threshold t:. B
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8 higher quality threshold on the diffraction tests that be does make.
Implementation of the revised design means that t, is fixed at its revised
value. It also means that the organization member is either to be trainmed
to bypass the fractionm qg. or is predicted to bypass that fractior inm
order to maintair workload within limits.

Given the position of point E in Figure 4.7, it is evident that the
current nominal design meets the criterion of baving less than 10%

inspection error. Figure 4.8(a) illustrates how the modified organization

Py S\ A

0.8
\‘,.F

0.61 8
0.4 \

4 V::a.fo X

V; = 0.10

0.2 1 0.2 -
0.0 v — 0.0 Y —p

00 01 02 Pew 00 01 0.2 Poo

(a) (b)

Figure 4.8 Operation in (Pey+Py,) Plane with Additional Procedure

will operate as the conveyor rate R varies, again assuming that changes in
R do not affect the second member. Nominally, i.e. with R = Ro' operation
is at point E. As lo increases to (l.l)ko. the member can compensate by
bypassing more iaspections, as was intended by providing such an optionm.
This corresponds to moving the operating point along a line from point E

to point S. If the operating point om this 1line corresponding to

R = (1.1)R, is such that V; < 0.1, then the organization meets the third !
evalustion criterion. This is indicated to be the case in Figure 4.8(a). %;ﬁ
Note that if R = (0.9)R,, the member need not bypass so many imspectionms. ;-§
In this latter case operation moves toward point F in Figure 4.8(a), which fid
produces performance that is better than the nominal designa. t}?
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X Finally, there is the issue of whether the current nominal design
satisfies the criterion of insensitivity to p, variation. In Figure

4.8(b) the arc from E' to E'’' shows the locus of P, valoes that are

e 2 T Ty T

possible when p, ranges within the interval [0.15,0.25), with R = Ro.
Since this arc is entirely‘ above the Vf = 0.1 contour, the second
criterion is satisfied. Furthermore, Figuore 4.8(b) also shows the region
of operating points possible as both p, and R range within their
respective intervals. This entire region is adbove the Vﬁ = 0.1 contour,
which means that the current nominal design is robust with respect to
simultaneous variations in p, and R. Thus the second modification to the
original design bas been successful; a satisfactory nominal organizationm

design has been obtained for the inspection task.
Summar

This section has exercised the modification step (Step I) of the
methodology. The first modification proposed to the original design was »
change in the solution concept for obtaining a nominal design. A minmax
approach was adopted. This required a return to Step G of the design
process. After obtaining a revised nominal design, however, evaluation in
Step H found it still to be unsatisfactory. A second iteration on Step I
was then executed and a different modification was suggested, that of
providing the first member with an additional procedure. The design
process then returned to Step F in order to incorporate this change, and a
revised information processing model was obtained. Then, in Step G, a
second revised nominal design was obtained. This omne differed

qualitatively from the original in that a strategy of sometimes bypassing

an inspection was found to be a characteristic of the design. Evaluation
of this second revised nominal design was then made, and it was found to
be satisfactory with respect to the three criteria being used. The design PR
process was then terminated, since a satisfactory imspection organization j_j
design had been obtained. :

..
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V. EXECUTION OF METHODOLOGY - AN EXISTENCE PROOF

$§.1 Introduction

Although an example organization design using the methodology has
been partially carried out in the previous chapters, the discussion of the
methodology so far has been largely at the conceptual level. In this
chapter, a specific design problem is stated and the methodology is used
to determine a complete nominal organization design. The purpose in doing
so is twofold. First, it provides another example to illustrate the
approachk to organization design suggested in this thesis. More
importantly, however, is that the completed design can be operated as a

test and partial validation of the design approach.

The extent to which the organization operates as designed provides an
indication as to the visbility of the design approach. This is in fact a
key point of the chapter, and even of the entire thesis. Previous
chapters have proposed an approach to integrating human limitations into
analytic orgapization models. This chapter describes the application of
that approsch to a specific design problem, which results in & design that

operates as predicted. As such, this demonstration serves as an existence

proof for the applicability of the conceptual development presented in

previous chapters to realistic human tesm decisionmaking.

The chapter is organized as follows,. 'In the next section, Phase I of
the design is executed. A design problem is stated (Step A), an anmalytic

organization structure chosen (Step B) and decision rules that represent

idesl human behavior are obtained (Step C). In the third section,
implementations of these decision rules are devised, resulting in a task

situation and sn informstion processing model for each organization member

3
PPy WP S

(Phase II). In section four design elements are integrated to obtain a

P

satisfactory nominal design. Section five discusses several bhypotheses

By
)

sbout the behavior of the organization, and a laboratory version of the

.
‘

f
"AIJ. l. d““

organization is exercised to test these hypotheses. Finally, s summary

section concludes the chapter.

’
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$.2 Analytic Orgapization Structaure
§.2.1 Statement of Design Problem

Consider the situation shown in Figure 5.1, which is intended to

A /[(&5—/-;

Figure 5.1 Design Situation

capture some interesting aspects of a particular command and control
sitoation. It is desired that a decision regarding the presence or
absence of a target be made every T, time units. There are two platforms
involved, and each receives an observation pertaining to a target every t,
time units. The observations are related to signal emergy received; if
a target is present, there is generally a bigher level of energy in each
observation. The fidelity of platform observations is not the same,
however. The submerged platform has a signal-to-noise ratio that is

approximately 25% lower than that of the surface platform.

It is desired that a coordinated detection decision be made, i.e. the
informstion in each set of observations is to be fused in some fashion.
However, due to security considerations, communication between platforms

is severely limited. In addition, there is to be a maximum delay of =T,

time units between the arrival of a set of observations and the detection

EEMA Sl Ml Sl A i A
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decision associated with that set. Both T, snd T4 are subject to
approximately a ¥ 5% variation in their nominal values, and it is desired
that execution of the detection tesk mnot be semsitive to such variations.
Finally, the detection error rate is to be as small as possible, but to be
at all satisfactory, there must be less than 15% errors when the target is

present with probability 0.6.

5.2.2 Specification of Anslytic Organization Structure

The description above is presented to the organization designer. To
begin the design, the statements made must be translated into amalytic
terms that specify the basic form of the organization, and that are
adequate representations of design requirements. This process requires
choices by the designer, some of which are matters of interpretation.
Many such choices will be made in the course of completing the design at
hand. There is ho claim made that the nominal design obtained is unique.
Indeed, depending on the choices made, it is possible to use the design
methodology on the same design problem and arrive at many different
designs. In the development that follows, some choices have been made for
convenience. Others, however, have been made so that simplicity of
structure might be retained for purposes of exposition. Still others have
been made so that the organization that results is capable of operation in

a variety of distinctive modes.

In form, the orgsnization will be specified to have two human
members, one on each platform. Their interconmection will be as sbown in
Figure 5.2, which also summarizes features of the analytic model to be
used. The s priori likelihood of H, which is the target’'s presence or
sbsence, is modeled by the probabilities p, and p,, respectively. The
design will proceed under the assumption that p, = 0.6. Observations made
by each platform are assumed to be conditionally Gasussian and independent

from ope interval to the next. Using the quantity Am/c as the measure of

signsl-to-noise, the fact that the surface platform has a bigher

——— r——— M el Al g A et S e e aet sl San oo
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u,v € {0,1} m;, > m;,

plyilH=H*) ~ N(m;y,0f)

Figure 5.2 Analytic Organization Structure for Detection Task
observation fidelity is modeled by assuming that

m,, - m, m

= 0.75 —_— (5.1)
1 C,

11

o

Within the structure, the first organization member is presented with
the observation y, and must decide between one of two indications to pass
as the value of u to the second organization member. The choice of
symbols for u is limited in order to minimize communication between
platforms. In particular, the specified structure requires communication
of a single bit of information every T, time units. The received value of
u is used by the second member, along with the observation that has been
made at the surface platform (y,), to arrive at a detection decision v for

the organization.

It is assumed that detection decisions are made independently from
one set of observations to the next. That is, the organization will not
possess memory in the sense of having to consider and assess sequences of
observations. (This may be done outside the opresent organization,
however, perhaps by another agent who accumulates the indications v over
time.) Thus the organization model js static in nature, but the detection
task that it represents is to be repeated every T time nnits.

The analytic organization structure is mow in place. A two member
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tandem distriboted detection mnetwork has been specified that is
analytically similar to the inspection organization considered in Chapter
2. The sets ri, U;, V;» Y;, and Z, are the same for both structures. A
different set of enmvironmental characteristics are of interest for the
detection task, however. From the organization’s point of view the

quantities v, and t, are subject to variation and are therefore included

[
as elements of w:

w = (tontd) (5.2)

5§.2.3 Decision Rules for Organization Members

Given the analytic organization structure, the next step is to select
the decision rules for eack member. From the statement of the design
problem, the natural performance measure of the organization is the

probability of dEtection error, i.e,
Jo(y,m) = pr(target detection error) (5.3)
Minimum Jo is desired, but an additional requirement is that

{7 =
Jo 23, 0.15 (5.4)
Eq.(5.4) represents one criterion for evalpating a nominal organization
design. A second that can be inferred from the design problem statement

is that the nominal design should be insensitive to variatioms in T, and

‘!d.

The solution to Problem DR in the present case is identical to the
solution in the case of the inspection organmization., In particular, since
time is mot an explicit part of the analytic structure, the solotion is

not dependent on w. The decision rules for members are threshold tests:
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else v =20
.
. ¥, 2 t2j ve=1
Yyt if v = j and ., j=0,1 (5.5)
.
yz(tzJ v=20

Appendix B contains the details of the solution for the present
organization, including the specific values used for all parameters. Use
of the decision rules yields a probability of organization error of 0.06,

i.e.

3,¢".eM) = 0.06 (5.6)
This is well within the minimum performance level for a satisfactory
design. Phase ‘I of the design can thos be considered complete, and
attention can be focused on implementation of the decision rules.
5.3 Decision Rule Implementation

§.3.1 Time Allocation

In the specification of an analytic organization structure, it was

pot pecessary to address how the time asvailable for detection should be

allocated between members. In developing implementations for decision
rules, bhowever, this allocation is sn important comsideration., For the
present design, the first member will be required to process observations
st the same rate that they arrive. That is, he must make a threshold

comparison test every T, time units, where

smanctlinnlendunin

T, =< (5.7)

This leaves Tg ~ %o time vnits to communicate u to the second member and

.', VUL
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' for the second member to complete his processing. Assume that
‘ communication time is negligible. Then the second member is required to -
determine bhis response in v, time units, where %
T, =Ty " T, (5.8) ]
k
Finally, in order for the allocation made in eqs.(5.7) and (5.8) to make ?

sense it must also be true that

v, {¢ (5.9)

Otberwise, the second member would be processing at a rate slower than
that of arriving observations, which would constitute an unworkable

design.

In the sequel, and to a large extent simply for variety, two
different interpretations will be given to the quantities t, and «v,. The
time allocated to the first member will be considered as an average

processing rate requirement. Individual observations may differ greatly

in the time it takes for them to be processed by the member. So long as
the average time taken is such that the member does not fall behind in
processing, however, the organization design requirement will be
satisfied. By constrast, the second member will be restricted to take no
more than t, time units to process any one observation. In practice this
will mean that the processing on each observation should take about the

same amount of time and have an average of no more than t,. The motion is

that the second member is operating onder the pressure of a deadline.

Qualitatively, the interpretations given to v, and t, are such that
the first member is driven by an ipput clock, i.e. an outside source is
effectively "pushing” the member to complete his required processing. On
the other band, the second member is subject to an output clock; he is

effectively being "pulled” by an outside source, perhaps another agent who

) R
atm s L e s
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Ly

intends to wuse the dctectiom decision. If both members operate as

envisioned, however, the basic requirements represented by o and T, will 1
= be met. R
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$.3.2 First Organization Member

Task Situation

To implement the first member’s decision rule, a physical interface
most be devised that is capable of presenting the observations y, to the
human and of recording his responses u. Furthermore, it must be such that
a comparison with the threshold t, can be made. The task situation
selected to accomplish this is illustrated in the upper part of Figure

5.3. The organization member views the continuonms display of a square,

—

O®

My By, 4
Figure 5.3 First Member Task Situation

where the vertical centerline of the square (not displayed) corresponds to
the average of m,, and m,,. The threshold t, is continuously displayed as
a vertical line according to its value. Observations are displayed as the
pattern shown in the figure, where the horizontal midpoint corresponds to
the valoe of y,. For each pattern displayed, the member is to judge
whether the midpoint is left or right of the vertical threshold line, and
to register the judgement by depressing one of two wmechanical,
bhorizontally—-arranged buttons. The button depressed is interpreted as the
value of u to send to the second member: left button =) w = 0; right

button =) u = 1,
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In the lower part of Figure 5.3, the underlying distribution on -
observations y, is shown. The upper and lower illustrations have been
made on a consistent scale so that the range and relative likelihood of

pattern positions can be inferred.

As the organization operates, observations arrive to the first member
at the rate of one each T, time units. Recall that time has been
allocated and interpreted such that the member must keep up with the
arrival rate. The dial at the top of the task sitvation display is -
provided to aid in meeting the requirement. Its clockwise displacement
indicates the number of observa;ions that have arrived and are waiting to
be processed. Thus if the member is operating satisfactorily, the dial

position will remain near the top (zero). -

Information Processing Model

For the task situation shown in Figure 5.3, a model of human behavior
is required. This involves both an input/output description, i.e. &
characterization of bhuman ability to judge the position of pattern
midpoints, as well as a description of the workload induced in making

these judgements. i

Execution of the task is such that after a period of trainming the
member develops an established mental processing method for judging
patterns. The level of proficiency is such that virtually error-free
judgements can be made when the member views a pattern carefully. A

response of this type will be referred to as & stimulus controlled

response (SCR). The input/output bebavior when making an SCR can be
stated compactly as the mapping kSCR' where

(¢.) Yl - p(u)

SCR t1
i > = =
if y1 Z tl p(u 1) 1

else p(u = 0) =1
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Assuming that the organization member applies bhis processing re-
sources in an all or nothing fashion (see chapter three), processing time
can be used to develop a measure of the workload induced when making an
SCR. The average time to make an SCR, denoted ;SCR has been observed to

vary with threshold position typically as shown in Figure 5.4. The basic

4 f‘c ‘m’)
] ot
300
2501
— v + —> T
mlo-t. "\.o 0 l'l“ m“ * *.

Threshold Position

Figure 5.4 First Member SCR Average Processing Time (Typical)

effect is that as t, moves to anm extremec value (left or right), the a
priori uncertainty in the required response is reduced. It therefore
takes less time, on average, to make the response. (Appendix B documents
the conditions under which the data shown in Figure 5.4 were obtained.)
As indicated in the figure, a valid description of SCR behavior is limited
to t, values in the range

t,elm, -0,,m,, +o0,] (5.11)

1 10

Furthermore, it is assumed that linear interpolation can be used to obtain
;SCR at threshold positions for which explicitly observed data are mot

available.

Following on the discussion in Chapter 3, and assuming that only

stimulus controlled responses are made, the quantity

(t)" -t (5.12)

‘tscr

b |
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can be used as the workload measure. So long as this quantity is less
than wnity, the member can (on the average) keep pace with observation
srrivals, snd his input/output behavior will be that of kSCR‘ Vhen the
orgsnization is in operation, t, will be fixed and hence ;SCR is also
fizxed. If it hsppens thet (5.12) is near unity under nominal operating
conditions, then it :s possible that variastion in v, could canse tbhe
member to become overloaded. This is a situation that bhas not been
accounted for im the information processing model thus far, but must be

addressed if a satisfactory design is to emerge.

Rather than extend the information processing model to include a
description of behavior when overloaded, a mechanism will be provided
whereby the member can adjust his workload to kecp it witbin limits, even
in view of possible variation in tv,. This is accomplished by giving the
member a second information processing option. Besides making sn SCR, the
member will be allowed to ignore the presented pattern and to respond by
arbitrarily pushing eitber button. This type of response will be referred
to as a fast guess (FG). The basic idea is that a fast guess will require
less time to execute and can th#tebylbe used as necessary to keep workload

within limits,

The fast guessing option has input/output and processing time
characteristics as follows. It is assumed that, while the member responds
arbitrarily, he does so0 with some fizxed bias toward pushing a left or
right button. Thus the input/output behavior is given by the distribution
;FG' where

u=1 wp 1-g,

5-‘6 : w=0 wp g, (5.13)
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The quantity g, models the bias toward selecting the left button during a
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fast guess. Its value can have a significant effect on organization
design and operation, as will be discussed later. For the present,
however, it is assumed that fast guessing is done with a 50/50 biss, i.e. :;
8, = 0.5. Finally, because fast guessing is essentially accomplished B
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independently of pattern characteristics or threshold position, the
average time required for an FG, ucenoted ;FG' is a constant. Observed
fast guessing behavior, as described in Appendix B, establishes that ;FG
is approximately 180 ms.

The informati