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Why Bother with Experiments?

1. Introduction

Since the participants at this conference are scientists, I would like to

share with you the conversation I once had with one of my daughters, then 10

years old:

"Daddy, scientists discover things, don't they?

"Yes."

"Daddy, are you a scientist?"

"Yes.

"Well, what have you discovered?"

My inability to answer this question was a considerable blow to my self-

esteem until I realized that most social scientists would have been left

equally speechless. More importantly, it made me reflect on the difficulties

of generating knowledge in the social sciences, the methods we use, and the

ephemeral nature of our conclusions.

The purpose of this paper is to elaborate on these thoughts; it is

organized as follows. In section 2, I consider the difficulties involved in

creating knowledge that can be generalized. This involves asking what is

meant by the term "generalization" and why generalizations are so short-lived

in the social sciences. The creation of knowledge is a painstaking enterprise

and, whereas humility in aspirations should be the rule, much can still be

done to increase the efficiency of scientific endeavors. Ways of gaining

knowledge through the use of formal models and experimentation are discussed

from this viewpoint in Sections 3 and 4, respectively. To anticipate the

sequel, I argue that models and data must interact at all phases of scientific

.. v . : .. : ... . .... :........."................ .... .... ,.....,...:.
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* investigation. Too many efforts fall into what I call the categories of

"models without data" (e.g., parts of modern economics) and "data without

models" (e.g., much of social psychology). I also answer the question posed

in the title of this paper, i.e., Why bother with experiments? Specifically,

I do not advocate any particular type of experiment but believe in the utility

of multiple methods of data collection going from mathematical simulations to

artificial laboratory tasks to quite complex field studies. I also advocate

multiple methods. In my view, the appropriate experimental approach depends

in large part on both the nature of the phenomenon being studied and the state

of theory or model development. Moreover, I shall elaborate several reasons

why I believe we should bother about experiments. Throughout this paper, I

shall support my arguments with examples of research that are known to me,

primarily through my interests in the psychology of Judgment and decision

making. This inevitably leads to a parochial view on these issues for which

I ask the reader's indulgence. On the other hand, in research it is difficult

to discuss the how without considering the what.

2. Generalizations decay

In a provocative paper, Cronbach (1975) wrote:

Generalizations decay. At one time a conclusion describes the
existing situation well, at a later time it accounts for rather
little variance, and ultimately it is only valid as history

D(pp. 122-123).

The decision making literature is full of generalizations at various stages of

decay. For example, "people are risk averse," "people ignore base rates",

"there is a confirmation bias in hypothesis testing," or "people prefer non-

ambiguous probabilities in choice." Cronbach's words raise three critical

questions: (1) What is meant by generalization? (2) Why do generalizations

decay? and (3) What can we do about this situation?

- . . . . . . . . . . .
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(1) One way of clarifying the meaning of generalization is to step back

and raise the issue of the purpose of scientific investigation. Perhaps

simplistically, I see science as the creation of knowledge which is most

usefully codified in terms of causal statements. These cause-effect relations

may be elaborated in more or less detail and can be stated in deterministic or

probabilistic terms. Implicit in our search to make these statements is the

belief that the complexity of nature is capable of explanation in relatively

simple terms. The appeal of simplicity (or parsimony) of explanation is

twofold: first, simple explanations invoke a sense of wonder when they

account for complex phenomena; and second, simple explanations are easy to

remember and use. In my view, the two hallmarks of good science are beauty

and utility.

The cause-effect relations advanced by scientists in the form of

"generalizations" have usually evolved through a cyclical process that

involves (a) observation of effects, (b) speculation as to the causes of

effects (otherwise known as generating hypotheses or building models), and

(c) further observation (possibly including experimentation) leading to

further speculation, and so on. The important point about this process is

that generalizations made at any particular moment are nothing more than

working hypotheses (see also Cronbach, 1975, p. 125). Some working hypotheses

do, of course, work better and last longer than others. However, it is

essential to bear in mind that our generalizations (however dearly cherished)

are nothing more than working hypotheses.

(2) Why do generalizations (working hypotheses) decay? I like to think

about this in the following way. Statements of cause and effect are useful to

the extent that they bring order into our understanding of the world. Such

order, however, is achieved at the cost of simplification. Since it is

"iC"'" " " " " "'" -'- " "" . .... " .' ." . . . .'" .. "' . . """.:" " .. " ' "'L
" .. ,L ." . ." -" . .. .. . , '. . , .. .. , . _ , . . ' ' . . ..' "' ' . ', . ' '' . .- ' .. ." ". " ..
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impractical to have theories that are totally realistic, we are forced to

"satisfice" (cf. Simon, 1979). This implies that although we like to think of

the world as being governed by simple cause-effect relations of the type

illustrated in Figure 1 (simple generalization), it is more accurately

described by relations exhibited in Figure 2. Note from Figure 2 that, in the

TnsertFIsures_1. ;-and- about here

real world, simple cause-effect relations only hold when certain conditions

are present or absent, i.e., when causes are conjoined by specific

conditions. For example, will striking a match produce a flame? Yes, but

only in the presence of oxygen.

In developing hypotheses, our major inferential problem is that we

typically first notice effects and then have to reason backwards to try and

infer underlying cause(s). However, to the extent that underlying cause-

effect relations are modified by environmental conditions, our ability to make

these inferences is complicated. Indeed, there is often considerable

ambiguity concerning whether and when particular variables are causes or

conditions, or perhaps both (cf. Mackie, 1974).

How do these ideas apply to understanding the psychology of decision

making? First, note that this essentially involves explaining how relatively

simple organisms (i.e., humans) manage to cope with infinitely more complex

environments. Thus, if like myself, you believe that people draw upon a

limited number of strategies or principles for making decisions (admittedly

often in complex combinations), the inferential problem typically faced by

researchers is that depicted in Figure 3. From this framework, it is easy to

see both why it is difficult to infer cause-effect relations and why

generalizations decay. First, whereas effects are typically observable, the

underlying cause(s) may be unobservable. Also it is not evident that

-. . . .. . . .. . . . .



F igure I

Cause Effect

How we like to think of the world -- Simple generalization

Figure 2

Cause A Conditions Effect

A more accurate statement of the world -- Conditional generalization
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Structure of inferential problem typically faced by researchers
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researchers will infer the appropriate causal agent (or behavioral principle)

from observing effects. Second, even if the appropriate principle is

inferred, the influences of environmental conditions need to be assessed.

Moreover, whereas different conditions are typically observable in principle,

in practice it may require many variations in experimental/observational cir-

cumstances before one can determine the relative importance of different

conditions on effects. Third, effects can--via feedback loops--sometimes

influence the conditions in which they occur thereby both changing the

importance of the latter and even influencing the likelihood of their own

occurrence (Bandura, 1978; Maruyama, 1963). I now briefly consider these

points.

Identifying causal agents. The process by which people identify causal

agents, and thus build hypotheses or models, is a major topic about which I

can only comment briefly here. (However, see Einhorn & Hogarth, 1982a; 1985;

Hogarth, 1982). Leaving aside the tricky epistemological questions of what

does or does not constitute a "cause," consider three of the major complexi-

ties of this process. First, there is the sheer physical difficulty of being

able to select one or several variables from the mass of potentially available

information. It is my opinion that not many scientists work at this level and

thus it is easy to forget (with hindsight) just how difficult it is to do this

successfully. For example, how did Pasteur come to the then totally foreign

realization that invisible microbes cause disease, the effects of which can be

both very visible and dramatic? One answer is that most discoveries are

informed by prior theories, however loosely specified. But this misses the

point of how these theories evolved in the first place. The second difficulty

relates precisely to the nature of the theories used to direct the search for

variables. What if these are misguided? Consider, for example, the false

"o.
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predictions implied by Newtonian physics, nineteenth century notions of blood

circulation, diet, and so on. The third difficulty results from the second.

This occurs when we take actions based on theories that are false and these

actions, in turn, prevent us from learning that our theories are false (cf.

Einhorn & Hogarth, 1978). Lewis Thomas (1983) provides an example of such a

theory being applied in an "operational context." The proponent was a notable

physician at the beginning of this century:

This physician enjoyed the reputation of a diagnostician, with
a particular skill in diagnosing typhoid fever, then the
commonest disease on the wards of New York's hospitals. He
placed particular reliance on the appearance of the tongue,
which was universal in the medicine of that day (now entirely
inexplicable, long forgotten). He believed that he could
detect significant differences by palpating that organ. The
ward rounds conducted by this man were, essentially, tongue
rounds; each patient would stick out his tongue while the
eminence took it between thumb and forefinger, feeling its
texture and irregularities, then moving from bed to bed,
diagnosing typhoid in its earliest stages over and over again,
and turning out a week or so later to have been right, to
everyone's amazement. He was a more productive carrier, using
only his hands, than Typhoid Mary (p. 22).

Lest my comments on this topic appear unduly pessimistic, let me also refer

you to Campbell (1960). In a fascinating article on the creative process, he

points out that much problem solving activity inevitably involves a painful

process of trial and error. As he states:

The tremendous number of non-productive thought trials . .
must not be underestimated. Think of what a small proportion
of thought becomes conscious, and of conscious thought what a
small proportion gets uttered, what a still smaller fragment
gets published, and what a small proportion of what is
published is used by the next intellectual generation. There
is a tremendous wastefulness, slowness, and rarity of
achievement (Campbell, 1960, p. 393).

Environmental conditions. Figure 3 illustrates the importance of

environmental conditions on the range of applicability of general

statements. That is, since observed effects result from the interaction of

processes (causal agents) and environmental conditions, it is necessary both

........................ .. . . .. . . . . .
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to specify and understand the influences of the latter. Cronbach (1975) also

* makes the point that our ability to make enduring generalizations depends

heavily on the nature of the environment confronted by our simple notions of

cause and effect. The notion used by Cronbach is that of the difference

between closed and open systems. Thus:

The half-life of an empirical proposition may be great or
small. The more open a system, the shorter the half-life of
relations within it are likely to be . . . . Propositions
describing atoms and electrons have a long half-life, and the
physical theorist can regard the processes in his world as
steady. Rarely is a social or behavioral phenomenon isolated
enough to have this steady-process property. Hence the
explanations we live by will perhaps always remain partial and
distant from real events . . . . and rather short lived
(Cronbach, 1975, p. 123).

In behavioral decision making, the most dramatic results in recent years

have demonstrated precisely how sensitive subjects' responses are to seemingly

minor changes in tasks (Einhorn & Hogarth, 1981). This, in turn, has led to

greater appreciation of the task-contingent nature of strategies for judgment

and choice (Payne, 1982) and has important implications for research. First,

since complex behavior at the overt level is not necessarily inconsistent with

simple underlying processes, this suggests seeking a limited number of

theoretical principles to explain the underlying or covert responses that

initiate behavior. Parenthetically I have often thought that it would be

particularly interesting if these psychological principles were found to have

physiological counterparts. For example, Coombs and Avrunin's (1977) notions

of "goods satiating" and "bads escalating" seem to capture the way we process

both psychological and physical pleasures and pains.

Second, to understand this behavior, it becomes critical to vary

environmental responses in systematic ways and to analyze carefully the task

conditions in which the behavior is observed. As Ken Hammond has already

stated, one needs to sample behavior across both persons and situations and to

,rI
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respect the ranges that variables normally take in the environment (see also

Hammond, 1978). Cronbach (1975) also stresses the role of task description,

going so far as to state:

Instead of making generalization the ruling consideration in
our research, I suggest that we reverse our priorities. An
observer collecting data in one particular situation is in a
position to appraise a practice or proposition in that setting,
observing effects in context. In trying to describe and
account for what happened, he will give attention to whatever
variables were controlled, but he will give equally careful
attention to uncontrolled conditions, to personal character-
istics, and to events that occurred during treatment and
measurement. As he goes from situation to situation, his first
task is to describe and interpret the effect anew in each
locale, perhaps taking into account factors unique to that
local series of events. . . That is, generalization comes
late, and the exception is taken as seriously as the rule.
(Cronbach, 1975, pp. 124-125.)

I disagree with Cronbach in so far as I believe that attempts at general-

ization (or forming working hypotheses) are useful even at early stages of

research. However, his emphasis on attempting to understand variations in

task conditions is exemplary. Indeed, the importance of these ideas can be

illustrated by noting that "theories" often have an unfortunate tendency to

"asymptote" on explaining surprising phenomena that have been generated within

fairly tight environmental circumstances. For example, whereas I greatly

admire Kahneman and Tversky's (1979) prospect theory, I recognize that it

cannot handle certain phenomena that occur when you do something as simple as

change the size of payoffs. (Specifically, prospect theory predicts certain

violations of expected utility theory when payoffs are small. However, I know

of two unpublished studies where this prediction fails). Nonetheless, this

sub-field of choice theory is currently populated with many models that seek

to explain the same data reported by Kahneman and Tversky. I hate, for

instance, to think of the number of published, let alone unpublished

*explanations of the Allais paradox. The theoretical challenge is not simply
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to explain the current "anomalies"; rather it is to make predictions that take

us beyond these phenomena. However, this can only be done if investigators

construct their models by considering implications for a wider range of

environmental circumstances than has been the case to date.

(3) To summarize, generalizations are working hypotheses expressed in

terms of cause-effect relations. Generalizations decay because (a) it is

difficult to identify appropriate causal agents (working hypotheses) and (b)

observations of simple cause-effect relations are complicated by the myriad of

environmental conditions in which these operate. Given what has been stated,

it is legitimate to question whether we are or ever will be equipped in the

social sciences to produce generalizations capable of resisting decay.

Science, however, involves both costs and benefits. Thus whereas we should be

more realistic concerning individual aspirations and costs, we should also

recall that the benefits of science do not lie in discovery. The benefits lie

in application. It takes only one or a few people to discover something once;

but a discovery can be used on countless occasions. This is not to say that

all is well in the way social science is conducted. Indeed, by careful

attention to methods, much can be done to prevent generalizations from decay

. as well as accelerating this process when necessary. I therefore now consider

the principal means used to generate knowledge. These are, respectively, the

development of formal models and the use of experimentation.

3. The role of formal models

Formal models have a dual role; first, to extend our understanding of

" -working hypotheses; and second, to delimit the extent of our knowledge and, in

some cases, even to show where it is impossible to acquire knowledge.

A model is a concise statement of a working hypothesis. It can be, but

is not necessarily expressed in mathematical form. Good models have two
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characteristics: (1) Economy of description; and (2) The power to suggest

implications that are not evident at first sight. In other words, a model is

like an intellectual crutch. It enables the scientist to go further. Whereas

models are abstractions, the critical dimension by which we evaluate models is

their ability to generate insight about naturally occurring phenomena. That

is models have to relate to data.

It is important to realize that models can relate to data at various

levels. To illustrate, consider the "lens model"-like (Brunswik, 1952)

diagram in Figure 4. This elaborates on Figure 3 in that it suggests that

" T~nsert Fgure-4-about'er

for any "true" process (represented by data of differing types) the scientist

can build models that permit comparisons between models and data at several

different levels. Roughly speaking, these comparison points are at (a) the

level of the assumed underlying process, (b) concerning environmental

conditions, and (c) predictions versus observations. In my view, the better

models in the social sciences permit comparisons at all three levels such that

one can make several types of Judgment concerning model validity. To

appreciate this, consider the lack of progress in areas where attempts are not

made to create these links. There are two extreme cases: "models without

data" (a good part of modern economics, cf. Kuttner, 1985) and "data without

models" (a good part of social psychology).

Models without data. Data, or observations, are usually at the origin of

models. That is, based on observations the scientist makes assumptions about

the underlying causal agent presumed to generate the phenomena. However, this

is not always done. In economics, for example, working hypotheses about

underlying processes are frequently invoked in the form of "as if" assumptions

without any regard for known facts, i.e., data. Whereas this is often



Figure 4
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practical from a modeling viewpoint, I question whether such models could ever

generalize (see also below) unless the "as if" assumptions can also be shown

to simulate what is known about the facts at that level. For example, it is

evident that the utility maximizing assumptions made on behalf of homo

economicus do not square with what we know about limitations on human informa-

tion processing abilities. The troublesome aspect of this, however, is not so

much this lack of correspondence as such, but the failure to show that the "as

if" assumptions might imply some correspondence. (For an example of how "as

if" linear models of Judgment can simulate more complex underlying processes,

see Einhorn, Kleinmuntz and Kleinmuntz, 1979).

Second, given the importance of environmental conditions, useful data-

model comparisons can also be made at this level. Once again, one may choose

to ignore this potential source of reality testing by declaring certain

conditions to be irrelevant, as in the treatment of contextual variables in

expected utility theory (von Neumann & Morgenstern, 1947). However, given the

importance of environmental conditions, the relative success of many models in

the social sciences is determined by the way in which environmental conditions

are represented, irrespective of assumptions about process (see also below).

Third, data or observations can inform models at the level of predictive

accuracy. Many scientists, myself included, put great weight on the criterion

of predictive accuracy. Some, for example Milton Friedman (1956), argue that

the predictive accuracy of a model is all that matters. That is, one need not

worry whether working hypotheses are "realistic" provided one's model "yields

predictions that are good enough for the purpose at hand or that are better

than predictions from alternative theories" (Friedman, 1956, p. 41).

Unfortunately, generalizations decay and, of late, it cannot be said that the

economic models espoused by Friedman have escaped this fate. Moreover, as can

. ..%
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be seen by consulting Figure 4, it is unclear what one should do when

* prediction fails if one's models do not also permit comparisons between data

and model at the levels of both process and environmental conditions. (For

a possible precedent concerning what people do "when prophecy fails," see

Festinger, Riecken & Schachter, 1956.)

Data without models. On considering this extreme, I am reminded of a

quote from Pirandello: "A fact is like a sack. It won't stand up unless you

put something in it." In other words, the reporting of data or results always

assumes some underlying theoretical notions. Indeed, a result can only be

surprising if it violates expectations and thus one's theories about the world

(cf. Davis, 1971). However, even if facts do have some surprise value, the

meaning (and thus potential for generalization) of such facts is not evident

unless they are accompanied by some specific underlying model or theory. For

example, whereas the robustness of the "conjunction fallacy" reported by

Tversky and Kahneman (1983) is a fascinating finding, it is not clear what

this tells us about human cognitive processes except that these can produce

outcomes that are inconsistent with the prescriptions of probability theory.

At this level, of course, the conjunction fallacy is hardly a new finding.

Note that Tversky and Kahneman are not saying that human judgment always shows

conjunction effects. (Indeed, this would be a simple "generalization.") On

the other hand, by failing to develop a model, they are unable to inform us

both of how these judgments are made and of the conditions under which people

do or do not commit this "fallacy." As stated by Abelson (1984), "You can

really only say that you understand a phenomenon when you can make it go

away." However, to "make it go away" you need a model.

Formal models can contribute to different aspects of the scientific

process. Consider their potential roles in (1) observing data, (2) specifying
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implications prior to data collection, and (3) simulation.

(1) Whereas formal models are usually associated with fairly advanced

states of scientific investigation, as noted above there are also important

links to be made between data and models at early stages. I would like to

emphasize that the observation of data requires considerable theoretical

skill, the need for which has been delightfully captured by Louis Guttman

(1982) when talking of "exploratory" research. As Guttman stated, one does

not send novices to the North Pole or the moon since they would not know what

to look for. For example, it took a Darwin to develop evolutionary theory

even though people had observed the multitude of animal species for centuries

before him. Similarly, whereas fragments of ancient bones may mean little to

you or me, they could have profound significance for paleontologists. Closer

to my own interests, verbal protocols of subjects involved in problem solving

or decision making tasks do not mean much unless you know what you are looking

for. Protocols do not automatically generate theories.

(2) After initial observation, formal models are important to the

gathering of new evidence. The most critical task here is to suggest

predictions or implications for empirical testing. This is particularly

interesting when implications violate intuition (Davis, 1971).

Testing may be done in either a "weak" or a "strong" sense (cf. Platt,

1964). The weak form occurs when investigators try to assess whether data are

or are not consistent with a particular hypothesis. For example, does the

behavior of stock prices conform to one of the criteria of market efficiency

(cf. Fama, 1970)? This form of testing models is weak in the sense that it

usually involves some variation of the "null hypothesis trap." That is, tests

center on whether or not the data disconfirm the null hypothesis. (For a

recent discussion, see Serlin & Lapsley, 1985.) Thus, when studies use

-** -. . . .. '- * * * - * ** * * *.'.'*. .* % * * . - ". . I*.*S~S*.** - .- * . *
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naturally occurring field data, it is often the case that measurement and

other sources of noise prohibit clean tests of the null hypothesis. For

example, in discussing with a leading "rational" economist whether the

expected utility model could ever be disconfirmed by naturally occuring data

(involving real decision makers facing real payoffs), he admitted that in

practice this would be extremely difficult. However, since in principle it

was not impossible, the model was "falsifiable" and thus defensible as such.

In psychological experiments, on the other hand, the data are typically

cleaner. However, a simple "acceptance" or rejection of the null hypothesis

at some conventional level of statistical significance usually gives little

idea of the substantive importance of the model's predictions.

Strong tests depend critically on developing models and have two charac-

teristics. First, models are judged by predictions that avoid entrapment by

the null hypothesis. Note that these predictions need not take the form of

precise numbers; they could be qualitative in nature, involve the specifi-

cation of approximate functional forms, and so on. Indeed, in discussing the

"slow progress of soft psychology," Meehl (1978) decries the reliance on

statistical hypothesis testing, advocating instead the following "moral":

It is always valuable to show approximate agreement of observations
with a theoretically predicted numerical point value, rank, order,
or function form, than it is to compute a "precise probability" that
something merely differs from something else (Meehl, 1978, p. 825,
emphasis omitted).

Second, strong tests also require the specification of plausible alternative

models and the delineation of conditions where the alternatives make different

predictions. In the absence of "plausible" alternatives, even the use of

naive baseline models would improve practice considerably. In the social

sciences, however, these practices are the exception rather than the rule.

For example, in a survey of empirical papers published in Management Science

%.
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from 1955 to 1976, Armstrong (1979) found that less than one quarter (22%)

considered more than one hypothesis.

A good example of the use of alternative models is provided by Thaler and

Shefrin (1983). They challenged conventional economic notions of savings

behavior based both on Friedman's permanent income hypothesis and Modigliani's

life cycle model by positing a more psychologically plausible hypothesis

involving notions of self-control. Their paper is essentially a review.

Specifically, they test the predictions of the alternative models on the data

reported in various studies published in the literature. In my view, the

Thaler-Shefrin model provides a better account of the data than the more

conventional "working hypotheses." However, this is not the point. The point

is that it does not suffice to say that conventional theories are implausible

and even to show that they do not fit the facts; it is necessary to build

alternatives. For example, many people (myself included) admire Howard

Kunreuther's fine field study of insurance decision making (Kunreuther et al.,

1978). In a nutshell, Kunreuther found that people's decisions concerning the

purchase of flood and earthquake insurance were inconsistent with the expected

utility model. However, apart from appealing after the fact to concepts such

as availability (Tversky & Kahneman, 1973), Kunreuther did not formulate a

precise alternative model of the insurance purchasing decision that could have

been rejected by the data collected. (On the other hand, it is true that

Kunreuther's study provides data that can inform the building of alternative

models. See, e.g., Hogarth & Kunreuther, 1985.)

To summarize, there are at least three advantages to developing specific

alternative models: (a) The yield from experiments is greatly enhanced if the

data provide information about more than one working hypothesis; (b) As noted

with respect to Guttman's comment, theoretical skills require expertise. How-

". % ,* ,-. - + - . . * -. ,, *.*** .*... *. *. . • ,+ , , .o . . o . . .. . .. S. ** ** ** *. •• *~~* * *- * . . . . .



18

ever, expertise does not develop in a vacuum. Developing specific models

requires practice in developing models and thus I see this emphasis as

potentially increasing the level of scientific reasoning; (c) Whereas

generalizations decay, old theories never die unless they are replaced. That

is, the most powerful way of disconfirming a hypothesis is to replace it with

one that predicts better. Developing specific alternatives is essential to

the process of regeneration.

(3) Whereas I have emphasized the need for interaction between data and

models, there are areas in which models can make important contributions and

yet only be loosely connected to data. These all involve various forms of

"simulation."

One type of simulation is the theoretical exploration of working

hypotheses aimed at exploring conditions under which these do or do not hold.

A recent and instructive example is provided by Klayman and Ha (1985).

Klayman and Ha took on one of the most unquestioned and apparently robust

generalizations in the decision making literature. This is the so-called

"confirmation bias" (Wason & Johnson-Laird, 1972) whereby, when testing

hypotheses, people are said to have a deleterious tendency to seek information

that could confirm but not disconfirm their beliefs. By careful theoretical

modeling of this task, Klayman and Ha show conditions under which a

confirmation strategy is, in fact, the more appropriate approach. The

surprising finding is that these conditions are relatively common. Thus, in

one theoretical paper, and by asking a question about conditions, Klayman and

Ha illuminate what had become a whole research tradition in experimental

psychology. It is important to note, incidentally, that the Klayman-Ha paper

does not model the process by which humans test hypotheses. Rather, it shows

the consequences of using various strategies in different environments. As

.' .
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such, it is paradoxically more illuminating about the psychology of hypothesis

testing than many studies that attempt to describe "what people do." On the

other hand, the nature of this paradox is resolved when one considers the

importance of conditions on behavior as illustrated in Figure 3. Sometimes

generalization decay can be usefully accelerated by good theoretical analysis.

A second type of simulation occurs when an investigator uses models

(computer or mathematical) to mimic the behavior of people in order to

investigate the implications of behavioral assumptions in different

environments. A good example of this type of work is that of Axelrod (1984)

on the evolution of cooperation. Axelrod investigated the survival rates of

different competitive strategies involved in repeated plays of the prisoners'

dilemma game. His observations consisted of pitting different strategies

against each other and noting which did more or less well, on average,

against all opponents. From observing the relative performance of different

types of strategies, he inferred characteristics that were more or less likely

to foster survival in different types of environments. From my view, whereas

Axelrod collected no "real" data, this was a particularly illuminating study

in that it suggests hypotheses for considering more complex, natural

situations where controlled experimentation would be difficult, if not

infeasible, to conduct. For example, the purchasing arms of many corporations

are essentially involved in repeated prisoners' dilemma games with their

suppliers. Axelrod's methodology and results, although not conclusive, are

rich in suggestions for the implications of adopt different strategies.

It is also significant that Axelrod's work has subsequently inspired work in

the natural sciences investigating the survival strategies of birds (Lombardo,

1985).
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In my view, one of the most important ideas in modern science is the

notion of the impossibility theorem introduced by G6del. This is also a form

of simulation, the full power of which, however, is insufficiently appre-

ciated. The classic example in the social sciences is Arrow's (1963) result

concerning the aggregation of preferences. Arrow showed that there is no way

to aggregate individual preferences (meeting certain specifications) in a

manner that does not violate at least one desirable postulate of rationality.

However, this kind of reasoning could be taken much further. For example,

reconsider Figure 3 and imagine that you are trying to model a particular

phenomenon. In many cases it should be possible to show that the complexity

of the environment in wlich the phenomenon occurs is such that the power of

any generalization must be very weak. To be able to do this, however,

requires developing a model of the underly.ing phenomenon. That is, without a

model one cannot assess whether any working hypothesis has the slightest

chance of surviving a change in environmental conditions. As an example of

this strategy, I was once interested in investigating claims that a certain

proportion of variance in IQ could be attributed to heredity (Hogarth,

1974). Rather than question the data, I chose to examine the underlying model

by considering its assumptions. What I found (via simulation) was that minor

changes in some questionable assumptions had huge effects on estimates of

variance components. In other words, even if you could collect good data, it

was unclear what you could infer from them. To summarize, I see the

"impossibility" approach to simulation as extremely revealing and powerful

concerning when and what data to collect. Once again, it requires the ability

(and willingness) to specify models. Unfortunately, it is considerably

underutilized.

?
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4 . Why we should bother about experiments

Above I have discussed the importance of formal models. On considering

how experimental evidence can affect our ability to generalize, I now consider

(1) how models and data interact in affecting conclusions, (2) apparent

conflicts between the goals of internal and external validity, and (3) reasons

why we should persist in doing experiments even though prospects for achieving

generality are typically poor.

(1) Whereas the tradition of resolving issues by critical experiments is

well established in physical science, this is not the case in the social

sciences. Indeed, many are quite skeptical about what can be achieved in this

area via experimentation. The reasons, I believe, relate to the issues

discussed in the previous section. These are, (a) the relative lack of well

specified models and alternatives, and (b) the conditions under which

experiments are conducted raise serious issues as to how results can be

generalized. Moreover, in conducting and interpreting experiments, these

issues are not unrelated.

I have already discussed the need for well specified models and alterna-

tives. However, as an example of how the presence or absence of such models

interacts with experimental methodology, consider the following two experi-

ments. One involved extremely weak methodology, but no one doubts the effect.

The other study used a sophisticated design, controls, and so on, and although

there were effects, people still remain skeptical as to their generality. The

first study took place near Los Alamos, New Mexico, in July 1945 and involved

a huge explosion. The study itself was "weak" by social science standards.

There was but a single observation and no control group. However, no-one

doubts that the explosion was caused by detonating an atomic bomb. The second

study was much more sophisticated. This was the so-called New Jersey

S . ..
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"negative income tax" experiment (Kershaw, 1975). In this carefully designed

study, an attempt was made to determine the effect on the labor supply of a

negative income tax program for the poor. The study involved paying negative

taxes to participating families. There were randomly selected experimental

and control groups. Subjects were enrolled in different locations, and so

on. However, despite all methodological precautions, it is still possible to

be skeptical about the claims made concerning the possible effects of

instituting a negative income tax on a larger scale. Indeed, as we all know,

faith in the outcome of the first experiment led to operational implementa-

tion. However, this can not be said of the second. There are many

differences between the experiments in New Mexico and New Jersey. The first

dealt with a physical phenomenon for which theories existed and where prior

experience had been codified (even though considerable uncertainty existed

prior to the experiment about the size of the probable effect); there was high

agreement on what variables were relevant; and credible alternative explana-

tions to account for the large explosion are hard to imagine (e.g., the

possibility of a huge subterranean earthquake occurring at preciEely that time

and place seems remote). The second study, on the other hand, took place in

conditions where prior theory was far looser and rival interpretations were

*: almost bound to plague the results of even the best of research designs.

(2) In attempts to generalize theories, researchers often have to

grapple with issues of how "realistic" or "representative" experiments need to

be. This too leads to interesting interactions with the degree of commitment

people have toward particular theories. Since Campbell and Stanley's (1966)

classic work, the issue of realism in experiments has often been conceptual-

ized as one of internal versus external validity. One can considerably reduce

(if not eliminate) threats to internal validity by careful controls. However,

............................................
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in doing so one may preclude the possibility of reaching conclusions that are

externally valid, i.e., the objectives of internal and external validity trade

off. In discussing the nature of this trade-off, Swieringa and Weick (1982)

have argued that, contrary to most researchers' beliefs, the real indifference

function between internal and external validity may be convex rather than

concave. Thus researchers who add a little realism to artificial laboratory

experiments can diminish rather than increase the utility of their efforts.

To support this view, they cite the work of Plott and others in experimental

economics (see e.g., Plott, 1982; Smith, 1982). Here the tradition has been

to test economic theory in the most abstract conditions possible. The

argument is that the principles of economic theory are abstract, i.e.,

"content free." They should therefore be tested in abstract environments

since, if they do not hold here, they are surely suspect in more complex real

world situations. At first sight, this argument has much appeal. However,

consider the reactions one is liable to elicit if such experiments produce

results that alternatively (a) confirm or (b) disconfirm the principles

tested. Results that confirm the theoretical status quo will undoubtedly find

ready acceptance. Indeed, in these cases the abstract "artificiality" of the

experiments is seen as a plus ("a nice, clean test"). On the other hand,

disconfirming results can be easily dismissed as irrelevant. That is, artifi-

ciality has now become a negative ("the study was not representative"). For

example, although there has been considerable interest in demonstrating that

rats and pigeons obey the laws of supply and demand (Battalio, Green & Kagel,

1981), would the same interest exist if experiments had shown that they

didn't? Indeed, would we even be aware that these experiments had been

performed? Artificiality is often advantageous; however, it can lead to

considerable selectivity in what ultimately becomes public knowledge. (This

.........................................
..............................
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is not meant to imply that selectivity is otherwise absent in science. For

specific evidence, see Mahoney, 1977.) Parenthetically, I have often wondered

whether, in addition to sharing respect for the laws of supply and demand,

rats and pigeons are also subject to preference reversals and other biases.

If they were, what would we make of these findings?

In many ways, the dilemma between internal and external validity is

false. To see why, reconsider Figure 3. As noted above, the goal of science

is to make statements of cause and effect and to understand how these are

modified by environmental conditions. Thus, to understand the nature of some

phenomenon, it is important to vary environmental conditions. This therefore

implies conducting a range of "experiments" going from highly controlled

laboratory conditions to quite "loose" field studies. Thus, I do not see

conflict between experimental approaches that focus on internal as opposed to

external validity, or vice versa, provided both approaches are part of the

same scientific program. On the other hand, what is unforgivable is to form

strong beliefs in working hypotheses that have only been tested in one type of

environment. Unfortunately, the way science is organized (and in particular

the way scientists are rewarded), individual scientists tend to focus on the

implications of their own work within limited environments, and to seek

outlets for publication within their own disciplines in journals that reward

narrow empirical approaches.

In my view, we lack studies where scientists from different backgrounds

have attempted to examine the same phenomena or working hypotheses in

different environments. Fortunately, some exceptions "confirm this rule."

Consider, for example, the approach taken by Kunreuther et al. (1978) in

studying insurance decision making. This involved both economists doing field

studies and psychologists doing laboratory experiments. Alternatively,
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0
S-consider some of Taler's (1980) interesting field observations that were

inspired by Kahneman and Tversky's (1979) prospect theory. There is little

doubt that if tentative cause-effect relations prove to be robust across dif-

ferent environmental conditions, they are granted greater respect (cf. Einhorn

& Hogarth, 1985). In medicine, for example, it is standard practice to verify

whether hypotheses based on observations in one population also hold in

others. Note that I am not saying that the same social scientists should be

involved in doing studies across ranges of all possible conditions. On the

other hand, I advocate exploring means whereby we encourage the testing of

hypotheses across areas and thus across different conditions.

Summarizing, I have argued that the way to test the "generalization" of

working hypotheses is by testing across different conditions. That is, I

advocate multiple forms of experimentation dealing with the same topic. By

the same token, I also advocate multiple methods. For example, I am tired of

debates concerning the utility of "process tracing" data. It Is healthy that

different researchers should study similar topics by different research

techniques. What is unhealthy is that any group should consider its approach

as intrinsically more realistic than those of others. As a good example of

multiple methods in the area of decision making, consider the work of Einhorn,

Kleinmuntz and Kleinmuntz (1979). They showed that protocol methods and

analytic models can be profitably used to study cognitive processes since they

illuminate different aspects and levels of the same phenomena. It is my hope

that in the future researchers within different methodological traditions can

learn that truth can (perhaps?) be shared (cf. Einhorn & Hogarth, 1981).

(3) As noted above, prospects for achieving generalizations that resist

decay are remote for most of the social sciences. Indeed, in some areas

people question whether one should even do experiments. Despite the problems,
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let me offer six reasons why we should continue to do experiments:

(i) A little knowledge is better than none. Whereas one should be

realistic concerning what can be achieved via experimentation, some partial

knowledge and half-truths can be gained. For example, experiments conducted

in the late 1960s and early 1970s pointed to glaring deficiencies in human

ability to process probabilistic information (e.g., Tversky & Kahneman,

1974). Whereas these results led to extreme over-generalizations in some

quarters (e.g., Nisbett & Ross, 1980), recent years have seen a growing

realization of the conditions under which people do or do not make certain

inferential errors (e.g., Nisbett et al., 1983) or whether some response

tendencies are indeed "biased" (e.g., Hogarth, 1981). To my mind, the

critical factor is not that we do or do not state working hypotheses so much

as we know what weight to accord to them. We must educate ourselves not to

expect too much of experiments but bear in mind that the possession of

knowledge is relative. As stated by Erasmus, "In the land of the blind, the

one-eyed man is king."

.ii) Experiments help avoid metaphysical speculation. Two contributory

causes of the explosion of knowledge in the physical and natural sciences in

the past two centuries have been (a) the growth of methods for conducting

experiments and (b) the physical means of doing so. For example, whereas the

notion of "a control group" is almost second nature to today's practising

scientists, it is significant that this critical idea is of fairly recent

origin (Boring, 1954). In addition, one tends to forget how the development

of computational equipment has, in addition to enabling scientists even to

consider certain issues, facilitated the penetration of statistical methods

developed only in this century. Without experimentation, or even

possibilities for experimentation, scientists are not afforded the important

" "i
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posssibility of learning that their ideas (sometimes called "theories") are

typically wrong. Although, as noted above, I favor greater rigor in the

formulation of models than is generally the case today, I am equally vehement

about stating that science cannot depend too heavily on axiomatic reasoning

since, by definition, this only applies within restricted, closed worlds that

lack the open systems characteristics of our everyday reality. Tautological

reasoning, that is the basis of all implications of logical systems and

therefore highly useful, is limited. In particular, there is no guarantee

that tautological truths are empirically valid (Einhorn & Hogarth, 1982b).

(iii) Experiments can and should be used to illuminate scientific

conflicts. Whereas the topic of scientific dispute has received much

attention in recent years, with some scientists even advocating adversarial

methods (so-called "science courts"), in my view we are all better served by

defining critical experiments. To illustrate, assume that a conflict exists

between the proponents of two rival theories. If the theories differ, then

they must make different predictions concerning events that are yet to be

observed. The test, therefore, is to require the rivals to define these

events, make predictions, and then collect the appropriate experimental

evidence. The critical aspect of this process is that, prior to conducting

the experiment, the opponents must agree both on what evidence should be

collected, and how different possible results should be interpreted. For

further elaboration, and more radical propositions concerning these ideas, see

Hofstee (1984).

(iv) Experiments can impact on practice. Restricting my comments to the

decision making literature, many experiments can be and are usefully conducted

without specifically attempting to establish behavioral laws. Consider, for

*example, the problems of assessing Judgmental inputs for management science

=..........................................
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models. Much practical knowledge can be established by determining which

methods subjects seem to prefer in making the required judgments. This is not

to say that I am advocating totally atheoretical approaches to data collec-

tion. However, if data were routinely collected within an experimental

framework, this would undoubtedly help the subsequent development of theory.

In particular, I believe this would increase sensitivity to the effects of the

conditions under which the data are collected.

(v) Experiments are a form of history. In one of the quotations from

Cronbach (1975) given above, the concept of the half-life of a finding was

used. However, even it some of today's truths have a short half-life,

documenting their existence can be extraordinarily important. Each generation

views it reality through eyes trained by its predecessors. Thus, in under-

standing the issues and perspectives of today, it is essential to trace how

such matters developed over time in order to understand why they are deemed

important. For somebody trying to understand how decision researchers (or any

other group) view certain issues at a given time, the existence of an experi-

mental literature is of enormous importance. Experiments are one way in which

a science expresses its values and concerns and also attempts to describe its

empirical reality. Once again, I quote Cronbach (1975):

The special task of the social scientist in each generation is to
pin down the contemporary facts. Beyond that, he shares with the
humanistic scholar and the artist in the effort to gain insight into
contemporary relationships, and to realign the culture's views of
man with present realities. To know man as he is is no mean
aspiration (p. 126).

Parenthetically, I emphasize that I use the word "experiments" in a broad

sense to include field observations and case studies as well as the narrower

laboratory tasks favored by psychologists. Although often dismissed by

"rigorous methodologists," case studies can be most informative; however,

their yield depends crucially upon whether the investigator adopts an
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"experimental framework" in organizing observations (for further discussion on

this point, see Campbell, 1975).

(vi) Experiments help define new questions. Given the complexity of

empirical phenomena, it is rare that experiments provide definitive "answers."

Indeed, it is an old adage that good research raises more questions than it

answers. Experiments can thus be a vital source of good questions. The

importance of this should not be underestimated. It was pertinently raised

some time ago by Gertrude Stein when she mused: "Suppose no one asked a

question. What would the answer be?" More interestingly, Einstein stressed

the importance of doing when engaged in inquiry and made the following dis-

tinction between a scientist and a detective: "For the detective, the crime

is given, the problem posed: Who killed Cock Robin? The scientist must at

least in part commit his own crime." (Einstein & Infeld, 1938, p. 76).

--.
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