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ABSTRACT

The use of.proproocsaors and decision aids in ocoamand, control and
communication (C') systems is meant to reduce the workload of individual

Cad

> decisionmakers and improve 'the qQuality of an organization’s
- decisionmaking. An information theoretic framework is used to model the
5 decision aids. Thus, it becomes possible to evaluate quantitatively the
! effect a decision aid has on the workload of a decisiommaker and to derive
; necessary conditions that preprocessors (a generic form of decision aids)
o must satisfy in order that they reduce the human's workload.

;
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ANALYSIS OF PREPROCESSORS AMD DECISION AIDS IN ORGAMIZATIONS®

Gloria B.-L. Chyen
Alexander H, Levis

Laboratory for Information and Decision Systess
Massachusetts Institute of Technology. Cambridge, MA 02139 USA

Abstract: s
ocommunicatioa (C')

The use of preprocessors and decision aids in ocommand, oontrol and
systems 13 msant to reduge the workicad of individual

decisicomakers and improve the quality of an organization’s decisiommaking. 4a

iaformsatioca theoretic framevori ia used to model the decision aids.

Thus, it becomes

possible to svaluste quamtitatively the effect a decision aid has on the workload of
s decisicomaiker and to derive necessary ccaditions that preprocessors (a generic fora
of deciszion aids) must satiafy ia order that they reduce the human’s workload.

Keywords: Decision Alds, Organizaticn Theory

“he objective of the research presented in
this paper 13 twofold: (a) to extemd a
sathematical theory of organizations to include
decision aids and (b) to provide an interpretation
of soie receat experimental results on multiple

bdbetween the data source
situation assessment stage of a decisionmaker. A
simple decision aid can be modeled by an extersal
preproiessor vhile for isnterpreting the
experissatal results an interaal preprocessor is
iatroduced.

Cos function of decision aids is to reduce a
decisionmaker's vorkload, Ooe way of doing that is
by pre-processing the inooming data. Aoother
msechaniam 1s to reduce the imput rate by filtering
out irrelevaat data.

process individual inputs. The decisionmainr need
attend only to the asignificant data and therefore,
the system perforsence is eahanced.

The model of the human decisioomaker used in
this paper is the descriptive ons presented in
Boettcher and Levis (1982, 1984) and Levis amd
Bosttcher (1983). The model of the preprocessor
is liniked to the decisioamaker model 30 that its
ability to reduce the processing workioad of the
degisiommaker can be analyzed.

The basic information theoretic model of the
decisionmaker is a two-~stage proceas with limited
processing capacity; it 4is illustrated in Fig. 1.
The decisionmaker receives an input symbol x from
bis enviroomeat. If the isput symbols are
generated every v seconds on the average, then =,
the mean symbol interarrival time. is a desoription
of the tempo of operations. The situatioa
assesament (3A) atage consists of a fiaite number
of well~defined deterministic or stochastic
algorithms that the decisionmaker can choose froa
to process the aeasurement x and obtain the
assessed situation 3. The iantermal decision u ia
this stage is the choice of algoritha f, to process
x. Therefore, each algoritim is ocoasidered to be

*This work was supported by the U.S. Air Forge
0ffice of Scientific Nesearch under Coutract
APOSR-~80-0229,

S ncte e N,

e

sotive or imactive, depending on the internal
decision strategy p(u). In the response sslection
(RS) stage, wvhich is similar to the situation
assessaent stage, one of the algorithas h, is
choasn acoording to the respoase selectioa ou‘uu
piviz) to process the situatiocn assesssent z into
an Appropriate respotse y. 3inoe 0o learning tales
place during the performance of & sequende of
tasks, the successive values takea by the variables
of the sodel are uncorrelated, {.e., the model is
asmoryless. HBenge, all information theoretis
expressions in this paper are on a per symbol
basis.

SA RS

Pigure 1. Basic Nodel of Deciaioomaking Process

The model of tbhe decisioomaking proocess shown
in Fig. I-yh‘;n\nduh-nmsmunot
two subsysteas, and 8 that ocoarrespond to
each ons of the two stages. The input to this
system S 13 X and the output is y. Purthermore,
let each algoritim ’1 contais L7 variables denoted
by

S § i
'1 - (". "’...l "l' i= 1.3...0.0 (1)

and let each algoritha hJ contain 13 variables
denoted by

v M ML W T eray @
3

It 13 assumed that the algorithas bave no variables
in ocommon:

WNwWeg for 14 o 1.4 = 1,2.0..,007 ()

The subsystea sS4 is descridbed by a set of
variadles

Approved for publie walgase
distribution unlimited.
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aad subaystes = by
e tv, P, " (5)

The four quaatities stated in tbe Partition Law of
Informstion (Comant., 1976) for this system S can be
evaluated vith the following results.

Teroughput:

Gg = Tx:y) = B(y) - 'x(’) L
Blociage:

- H o ' - -

o, = ixeu, W™ am sl 0,
Ia this cass, inputs not recaived or rejected by
the system are not takes into account.

Noise:

- u -
o, = £,s%, ) = g) + (V) ®

Coordination:

°c- r(u:v::...:v:':x:v:y) = G:‘O G:’* 1'(8“: ”)

(9
]

a3 = Y to,8l (3x)) + 0 Bp ¢ B2 (10)
i=1

v
G:s = ) lpf:"‘(p(:lv-j)) * s;l(pj)l +« By) (11)
™

(s : 55 a 52 (12)

The quaatity H(x) denotes the entropy of the random
variable x and H,(y) is the oconditiosal eatropy of
y when x i3 givea. The expression for G, shovs
that it depends on both internal strategies plu)
and p(viz). _ In the bsystem ocordinmation
expresaions and » P and p *
respectively the probadilities t.iu n‘orflm L g
and b, have been selected, 1i.s., pl-p(u-i) nu&
p=p(vhy), The quantities represent the

ternal coordinstion of the corresponding
algorithas and depend on the probabiiity
distributions of their respective inputs. The
quantity B ia the eatropy of a Bernoulli randoa
variable vith paramseter p:

R(p) = =~ p log p - (1-p) log (1-p) (13)

Eq. (9) states that the total coordization in the
system 38 can Dde expressed as the sum of the
iaternal oocordination witbin each subsystea given
by Bgs. (10) and (11) and the coordination ‘ue to
the t:;ououu betwesn the two subsystems given by
ig. ).

The subsystes coordination consists of terss
reflecting the presence of switohing due to the

R
A

o e et T e e e

iaternal decision strategies plu) or plvis). 1Ir
there 13 0o mm. {.0., 4if, for m.
plu=i)sl for some i{. then N will be ideatically
sero and Rq. (10) will reduce to:

@ = lean « (14)

Fioally, the total iaformation processing activity
of the aystem G is given by

G-G‘OGD*GII*GOS (13)

it can ssrve as a mesasure of the workload of the
decisionmaker is carrying out this task. (Bosttcher
and Levis, 1982)

The paper has been organized as follows. In
the osxt sectica, the baaioc model of preprocessors
and decision sids is introduced. The preprocessor
mode)l is connected to the desisionmaker model for
systea evaluatioca. A mumerical example is provided
to illustrate the utility of a preprocsssor in a
decisionmaking systea. Also, guidelines for the
role of preprocessors in decisiommaking systeas
are developed. In the final section the question
of Bow a preprocessor oan facilitate dual-task
processing by a decisionmaker is iavestigated by
formulating two versions of a dusl-task probles.
and analyzing one of them.

THE PREPROCESSOR MODEL

A preproocessor (PP) is located detwesa a source
and a decisiommaker (DM). In the simplest case
ooasidered bere the PP operates oa the
decisionmaker’s input variable oaly: bencs, the PP
codsists of a single algoritha for preliminary
processing of the imput. It yields a SA decisiog
strategy. pfulz), and sometimes a modified input x
to the DM. Consequeatly, if the functiom of a PP
is specified., 1.0., the algorithma and the
intercoanections of the internal variables, the
activity within the PP is computable, just like for
the other algorithmss within the SA and RS stages of
the DM model.

A simple exsmple of a PP illustrates bow the
various aqtivity terms ocan be computed for a
specified algorithe with well-defined intermal
variadbles. The fupction of the preprocessor in
this example is to reduce the workload of the
decisionmaker dy processing scas of the data before
they are received by the DM. Ia order to evaluate
the utility of the PP, two different decisiommaking
systems, shown io Figs. 2 and 3, are coasidered.

The first one represents an unaided DM while
the second one represeants a DM with a preprogessor.
The DMa in doth systess is identical structures and
algorithes. The PP in the seocond system i3 an
algoritha that perforas the same function as the SA
stage of the first DM system. Since the PP ia just
an algoritaa witbout any decisionmaking
capability, the SA stage of the first DM systea bas
to employ a pure strategy, i.s., the same algoritha
is alvays selected to proceas the arriving iaputs.
Under such conditions., the decisionmaking process
in both systems are ideatical. In order to allow
the two systess to do the same task with the same
performance, 80 that the activity or workload can
be ocompared properly, the algorithms witiia the
processes are assumd to bde deterainistic and their
output distributions p(y) identical. The latter
result will be ensured, if the RS stage in the DM
of Dbdoth systems bas the same iaput distribution
p(z) and decision strategy pviz). Since the
second syatem bas executed the SA job within its
preprocessor, its Si stage aimply tranamits its
ioput to an identity algorithm 30 that the

- ..J

Sy '-;,




Fe 8 82 &

R

DA .
sfatalale e

[ AR LN

L R RN N Y

LA i)

-

-

NS

ey WEE

o,
A

n"

.

¥

X

.

f-';'."; .‘"P.:;".(~..-.T%

R N I il e e e o e fe v oot

discridution p(s) within both aystems will be
identical.

‘— y
Pigure 2. Basic DN System
With suchk a procesaing setup, the two systems
carry out the same task vith the ssae perforasnce.
To demoastrete the utility of the PP in the second
system, the total aotivity within each aystem has
to be evaluated.
7]
L (= X f's L2 1 n's o
Pigure 3. Aided DM System
Let:
c“ = Activity within First Systea (16a)
o,

Gpg * Gpp = Aotivity within Secoad System (16D)
" .

vbere 0‘ is the total aotivity with subsystea 1.

The expresaion for the total activity of a
decisicomaker is givea by:

o o
Gy, = HCx)oBlu) + 2 ng: - } o K(p,) + B(z) + £ (¥)

1=1 i=1

v v
U3 .

N 2 P8, - (hlxlv=3)) + ) o) H(p,) + H(y) + B(z)

=1 =1
an
Since the response selection process, iaput

distribution p(z) asd deaision strategy piviz) of
the RS stage in hoth systems are assuned identical,
the activity within the 1S stage of the two syatems
is the same, denoted dy GIS'

v v
- UeJ '
Ggg = B (V) oJ}lpJ 8% 3 (pizlves)) 0121 <) B3

+ li(y) » H(2)

Assume that the pure strategy in the SA stage of

SR gPARL_ il

(s

T
-

B e ¥ L W I NI -y

the first systes is such that the 1%8 algoriths s
slvays selected (1.e., pl(u=i)=]l) whereas in the
ssccad systes the first algorithm, which is an
identity algoritha, 1s alwvays sslected. Thea the
astivity of each decisionmaker in the two systems
tsrbuudframomulqa. (17) amd
18

i
°nu -l(x)+¢°+l(z) ’“n (19a)

Opy = Blx*) + g: + E(2) + Gy (19b)

The preprocessor in the second aystem ocoasists of a
single algoriths vwithout any decisiommaking
ocapability. The ths in this ocase i»
identical to the 1§ algorithm of the SA atage.
benoe the activity within the PP is simply

i
G" = B{x) + & (20)

The fupstion of the identity algoritha £,(°) 1s to
transmit its input to 4its output without any
interaal processing. Therefore, there is ocaly ooe
output varisble z which duplicates the imput value
X and there are 2o intersal variables. Its intersal
coordimation is thea

g; = T(g:5) = 0 (21)

Sinoe the internmel ocoordinoatiocn of any ooatrivial
algorithn (i.¢.. other the identity algorithm)
is greater than zaro, > 0, it follows that

i
> 3: (22)
Given that the PP oontains a deterministio

algoriths without aay decisiommaking ocapability,
then

H(x) 2 H(x*) ) 0. 2

According to Eqs. (1%a) to (23), the following two
inequalities will alvays be wvalid.

Y, 7 Tom,

(24)

Gﬂl‘ ¢ “ﬂl" GPP (2s)

Froa the expreasions of the total activity within
the two DM aysteams given in Eqs. (15) and (16), the
inequalities in Eqs. (24) and (25) show that even
though the worklosd of the first system ia leas
than that of the sescond system. the presence of the
PP sakes the workload of the seocond decisionmaicer
to be less than that of the first ome. This result
establishes a preprocessor’s ability to reduce the
activity of a decisionmaiker. Therefore, decision
aids that perform part of the aituation assessment,
Seg.» OBS of the .“m processing, are indeed
useful devices, because they reduce some of the
deciaionmaker’s processing loed.

THE DUAL~TASK PROBLEM

Another application of the preprocessor is to
facilitate a

decisionmaker in bhasdliog two

-,

e
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oonourrent tasks. UWbea the asasure of
is properly defined the system performance of
dual-task case can be compared with that of singl
task case.

X
ﬁg

Two variants of the dual-task probl
been investigated {(Chyea, 1984). Oos
sequential dual-task problem in wvhich iaputs

gt t
11

‘i'
el
15

arrive in parallel in a synchrooous sanner. For
single~task case, the imput arrival rate will
ddentical to the rate of the dual-task ocase
order to compare properly the two workloeds.

£sf

In this seotiocn., the asqueatial dual-task
probles ia the ocoatext of a aingle decisiommaker
aided by a preproceascr will be formulated and thea
analyzed to determine the effect that executing two
pob-synergistic tasks ocan bave oo system

Figure 4. Sequential Dual-Task Proocessing Nodel

The input x of the system may be from task A with
msnmx‘.umklunmcumm
Xae The PP examines each individual input to
&ummm&umammma
beloogs. If it is a task A input, thea the PP will
yiald a deciszion strategy p(u,) pertaining to task
Aumnﬂform‘tumnom
strategy plup) pertaining to task B will bde
generated.

These decision strategies are the variables
deternining systam activity aod system performance.
A pure or deterministic strategy ssans that a
speaific algorithe is always chosen to process the
ioputs from that particular task. A =mixed or
stochastic strategy is one obtained as a qonvex
combination of pure strategies. Ina order ¢to
simplify tbe analysis that follows, it 1is assumed
that tbere are only two pure strategies available
for each individual task. VWhean the four pure
strategies of the two tasks are denoted by ug, ug,
g, “’amm“nmﬂ‘““.“ two
tasks can be written as functions of decisioca
strategy perameters &, or 3y which correspond to
the probabilities of employing pure strategies uy
aod ug respectively.

- 1 s < < -
“J .J“J * (.l-CJ)uJ @2 ‘J 21 J=a.B (26)

Again, for the sake of aimplicity, oaly the
decision strategies of the SA stage are oonsidered.
The situation assesament variable z is the asystea
output,

Given that ' 4is the desired decision
response, the performance J of a decisionmaking
task can de defined as the prodadility of error in
determiniog s. Since two tasks are Ddeigg
performed, their msasures of perforsance J, and Jy
are defissd as tde prodedilities of error 12
executing task A and task B respectively.

Ly fet, e, . L.
D . . .

B AP _;4,2! ‘-'.'-‘,_-'

Phurtinag he ol SUArD I S Shuii Mok i

= p(zéz’) xeX )

d 1

3 3= AB 27

If the performance measure, evaluated vhen a pure
strategy is in effect. is denoted by J° and J°,
mmunu.mmqmutm:‘m.x,mu
rewritten as funotiocns of the parsmsters & mc,
that omthduumuumu‘lm‘u‘

J(8) =3 3% ¢ 1-83°

348 = 8494 P29y I A8 (28)

J(a) = e J‘(l‘) + (l-c)J'(l.)

Graphically, for a fixed e, the system perforsance
J can be plotted as & tilted plane vwith boundaries
st the planes §,=0 ani 1 and =0 and 1. The plane
in the 3-dimensicnal apace (J,8,,8p) i3 shown in
Pig. S.

1*“: J(g”

Pigure S. Total Performance Versus Decisica
Strategy Parsmsters 8, and §,

The total activity of the system for aingle—
task processing is a ocavex fumotioa of the
decision strategy paramsters 6‘ and l,. whereas
that of dual-task procesaing is & ocoavex functioa
of the task division paramster ¢ as well as the
decision strategy parameters § and t,. The
sovexitly of the systes activity in e as well as
in 6‘ and 53 has been demonstrated by Hall (1982).

) L - s - 0

OJ“ ) 2 ‘J GJ + (1 61)0" J = ADB (30
b

Gla) 2 « 0‘(5‘) . u—.)a'u‘) (31)

& typiosl graph of G for a fixed s is shbown in
mo‘o

The system aativity or worikload in Fig. 6 is a
curved bounded surface with four corsars (scmewhat
like a teat). Vhen, for a fixed e, J is ploted
against G, paramstrically with respeat to (§,,8y)
the performanne-vworkload loocus for the wbole systea
oan be csastructed.

LI

RN e AN .’_‘.-'..-_..:_..:_'.'\-’sr

N WA

AT Rt ey AT "'*

LY




3 5
=%

* SALAEAENEINR

. o.n“‘ll}

v
3 28 »p D) o 8

LI
BRI

P A

Pttei
LI NS A

\ R N x

Total Workload Versus Decision
Strategy Paraseters i. and C,

Figure 6.

To simplify tbe coastructioa of the locus, dut
without any loss of gensrality, it ia assumed that
8, = 83 = 3, 1.e.. both task 4 aad task B employ

same ruls in decisioomaking (but the coatent of
the decisions say be differeat). For example, 1if
there are four algorithas £,, f,, £,. and £, in the
DM, the pure strategies of the two tasiks can be
defined as employing different algorithes. For
instance, for task A: u) means u=l; u; meass u=2:

while for task B: uy means u=3 and ug means u=4.
Then the aixed strategies, u mu,. have tbe
same form but differen content iz the
decisioomaking process.

o, =su + (1-8)a

4 3 3 (32)

J=ab

With sueh a formulation, Fig. 6 wvill degeserats
into the 2-dimsnsiomal plot showa ia Fig. 7.

Gla)s
§+
U
|
|
L 3
0 1
Figure 7. VWorklced Versus Decisioca Strategy
Parameter &

Therefore. the J=-0 plot of the system for a fixed
& gan De drawn parametrically with respect to &
(rig. 8).

FHale

T

Jal

Pigure 8.

If for all
frequencies, 4i.e.,

Systea Workloed Performance Locus

the differeat relative task
0 £a 1, the assumption

¢""l' "- l:'..t:".f.’. ’.. '4‘.- ..:'.4*-.-.--‘.-._.-{-*

. W' 4 N,

S
Nasl;

J(as0)
Figure 9.

Systes Workicad Performance lLoeci of
Changing Task Division Parsmster s.

thea the system exhidits Ddounded ratioaslity
bebavior, the plane of the activity threshold G may
out through the ourved surface in Fig. 9. The
surface above the cut corresponds to the region
where the workload exceeds the bounded raticoality
ocastraiat. The resaining surface reprssents the
region vith adaissible strategies. The projectioan
of the remaining surface on the J~s plane will
allow compariscs of perforsance between aingle—task
procesaing and dual-task processing. Depeading oa
the oumsrical specifications of the problem, the
projection of the —region that remits froa
adaissible strategies aay loox iike Fig. 1ll.

Kav)

a

£

ReeC)

Pigure 10. Projection of Fig. 9 on the J-s Plane
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Figure 11. Projectios of Locus Due to Admissible
Strategies on the J-s plane.

The 1locus iz PFig. 11 41s obdtaiosd
ococasidering & plane of constant G in Fig. 9 that is
ahonmhlmot:b(c.-t‘.:)mm
iatersecta the 3=0 bdoundary. 7This illustrated
ia Pig. 12. Por $=0.3, a large ceatral segmeat of
the C~e ourve exceeds tbe threabold level .
Because of tha coavexity of the OG~s ocurves,
elimipated segment i3 defined by the interval
(a,,8,). Siailarly, a segasat of the =0 ocurve,
the §=0.6 curve, and the omes for intermediate
values of &, are elimimated. This results ia the
shape sbowa in Pig. 11,

°l

Figure 12. 0O-s curves for varicus values of &

It can de observed in Pig. 11 that uader the
coustraiat of bounded ratiosality (0 £ G.), the
decisionmaker doing s single, or almest a single
task, achieves a vider runge of perforsance values,
fncluding the optimum coes. This i3 evideaced by
the locus nsar the axes @0 and e=1. \hea Dotk
tasks bave to be carried out, the range of values
of the performamse is smaller: aany of the bdetter
values are pot achievable. Such a deficiency caa
be explained by the oesed for extra time and energy
for a decisioomaker to adjust ia bhandliong a
different task. Hence, ia gessral, a decisionmaker
perforas better im processing & aingle task than
processing two differeat tasks in sequeace, even
though the incomiag task rate for both cases are
the same. These results, based om tbe amalytiocal
sodel, are conaistent with the experimental results
obtained by Kelly and Greitzer (1982) apnd provide a
plausidle interpretatioa for the observed
degradation of performance.

CONCLUSIONS
One of the uses of s preprocessor s to reduce

the worktload ia the situation assessment stage of a
deoisiommaker by processing the iaoput data.

T N e e e e et e e
o .
- .

A preprocessor can also be used to facilitate
a decisiocomaker in bandling a dual~task. Such a
preproosssor functionss as & satohing algorithe to
yield appropriate deciaion
processing two kinds of inputs. It bas beea shown

The main foous of this paper was to preseat
models of preprocessors and methods for their
analysis. This coastitutes the first step in the
developmsant of a mathematical theory and procedures
for the design of decisiocn aids. Indeed, several
simple ascessary ooaditions have been derived that
deaision aida sust satisfy, if their effect is aot
“““mm“m‘mm. L1.8., ir
they are ot o cause degradation of a
decisicnmaker’s performance.
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