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ABSTRACT

v

A system for the machine recognition of partial
shapes is described. Shape analysis met-ods are reviewed
in context to the problem of machine recognition of

partial shapes, and their limitations.

The problem of defining the critical points for
shapes and partial shapes with various degrees of
curvature is considered. It is shown that the critical
points derived using criteria based on curvature alone
are insufficient to describe shapes represented by
smooth curves. A new method of shape analysis is
described which exhibits superior performance over the ;
critical point detection methods based on curvature i}
alone. The critical points determined by this method are
based on a set of coordinate axes that are dependent on
the shape itself. This ga@rantees that the critical
points detected are independent of size,rotation, and
displacement of the shape. The results of applying this

new procedure to actual shapes are demonstrated and

’ &
discussed. _ / :

The vector concept of shape space is introduced. E

This space is described in terms of it's properties. Two "
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theorems necessary for the machine recognition of

partial shapes are stated and proved using shape space

properties.

The critical points are organized into structural
units called feature vectors or subshape vectors using
the concept of Line of Sight of a Point. The feature
vectors are concatenated to form a globlal shape vector.
Shapes are compared feature by feature using a syntactic
technique which will point out if the two shapes are

similar or not. Examples are given for actual shape
data.
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MACHINE RECOGNITION OF PARTIAL SHEAPES
USING
SBAPE VECTORS

CHAPTER I.

INTRODUCTION
TEE PROBLEM AND THE SYSTEM MODEL

There are many practical applications where it is
necessary to identify objects or shapes in successive
scenes. One such application is in the area of robot
visign. Here, an object may have to be tracked from the
instant the object enters the field of view, of the
robot, to the time the object leaves it's field of view.
Another application is in the data compression area of
communication systems, where the picture data has to be
transmitted over a channel to a receiver. The picture
data usually consists of sets of sequences of images of
scenes, where some kind of motion' (activity) has taken
place. The sequence of images in every set contains
some 'common information', which enables the ultimate
user (human viewer) to identify the set as belonging to

the same scene. Data can be compressed for the purpose

..........

............
...........




.......

of efficient transmission, if this 'common information'
can be identified and transmitted along with the first
frame in the sequence, while subsequently, instead of
transmitting complete frames, = only the ‘'uncommon
information or changes in the scene are transmitted. A
transmitter which is capable of achieveing this goal
will require a ‘'smart receiver' which would be capable
of combining the common and uncommon information and be
able to simulate, predict or reconstruct the pictures of f

the scene to the desired human fidelity criterion. .

The above process of extracting information can be
divided into three steps or subprocesses, which are, 2
l) The correspondence process ( the extraction of the
common information ) ([88], N
2) The interpretation process ( the extraction of the
uncommon information) [88], &

3) The predicition and simulation process.

For a communication system the £first two are
exclusively the domain of the 'smart transmitter', while
the last is that of the 'smart receiver'. In a robot
vision system, the functions of the 'sgatt transmitter'

and the 'smart receiver' may be accomplished at the same e

place.




The corrzespondence process or problem is that of

identifying a portion of <changing visual array as
representing the same scene or object in change or
motion.

' The extraction of the uncommon information about the

[ sequence, or the interpretation process can be:

l) a qualitative process or

2) a quantitative process

The process is a qualitative process when the
extraction of information is based on statistics derived
by operations on adaptive blocks or blocks of variable
size, within the picture and the final output results in
statements like, ' the object located near the left
conner of the picture went through a rotation of 1.57
radians about the 2z axis while the background moved

forward by about a feet',

The process is a gquantitative process if the
extraction of information is based on statistics,
derived by operations on predefined or fixed blocks or
sub=-blocks of the picture. e.g. operations based on
rows or columns . The representation of such information
is not qualitative., Usually such a representation is in
the form ¢f numbers of data arrays which cannot be

directly interpreted. e.g. the 2-D array representating

3
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the difference in the pixel intensities between two

frames in the sequence.

The correspondence process begins before the object
has completely entered the field of view and continues
even while the object is undergoing occlusion or leaving
the field of view. This suggests that a correspondence
process based on global, shape or object recognition
methods alone would not be adequate for such a system.
In this dissertation, a gystem which is capable of
identifying an object, when it is partly or partially in
field of view, with itself at some other time, when it
is completely in the field of view, will be called a
Partial Shape Recogntion System. In such a system
recognition of shapes is based upon identifying elements
or correspondence tokens in different views as
representing the same shape in at different times, and
thereby maintaining the perceptual identity of objects

in motion.

The correspondence tokens which are matched by the
correspondence process [88] include «critical points,
edge fragments, bars, small blobs etc. These tokens are
detected first and organised hierachally into more

structured forms, and finally into distinct objects.
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The block diagram of a Partial Shape Recognition
System is shown in Fig. 1. The input to the system is a
digitized image of the scene. Refering to Fig. 1. the
output of the image processor can be divided into two
groups 1) data represented by lists, trees or directed
graph structures e.g. sequence of boundary points
describing a shape. 2) data represented by block like
structures e.g. average color or intensity information

of regions.

In this dissertation it will be assumed that the
output of the Image Processor is availabe. Furthermore,
attention will be restricted to the data of the first
type, or the area in the block diagram in Fig. i.
enclosed by the dotted line. Specifically it will be
assumed that the sequence of boundary points describing

the shape is availabe.

As a first step the system of Fig. 1. linearly
interpolates a curve between the sequence of points
describing the boundary of the shape. This curve is
then resampled uniformly at constant arc lengths. The
degree of the interpolating curve may subsequently be

altered depending on knowledge about the shape obtained

from the data base, or with the help of information

through the feedback path shown in Fig. 1. The
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information necessary to alter the degree of the
interpolating curve can only be obtained after the shape
data has been processed at least once. The interpolated
curve is then examined for evaluation of critical points
and curvature. The combination of these two factors
helps in the extraction of features and the length of
segmcats to be matched. These features may be altered
deleted or merged based on the knowledge £from the data
base or the feedback from the output table. Though
often, features may be deleted based on their relative
size, the rules for altering the feature structures are

not well established and will not be addressed.

The features are then converted into shape vectors
and stored in the data table. Information about the
segments of required length is élso stored in the shape

- data table. This information can be in the form of
curvature of the segments, length of segments,
interconnections between segments, frequency domain
information about curvature, and or, other space

invariant properties,

The shape data table which also includes information
about block processes is then compared with the shape
data table simulated by the predictor with knowledge

from the data base, and also with a copy of itself.

.........
.......................
...................
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Comparison with the latter helps in extraction of
symmetry and other aspects of the shape. The results of
comparsion are stored in the output table. These results
are fed back into the various blocks of the system shown
in Pig. 1. The feedback is mainly to establish
relationships with other shapes on the scene, to delete
relatively less important critical points or features,
to update the data base, and to the change the degree of

the interpolating curve if necessary.

At the present the methods of recognizing shapes
(28), f21), (e8], (651, [63], [(66], [91], can be

categorized as either global or local in nature. Within

the class of global shape analysis methods, there are

two categories that under certain circumstances possess

the ability to recognize complete or whole shapes
independent of size, rotation, or location. These are
the Fourier descriptors methods and the Syntactic or the
Graphical methods. The Fourier descriptors based
algorithm performs satisfactorily on complete shapes.
The Fourier coefficients extracted, are indeed
independent of size, rotaion, and location when the
shapes are complete. However this method does not
perform satisfactorily and in fact fails entirely when
the class of shapes is allowed to include incomplete or
partial shapes. An example is presented in chapter II
8
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that demonstrates that Fourier descriptors method fails
to work on incomplete shapes, The results of the
experiment are discussed in order to point out

specifically why the algorithm cannot perform

LR AR e gn g g Lo 2ons gt

satisfactorily on partial shapes.

. The other class of global methods namely the
Syntactic methods [21], have restricted use in
recognition of shapes because these algorithms tactily
assume a priori that the shapes have been identified by
their parts. These algorithms then investigate the

relationship between the various parts of the shape. A

CILan s ubaeaae L o

human shape, for instance has a hand or a face at some
definite orientation and location with respect to each

other.

The Local category of shape analysis algorithm [91],
uses curvature as a criterion for detecting the peaks
anh valleys of a shape. These peaks and valleys are
called the local shape descriptors. This shape

comparision algorithm is not independent of rotation. In

Chapter II specific examples are given that demonstrates
that the present algorithm is not independent of

rotation.

In Chapter III. the concept of curvature is presented

form the point of view, of differential geometry. The

9
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concept is presented so as to determine, why the local
shape descriptors in Chapter II are not independent of
rotation. Further it is shown that the critical points
found by using curvature as a criterion are insufficient
to describe many shapes. This is demonstrate by an

example.

In Chapter IV the concept of Line of Sight of a Point
(LSP) and Line of Sight of a straight line Axis (LSA)
are introduced. These concepts are then used to define
to Adaptive Line of Sight method (ALS) for determining
the critical points. The effect of this algorithm on
actual shape data is presented. The critical point
detected by this method are very close to those
perceived by the human vision system in most cases. The
ALS method can also be used as a basis for detecting the
axes of symmetry in a shape, if any exist. However, such
a task can be only be achieved at a post cognitive
level; i.e. the critical points found by the ALS method
can be used to locate the axes of symmetry. Location of
such an axes is an important part of shape analysis,
because, it seems that in the human vision system ,the
critical points located with respect to an axis of
symmetry are considered more important than critical
points located with respect to any other axis.
Unfortunately the ALS method cannot always detect an

10
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axis of symmetry at the precognitive level.

In Chapter V concepts from several areas of shape
analysis [19]), [52], [91], are combined with some
entirely new concepts concerning shapes for the purpose
of providing the foundation for a new approach to define
shape as vectors in an appropriate space. The properties

of this space are stated definitively, after the concept

of size variable has been solidified. This vector space

is called the shape space. Two theorems usefuls in the ~
partial shape recognition problem are stated and proved :
utilizing shape space properties. .

In Chapter VI the concept of Line of Sight of a point
is used to organize critical points into feature vectors i
in the shape space. These feature vectors are then ?
concatenated ¢to form shape vectors. Procedures and -
tests necessary for comparing shape vectors are
examined. The comparison procedure is based on a
Syntactic method which will point out whether one shape
is part of a more complex shape, or whether the shapes

are totally dissimilar.

The conclusion and discussion in Chapter VII places
into perspective the overall effectiveness of methods
for analyzing shape based on critical points, addresses
the question of thresholds, the problem of locating axes
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OTEER METHODS AND THERE RELEVANCE TC THE PROBLEM

II.a POURIER DESCRIPTORS METHOD

There exist two types of Fourier descriptors. The
first type of descriptors, used by 2Zahn and Roskies
(98], have been called descriptors S, by Pavlidis [60].
In the method of descriptors §, the shape is
represented by the continuous function,

a( t(k),k)=¢( k ) + t( k) (I1.1)

where t( k )= 2%4(k)/L

£( k )= arc length between the starting
point and the k th point on the
curve.

¢( k )= net amount of angular change
between the starting point and
the k th point on the curve.

L = the perimeter of the curve

The descriptors § for a continuous shape are then

defined as,
r3 ]

[ -2£fa(t(k), k)exp(~j2rnt)dt (I1.2)
.
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These descriptors exhibit some notable shortcomings.
Among these are 1) the property of the closure of the
curve is not preserved 2) simple shapes such as squares
and triangles cannot be distinguished from one another
when only the vertices are given. The second type of
Pourier descriptors, namely the descriptors T, [60],
[63], [66] exhibit charactersitics that are superior to
the descriptors sn in the sense that the
reconstruction of the shape from a finite set of
coefficients leads to a closed curve. Also the

convergence properties are superior.

For the descriptors Tn the shape data is represented

in the complex form,
u(e) = x(2) + J y(2) (I1.3)

where (x(2) , y(1)) are the coordinates of the point on
the curve and ¢ is the arc length £from the defined

starting point. The descriptors Tn are then given by,
U _

"-I_Su( t)exp(-j2»m /L)dl (II.4)
L

The PFourier descriptors based algorithm normalizes
for position by setting To to zero . Normalization for

scale, rotation, and starting point of a contour is

achieved by multiplying the n th coefficient by
14




...........

s exp( jJ (¢4+na)). The parameter s scales the shape to
the normalized size, the parameter ( ¢+ n a) rotates ]
the contour to the normalized position. The
¢ normalization is such that the coefficients T,; and T; v
are pure imaginary numbers and their sum has magnitude f
! one. ;

It is easy ¢to see why such a normalization is

necessary for discrete data. 1In this case, the Pourier

de:c:ipto:a;ire given by,

T(n) = D(x( k ) +3y(k)exp( -J2Tnk/N)
k=0 (II.5)

Multiplying (I.b.5) by 8 exp-j(¢ + nd ) the normalized
coefficients , TN { n) are then given as,
TN(n) = T(n) s expj(¢ + na) (1I.6) 5
Next imposing the requirement on (I.b.6), that the
coefficient be purely imaginary at n = % 1 leads to the
condition that, X
J.Es =(¢ +a) = 2m + ('Lﬁ-k (¢ =-a)) (II.7) .
where m is an integer. ' :
Setting the real part to zero by appropriate choices of \
¢and a is equivalent to normalizing for rotation and S
starting point of the contour. As a matter of fact, the

two equations could have been set equal to any constant.

..........................................................................

.................
--------------------



The imaginary parts of the normalized coefficient at

ns=t]1 are,

N-1

IM(T (1 ))25{-:(1&)31:1(315 = (¢ +3))+y(k)cos(2nk = (942))
= N N
N-1 (I1.8)

(T (-1 ))-LE(-xwuin(ﬁ =( ¢=%)) + y(k)cos(2ak =(e¢3))

\ NII9
‘o0 (II.9)

Summing and equating the magnitude, of the normalized

coefficients at £1, to one, yields,

N'I -1

8 -E&x(k)sin( A + B)=-8in(A-C))+(y(k) (cos (A=C) +cos (A~-B)) N*
k=0 (II.10)

where A= 27 k/N
B= ¢+0a
Cs ¢-a

Another function [64] which has also been used for

normalization is the standard deviation of the data,
' -k

cef N | (II.11) =

(x(k)=0)% + (y(k)=1) C "‘-';::

k=1 -

s

Ty .
P
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=

where x =1/ x(k)
Ngag
N

Y=1) y(k
Nes0

It is apparent ¢that both 54 and ¢ are homogeneous

function of order one of the data points.

In a real shape recognition application it is not
known a priori whether the shape under examination is a
partt of a more complex shape or a shape in its own
right, The above descriptors in their present form are
not capable of recognizing that a partial shape may be
part of a more complex shape. An example is presented to
demonstrate the validity of this contention. The shapes
used are shown in Fig. 2. Figure 2-a is a complete
shape, namely a swept wing plane, while Figure 2-b is a
partial shape, namely the front part of the plane. The
plots of the real and imaginary part of the normalized
Fourier descriptors obtained by wusing (II.1l0) for the
complete shape are shown in Fig. 3-a. The corresponding
plots for the partial shape are shown in fig. 3-b.
Similar data obtained using (II.ll) is shown in Fig. 4.
It is apparent that comparing the two sets of data
yields nothing more that a statement that the two shapes
are dissimilar. Two explanations for this are 1) the

17
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parameters sl

and o are not independent of the shape
and 2) the Fourier descriptors method compares the
'frequencies' of the shapes. The frequencies of the
partial shape are not the same as the frequencies of the

complete shape.

Besides the above disadvantages there is a very
important aspect of the Fourier descriptors that seems
to have skipped the attention of most researchers in the
field. The fundamental reason for comparing shapes using
Fourier descriptors 1lies in the fact that the Fourier
coefficients for a given shape are unique; however there
are many transforms that will give a unique set of
coefficient for a shape. Considering the computational
power.of the present day computers there is no reason to

treat other transforms as second class citizens.
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II.b LOCAL SHAPE DESCRIPTORS

Curvature has been used to determine representative
points on a shape by many researchers [l4], [9l].
Usually curvature is defined as an operation on three

points in a sequentially ordered list.

The local category of shape analysis algorithm (91]
uses ‘curvature' as a criterion for detecting the peaks

and valleys of a shape. These peaks and valleys are

called the local shape descriptors. This shape
comparision algorithm is not independent of rotation. A
specific example is given that demonstrates that the
present comparision type local shape analysis algorithm
is not independent of rotation. The definition of
curvature as given in [91] is examined and used to £ind
peaks and valleys (critical points) of a simple shape

(cardioid), before and after rotation.

The Local Shape descriptors method has been used

- [91], for comparing shapes stored in a library. In this

method, the angle function is defined as,

s(k)=arctan((y(k)=y(k=1))/(x(k)=x(k=1)) (II1.12) |
Curvature is then defined as the derivative of the angle :?
function, that is 8'( k ). The peaks and valleys in s’ (k) ES

are used for finding the peaks and valleys of the :E
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curve. BEach local shape descriptor then consists of two
adjacent peaks and a valley ( alternate angles and a

distance).

It is apparent from (II.1l2) that this procedure
results in a nonlinear transformation on the data, also,
the function is not finite at * 1.57 radians. It may be
generally stated that this function may be used to
locate peaks and valleys where : l) the angle between
any three adjacent points is acute and 2) the shape
becomes parallel to the y-axis. These are equivalent to
the points where the angle becomes % 1.57 radians with
reapect to the x-axis. For example consider, the
cardioid shown in FPig. 5-a, this shape was generated by
sampling at constant intervals of (6.28/256) radians

rather than the arc length. This prevents an acute angle

from occuring between any three adjacent points on the
shape. The cardioid was then rotated by 1.57 radians,
A: ‘ The corresponding plots for the angle, the derivative of
+ the angle function, and the peaks obtained using this

method are shown in Figures 5-a, 5-b, 6-a, and 6-b,

respectively. Note that the peaks obtained by this

method are not unique and are dependent on the rotation.

Every different rotation will yield a different set gf

peaks. Spurious peaks will occur at the discontinuities

of the arctan function that may be * 1.57 radians or
23
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FIG. 5. CRITICAL FOINTS OF THE CARDIOID SHAFE.
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II.c MISCELLANEOUS OTHER METHODS

Several methods have been utilized in the past for
determining critical points [14],(19],(32]. Most of
these methods are based on operations on a fixed number,
of points. These methods were originally meant for
ideal curves (noise free curves), where the operations
were defined on a set of adjacent points. To by pass
the effect of noise, and to arrive at a better estimate
of the parameters being evalued, these operations were
redefined, [14], 1[19], for points of the shape located
at some fixed distance (instead of adjacent points).
Since it is unlikely that an intelligent machine will
have a priori knowledge about the size of the shape to
be analyzed or the relationship of the number of sample
points to the size, the ambuiguities involved in
detection of critical points using methods that are
totally dependent on operations on fixed number of
adjacent points, are high. A brief description of some
of these methods which are represented here by

operations on three adjacent points is presented next,

27
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II.c.i THE METHOD OF CENTROIDAL VECTORS

In this method [19], the ith point on a shape at a
vector distance d; ZJq from a reference point
(typically the shape centroid ) is said to be critical
with respect to the reference point if
(( d4jq= a4 ) and ( &y = d,,))
or
(C 8= oy ) and (o5 = oy ))

have opposite sign.

This operation is very local in nature and |is
extremely sensitive to noise. Round-off or truncation
errors also have a deleterious effect on the operation.
It also fails very often when dealing with smooth curves
or in situations where the centroid is located away from

the shape boundary as shown in Pig. 7.

II.c.ii METHOD OF CURVATURE VECTORS.

This method is basically a two pass process. 1In the
first pass, the i th point on the shape with a curvature
28
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is set as a critical point if

( LR ‘1-1) Ky Kisp
have opposite sign. In the second pass, the points at a

or {

maximum distance from the straight line joining every

two successive critical points is set as critical. This

method like the previous method, is very sensitive to
noise. Though it works for most of the smooth curves,
there are instances where it fails. For example, this
method produces only one critical point for the cardioid
shape of Fig. S.

II.c.iii THE MAGNITUDE OF CURVATURE METHOD

In the Magnitude of Curvature Method the ith point is
determined to be critical if,
| k5] = Threshold

The critical points were determined by using this method
on the elephant shape, which was obtained by non-
uniformly sampling a hand sketched figure. These
critical points are shown in Pig. 8. It is apparent that
some critical points were missed. For example the
critical points for the trunk are missing. This

procedure is more immune to the noise than the others;

30
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E however, an equally critical  ©problem is added. ;E
' Specifically, a threshold must be determined a priori. ]
Additionally the method £fails completely on smoothly ?

varying curves such as the cardioid of Pig. 5. iﬁ

]

s

AN e ab o

IT.c.iv THE LINE OF SIGHT METHOD.

A procedure that performs well for polygonal shapes and

curves with very few boundary points is called the Line

of Sight method. This method has not appeared before in
literature and is being presented for the first time. It
is described here to give a feeling for the problem of

locating critical points on a shape. It was also the

method which led to the developement of the concepts of

Line of Sight and the Adaptive Line of Sight method

described in subsequent chapters.

? In this method, if df denotes the normal distance of

- the i th point from a straight 1line L, then the i th .

ettt

point on the shape boundary is said to be critical with

respect to the straight line L if

e
—bea bl

(dyq - & )oand ( d - d_ )

have opposite sign. The set of critical points found

PRI
PR
Lalte

z

with respect to the set of tangent lines drawn at all
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points on the shape, will then be called the critical
points. It is obvious that for shapes other than
polygonal an infinite number of axes or tangent lines
are required. Nonetheless, the attributes exhibited by
this method are very desirable. It is however necessary
to reduce the dimensionality of the problem; this is the
subject that is addressed by the Adaptive Line of Sight
method.
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CHAPTER III.
III.a THE NEED FOR DETECTING CRITICAL POINTS.

The classical method of comparing curves or shapes in
space using the geometric invariant parameters,
curvature and torsion is examined here. This is done to
demonstrate a need for detecting critical points based
on criteria other than curvature, and to pin-point the
difference between the definition of curvature as used
in the field of differential geometry and the definiticn
resulting £from (II.12) The weakness of using
curvature as a criterion ([91], for comparing practical
shapes is briefly mentioned. The cardioid shape is used
again, to show that even with the differential geometric
definition of curvature, curvature cannot be used as a
single entity for detecting critical points which may be

used for comparison of shapes.

III.b CURVES IN THREE DIMENSIONAL SPACE

The problem of shape recognition is analogous to
recognition of curves in space. Therefore, well known

concepts and theorems from differential geometry can be

34 i
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utilized in shape analysis. Let ¢ be a curve in
Euclidian space R" of class C >= 1 whose domain is I,
where s is the parameter. Then a differential geometry

theorem that is particularly useful is [40],

e L

n
Theorem: Every regular curve c¢:1I < R can be

parameterized by its arc length.

n
In other words, given a regular curve c:Is-o-R there

is a change of variablesé:l - I;such that| (c.e)'(s) [=1,

S where (c.9)is a composite function.

Let c = ¢( s ) be the parametric representation of the

curve under analysis with s as the natural parameter(i.e
|dc/ds | = 1) then the vectors t, n, b, satisfy the
Serret-Frenet equations (26], [490],

- t ) 1S ) t

P:‘ L]

- n = X [} T n (III.1)
5 b ) - 2 b

.F. where, ' q
t K = curvature, )
A T s torsion,
t = tangent, 1
n = normal at the point, )

b = binormal at the point,

and the dot notation denotes the deravative with respect

‘.l‘ l‘ 'l‘ ". 'l’ -l‘ » -‘ .':
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to the natural parameter s.

The parameters x and ¢ are geometric invariants and
their existance and uniqueness is guaranteed by the
following theorem [48],

Theorem : Let x ( 8 ) and ¢ (8 ) be arbitrary
continious functions for a { s < b . Then there exists,
except for position in space, one and only one curve ¢
for which «x ( 8 ) is the curvature, ¢ (8 ) is the

torsion and s is the natural parameter.

When the curve under analysis lies in a plane, the
torsion t is equal to =zero and the binormal b is
constant. Thus for a curve in the x-y plane (III.l)

reduces to,

e
[~ ]
n
(13

e

-K n (I1X.2)

Now if o9 is the angle made with respect to the x-axis by

the tangent to the curve then,

cos 8 sin @ i

o

n -gin e cos 8 3 (III.3) 5
where i and j are unit vectors in the x and y Qirections -
respectively, differentiating (III.3) with respect to o

the natural parameter s yields,

36




s &
.

-gineé cos o i

a.

-cosd -ginéd| {j (III.4)

Substituting equation (III.3) in equation (II1.4)
yields the result,

t P 8l |t
n -8 21 |n (III.5)

Comparing (III.2) with (III.5)

K =0 (III.6)

In view of the different representations of the word

e o an an g ey

curvature (l4], ([91] it is necessary to emphasize that
the derivative in (III.6) is with respect to the
natural parameter 8 and not with respect to some
arbitrary distance measure. If a curve is not
repregsented in terms of the natural parameter, but some
other real valued function (saye = ( 8 ) ) then this
transformation should be allowable. The implication is
that, B:Is" Ieis a2 monotonic, injective mapping of the
interval I.s onto Ie . Where Is and I, are the

respective domains in s and ¢ over which the curve is

defined.

Therefore the function arctan( ¢ ) with values
between + 1.57 radians or arccos( 8) with o between @

and 3.14 are not allowable changes of parameter and any

37




property based on these transformations may not be a
property of the curve but a property of the

representation. Thus if a curve or a shape has been

represented in terms of the sample number 'k' and if the

algorithm is unable to affect the one-to-one

ﬁ transformation described above, then the following fact
: from the Fundamental Theorem of calculus should be
. exploited,

{ ds dc

dk

i dak (III.7)
X Using (III.7) it can be shown [40]'that the magnitude
° of curvature can be obtained from the following

relationship,

K| = Je' x ¢'! ¢ if c'# 0
x| 17 e '
g otherwise (III.8)

Where the symbol x denotes the vector cross-product and
the symbol ‘ denotes differentiation with respect to k.
Curvature is a vector quantity and it points in the

direction of the normal to the curve.

An investigation of (III.2) suggests that curature
alone is sufficient to uniquely describe curves or

shapes in a plane. The problem of comparing planar

shapes, is then equivalent to comparing their

curvatures. This solution works well for ideal curves.

L 38
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However, it is ruled out as a sole model to be used by
systems, or algorithms, to analyze shapes in a manner
similar to the human vision. Explicitly the following
draw-backs make this solution unacceptable.

l) Curvature as defined above ( proportional to the
derivative of the tangent ) is an operation on three
adjacent points and any errors due to sampling or noise

tend to make the curvature functions of any two shapes,

otherwise alike for most visual purposes,
é unrecognizable.
E 2) The curvature function does not automatically render
3 itself useful to syntactic comparision methods which is
li an inherent aspect of human vision.

[: 3) Curvature is inversely proportional to the size,
which implies that the plots of the logarithm of the
i curvature of two identical shapes of different sizes
differ from each other by an additive constant. This
. does not seem to be a problem at first glance, however,
'é it is a major problem when comparing partial shapes of
different sizes and different number of samples. Since

'human' vision can recognize partial shapes with no

extra effort, recognition of partial shapes should be a
built-~in part of shape analysis algorithms. The specific
reason why an algorithm using only curvature as a

criterion does not work well for comparing partial
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shapes can be explanied as follows:

A partial shape contains a borrowed segment which
belongs either to another occluding object, or to the
boundary imposed at the limits of the field of view, or
to itself but not to the complete shape. 1In other words

a partial shape contains one or more segments which

belong to the complete shape and some which do not. The
task of comparing a pa;tial shape to a complete one is
that of locating segments on both complete and partial
shapes respectively, such that their log ( x ) plots
differ by an additive constant. This constant can be
eliminated by subtracting the means over the respective
segments. The problem with this solution is that it is
always possible to find a segment of length t, on the
partial shape, ( where £ can be made as small as
desired) such that by appropriate interpolation and
resampling within the limits of resolution, the
curvature of this segment can be made to match the
curvature of some segment on complete shape. Therefore

when no syntactic knowledge is given, or the

relationship between the size and the number of samples

is unknown, it is not posaible to decide on the

necessary length of the segments to be matched, before

it could be concluded that the partial shape is a part

of the complete shape. Hence without a priori knowledge
40
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inconclusive results.

It is imperative therefore to derive some syntactic
knowledge about the shape. For some shapes such as the

ones shown in Pig. 2., where the peaks and valleys in

the curvature correspond to the vertices or critical
peint of the shape, enought syntactic knowledge can be
derived by <£inding the peaks and valleys in the

curvature plot to permit a comparison.

But for shapes like ¢the one shown in PFig. 3,
sufficient information cannot be derived from the
curvature plot alone to permit a comparigion. <Consider
the curvature plot of the shape shown in Fig. 5. which
is shown in Pig. 9. The plot of Fig. 9 . which was
obtained by using (II1.8), -has only one peak

corresponding to the apex of the cardioid. Also note
that the curvature function obtained by using (III.8) ff
for the cardioid before and after rotation are the ~
identical as predicted, in sharp contrast to the A
differences demonstrated in Fig. 6-a and 6-b. Thus if fﬁ
only the peaks and valleys in the curvature were used to &w
derive the syntactic knowledge about the shape, then the ;ﬁ
cardioid would be described by only one point, namely ;;
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the apex, This is clearly insufficient. Therefore, peaks
and valleys derived from curvature alone cannot be
uniformly used as a single entity to represent a shape.
This is not to imply that curvature is not a useful
parameter, but rather to demonstrate that additional

information, or attributes, are needed to fully describe

the shape.
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CHAPTER IV.

IV.a LINE OF SIGHT CONCEPTS.

The s8set of points which define a shape may be
considered as a Fuzzy set in which various points are
assigned to it with various degrees of membership.
Defining a precise criteria on which a degree of
membership can be assigned to a point on a shape is very
difficult. However past reseachers have discovered [14],
(19, [32], (91], that the points which should have a
higher degree of membership than the rest are: 1)
Points of Maxima 2) Points of Minima 3) Points of
Inflection 4) Points of Intersection S) End points of
open curves 6) Points where the curvature changes sign

or magnitude.

In the past shape analysis efforts, points of maxima,
minima, and inflection points of !cu:ves have been
extracted from the shape data without due consideration
of the coordinate axes. This approach inevitably leads
to errors, because these points have no meaning unless
the coordinate axes are first defined. The problem with

such an approach is that if a set of coordinate axes is
44 .
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chosen independent of the shape under analysis then the
maxima, minima, and points of inflection will not be
independent of rotation, of the shape, with respect to
the chosen coordinate axes. The conclusion is that the
coordinate axes upon which the maxima, minima, and
points of inflection are based must be dependent on the

shape itself.

The next logical question is whether there should be
one set of coordinate axes or many? The answer is not
straight forward. Some shapes require more than one set
of coordinate axes while others require only one. Before
discussing the method for determining critical points,

two definitions are presented which will be used in the

‘'sequel.

Definition I: A curve c¢ is said ¢to be in Line of Sight
of a point P (LSP) if every point on the curve ¢ can be
connected to P without intersecting the curve at any
other point. Otherwise the curve is said to be Not in
Line of Sight of the point P (NLSP).

Examples of (LSP) curves of a point P, where P is the
centroid C of the shape, which are then denoted as
(LSC)=-curves , ' are shown in Fig. 10. The concept of
Line of Sight of a Point is useful not only in analysis

of shapes but, it also helps in reducing the number of
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computations involved in the ALS method.

Definition II: Line of Sight of a Straight line axis L:
Let n be the normal projection of a curve ¢ onto a
straight line L. The curve c is then said to be in Line
of Sight of Axis L (LSA) if all points from ¢ can be

mapped injectively onto n.

Examples of curves which are in Line of Sight of a
single straight line Axis (LSA) are shown in PFig. 11,
along with curves Not in Line of Sight of a single

straight Axis(NLSA).

In the Adaptive Line of Sight method, which is
discussed next , the shape is divided into a set
of segments which are in line of sight of a set of axes.
Dividing the shape into this set of segments is
eqdivaleﬁt to defining the shape in terms of single
valued functions. It £follows from the definition of
single valued function that fewer ambiguities should
result, that is, the maximas, minimas, and inflection
points are now determined from single valued functions
rather than a multivalued function. The actual method
for deterimining critical points is presented in the

next section.
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IV.b ADAPTIVE LINE OF SIGHT METHOD.

In the Adaptive Line of Sight method the «critical
point determination is based on a set of coordinate axes
that are dependent on the shape under consideration. As
previously discussed, this will allow critical points to
be determined with fewer ambiguities. The procedure is
adaptive in the sense that it adapts to the shape data
under consideration. This will become evident in the

sequel.

The Adaptive Line of Sight method is a two pass
process. In the first pass, the shape is divided into a
minimum number of segments, or parts, by an appropriate
set of ‘critical points'. The members of this
segmenting set of critical points are defined to be
those points, such that all boundary points in between
any two adjacent critical points have the following two
properties with respect to the straight line L joining
every two adjacent critical points:

1) the boundary points are on the same side of straight
line L joining the adjacent critical points,

2) and the points are in line of sight of L.

48
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From the definition of line of sight (Definition II)
it is clear that this means that the boundary curve has
a unique one to one projection on L. It should be
emphasized that the minimum number of critical points
are obtained during the first pass. This is done by an
exhaustive search process that locates all points such
that the above properties are satisfied. Often the
minimum is not unique, in which case, the required set

is obtained by summing all the minimal sets.

In the second pass, the points of maxima, minima and
inflection between every ¢two critical ©points are
detected using the derivative of the normal distance of
the point from L with respect to the distance along L. A
moving average of these normal distances may be used to
eliminate the effect of noise. The critical points found
in pass one, the segmenting set, and the critical points
found in pass two, are defined to be the members of the
Fuzzy shape set with the the degree of membership
depending on the number of minimal sets they are found
in. A through description of both the computational and
detection aspects of the Adaptive Line of Sight

Algorithm along with a complete flowchart, is given in

the Appendix. t?

The algorithm was used on the shapes shown in figures

49
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2-a, 2-b, 3, 12, and 13. The shapes in figures 2-a and
2-b were generated by sampling the curve, obtained by
linearly interpolating between the vertex points, at
constant intervals of arc length. The number of samples
for these sh#pes was arbitarily chosen to be 138 and 273
respectively. The cardioid shown in Fig. 3. which was
generated by sampling the function: r = 60 ( 1 + cosé )
at constant intervals of 6 and not the arc length, has
256 samples. The shapes shown in figures 7 and 8 were
obtained by sampling two hand sketched shapes, through a
tablet, which was used as an input device, for the
Tektronics 4081 graphics system. The sampling process
being physical, resulted in non-uniform sampling. These
shapes have 200 and 288 samples respectively. No
interpolation or resampling was carried out before the
data representing these shapes was input to the ALS

algorithm,

. The critical points obtained using the Adaptive Line
of Sight of algorithm on these shapes is shown in
figures 14, 15, and 16. Some of these shapes were

rotated to confirm that the algorithm was independent of

® rotation. It can be seen from these figures that in the

absence of predefined resolution the critical points

a0

f: tend to occur in clusters, necessitating a post

processing step, such as replacing the clusters with a

50
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single point.

Note from the shape shown that the c¢ritical points

are very close to those perceived by human vision,
despite of the total dissimilarity in the shapes. Also
B ‘ note that the post processing is done twice. FPirst time
h clusters are temporarily replace by single points to
count the number of critical points. The £final

: replacement of the clusters by single points occurs
i when all the minimal sets have been superimposed.

In .- the next chapter the basic concepts of size
E variable, shape vector and shape space are introduced
they are then used in chapter V for organizing critical

- . points into feature vectors or subshape vectors.
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BASIC SHAPE CONCEPTS
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V.a MEASUREMENT VECTOR.

AR 4B I

In this chapter several general concepts from
allometric disciplines [52], are combined with some
entirely new concepts concerning shapes. This
combination provides the foundation for a new approach
to defining shape vectors in the appropriate shape
space. This new space is a combination of properties of

vector spaces and is called definitively shape space.

Applying the shape space concepts to the shape

analysis problem provides a basis for the recognition

that the features of two or more shapes under analysis
are the same. For instance, with shape space concepts it g
is possible to determine that a partial shape, Ei
independent of size or rotation, belongs to a more ;j
complex whole shape. %
T
-4
Typically in a shape analysis problem, an algorithm ]
operates on the shape data according to a set of 'ﬁ
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criteria for the purpose of reaching a decision of some
sort. Usually the decision is whether or not two or more
shapes are the same. The shape analysis algorithm
utilizes measurements such as curvature, and
measurements between predefined points on the shape,
such as length width, diameter, area, etc. Therefore, if
K shapes are under analysis, and N measurements m,, are

made on each shape, then the result is the K measurement

VQC:OZS'
- a /s

ul (mllLll INZIL'zl re - ’mllé'l )
- YA s

M, (m,, L5 ,muLzu ve .. ,m“én )
- s L8

My (m S =, ""nxé" )

(V.l)

where the £first subscript n refers to the nth
measurement between the predefined points on the k th
shape. The shape or the object is represented by the
second subscript. All measurements are asqumed to be
positive and the angle a,, is the angle made by the
nth measurement on the kth shape with respect to a
reference direction. Any two objects will then be said
to have the sanme shape with respect to tﬁese

measurements if one vector is a scalar multiple of the
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other,

Mg =a M (v.2)

where a is a scalar greater than zero.

V.b SIZE VARIABLE

T

The geometric significance of (v,2) 4is that in the N
diménsional space of positive measurements all points on
a straight line through the origin define the same
shape. Points can be uniquely located on the positively
directed line by finding the intersection of first order
surfaces with the line defining the shape. The class of
functions which define these surfaces are homogenous
functions of order one, of the measurements, m,, n=l,
2,.N. The mathematical representating for this class

is,

g (amy) =2z (my,) .
> (v.3)

2 (my) =0

where a is scalar

and B refers t0o a countably infinite class of

functions, with members zi ( LY ).
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The distance from the origin to the intersection of a
particular member of the class zi( mey ) with the ray
through origin defining the shape is refered to as the
size, scale factor or the normalization factor with
respect to that member. Following Mosaiman ([52]
terminilogy, in the sequel 2;( m,, ) will be refered
to as the size variable. Some examples of size variable
in a measurement space of two vectors are shown in Fig.

l17a zad b.

When comparing shapes, it is necessary to choose a
size variable that is independent of the shape  under
comparison. A necessary requirement for the verification
of this statement is the defintion of a shape vector
[52], as a vector valued function of vectors, and the

concept of shape space.

In all that follows it will be assumed that the
measurements are always made between the centroid of the
shape in question and some other fixed point on the

shape.
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V.c SHAPE VECTOR

Pl et 208 s

The Shape vector s"is defined to be the ratio of the

4 measurement vector M, to the size variable zr
4
S s = N / Z

1 ' Sli = ( mxtau rmZkLazl r e . . rm'k&"k )

zj( My ) zj( L ) Zi( LI ) (v.4)

It may be noted that the first superscript of sll

corresponds to the object whose shape is under
consideration while the second superscript corresponds to

the size variable chosen from the class.

Bere thé points to be emphasized are that,
1)All measurements are made between pre-defined points.
2)A shape vector 1is defined with respect to a size
variable 2 i( m..j. Thus only shape vectors defined
with respect to the same size variable can be compared.
3)If two shape vectors are equal, then the two objects

have the same shape with respect to the measurements.

4)The shape vector should be independent of the size

variable. =

..............




N T TR TN RN T T D Dot so gt 2o dcbnran i e T N . W L T W W W W W T T -y

These statements merit further discussion and

clarification because of their implications. Consider

for example the two different measurement vectors
extracted from the simple shape shown in Fig. 18. The
shape is a unit square. In the first case, the

measurement vector is,

{ M1-( My s Byy v By v Ty )=( 1 ,1 ,1.414, 1)

i (V.5)
é while in the second case, the measurement vector is

3 ' ' ' -

- Hz"( nqz Myp ¢ May mgq ) (1, 1,1, 1).
P : (V.6)
; where the ' in the above equation indicates that the
E ‘ measurements are between a different set of feature

points of the shape. Observe that in the above two

' equations, the measurement vectors are considered as a

function of the distances only. Comparison of

measurement vector as a function of the angle o, is

more complex and is delayed till chapter V. Now if, "$
zl( m.k ) = mak (Vv.7) . 1
is chosen as the size variable then the corresponding "

shape vectors are,

MY

Sr(.7ﬂ7 y «797 , 1, .707) (V.8)

PV
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s=t1 , 1,1, 1 (v.9)

Comparing these two shapes without any reference to the
size variable or the points between which the
measurements were made, one would conclude that the the
two shapes are not the same. Thus not only has the
functional form of the size variable to be the same but
the measurements involved in the functional relationship
have to be between the same feature points. Now consider
the shapes in Fig. 19. This is the typical situation in
which occlusion occurs or the shape is outside the field
of view of a camera (or some other measuring device).
Assume that both shape boundaries are represented by an
equal number of samples and that every point on each
shape boundary is defined as a feature point. Now, if the
standard deviation of the data is chosen as the size
variable then it is obvious that the standard deviation
of the tﬁo shape boundaries are different. Therefore,
this is a case where the size variable is dependent on
the shape, which implies that the shape vector is
dependent on the size variable. Comparision of the two
shape vectors with such a size variable is bound to lead
to errors. These problems can be alleviated by defining
the gquantities in the proper context. This can be
accomplished only if the variables are defined in the

proper space.
65
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V.d SHAPE SPACE
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The space is defined in terms of its properties in
the usual manner and then two theorems addressing the §
problem of partial shapes are stated and proved. j

Assuming that s" ( sr ) is a shape vector consisting

of well defined operations on the measurements of the

shape under consideration. These measurements are the My,

's previously defined; the elements of sﬁ’ ( s?) are
obtained by the following operation,
i
s = m."L"“ /%0 mgy ) (v.10)
ki '

The shape vector § ( S?) must satisfy the following
properties in addition to the properties of normal

Euclidean space.

PROPERTIES OF SHAPE SPACE g’
1) The shape vector is independent of the size variatle. _;
This implies that, g
s (astly=ast (g (V.11) -
Vthe n= 1' 2"-000.,”' k-ll 2’ P R' :..;
and a is a scalar. 1i
2) The shape vector is independent of translation that is, o
i »

ki - ki g A
sT (sile 3y ) =S (5 ) (V.12) ]
thrQ ns lp 2 r o.-aoN' k.lp 2' co-o.o.K' ‘::::
67 - -1;

N

$

-‘r

. . s s "

»

,I . [
PN



{ and sois a constant vector.
3)The shape is independent of rotation.
ki ki
' _ S" (G4*+uyy ) =S ( a.) (V.13)
i where n=l, 2, .....N ‘k=l, 2, ... K,

] : and uy is a constant angle.

E . ‘ The vector obtained by using a set of measurements on
b .
4 a partial shape must still be contained in the

space.Unless a size variable is found which is

independent of both shapes ( both the partial and the

complete) it is not meaningfull to compare the shape

vector in shape space. It is not possible to find a

size variable which is a totally independent continious .

function of measurements made on both shapes. This being

the case the only choice left is to split the shape into :?

parts or subshapes and define a size variable which is -~
' piecewise continuous over these parts. Two theorems

relating the subshape to the complete shape in shape

space are stated and proved. These theorems are used

extensively in the sequel.
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V.e THEOREMS ON CONCATENATED SHAPE VECTORS.

THEOREM 1 : The vector formed by concatenating a series

of shape vector is a shape vector.

Proof: It is required to show that the shape vector
resulting from concatenating a series of shape vectors
satisfy the three properties of shape space.Let the
concatenated shape vector be

T A NS T L LI PR O S PR

.
(V.14)

where u=1 ... 0, vsl ,.. V,andwsll ... W, and
the superscript ¢ on S indicates that it is obtained by

¢ .
concatenating other vectors. Each element of S : ( s:' )

can be represented by
¢
)
=1 ... Jyandn=1...N

s =By /Zj (mye) (V.15)
where J is the total number of concatenated vectors,
while N is equal to the sum of the total number of
components of all the concatenated vectors.
Therefore,
sV s ac syt g, ';1 R

(V.16)

Multiplying each component of (V.l14) by the scalar a
69
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1 yields,
| a s'i( s:i )=(a ;11 ( sl: ).a szz (. sz,z Yreo o @ s”( sf') oe)
(V.17)

but from the ( V.1l8) we have,
s™  (as® ) easth(sh) (V.18)
using (V.17) in (V.18) results in
a s‘i( s:j )=(a s:l ra s;l te o o7 A& s:j ' e o) (v.19)
or
ast(sfl ) s, i ). (V.20)

Equation (V.28) proves property i)

To prove that the shape vector satisfies proverty ii) it
is only necessary to observe that each member of the
concatenated vector is a shape vector.Therefore each
satigfies:

st s:j + S = s¢

I e (V.21)

The proof for property iii) follows in a similar manner

QoBoD

Theorem2: The shape defined by a shape vector obtained
by concatenating a series of shape vectors is unique if
and only if the size variable and size defining each

member of the set are known.

Proof: — . The surface of a homogeneous function of

order one will intersect a positive directed straight

70

WAL et o Lt LI
------- . B .
.......... e, e e T e T Ty e LRI -
. - P .

PR N -".‘- - R
. R TR P TN U Pl P L . AR AR SN
WA W AR . PRSI NE P A RN IR RPN AL N N PO ST s Py




...................

line at only one point. Since a shape is defined as a

peint on the shape ray, if follows that any point on
this ray can be uniguely determined by its intersection
of a size variable which is defined as a homogenous
function over the positive gquadrant.

i«f—- . Assume otherwise. Then there is at least one
g“(df) shape vector in the concatenated set whose size
variable Zy(m,) can be choosen arbitarily. Then the
concatenated vector under this assumption would still

satisfy the properties of the shape space, i.e.,

a st ( sty o« st (a st (V.22)
Now the R.H.S of ( V.22) can also be expanded as )
= (a su P | s22 ¢ eee ,as™ 0
(V.23)
- ( aMy aMy eves ca My .. )
2 22 Iy (v.24)

but since z. can be choosen arbitrarily as long as it
satisfies the definition of a size variable( V.3).

Choose

iy = Zy (am,, ) (V.25)

substituting (V.3) and (V.25) if (V.24) the following
relationship is obtained

........................
-------

CRIRY
.........




SC]( Sc.l ) = ( a M : A HA . r My .0 )

which is also equal to,

= (ast!,a s?? . s™,a MM

(v.27)

comparing ( V.23) with ( V.27) that,
a sty 4 sk o

which contradicts (V.19)

Q.E.D

In the next chapter a method of organizing critical
points into features is presented. The features are then
converted into feature vectors or shape vectors using
the concepts presented in this section. These shape
vectors are then concatenated to form global shape

vectors.
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CHAPTER VI.
FEATURE SELECTION & COGNITIVE STEP

Vi.a FEATURE VECTOR FORMATION PROCESS

The features of a shape are essential to defining the
shape in terms of parameters that can be ultimately used
- by machine for decision purposes. However, the manner in
which the feature defining procedure can be selected is
guite variable, Since a dependable feature selection
procedure is fundamental to the shape recognition
problem, it is essential that this aspect of shape
recognition be addressed with specificity. This point is
punctuated when it is realized that, irrespective of the
method of defining and detecting critical points, a
cognitive algorithm is still required which 2xamines in
some sense, the critical points of the shape for the

purpose of reaching a decision about some aspect of the

shape. Consider, for example, the shape shown in Pig.
2-a, a shape such as this swept wing plane may have

thirty to fifty critical points. The human eye makes

numerous measurements, automatically and sub-
73
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consciously, between the feature points and determines

their relationship to one another. The 'most important'

-
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between them, comprise the decision set. The term " most
important " is difficult to define mathematically,
because it is the result of training. An unrefined
cognitive procedure must therefore consider the set of
all possible measurements between the critical points.
Obviously this 1is a very 1large number of measurements
even for numbers as modest as thirty to fifty. It is
well known that this totality of measurements between
critical points is not essential to the decision

process.

It is necessary therefore to determine methods for
acquiring the minimal set of measurements or features
required for the decision process. The human, apparently
places heavy weighting on features that are formed by
critical points that are symmetrically opposite about an
axis and features that are extracted from adjacent
critical points concernihg the shape. Without any prior
knowledge a human can find the sets of axes about which
some critical points are symmetrically placed with very
little effort. However, such a task 1is almost
insurmountable for a machine based algorithm unless it

is performed at a post-cognitive level. In the absence
74_
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of noise, machine recognition ( cognitive ) algorithms
perform reasonably well by using only features

ting of adjacent critical points.

A cognitive algorithm that utilizes measurements such
as these in a continuous sequential manner would be
entirely adequate if the algorithm for detecting
critical points is totally immune to noise, round off,
and truncation errors. For example any extra critical
points that are the result of a burst of noise would
prevent any continuous sequential recognition algorithm

from yielding conclusive results.

One manner by which this problem can be circumvented
is to divide each of the shapes under analysis into
subshapes in terms of their £features, and then compare
the features of these subshapes and the manner in which
they are related to each other. It is recalled from
chapter V that the properties of shape space dictate
that the measurements which define a feature must be
made from the centroid of the set of critical
points. It is necessary then to determine, in some
manner, the minimum number of critical points that
adequately define a feature. If each feature were
defined in terms of only two critical points, then all

features would be identical since the comparisons are

75
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made with respect to the same shape independent size
variable. Therefore, the minimum number of critical
points that can form a distinguishable feature is three,

and these must be adjacent. However unless the

k)
et Sockunch,

relationship between these three point features with its

i adjacent features is also, considered any comparison
(cognitive ) algorithm almost always leads to
8 ambigquities. The reason for this is because the three

point feature forms a triangle. An examination of the

shape shown in Fig. 2-a shows that it contains many

similar triangles.

Unfortunately the mathematics required to obtain the
optimal number of critical points that should form a
feature is not yet developed. Therefore, it is necessary
to resort to the psychological aspects of the human

recognition and decision process as well as the

practical aspects such as the implementation and
5 , computational reguirements. These criteria 1lead to the
é'. features being selected as follows:

1) Reconstruct the shape by connecting all the adjacent
points by a straight line. This is called the critical
s shape boundary.

2)The feature F; is then formed by including critical
; | points, Cy and at most three adjacent critical points on

each side of ¢y . The critical points chosen must be in

76
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line of sight of Cy . This means that it must be
possible to draw a straight line form Cy to each of the

other critical peints defining the feature without

intersecting the critical shape boundary. The feature

e
P N

obtained by this procedure cannot be defended as optimal
in any mathematical sense. BHowever, it correlates gquite
well with those entities that humans consider features.

and

it it

The features corresponding to critical points C12

C13 are shown in Pig. 20.

A desirable improvement to the above feature defining
procedure is an algorithm for deciding whether the line
joining C, to another critical point in the feature lies

inside or outside the shape.

The cognitive step requires, as usual a dictionary of

the features of the complete shape against which the

partial shapes are to be compared. The partial shape
dictionary will henceforth be referred to as the problem
text. One page of the complete shape dictionary is shown fq
in Table 1. This page contains features twenty-one and *ﬂ
twenty-two of the swept wing plane of Fig. 21. The ‘
table includes, in addition to the feature number, the
critical points of that feature along with their x and y ;4
location, the x and y location of the centroid of all

the critical points contained in the feature, the size
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of the feature, the normalized components of the shape
vector, the angle of the shape vector component and the
ofsight code. The ofsight c¢ode is a binary code of
length seven, associated with with the kth feature k = 1
« « oK. The nth bit of the code is equal to one if the
critical point ¢ is in line of sight of the

=2
critical point C;, where § =k+4 and n =l1...7.

The normalized shape vector component are defined as

ki =2 -l

8, = sqrt ((x, =x)° + (¥, -~ ¥) )( LA VL)
where the size variable was chosen to have the form,

Z; = { (xy 8 (%, §)z } (VI.2)
where the subscript k refers to the feature number,
while the subscript n refers to the measurement. The
angle alpha is measured with respect to a fixed

reference. and is obtained by the following equation,

ﬁrctan{(yu - 9/ (xq = %)}

if (x5 ~X%) > @
(2/2) + arctan{(y,, - ¥)/(xqp ~ %)}
1f (xgy = %) < 8
(v/4) if (% = %)
(3r/4) if (xyp =~ X)

®ak

I

¢ and (y,, - ¥ >

9 and (y,, - ¥) <@
(VI.3)
These same quantities are obtained to form a dictionary

for the partial shape (problem text). Each page of both
80
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the dictionaries begins with a feature set that is not a
subset of another feature set. This feature set is
defined as the uncovered feature set. The covered
feature sets are arranged in the order of cardinality
below the uncovered feature set on each page. The
purpose of this architecture is to simplyfy the

computational requirements for the cognitive step.

In general all the features in the dictionary will
not be contained in the problem text. It is also true
that the problem text contains features that are not
present in the dictionary. This becomes apparent by
examining Fig. 28. Therefore, the fact that a feature
is contained in the problem text, does not imply that
the partial shape is not a part of the complete shape,
because it is not necessary for the partial shape to
have fewer points that the whole shape. Therefore,
further examination is required ©before a decision

regarding the problem text can be made.

VI.b THE COGNITIVE PROCESS

The decision procedure consgsists of selecting an

arbitrary word from the problem text dictionary. A
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problem text word is of course a feature from the
partial shape under comparison. The shape vector from
the problem text is compared to the shape vector in the
dictionary always starting on page one of ﬁhe
dictionary. The comparison continues until a match

occurs.
VI.b.i THE METRIC DISTANCE

The process of matching distances is straight forward
and can be achieved using linear correlation [23],
metric difference, or any other metric. The following

metric was used here,

SUMABSDIF = Zus {(s:' - s:' )} (VI.4)

VI.b.ii THE ANGULAR CORRELATION

The angle is an unreliable variable for direct
comparision. Since the anéle is circular variable (4},
methods of circular statistics should be used for it
comparison. To illustrate the issue at hand consider a
feature vector whose angle vector 3 has the

"
following three components.

oyp| “l0.785
%20 =|1.5780 radians
a3 5.000
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Now, if the feature undergoes an angular rotation of 2
radians then the corresponding angle vector agq Will

have the following components in the new position.

314l 2.78S
aydl = [3.578
2 radians
%34 6.720

The last component -gz‘is equal to .72 radians as all
operations are performed modulo 6.28. Note a direct
-comparison of the above ¢two vectors would not be
conclusive. Now, consider the angular displacemet vector

’ .
‘.‘ between w _ and Sad. It's components are,

[] ] .
a{‘T 2.00
M« |2.00
‘%‘ radians.
5} 4.28

Observe that even though a constant was added to all the
component of a,, to obtain a,4 the difference between
%9 and Sed is note a constant. Hence one might again be
. lead to believe that the two angle wvectors are not the
same. Using the methods of circular statistics (4], such
pitfalls can be easily avoided. One way of testing
whether the c:"s from which the sample (components) are
drawn are unidirectional or whether there is any
statistical evidence of directedness is by the using the
mean vector length ras a measure of correlation.The mean

vector is given by,
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N oam

where e 's are unit vectors each pointing in the
direction of the 6:‘ 's. Now if the resulting vector
length is denoted by R then,

N
R - [ S e (VI.6)
' "~
r = |q| =1 Rr (VI.7)
N
Bach of the e s can be expressed as,
e = cosc:‘ + sinc:‘ (VI.8)

substituting (VI.8) into (VI.S) the following expression for

r can be obtained

] ]
o2 pd 2 172
r=1 {( zcoss. ) +(§sin6.)}
"l =] (VI.9)

The following properties make r an useful parameter
for comparision of directedness of two circular vectors.
l) The value of r is independent of the zero
.direction.

2) r can vary between § and 1. If r is equal to 1 then
all the circular va:iables ( in this case the angular
displacement vector components) point in the same

direction, while r is equal to zero indicates that the

components are randomly distributed. Values in between 0 _
84 ™
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and 1 indicate various degrees of randomness in the
directedness of the components. In general for a word
to match a feature the following three conditions must
hold simultaneously,

1) The SUMABSDIF should be below a threshold

2) The RVALUE ( value of r) should be above a threshold
3) The word and the feature should have the same ofsight

code.

Vi.b.iii LOCATION OF MISMATCHED POINTS

The next step is to compare the next problem text
feature veétor in order of cardinality, to the next
feature in the dictionary and so forth. An example of
this technique is given by comparing Tables 1 and 2. 1In
this experiment a feature vector from the partial shape
was selected for comparison. It should be emphasized
that the feature vector is from the problem text of the
partial swept wing aircraft shown in Fig. 24. The \
partial shape has been rotated and shifted as well as o
scaled to insure that any direct template matching
procedure will fail. This also demonstrates that the "

concatenated feature vector matching procedure described

8 -
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TARE 1

A PAGT OF THE DICTIONARY OF TER SVEPI-WING FLANE

oTRIae SEQUENCE ; X-LOCATION Y-LOCATION DISTANCE ANGLE

cong = Y da
Y ad sd s 8 4

1 19 460 330 0.122232 ~.717012

1 19 473 18 0.153437 -.422854

1 20 473 330 0.162633  ~.0996687

1 a1 4350 ase 0.0607381 <«.23334S
- 1 2 410 k1] 0.123232 -.946161

b 23 83 383 0.18609% =.57764

1 TS 3n 343 0.207816 __.148328

FRATURE #21
CINTROID LOCATION RELAIIVE 70
DISTANCE «558.807 AMIE = 0.686719

STE-TARLARLE Z, by (2 = e (Tog =7 2

32T = 302,351
[] 1] . . o .
1 0 473 350 0.281973  ~.224238
1 a 450 330 0.166587 -.343883
i 2 410 85 0.112908 ~1.22203
1 3 343 835 0.191287 -.388003
1 % 3n 345 0.247249 358771
[] 23 . . . .
TRATURE #22
CRNTROID LOCATION REZLATIVE TO IZYERINCR
DISTANCE = 553.518 ANGLE «0.715092 \
=2 =2
SIZX-VARIANIE 2, = ey =" » (94 =¥)°}
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TARE 2

WORDS #12 & 13 FROM TME PROBLEM-TEXT OF THR SWEPT-WING PLANE

carrrcar o cooRpptaTE T2 vECTOR
ST stamoict T-I0GTI0N . Y-LOCATION —DISTANGE  ANGLE
P
b Zan Jop @ Zep
1 ’ 2.8429 11.1716 0.122232  0.0679882
1 10 2.98446 11.4343 0.155437  0.362146
1 1 2.77201 11,6666 0.142633  0.888331
1 12 2.41072 11.3131 0.0607381  0.349435
1 3 1.33003 11.2429 0.125232  -0.l6L161
1 1 100434 10.38% 0.1860%  0.20756
1 13 1.35738 i 0.207816 0
ruTms 12
CINTIOID LOCATION RELATIVE TO REVERENCE
DISTABCE = 11.3189 AT = 1.3836
STTR-vALANLE 2, -1 (ry = e g - Hi
SIZE - 6.04702
T 1. E—— : - :
1 It 277281 11.6666 0.196839  0.861772
1 12 2.41872 113131 0.121727  0.909383
1 13 1.33803 11.2629 0.120787  ~0.7837%
t 14 1.00434 10,589 0.182038  0.227197
1 13 0.35738 10.1118 0.120787  0.788
i L 3.82088 3.33819 0.29740) ___ =1.2042
o 413
CDIOTD LoCATION

RELATIVE T0 ALTERENCE
DISTANCE = 10.8488 ANGLE = 1.39235
spvarums 2, o ) (g - D e g - DU

SIIX = 6.62324
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here is independent of rotation, size and location.
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Feature vector twelve ( word ) was arbitrarily selected
from the problem text. By comparing tables 1 and 2 From
of the plot the RVALUE and the SUMABSDIP shown in Fig.
22-a and Fig. 22-b it is apparent that word 12 matched
feature vector 21 of the dictionary. It should be noted
that this match occurs even though the 1location of the
critical points and the centroid of the feature of the
partial shape are different from those same quantities
for the whole shape because of the rotation and shift.
In this way a correspondence table is then established
between the critical points of the features in the
dictionary to the critical points of the word in the
problem text.The next step is to proceed in seguential
order to the next word in the problem text e.g. word 13
(n+l) which is sequentially next to word 12 (n) of the
problem text does not match feature vector 22 (m+l) of
the dictionary. However since feature vector 22 is on
the same page as feature vector 21 ( m ) of the
dictionary , word 13 is mismatched to feature 22 because
it contains a critical point which is not contained in
word 12. An examination of tables 1 and 2 indicates B
that the critical point C1 is contained in word 13 but 1

not in word 1l2. ]
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The mismatched critical point is first compared to
the correspondence table. If it is not found in the
correspondence table then it is stored in a mismatch
table. At any latter stage a mismatched critical point
is erased from the mismatched table if some word
containing the mismatched critical point matches some

feature of the dictionary.

In general if word n matches feature m then it is
expected that word ( n +1 ) will match feature (m + 1).
If feature (m+l) is on the game page as feature m then
it is easy to isolate the mismatched point as in the
above example. If feature m+l is not on the same page as
feature m or the concept of pages is not used then in
order to isolate the mismatched critical point then the
feature m+l and the word n+l have to be revised into
concatened shape vectors with each subshape vector of
three measurements. A revised feature vector for
feature 22 is shown in Table 3. While the revised words
for word 13 are shown Table 4. A comparison of the above
two tables again isclates C1 as the mismatched critical
point. It must be noted again from these tables that
angle being a multivalued function cannot be relied upon

as a variable that can be wused in the direct comparison

process..
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The usefulness of the Puzzy shape concept s
demonstrated by the results of the ALS algorithm on the
pig of size B and the partial pig of size 10xB. More
than one minimal set can be obtained by starting at
various points on the back of the pig or the earlobe of
the pig. Howevoz,the points which are found most often
in minimal sets have been enclosed by circles and are
shown in Fig 23-a and 23-b. These clusters or points of
the highest degree of membership are retained by the
algorithm while the others are discarded. The effect of
postprocessing on the clusters of highest degree of
membership gives the final minimal set. The final
minimal set for the pig and the partial pig are shown in
Pigures 24-a and 24-b respectively. Word 21 of the
partial pig is listed in table 6. The plot of the
RVALUE and the SUMABSDIF of word 21 when compared with
features with the same ofsight code in the dictionary is
given if Pig 25-a and 25-b. From these plots it is clear
that word 21 matched feature 31. The details of feature
31 are listed in table 5.
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CHAPTER VII.

CONCLUSION AND DISCUSSION

VII.a CONCLUSION

A system for the recognition of shapes which is in <
some sense similar to human vision system is described.
The system is called the partial shape recognition
system since it is capable of recognizing shapes based
on comparison of properties of parts of a shape rather
than only the global properties. Though not all aspects o~
involved in implementing the system were discussed, some =

of the necessary aspects were detailed.

A new concept of treating shapes as vectors in shape
space is introduced and described. Also two theorems
relating to the process of comparing partial shapes to

the complete shape were stated and proved.

A new procedure of determining ( the correspondence
tokens) the critical points of a shape is described. The
procedure is named the Adaptive Line of Sight method. In
the Adaptive Line of Sight method the critical point
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determination'is based on a set of coordinate axes that
are dependent on the shape being examined. Examples were
given that demonstrate that the procedure produces
critical points that are independent of rotation, size,
displacement and correspond closely to those produced by

normal human cognitive process.

It was shown that the critical points could be
organized to form feature vectors using the Line of
Sight of a Point concept. A technique for comparing the
feature vectors of a set of shapes is described. The
comparison procedure is based on syntactic technique
which will point whether one shape is part of a more
complex whole shape, or whether the shapes are totally
dissimilar.

VII.b DISCUSSION

VII.b.i CAN COMPARISON OF SBAPES BE BASED ON
CRITICAL POINTS ALONE ?

Examples presented in the earlier sections showed

that the shape recognition technique based on comparing
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critical points of the highest degree of membership was

sufficient and gave good results. There are instances
however, when a match based on comparison of critical
points alone is insufficient. A simple example is that
of an ellipse. The critical points of the highest degree
of membership of the ellipse shape are the points where
the ellipse intersects it minor and major axes. These
critical éoints are also the critical points of a
polygon ( which looks different than an ellipse) formed
by joining the adjacent critical points by a straight
line. A comparison based on critical points alone would
not be able to make out the difference between the
polygon and the ellipse. In general the shape
represented by the critical shape boundary and the shape
boundary are indistinguishable. Another example is that
of the circle and, a circular arc which is greater than
a semi-circle but less than the circle. For the circle
all points will be determined to be equally important.
For the circular arc all points excluding the points
shown in Fig. 26. will be determined to have the same
degree of membership. The poin;s shown on the circular
arc have a higher degree of membership than the rest.
Here a comp~rison based on matching critical points of
the highest degree of membership_would lead to wrong

results. In such instances it 1§ proposed to match the
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shapes based on the space invariant properties of the
segments ( interpolated and resampled if necessary)
between critical points. Pigure 1. thus shows a block
*length of the segments to be matched” which is also
loaded into the shape data table.

In this paper the actual procedures for matching
segments were not completely addressed. The above
examples suffice to point out that comparison based on
curvature of segments, or other space invariant
properties of the gegments is also an integral part of
the partial shape recognition procedure.

VII.b.ii REASSIGNMENT AND RELOCATION OF CRITICAL POINTS
BASED ON SYMMETRY

There is one more problem associated with the case of
the circular arc. It is true that most humans assign the
highest degree of membership to the end points of the
arc but it is also true that most of them do not assign
similar degree of membership to the remaining points on
the arec. Specifically it is usually assumed that the
critical points found :elative to the axis of symmetry

are more important than the rest, It can be arqued that
103 -
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the determination of such an axis of symmetry occurs at
some post-cognitive level. In other words it occurs only
when parts of the shape are 'compared’ with itself. The
comparison signified by the word 'compared' in the
previous sentence occurs before the axis of symmetry has
been located. It is this kind of comparison which has
been addressed in this paper. This ofcourse excludes the
redefinition of critical points and ressignment of their
degrees of membership based on the feed-back of the
results of comparison of the shape with a copy of it-

self (see Fig. 1l.), and falls outside the dotted line
shown in Pig. 1.

VII.b.iii HOW TO SET THE THRESHOLDS.

An important question associated with the above
method is that of the thresholds in the algorithm. More
features can be determined at lower thresholds, while
many features can be eliminated at higher thresholds.

Resampling the curve at uniform arc length is a

' necessary first step in the determination of the

thresholds; even though we did not resample some of the

shape at uniform arc 1length to get a feel of the
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robustness of the algorithm. This is the reason why

gome of the critical points were missed near the leg of
the pig shape in Pig. l6. In general the exact
threshold will depend on

1) Resolution of the Machine ( a machine may have
variable range of thresholds)

2) Knowledge from the data base (see Pig. 1l.)

3) Feedback from the output table (see Fig. 1.)

It is not clear how the thresholds can be adjusted
using the feedback, however there appear to be at least
two factors which seem to influence this aspect, namely,
1) Error or Noise

2) Number of 'small features'

Thg former means an estimate of the error between the
Best fit polynomial and the linearly interpolated curve.
The latter comes from a general observation that humans
tend to ignore (average out) features if they are
smaller than the overall global size, and if there are a
large number of them. However if there are only a
couple of small features they often become a point of
‘focus'. Thus small features cannot be generally

ignored.

105 .

e e

N XN NN

[ 2 R 2N BN )



TN
o "

VII.c FUTURE WORK

It should be very clear from the problem statement in
the introduction that only the problems in the area
enclosed by the dotted line in Fig. 1. have been
addressed in this dissertation. A lot of work still
needs to be done in the future before the complete
implementation of the system shown in Fig. 1. becomes a
reality. Some of the important topics that need to
worked on are listed as follows:

1) Edges of objects or shapes, have been successfully
detected in images. For a brief summary of the methods
ugsed to detect edges the reader is advised to refer to
[16]. The problem of transforming the edges into a
sequence of points defining a shape has also been
attempted (18], [16]. These methods work reasonably
well on ideal data specially when the points are located
at nearly uniform intervals (e.gq. eight connected
neighbourhood). Bowever these methods fail to work on
general edge data (i.e. data defining the edge of the
object), which is normally obtained using edge.dotectors
[16], on actual 'real life' images. So work needs to be
done either to alter these methods so that they can

adapt to the edge data, or the methods of detecting
106
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edges need to be modified so as to produce output data E
which is close to ideal. ﬁ_
2) The gquestion of thresholds which has already been
addressed also needs to be worked on. Explict standards
defining the range of resolution of the machine need to
to laid.

3) Most of the state of the art work [38], [54), ([68],

b (711, 1[88], pertaining to the interpretation process

described in Chapter 1I. deals with the extraction of
motion information from changes in the projection of the
object on a plane. Practically no actual work has been
done which exploits the relationship of the object with o
tespeét to the background towards this end.

NN
L 5, %
L] -'

4) Though some guide lines can be drawn from the field

2
x_q

of psychology for the implementation of a workable

[

knowledge data base shown in Pig. 1, the actual
implementation of a general of a data base comparable to -Z

the human vision system is still a far cry form reality.
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APPENDIX A

DETAILS OF THE PROGRAM FOR THE ADAPTIVE LINE OF SIGHT
METHOD.

Refering to the flow-chart shown in FIG. 27. Side A refers
to the condition when the computations are performed from I
to J modulo the number of points in the shape, while side B
refers to the condition when computations are performed from
J to to I. Porward track or PFtrack denotes to a condition
wvhen I is held constant while J is incremented. Backtrack
or Btrack denotes a condition when J-1 is heid constant
wvhile I is decremented.

Init;ally I and J are always chosen to be adjacent
péints, £irst going in the <clockwise dizection then in the
anti=-clockwise direction The details of the computational
block, the detection block/process and some other blocks ace
as follows
COMPUTATIONAL BLOCK
rind the equation of the straight line L joining I to J
rind the distance DISTALJ between points I and J.

Pind the egquations of the straight lines normal to L and
joining every point P in between I and J.
Pind the intersection (XINTSEIJ , YINTSEIJ) of each of
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the normal lines found in the above step with the straight
line L
Pind the distances DISTXIIJ and DISTYIIJ from point
I to the intersection and from point J to the intersection,
cespectively for every P.
Pind the normal distance NDISTALJ from every P to the
straight line L.
Find the normal vectors from the straight line to every
point P.
DETECTION FROCESS
In this block a detect switch is set indicating that a crit-
ical point has been detected at I and J-1, if at the first
instance, a point is found which is not on the same side of
L as other points, oz a point cannot be mapped injectively
on to the straight line L. The former condition is checked
by comparing the magnitude of the sum of every two adjacent
normal vectors vith the magnitude of those forming the sum +
a THRESEOLDl, while the latter condition is checked by com-
pazing the sum of the distance DISTXIIJ+DISTYIIJ to DISTAL]
+ TERESHOLDZ. whoé; thresholds 1 and 2 are set to account
for round-off, truncation, gquantization and other errocs.
SWITCH BOARD
This is a control block which forces the computations to oc-
;u: in an alternating sequence FORWARD-TRACKX ~BACK~-TRACK
<PORWARD> TRACK...0000
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ARE THE TWO RELATIONS?

In path B the two relations are not satisfied if one of
the following is true.
1) Thex oé y components of the intersections, i.e.,
XINTSEIJ and YINTSEL] respectively, ace not monotonic.
2) The sum of the distances DISTXIIJ + DISTYIIJ is not
equal to the distance DISTAIJ # THRESHOLD2

. e e e
CEY T .o
PARS 2 AT .
o R R
A S

[y
-y

R Ay
AN

e
NI

1

“r 'l{
.
s

I

v

“¥ 4 v .

o

L'

.

PN

AL AN O
Lt ete
[N TR A
. e W e
PRERAV. ata =t

L4

.: .." .-".' .‘a'~l’.‘¢‘.";.‘-‘.‘ -.r.‘- ..- SO .‘;.$- et " . J al” . .:...:.-.".-"'..‘ -. """""""" ‘ R ‘..:_‘.' _; -‘. ' LR N A




A e el And g Sl Rl AR St Sl S i it A N AR T A

b APPENDIX B

DETAILS OF THE FEATURE VECTOR FORMATION PROGRAM.

To find whether a point within (n + 3) of the nth
critical point belongs to the nth feature it is not
necessary to carry out the computation for each of the
points within (n + 3). Specifically the following two
facts have been exploited to reduce computation:

1) Points within (n + 1) are always in sight of Ch
2) The Line of Sight of a Point is a symmetric relation.

Let the relation (is in Line of Sight of the Point)
be denoted by R; then if C1 R Ch implies G RG. Once
it is determined that C; R Cy, then it is not necessary
to compute if Ch R Ci’ In context with, our example,

Cn R Cn+2 implies Cn+2 R C,.7

and

C.n R Cn+3 implies Chez R Cho3

Thus it is necessary to check only if the critical
point C ., and C ., are in Line of Sight of Cp. |

If, the point of intersection of the line joining C
to C ik’ k=2, 3., with a line between C; and Cj+

j=1...N., is denoted by INT, and the coordinate of the
122
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following points are,

INT = (XINT, YINT),
Cc = (FEAT1X, FEAT1Y),

(g ]
L]

(FEAT2X, FEAT2Y),

Cj = (CURVE1lX, CURVElY),

Cj+1 = (CURVE2X, CURVE2X),

and the distances between the following points are,
INT and Cn = DIFl,

INT and Ch+k = DIF2,

INT and Cj = DIC1,

INT and Cj+1 = DIC2,

Cn and Cn+k DISFEA,
C; and C,,) = CURVED,
then the relation R is not true if
DIFl + DIF2 = DISFEA
or

DIC1l + DIC2 = CURVED.

The matrix SWSET in the program is this binary
relation table. The output of the first proc matrix has
seven columns. The first column corresponds to the
sequence number of the critical point in the critical
point list, The next two columns are the coordinates of
the critical pointa. The last four columns contain the

boolean relations operator. Specifically they hold the

following the binary relations:
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APPENDIX C
DETAILS OF THE PROGRAM FOR POST PROCESSING.

This program takes as input the critical points which
are represented by their sequence number in the shape
data list, and process them sequentially according to
the following steps:

i 1) Every set of five consecutive points is replaced by
their median point.

2) Every set of four consecutive points is replaced by
the second point if FRC = SET otherwise by the third
point if FLC = SET. Both FRC and FLC cannot be equal to

SET at the same time.

3) Every set of three consecutive points is replaced by
their median point.

4) Every set of two consecutive point is replaced by the
first point if TLC = SET otherwise by the second point
if TRC = SET. Both TLC and TRC cannot be equal to SET

at the same time,
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PP

PROGRAM LISTING FOR THE ADAPTIVE LINE OF SIGHT METHOD.

‘ INPUT: Three column data set named SBAPEXY. The first

column represents the sequence number of data points in

the shape data list. The 2nd and the 3rd columns are the

x and y coordinates of the shape data points.

OUTPUT: 1) A 10 column matrix array named INF. The

columns contain the following;

1st column = The number of critical point pair (the Ith

and the Jth point) found in the first pass.

2nd column = sequence number of the Ith critical point

in the shape data list.

3rd and 4th columns = the x and y coordinates of the Ith

peint in column 2.

5th column = sequence number of the Jth critical point

in the shape data list.

6th and 7th columns = the x and y coordinates of the Jth

critical point in column 5.

8th column = the location (sequence number in the shape

data list) of a maxima or a minima in-between the Ith

and the Jth point.

9th and 10th columns = the x and y coordinates of the

point whose sequence number is in the 8th column.

OUTPUT 2) The input data.
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sseveees®gPART SYNCERONISE;

PROC MATRIX ;

PETCH SHAPEXY;

NN=NROW ( SHAPEXY) ;

RESET=E;

SET=];

FTRACK=SET;

BTRACK=RESET;

DISCON=RESET;

CONNEC=SET;

PATHRB=DISCON;

SIDEB=SET;

OPS IGHT=SET;

sedeseesaness STARTING AND ENDING POINTS FOR THE ALGORITHM ARE I AND J;
I=l;

Jul;

ITEXP=I;

JTEXP=J;

NN=]; :

secesdsndeess NN IS A INODEX WHICH POINTS TO THE NEXT CRITICAL POINT:; .

seesesetneres NEED A MATRIX TO STORE INFPORMATION AROUT A CRITICAL POINT
say the expected number of critical points is 75 so dimension INF;
INF=J. (75,10,0);

L L T T T T T I T R I L)
(R IT 2 PR TR R 2T I T L e T T L T T T T T T T T T Ty
A L L TR S PR T PRI T
*COMPUTATION BLOCK;

START:

DETECT1=RESET;

DETECT2=RESET;

DETECT3=RESET; -
DETECT=RESET;

EXIT=RESET;

AQ=SHAPEXY (J,3) -SHAPEXY(L,3);
BQ=SHAPEXY (J,2) -SHAPEXY(I1,2);
CQ=SHAPEXY (J,2) #SHAPEXY(I,3);
DQ=SHAPEXY (I,2) #SHAPEXY(J,3);
SLOPELI=AQ#/BQs

INTERLT= (CQ=-0Q) #/8Q;
DISTALI=SQRT((BQ#BQ) +(AQEAQ) ) ;
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3
¢ IF (X>J)}
THEN

DO;
PQuNM=-(I+1);
PPel+PQ:

END

3
ELSE

DO;
Pled=(1+1);
END;

Ir Pr=0
THEN

L£O;
GO TO SWBOARD:
END; .
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DIMENSION THE MATRICES FOR POINTS IN BEIWEEN

....t"".."...Qt'..'."Q"'.""t'.Q.".!"'-"".'."00"""'00..'0:
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i N A R

NINTERCYsJ. (PT,1,0);
XINTSEIJ=J. (PT,1.0);
YINTSELJ=J. (PT,1.8);
SDISTALJeJd. (PT,1,8);
CISTXIIJ=J. (PT,1,0):
CISTYIIJ=J. (PT,1,0);
VECTORX1sJ. (PT,1,0);
VECTORYI=J. (PT,1,0):
SUMVECXI=J. (PT,1,0):
SUMVECYJ=J. (PT,1,0);
MAGVECXY=J. (PT,1.0);
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DO K=l 70 PT BY 1,

IleR+I+MN;

II=MOD(IZ,NN);

IF (1le§) TEEN DO; Il=NM; END;
ASLOPEII=ABS (SLOPELY) ;

IF (ASLOPEL] < '.lllllil)
ﬂ

!XI‘BIU(I:)-M(ILZ) H
YINTSELIJ (K, ) =SHAPEXY(I,]);
EXD;

ELSE

00;

H8e~]10/3LOPERL] ;

WINTERCY (K, ) »SEAPEXY (I, J) ~(SHAPEXY(II,2) #NS):
XINTSEIT (K, ) s (NINTERCY (K, ) =INTERLJ) ¢/ (SLOPELI~NS) ;
YINTSRLIJ(K,) = (NSOXINTSEL] (K, ) *NINTERCY(K,)):

AQeSEAPEXY (II,2) -XINTSELI(K,) s
BQeSEAPEXY(IX,3) ~YINTSELI (K,)
CQeSEAPEXY (I,2) -XINTSEIJ(K,) s
DQuSEAPEXY(I,3) -YINTSELJ(K,)s
PQeSEARPEXY (J,2) ~XINTSEIJ (K,)
go-umx!(a.a)-!uulu (K,)3

!

ey
numu(x.)-nnucoocmomono)
DISTYIIJ (K,) =»SQRT( (FQOFQ) +(GQHGQ)
NDISTALJ (K,) =SQRT (AQSAQ+BQ#BQ) ;
VECTORXI (K, )=AQ:
VECTORYI(K,)=BQ;

SUMVECXI (K, ) sCONSVEX+VECTORXI (K, )

SUMVECYJ (K, ) =CONSVEY+VECTORYI (K, ) 3

MAGVECXY (K, ) »SQRT ( (SUMVECXI (K,) ”2) +{SUNVECXI (K,) #42) )
COMSVEX=VECTORXI (K,) 2

?mn-vmm (K.)2
1

):
)i
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PAGE 4

IF (PATEB=DISCON) THEN GO 70 SIDEA;
g (SIDER=SET) THEMN

1
LINK S1GET;
I? (OPSIGRT=RESET) THEN GO TO QUIT;
g (OFSIGRT=SET) TREM
]
LINK LOCATEX;
EXIT=SET;
GO TO QUIZT;
END;

VOOV ERNN PRIV PO NPT RN RO RN NN RO PN N C RSP R SRR OENNCOENCNERO SO COOOOROREY
NN QPENNO RO RONN N RO RN ANNI VO RN RGN RN ORNE RO OO OGO ROOOORES

COBNNCVESNS VNNV P LR CE IR ORIV R C IR ORS OO ONCCPOONSCOOENNNOTERS

3

* PROCESS DETECTL;

DETECT1 =RESET;

DO Kel TO PT BY 1;
LL=DISTAL-9.99;
UL=DISTALI+9.99;
CL=DISTXILJ (K,) +DISTYIXI(K,) s
g.((cn < LL) OR (CL > UL))

3

0O K=l 7O PT BY 1;

- AQuNDISTALJ (X,)=29;
SQ=CONNORXY~29;
CONNORXY=NDISTALI (K, )
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IF ((MAGVECXY(K,) < AQ) OR (MAGVECXY(K,) < MQ))
e

003

DETECT2=SET;

GO TO CONVERG1;

P
L%

R

’ .
P P LI T P Y R P P T R P AL LTI D T L R I T A T IR T R Y T T T R TR T T Y 2
*ee "
TR T R P D T R R e T A R T L T T L I R L R R T L T T T 2 2 T T Y T T Y ¢

DETECTeRES
1r ((utncn %0 SIT) OR (DETECT R SET)) THEN DETECTeSLT: -
Ir (oFTECT xX kS

. IP (FTRACK=SET)
TEEN

00
OLDPT=P1;
AZel;
BTaJ-1+t;
- BZ=MOD(RZ, NM) ;
IF (B3=8) THRN BIsaMM;
OLDI=AZ;
LINK LOCATEI;
! LINK LOCATEX;
: ) LINK STOREI:
. *LINK CRECK;
IP (EXITeSET) THEN GO 70 QUIT:
GO 70 SWBOARD;

XX RNR
SR

e %
el
PR

..
o
A

EXD;
IF (BTRACKeSET)
TREN

. DO,
NEWPYsPY,; -
AZnl+lenlly
AZ=sMOD(AZ, NN) ;
IF (A3=0) THRN AZ=mn;
NENI=AZ,;

BJed;
IF (OLDI 2Q NEWI) THEN GO TO SWBOARD;

v e e e s .

AL A i A T
L ] L4 .
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LINE LOCATEI;

LINK LOCATEX;

LINK STOREI;

Ir (uxr-srr) TEEN GO T0 QUIT;
LINK DET3;

xr:um-u!

0000000000 PRNNORO0OORNOIPR SR Ce SRR RSN RPReR R RO RN PR RONRRRNeORERARRRRey

. ?
V00000000 RS NEO RO R SRR N RN ONOPRC RO Rt RC R AR R OO RS e R ReRRORRNRROOReRReTRNY

H
SWBOARD 1
*
*

*
g.(lﬂ'Rﬂ 20 RESET) & (FTRACK EQ SET))

- ]
JaJelemn;
J=i0D(J, M) ;
IF (J=0) THEM J=WN;
GO T0 START;
KD,
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o

», )
IF ((DETECT=RESET) & (BTRACK=SET))
TR

00;

Iel=1+MM;
IsMOD(I,MN) ;

IP (I=8) THER I=NN;
GO TO START;

J=N0D(J, M) 2

IP (J=8) TEEM J=iN;
Inl=1l+Mi;
I=MOD(I,MM)

IP (I=8) THEN I=MM;
GO TO START;

EMD;
I? ((DETECT=SET) & (BTRACK=SET))
™o

003

BFTRACK=SET;
PTRACK=SET;
BTRACK=RESET;
IaJ+i;
I=MOD(I, NN) ;

IF (I=8) THER I=NN;
JelelenM;
JeMOD(J, W) 3

IF (Je@) THEN JeMN;
IF (PATHB=DISCON) THEK GO T0 STRAIGAET;
If (SIDERRESET) THEN
DO;

SIDER=SET;

ITEXPel;

JTEXPeJ;

1s JTEXP;

JeITEXP;

£ND;

GO TO START;
GETOUT:
SIDED=RESET;
I=ITRXP;

JuJTEXP;
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STRAIGHT:
GO TO START:

, .
PN NI NN PNt Ne ettt steettr st nttolNereteetetseeeseetene
s 1
d LINK ROUTINES

?
PRROEORENNR OO RN NRS RN 0NN OSSRt aeNeRO e R RttRe Rt etNetetedeeeteneny

3

LOCATEI :

DO;

MNDISTALI(1,)

LOCs=l; :

=Pr=1;
DO III=2 T0 WQ BY 1;
IPF (A < MDISTALJ(III,) )
THEN

. -}
A=UDISTALY (I1X,):
LOC=111;

PACA

VAN

[
-~
v

LOCATEX :

IP ((PT<4) OR (MN>70)) THEN GO TO JUMPS;
*AZe L+l +NN;

*AZ=MOD (A2, NN) ;

*IP (AIn§) THER Al=NM; .
*B20J~1+Ml;*B2=NOD(BZ, BM) 1 *IF (B2Zef) THEN BZeNM;
W= PT=1;80QePr-2;

NANMDISTALII(1:MQ,) ;
NBN=NDISTALI(2:P7,):

DARD=RAN-1BR;

DBAD=DARD(2:MQ,) ;

DBAD=DBADSDARD (1:NQQ,)

DABSD=ARS (DBAD) ;

COUNTHE=) ;

DO IXXXIsl TO MQQ;

AKRE=DBAD (LXXXI,);

SEKNE=DABSD (IXXXI,) s

g ( (AKME<S) AND (SKME>4)) THEN

!

IRP(RN, 1) =N}

INP (NN, 2) ®AZ ;

INP (NN, 33 4) sSHAPEXY (AZ,2:3);
- NP (WK, S) =82;

INP(NM,6: 7) =SHAPEXY (B2,2:3) ;

COUNTHE=COUNTHER+1 ;

NYLOCs= IXXXI+RN+AZ+1 ;

MYLOC=MOD (MYLOC, HN) ;

IF (MYLOCe8) THEN MYLOCsNM;

*I? ((AKNE < §) AND (SEME > .27)) THEN DO;

INP (MM, §) «MYLOC;




AR O bl I R d A Mgl SeS & i -2 Flita ey

‘e sy e VP WV
DR A 3

INP (NN, 9110) »SEAPRXY (NYLOC,233) ¢
IP (MM>78)

k- |-

D03

EXIT=88T;

GO 170 JUMPS;

EnD;

Wist+l 3

M0

END;

JUNPS:
IP (M>70) THEEN EXIT=SET;
RETURN;

.

INP (MM, 1) otN;

. INP(NN,2) ®A3;
INP (MM, 3:4) sSHAPEXY (A2,2:3) ;
INP(WN,S) =B2;
INP (NN, 6:7) =SUAPERY (82,213) 5
LOCsLOC+UR+AL ;
LOC=MOD(LOC, W) s
IP (10C =) THEN LOC=NN;
INP(Wu, 8) sLOC;
w(u.szu)-m(wc,zsan
IP (N8 > 70 )
T

003
EXIT=SET;
1]
NN+l ;
RETURN;

00 KI= 1 T0 NY:
ARsINP(KI,S) s
BBBL=BI+2;
BBBY=82-2;

IP (BBBY < AK < BASZ)
TEEN

EXITeRESET;
MDD
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OPFSIGRT=SET;
*if you assume zero threshold then use the go below
:ghg gu dslets the go to statesent.;

83

RESET:
IP ((PT>4) OR (MN>76)) TEEX GO 10 JUNPN;
PRINT DISTALI;

DO YK=l TO PT BY 1;

LL=DISTALI~.13

CLeDISTALI+.1;

Q=DISTXILI(YK,) + DISTYIII(YK,):

PRINT OL LL CL;

IP ((QU<LL) OR (CL>UL))

THES

Q=PT=1;MQQ=PT-2;

YLAYSXINTEELI (1:MQ,) s Y2AY=XINTSEIJ(2:PT,):
YAY=YlAY=-Y2AY;

m!-n!usm.) 1TAQY=YAY (2:0Q,) 1
YAAY=YALY S

YIIYOMIU(IIWA 1T2BY=YINTSELIT (2:07,)
YBYaY1RY-Y28Y;

TB1YeYRY(1:30Q,) : YB2Y=YBY(2:0Q,) s
THRY=YR1YYB2Y;

PRINT YBBY YAAY ;

DO KME=l 10 WQQ;

YKYOUsYAAY (KRE, ) ; YLYOU=YRBY (KME, ) ;

IP ((YRYOU < .580090) OR (YLYOU < .000008)) THEN
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ALTER]:
RlaNN-1;
N2=Ki-2;
A=THP(M1,S8);
BeIRP(N2,8)
TENPL=INP(N],);
IF (A=B)

TN

- -]
INF(N2,)=TENPL;
=Nl ;

END;

PAGE 11

24 %]

P
PN A

.
~

T3¢
IZZI=INP (NN, 2)
IZZI=INF(NN,S)
WORA=N-] ;
IF (123X < I22J)
T
DO ISS=1l TO NUMM BY 1,
Iﬂ'.((tllt <INP(I23,2) <IZTJ) OR (IZ2J <INP(122,3) <121J3))

DO;
DETECTI=SET;
ONOTE=122;
MINT

EMD;

ot )

END;

" *

IFr (I23I >1233)
TREN

00 IIIsl TO NUMM BY 1;

INDEXI=INP(123,2);

INDEXI=INP(I32,5)

IF (((I22X < INDEXI) OR (INDEXI <IZ2J)) OR
((g!l < INDEXJ) OR (I2ZI < IRDEXJ)))

™

DO;

DETECTI=SET;

ONOTR=122;

PRINT DETECTI I22;

£ND;

LuD; °

RETURN;

QUIT:

OUTIUT SHAPEXY OUTwSEAPEXY (REMAME=(COLl=J COL2=X COLJIsY));

OUTRUT INP OUTw=INP (RENANRs (COLleJ COL2eII COL3eXII COL4=YIL
COLS=JJ COL6=XJJ COL7=YJJ COLS=LOC COL9=XLOC COL1S=YLOC)):
"3

UNOTE:;
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b FEATURE VECTOR FORMATION PROGRAM

INPUT: The input to the program is data set called
SHAPEXZ. SHAPEXZ contains the X and Y coordinates of
H the critical pc ats.

OUTPUT: The output of the the program is a matrix called
DICTION. DICTION has seven columns. The lst column is

the sequence number F to which the critical point
n

belongs. The 2nd column is the sequence number of the
critical point in the list of critical points. The 3rd

column represent the binary relationship C¢ R C ' k=1,
n n

2, 3,. The 4th and the 5th represent the x and y

coordinates of the critical point if R = 1; The 6th and

and a nk respectively.

the 7th column contain the feature vector components srI
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PROC MATRIX ;FRTCH M!ZMIOM(SWNH
Ki=MR+6 3

CON=J, (WX, 7,.) 2

WRMl=kR-1;

ARPl=MR+)

NEMl=KN-1;

COM(1:8R,1:2) =SHAPEXZ s
COM(MRP1:NN,1:2) =SHAPEXZ (1:6,);
COR(1:MNML,3:4)=CON(2:M0,1:2);

COM(MM,3:4) =COM(7,1:2);
COM(1:MN,S:6)=CON(1:MN,1:2)~CON(1:NN,3:4);
CON(1:MN,7)=CON(1:MN,5) 6CON(1:NN,5) +CON(1:NN,8) $CON(1:NR,6) ;
ABMESCON(1:MN,7);

CON(1:NN,7) =SQRT (ABME) ;

ABCD=ABS (ABCD) ;
IP (ABCD < .9006001) THEN

DO3
CON(BA,3) »9999999;
g-og(u. 6)=000000;

L)
1P (ABCD > .9068601) THEN
Bo

1
CON(BA,S) ~COX(HA, §) § /CON(HA,S) ; -
COM( HA,6)=COM( HA,2)~CON( HA,S)$CON( HA,1); ‘

NNMIsNN=-1;
NNM2=NN~-2 ;
NNNS=NN-5;
SWSET=J, (NN,4,.)
DO Isl TO NN;
IPlsle+l;

IPi=l+2;

IPIaled;

IF (COUNTwl) THEN IPeIP2;
I! (COONTw2) THEX IP=IP3;

I' ( IP > NN) THEN GO 70 EXIT:
‘P!M.‘IX-CDN(I 1) sPEATIY=CON(I,2)

139




PEAT2X~CON (IP,1) s FEAT2Y=CON(17,2) ;

]

*

PoCON(I,) 1GoCON(IP,)

*PRINT P G;

*EQUATION:

DELPEXSPEATLIX-PEAT2X ; DELFEY=FEATLY-PEAT2Y;
DISPEASDELPEXDELFEX + DELPEYODELFEY;
DISPEA=SQRT(DISFIEA) ;

DTEST=ABS (DELFEX) ¢

IP (DTEST =< .0000891) THER

00,
M=99999999;
rC=8,

END;
IF (OTEST > .000004)) THEN

DO
PHeDELFEY$/DELIEX
PCPEATIY-PMOPEATIX ;
END;

CORVEN=CON (NI, S) ;
CURVEC=CON(NI,6) ;

CURVED=CON (NI, 7)1

DIFSLO= (PH-CURVEN! ;
DIFSLOP=ABS (DIPSLO) )

IP (DIFSLOP > .9008001) THEN

003
IP (CURVENM >= 9999999) THEN

DO;
XINT=CON(NI,L1);
YINTePMOXINT+PC;
GO TO STEPX:
END;

3

3

IF (PH >= 9999999) THEN

D03

XINTPEATIX:
YINTSCURVEMSXINT+CURVEC;

GO TO0 STEIX;

END;

XINT= (CORVEC-PFC) #/DIFSLO;
YINT=PHEXINT+PC;

STEPX:

CURVELX=CON(NI,1) yCORVELY=CON(NI,2);
CURVE2X=CON(NI,3) ;CURVE2Y=CON(NI, 4) ;
FSTXD1=PEATIX~CURVELX;
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PSTYD1=PEAT1Y~CURVELY;
PSTXD2=PEAT2X~CORVELX;
PSTYD2ePEAT2Y-CURVELY;
SECXD1=FEAT1X-CORVE2X;
SECYD1=PEAT1Y~-CORVE2Y;
SECXD2=PEAT2X-CURVE2X ;
SECYD2=PEAT2Y-CURVE2Y;

L ]

o

3

IP (((PSTXD1=d) & (PSTYD1=d))OR((PSTXD2=9)& (FSTYD2=4))OR
((SECXD1=0) & (SECYD1l=@)) OR ((SECXD2=d@) &(SECYD2=8))) THEN GO TO OUT9;
DIP1X=FEAT1X-XINT;

DIP1YsPEATLY-YINT;
DIP1=DIPIX#DIFIX+DIPLY#DIFLY;
DIFl=SQRT(DIFl);

DIF2X=FEAT2X~XINT;

DIF2YsPEAT2Y~-YINT;
DIF2eDIF2XODIP2X+DIP2YSDIF2Y;
DIFr2=SQRT(DIF2);

DICIX=CURVELX-XINT:
DICl1Y=CURVEIY~-YINT;
DICl=DICLXIDICIX+DICLYIDICLY;
DIC1=SQRT(DICL);

DIC2XuCYRVERX-XINT;
DIC2Y=CORVE2Y~-YINT;
DIC2=DIC2XIDIC2X+DICYIDIC2Y;
DIC2=SQRT(DIC2) ;
SUMDIC=DICl+DIC2;SUMDIFsDIFl+DIF2;
DIFFlsCURVED-SUMDIC;DIPF1=sABS(DIFFl) ;
DIPP2=sDISFEA-SUMDIP; DIPF2=ABS(DIFF2):;
*;

O=CON(NI,);

*PRINT O XINT YIRT DIFl DIF2 DICl DIC2 DISFEA:;

H

IP ((DIFFrl < .000001) & (DIFF2 ¢ .900001)) THEN
00;

SIGHT=#;

APTEST=CON(I,1:2);
CPTEST=CON(IP,1:2);
BPTEST=CON(NI,);

*PRINT APTEST BPTEST CPTEST; -
GO T0 OUT1:;

END;

END;

- QUM

END;
ouTl:
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:‘::.(( (1=1)OR(123)OR(I=4)OR(I=31)OR(I=32)OR(I=33)OR(I=34)OR(I=30)))

*D0; :
SPRINT APTEST BPTEST CPTEST O XINT YINT DIPL DIF2 DICl DIC2 DISFEA:;

*ERD;

*PRINT SIGHT;
*;

*;

*

*

3
IF (COUNTel) THEN
DO3

SWSET(I,3)=SIGHT;

COUNT=COUNT+1 ;

IP (I =< NNM3) THEN SWSET(IF2,2)=SIGHT:
GO TO RENTER;

END:

*;

*

1P (COUNT=2) THEN

003

SWSET(I,4) »SIGHET;

IF {1 =< NNM3) THEM SWSET(IP3,l)=SIGHT;
GO TO LOOFOUT;

e b 3 9

:nm SWSET;
:

CON(4:NNM3,3:6) «SWSET (4:NNM3, ) ;
CON(1:3,3:6)aSWSET(NNMS 1NNM3,) ;
CON(NNM2 :HN, 3 :6) »SWSET(4:6,) ;
PREE SWSET;
*PRINT CON;
*;
*
*
QUTPIT CON OUTwCON(RENAME= (COLlell COL2=I2 COL3I=1) COL4=I4 COLS=IS

’ COLé=16 COL7=I7));

‘ PROC PRINT DATA=CON;
DATA CON1:SET CON;Jw_N_;DROP I7;
PROC DELETE DATA=CON:
PROC PRINT DATA=COM1;

*;

PROC MATRIX; FETCE CONl; NN=NROW(CON1):
HMTo 708N}

NNNS= N-5;
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COX1 (NMKNS : W, 7) =1/2/3/4/5/ 63
WA= UNT=42;

DICTIONsJ., (NNN,7,.)

Nl ean-1 3

DO INe 1 TO NNWL;

MPlalu+l;

HNPR=N+2;

INPI=IN+];

NP4a TN+

IHPTuTH+T 3

MI=INeT;

NINE=s TN 76 ;

NTRSeINT=5;

MIMA=INT=4 3

MTN3sNT=3; )

IR INT=2;

INRleN7=1; :

IF ((INP6 > NN) OR (IWPG > MN) ) THEN GO TO RACK;
ANE=CONL1 (INP3,314) sANPaCORL (IWP3,S:6) ¢
DICTION(IWTNE 1IN7,4:5) =CONL (IN: IWNPE,1:2) 3
DICTION(IN7NG:IN7,2) =CORL(IN: INPE,T) s

' , DICTION(INTNG :INT7,1) =INP3INI. (7,1,1);

1

]

4

DICTION(IWINA:1INTN2,3)aJ.(3,1,1)
DICTION(INTNG :INTNS,3) =ANE' ; :
DICTION(INTRL2IN7,3) =ANE';

Tt at e
Bk

)

DO Illel TO MNM;
AFDY=DICTION(I11,3);
IP (AFDYwS) THEN DICTION(I1l,4:5)=J.(1,2.0);

END;
PRINT DICTION;

3

®53

*

. "

1 DO I33I=T0 =N; . . il
13317=133

' * SHAPE VECTOR CALCULATIONS;

L o e s e e e a e g s e
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DO 133%el TO WM,

233172701332 133IM6=X3327~6;

N.)('h"..) $1X21=3.(7,1,.) 1¥I=3.(7,1,.) 180=3.(7,1,.) ;DX=eJ. (7,1,.) ; PHYeJ
sdee}}

D=OICTION(I33IM6:133L7,) sXIeD(,4) s YIuD(,5) sMUsD(,3);
SIGHAX=XI (+,) sSICHAYSYI(+,) ;NaNU(+,) s
CENTROIX=SIGHAXS/ /N

CENTROIY=SIGHRAYS/N;

DIsXIXI+YINYI;

DICTION(2133IN6:23317,8) =DI;
CANGLE=CENTROIX$/CENTROLIY;

IF (CEMTROIX > 6) THEN REFsARCTAN(CANGLE):

IP (CENTROIX < 8) THEN REFs=]_14+ARCTAN(CANGLE) 3

IP ({ CENTROIX=8) AND (CENTROIY > #)) THEN REF=]1.57;
IP ((CENTROIX=8) AND (CERTROIY < @) ) THEN REP=4.71;

DO IRQ=1l 70 7;

IN=I33IN6+IR0=-1;

g (DICTION(IH,3)=0) THEW .
1]

DICTION(IR,6) =8,

IX(IRU,)=8;

IY(IRU,)=8;

DICTION(IR,7)=.;

ND;
IF (DICTION(IN.3) ME #) THEN

DO

PHY(IHU,)sIY(IBTQ,)$/IX(IRU,);

A=PRY(INU,);

*

*

IP (IX(IAQ,) > §) THEN DICTION(IE,7)sARCTAN(A):

IP (IX(IBU,) < €) THEN DICTION(IH,7)e3.14+ARCTAN(A):

IF ((IX(IRU,)=§) AND (IY(IHU,) > @)) THEN DICTION(IR,7)el.57:
IP ((IX(IHU,)=¢) AND (IY(IHU,) < #)) THEN DICTION(IE,7)=4.71;
DICTION (IR, 7)=REF-DICTION(IH,7);

AGDIF=DICTION(IR,7)

AMGDIP=COS (AGDIP) ;

AGDIP=ARCOS (AGDIF) ;

DICTION (IR, 7) =AGDIP;
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......................................

PROGRAM LISTING FOR THE POST PROCESSING STEP

INPUT: A data array named AINF which consists of one
column of numbers representing the sequence number of
critical points in the SHAPE DATA LIST.

OUTPUT: The output is a post processed data array AINF,

For more details see Appendix C




N Ty

PROC RATRIX;PETCH AINP;NAINP=NROW (AINP) S
ARSET=6 ;SET=] ; MR
FRC=SET; PLO=RESRT;
TLCRESET; TRC=SET;

WEYCOUNT=S ;

NAINPIsUAIRS =3 ; RAINP 20 MAINS~2 ; NAINPloRAIND -1 ;
!Anu-nm-o H

*

DO NWel TO MAINP4;

KW= RYW+4 3

AXNESTOSsAINP (NXW:NVW, ) 5

AYOUL=ARNRSTOS (1,) sAYOU2=AKMESTOS (2,) tAYOUI=ARMESTOS (3,) ;
AYOU4=AKNESTOS (4,) JAYOUSSAKNESTOS (S5, ) ;

DYU1lsAYOUl~AYOU2 ;:DYULl=ABS(DYUL) ;

DYU2=AYOU2-AYOU] ; DYU2=ABS (DYU2) ; DYUI=AYOUI~AYOU4 ;DYUI=ABS (DYU3) ;
DYU4=AYOU4~AYOUS ; DYUA=ARS (DYV4) ;

g ((DYUl=l) AND (DYU2=1l) AMND (DYUlwl) AND (DYU4=l)) THEN

7
RYWPSsNYN+S ;
AIRP(RYW, ) =AYOU3;
AINP(NYNPLINAINFY, ) sAINP (NYWPS sMAIND, )
AINP (BAINPI:BAIND, ). (4,1,.):

DO MYWsl TO BAINPI;
RAVWsYN+] 5
AEKKESTO4sAINP (KXW 1MV, ) 5

AXXXI=AKMESTO4 (3,) 5.

AXXX4=AKNESTO4 (¢&,) ;

ADXXX1eAXXX1=AXXX2 ; ADXXX2uAXXX2=AXXX3 ; ADXXXI=AXXXI=AXXX 4
ADXXX1=ABS (ADXXX1) s ADXXX2=ABS (ADXXX2) ; ADXXX3I=ABS (ADXXX]) ;
g ((ADXXX1 EQ 1) AND (ADXXXJ EQ 1) AND (ADXXX2 E2Q 1)) ‘THEN

3
NYWPLaNYW+L ; RYWP2sNYN+2 : MYWPIaNYH+] ; MYWP4s YW +4 ;
Lf (FLC=SET) THEN

003

AINP (RYW, ) *AXXX2;
D;

IF (PRCeSET) THEN
00y

AINP (RYW, ) eAXXX];

gND; '
AINP (MYWPL:NAINP), ) sAIMP (MYWP4 :NAINE, ) ;
AN (MAINF2MALINP, ) =], (3,1,.):
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DO MYW=l TO MAINF2;

AVH=NYW+2 ;

AKMESTOISAINF (MYW VW, ) ¢
AD1=AKNESTO3(1,)

AD3=AKMESTO3(3,);

AD13DA=AD1~AD3 ;AD13DA=ABS (AD13DA) ;

IF (AD13DA EQ 2) TREN

DO sMYWPLoNYW+1 s NYWPZ2sMYW+2 s MYNRIaNYN+3 ;
MOWKEY=AD1+];

AINP(MYN, ) sNONKEY;

AINP (MYWPL:MAIRE2,) =AINF (NYWPI:NAINP, ) ;
AINF (MAINPL:RAINP, ) =g, (2,1,.):

GO TO BOTION);

KYWPLaNYW+L s NYNP2=NYW+2 ;
. AD2=AKMESTO3(2,) :
. AD12DA=AD1-AD2; . *
. AD12DA=ABS (AD12DA) ;

IP (ADI2DA 2Q 2 ) THEN -

. D03
. MONXEY=AD1+1 ;

N . AINP(NYW, ) oMONKEY;
» . AIRP (MYWPL:MAINFL, ) sAIRF (NYWP2 :MAIND,) ;
AINP(MAINF, ) =J.(1,1,.)7

A )
L
-

DO MYWs]l TO NAINF2; : -
HVYsHYR+1

- ARMESTO2=AINP (MYW:MVY, )

- ADDY=AKMESTO2(1,) ~ARMESTO2(2,);

- ADDY=ABS (ADDY) ;

’ g (ADDY BQ 1) TAEN

H
g {TRCaSET) THEN
?
:.x:""" ) mAKMESTO2(2,) ;
]
HYWP1laiYW+)L s HYNP2oNYN+2 ;

AINP(NYNPL:NAINEL, ) sAINF (MYWP2 :NAINE,) ;
AINP (RAINP,)=d. (1,1,.):

£MD;

D;

3

*

COTIUT AINF OUTSAINFP (RENAME=(COL1®JJ)) s
o ::\
. * Ty
- ‘.q
. .‘.\

]

. 147 - B
4 {
. =
; R
I T s O N 3 ot R I s S S T T RN S A L

. .
AN R TR L Tl SR 1P



PROGRAM LISTING OF THE REVISED FEATURE VECTOR.

INPUT: Data set named AAUU with three columns. The 1lst
column represents the sequence number of the critical
points in the criéical point list, while columns 2 and
3 represent the x and y coordinates of the critical

points.

OUTPUT: The program has two output matrices, 1) STOREE,
2) SKNO

STOREE has six columns which contain the following:

lst = feature number F to which the critical point in
the second column belonZs.

2nd = sequence number of the critical point in the
critical point list.

3rd and 4th = the x and y coordiantes of the critical
point,

5th and the 6th = the distance and the angle component

of the feature vector, namely snk' and a nk®

SKNO has six columns which contain the following:

lst = x coordinate of the mean of the feature.

2nd = y coordinate of the mean of the feature.

3rd = the distance of the centroid of the feature from a

148 -
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fixed reference.

) 4th = angle made by the centroid with a reference
direction.

' 5th = size.

6th = feature number F .
n

vy ov v
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. FROC MATRIX;FETCE ANIU;NXsNRON (AADU) s MN3I=3 4NX=6 ; STOREE=J. (NM3,6,.);
AADD=308AADY
RO=NX=2;
*
ot}
DO 1=l TO NO;
IPleI+l IP (IP1 > MO ) THEN IPleIPl-NO;
IN3=3el;
ININ2=IN3-2;
IP2a1el;
STORBE(ININ :IN3,1)=IP183.(3,1,]1);
STORBE(ININ2:IM3,234)=AAUT(I:IP2,1:3);
XEK=STOREE (ININ2:INM,));
YR=STOREE (IM3IN2 : IN3,4) 3

OR=XEOXK + YROYK;

DReEQRT(DK] 3

SIZRaDE(+,)
STORBE(ININZ:IN3,S)=DKS/SI2E;

.’ .

*

1]

IP ( (REANX = §) AND (MEANY > #)) THEN DO;
CENMANGLE=]1.57;

END; .

IF ( (MEBANX =8) AND (NEAMY < §)) THEEN DO;:
CEMANGLE®4.17;

| - 7]

IF (MEANX > §) THEN DO;

CANGoNEANY § /REARY 1 )

CANGeATAN (CANG; ; -
CENANGLE=CANG ;

ZND;

IFP (MBANX < 0) THEM DO;
CANGNBANY ¢ /REANX ;

0O IA=l 70 )

IF ((XE(IA,)=8) AND (YR(IA,) >8))
TREM DO,
PEIe3.140/2;IQ0uININ2+IA];
STORERE(IQ,6)=PN1;

£ND;

s
IP ((XK(IA,)=0) AND (YK(IA,) < §))

150 ~
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THER DO;
IQ=sIMIN2 +IA=1;
MI=e.7);
STORKE(IQ,6)=PiI;
'HD:

3

IP (XK(IA,) > 8) THEN DO;
PEIsYR(IA,) $/XK(IA,) s
PEI=ATAM(PHI) 5 )
I0=ININ2+IA-1;
STOREE(1Q,6)=PUI;

END;

.3

IF (XK(IA ,) < 6) THEM DO;
PHISYK(IA,)$/XK(IA.) 1
PEI=ATAN(PHI) ;

MI=l 14 ¢+ UI;
IQeIMIN2+IA~1}
STOREE(1Q,6)=M1I; R
E¥D;

v

oMD; .

*

3
SKRO=J. (1,6,.) 2
SKNO(1,6) =IPl;
SKNO(1,1) =NEBANX ;
SENO(1,2) sMEANY ;
SKNO(1,3) =CERTRO;
SENO(1, 4) =CEMANGLE;
SKNO(1,5) =$1ZK;
PRINT SKXNO;

SPRINT MEAMX MERAMY CENTRO CEMNANGLE SIZE;
*;

*3

END;
PRINT STORES;

o™,

LTI

.t

S RAFRANN/

MhERIRR

At

T

L A O S s




PROGRAM LISTING FOR THE MATCHING PROCESS.

. INPUT: An eight column data set called GETI. The first
four columns correspond to the data from the dictionary

while the next four to the data from the problem text.

The first of the four columns corresponds to the

sequence number of the feature Fn’ the 2nd corresponds

DER Sn e 2o o

to the ofsight code of the feature, and the 3rd and the
4th corresponds to the distance and angle components of

the feature vector.

—————r

A word is picked and compared with features in the

dictionary with the same ofsight code.

OUTPUT: Plots for RVALUE and SUMABSDIF of the word
against features in the dictionary with the same ofsight

code.



s 2.V

s %2 T e

PROC MATRIX;PETCE GETI; NX=NROW(GETI);
WORD=GETI( 127:133,5:8);
*PRINT WORD;

H
0=J.(1,3,8);
STOREsJ. (1,3,.);
DO I=l 70 NX BY 7;
1=l;I201+1;13014+2;14u1+3;15a1+4;16=I+5;17al+6;
OrsSlsGETI(I,2)~WORD(1,2);

4
grs?-crn(n.z)-munn.z) )
:
*,
IP ((OPS1 NE §) OR (OFS2 NE 9) OR (OFS] NE §) OR (OFS4 NE §)
OR (OPSS NE §) OR (OPS6 NE 8) OR (OFS6 KE #)) THEN
GO 70 NEXT;
"3
*
'
um:c -G!'!'I(I:I‘l 3)-WORD( ,3);
*PRINT NETRI
m:c-nsm:nxm H
*PRINT METRIC;
DIFsNETRIC(+,) s
ANGDIFwGETI(I:I7,4)~WORD( ,4):
COSWCDS(MDI!) $1SINDEL=SIN (ANGDIF) ;

I! (I = 128) THEN DO

*PRINT ANGDIPF cosm SINDEL;END;

.3

SUMDIPC=COSDEL (+,) :SUMDIFS=SINDEL(+,) ;
SQAC=SUMDIPCISUMDIFC+SUMDIPSSUMDIPFS;
IP (I=120) THEM DO;

*PRINT SOMDIPC SUMDIFS SQAC;END;
$8=sSQRT (SQAC) 5

MeWORD( ,2);

NalM(+,)

RVALUE=8S0/N;

IF (Is=128) THEN DO;

*PRINT S8 N;END;
STORE(1,1)=GETI(I¢,2);

STORE(1,2) =DIF;

g‘!bll(l.l)-lvn.l!li h

o

*
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O=0//STORE;
NEXT:

END;
0(1,)=3.(1,3,.)
OUTFUT O OUT=0 (RENAMEs (COL1=FEATURE COL2=ABSSUM COL3=RVALOE));

*PROC PRINT DATA=0;

PROC GPLOT DATA=O;

*PLOT ABSSUM*FEATURE=l RVALUE*FEATURE=2 / OVERLAY;

*PLOT ABSSUM*FEATURE=];

PLOT ABSSUM*PEATUREsl/ BZERQO VZERO;

*PLOT ABSSUM*RVALUZSPEATURE /I=M3X;

SYMBOLL1 I=NEEDLE V=DIAMOND;

TITLE ABSQLUTE DIPFERENCE AGAINST PEATURE NO.:

POOTNOTEL ONLY FEATURES OF THE SAME OPSIGHT INFORMATION ARE COMPARED;
PROC GPLOT;

*PLOT RVALUE®PEATURE;

PLOT RVALOE®PEATURE=1l/ HIEZRO VIERO:

TITLE ANGULAR CORRELATION AGAINST PEATURE NO.;

POOTHOTEL ONLY FEATURES OF THE SAME OPSIGHT INFORMATION ARE COMPARED;
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LISTING OF THE PROGRAM WHICH WAS USED TO PLOT
FIG. 17 'EXAMPLES OF SIZE VARIABLE IN 2-D SHAPE SPACE.'’

INPUT: It has no input. OUTPUT: PLOTS SHOWN IN FIG. 17.
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DATA SILE;
INNT M1 2 CDEFG B;

CARDS ;

[ [ [ ] 1 [ 2 [ 3
3 S 1 [ ] 2 [} 3 [}
PROC GPLOT:;

PLOT M1*M2sl C*Ds2 E*P=3 G*H=d/OVERLAY;

SYMBOLL X=JOIN;

SYMBOL2 I=JOIN;

STHBOL3 I=JOIN;

SYMBOL4 1=JOIN;

TITLEL PLOT OF A TWO DIMENSIONAL SHAPE LINE;

TITLEZ SHOWING THE SIZEZ VARIABLE OF THE FORM M1+HM2aCONST:
PROC MATRIX;

PETCR SIE;

TRETA=S ;
DELTA=6.288/198;
CC=3.(186,8,.);
DO I=l TO 106;
CC(I,1)=38THETA;
CC(I1,2)=S4THETA;
CC(1,3)=COS(TRETA) ;3
CC(I,4)= . 5*SIR(THETA) ;
CC(1,6)=l8SIN(TRETA);
CC(1,5)=24COS(THETA) ;
CC(1,7)=39COS(THETA) ;
CC(I,8)=L.S4SIN(THETA) ;
g:n-un»nnm:
H
OUTPUT CC OUTwCCC (RENAME=(COLl=M1 COL2=#2 COL3=Z COL4=A
COLS=8 COL6=C COL7=D COL8=E));
DATA NCC AND ;SET CCC;IF ((E >a @) AND ( D >= 9));
PROC GPLOT DATA=NCC;
PLOT M1*M2el 2*A=2 B*Ce3 D*E=d/OVERLAY;
SYFBOL1 I1s=JOIN;
SYMBOL2 I=SPLINE;
SYMBOL] I=SPLINE;
SYMBOL4 IsSPLINE;
TITLEl PLOT OF A TWO DIMENSIONAL SHAPE LINE;
TITLE2 USING THE SIZE VARIABLE OF 'THE FORM SQRT(M1 +A*M2 ) sCONSTANT;

. .
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.

FAST FOURIER TRANSFORM

and .:

RESAMPLING USING LINEAR INTERPOLATION.

INPUT: TO THE RESAMPLING USING LINEAR INTERPOLATION

A data set named SHAPEXY consisting of the x and vy
coordihates of the points between which the 1linear
interpolation is to be carried out before resampling. -
OUTPUT: OF THE RESAMPLING USING LINEAR INTERPOLATION:

A data set named SHAPEL which has three columns. The o
first column is the sequence number of the sample while | ‘
the next two are its x and y coordinates respectively.

The program is designed to include the input data in the

3
resamples. RES is a temporary array in the program which S
stores the resampled values. Depending upon the ?‘
resampling interval ISAMP the dimensions of RES will
have to be altered for every run. §
ot
INPUT: TO THE FAST FOURIER TRANSFORM PROGRAM: =
A data set of the form similar to SHAPEl described &
above, EE
OUTPUT: OF THE FAST FOURIER TRANSFORM PROGRAM: Plots of j
the real and imaginary parts of the transform, 5
normalized by the factor s and ¢ respectively. E
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PROC MATRIX; b
rgrce ) <
MMsHROW ( SEHAPEXY) 3 s
UsiN+) 5 -
CRi¥=J. (ﬂ,z,'): o
CRN(1:4N, ) =SHAPEXY;
CRE (NN, ) sSHAPEXY(1,); 5.
DIS=J.(¥N,1,8): A
RES=J.(3060,2,8): >
'~
*CALCULATE THE LINEAR LENGTH; RS
DLI=8; [
DO I=1 TO WM BY 1; o
Julsl; o
AsCRN(I,1)~CRN(J,1)? .
B=CRN(I,2) ~CRE(J,2) -~
CoAtA+8IB; .
C=gQRY(C) 5 -
DIJ=DIJ+C; -
DIS(ZI,)=C;
END;
*PIND THE RESANPLING INTERVAL; .:‘
-
ISAMPsDIJ$#/128;
*PIND THE POINTS IN SEIWEEN; .:‘
XKaf ; .
DO Isl TO NN BY 1: -
EKeKK+l}3
Jelsl; .
ACLeCRN(J,1) =CRN(I,1); -
ACL=ABS(ACL) ; N
CleCRN(J,1) s )
S
_\
~
Y
‘\
N
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C2=CRN(J,2) 7
X0=CRN(I,1);
YI=CRE(I,2);

RES (KK, ) oCRN(I,);
NINTSDIS(I,)#/1SANP;
HPaINT(MINT) ;

IP (ACL <-.0081)

-
DO K=l TO WP BY 1;
KEk=1+KK;
IP (C2 > Y8) THEN
TYY=YS+ISANP;
IP (C2 < Y§) TREN YYY=Y§-ISAMP;
RES (XK, 1) =X0;
RES (KK, 2) =YYY;

N (CRM({J,2)~CRN(I, 2))0/(:!!(.1.1)-(:!!(1.1)):
CaCRN(I,2 )-llm(l. }i

DO K=l TO NP BY )

KRakK+l

DEQeISAMPSISANY;

S80=(NN) +1

SPA=DSQ/58Q

SPA=SQRT(SPA) ;

Ir (X0 < Cl) TEEN
XXXsSPA+XE

IP (X0 > Cl) THEN XXX=X§-SPA;
YYYoMEXXX+C s

X§uXXX s

YP=YYY;

RES (KK, 1) sXXX;

RES (KK, 2)=YYY;

END;

END;

LABELL:

END;

AYsJ. (KK,1,10);
RES(1:KK,1)=RES(1:KK,1) +AY;
AYY=J. (XK,1,1000);
RES(1:KK,2) sRES(1:KK,2) +AYY;

-

RES=RRS41;
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OUTPFUT RES OUT=SEAPE (RENANE= ({COLleX COL2®Y));
DATA SHAPR1;Js_J_;SET SUAPE;IP (X ME S & Y NE 0);
MROC PLOT DATA=SEAPE];

PLOT Y*X;

TITLE PLOT OF THE SWEPT WING PLAME;

TITLE2 OF SIIk=B;

PROC MATRIX;

FETCE SEANE);
NNeMROM ( SUAPEL) ;
TPPeJ. (MK, 2,0);
NX=)+(NN8/2) ;
NPeFLOOR (NX) 7
WB=NN=-NP 3

PEX=J. (MN,2,0);
rgYeJ. (WK, 2,0);
REX=SEAPEL(,2);
INY=SHAPEL(,3) ;
FEX(1:NF,) oPPT(REX) ;
FEY(1:M7,) oPPT(INY)
)

3
*OPERATION POLD;
*

1]
DO I=1 7O WB BY 1;
Jeii=1+1)
FEX(J,)»PEX(I,)
PEY(J,) =PEY(I1,);
EID!

H
* QPERATION FLIP;
DO Ial 70 ¥B BY 1;
JeNN~1+];
PEX(J,2) »~PEX(J,2) ;
PEY(J,2) =~PLY(J,2) s
END;

.

H
* OPERATION ADD COMPONENTS:
TPP(,1)=PRX(,1)-PEY(,2)
TPP(,2) =PBX(,2) +PEY(,1);
MsJ, (1,2'.)’
EXPTReJ. (2,2,0);
FEX=TPP;
PEY=TPP;
HXeTPP(1,1):
MT=TPP(1,1);

I PO
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NEaNS~PLOOR (NS) ;
AReTPP(2,1);
AIsTPP(2,2) 5

IF (NS NE §)
THDM

D03

PEY (NN, ) =M ;
ITI30DD=];
BReTPP(INS,1):
BIeTFP(INS,2)

END;
Ir (NS EQ #)
THEN

D03
ITISEVEM=]l;
BR=TPP(INS,1) )
BI=TPP(INS,.2):

EXD;
QAA=ARY/ALS
IP ( AR >= 0) THEN QAA=ATAN (QAA) 3
IF (AR < @ AND AL >= #) TREN QAA®3.1413928335-ATAN(QAA);
IF (AR < 8 AND AI < §) THEM QAA®3.1413926335+ATAN(QAA) ;
OBB=BRe/81)
IF (BR >e 8)THEN QBS=ATAN(QSS);
IF (BR < 8 & B1 >of) TREN QBS~3.1415926535-ATAN(QBB);
IP (BR < 0 & BX <§) THEN QB9=1.1415926535+ATAN (0OBB) ;
M1 (QAA+QRB) #/2;
ALPEA= (QAA=QRS) 4/2;
PRINT MI ALPEA;
S=AINAI+BIN)
$=30RT(S) ;
rSI1E=14/3;
*3
o3
e
s
®ENTER MULTIPLICATION BY EXP(PHI + N ALPEA):
.
.
DO Isl TO MK BY 1;
IP (I =< HP) THEN Jsl-l;
IF (I > NF) THEM DO; ’
IP (ITIS00D = 1) TAEN J=1-NN;
IF (ITISEVEN -l)‘:lbll Jal-NN=1;
i 4

NALPHA =JOALPHA;
PRIMALPE=PE I+RALPEA;
RRX=COS (PRINALPH) ;
IZX=8IN(PHINALPE) ;
EXPTR(1,1) =REX;
EXPTR(1,2) »IEX;
EXPTR(2,1) »=IEX;
EXPTR(2,2) =REX;
APPSPRX(I,);
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J
* PROC PLOT DATA=NFRY;

CRPr3%e S e JRitalt s e thy MRiie Sibiay iy ~pinll ey S, S o Au et i p i b e I A S R

PAGE §
FEX(I,) sAFP*EXPTR;
END

:um STANDARD DEVIATION;

*

SAVI=PRYSPEY;

RSAVSSAVI(,+) ;

STEIZE=NSAV(+,)
SSIIR=SQRT(STSIZL) s

PRINT PSIZE 8 $811L;
AZQ=SHAPEL(,223) 3

HEARSAZQ( +,) §/KN;
AZQ(,1)=AZQ(s1)=J. (NN, 1) SMEAN(,1) ;
AZQ(,2) =AZQ( ,25 ~3. (MN,1) IMEAN(,2) ;
$8=A2Q00A20Q;

SEA=ES(,+) 5

S1G=88A(+,) 1

A

..'
)
AT
,

FEY=PEY$/STD;

IREE REX INY;

OUTIUT FEX OUT=PEX(REMAME=(COLl=RR COL2=IR));
OUTPUT PEY OUT=PEY(REMAME=(COLlaRl COL2=11));
OUTPUT TPP OUT=TPF (RENANE=(COLleRRR COL2=1III));
DATA NPEX;Je_N_;SET PEX;

DATA NFEY;Je_N_;3BT PEY;

DATA NTPP;Je_N_;SET TPF;

PROC PRINT DATA=MPEX;

PROC PRINT DATA=HPRY;

PROC PRINT DATA=NTPP;

PROC PLOT DATA=NPEX;

PLOT RR*J;

TITLE PLOT OF THE REAL PART OF THE TRANSFORM OF THE REAL PART;
*

3
PROC PLOT DATANFEX;
PLOT IR*J:
TITLE PLOT OF TEE IMAGINARY PART OF THE REAL PART OF THE
'flAll'O“l

s ) .
PROC PLOT DATA=NPEY; ]
PLOT RIS

TITLE PLOT OF THEZ REAL PART OF THE TRANSFORM OF THE IMAGINARY PART;

-.-,.
» a2
¢ o 0y 0 0,

PLOT 113,
TITLE FLOT OF THE IMAGINARY PART OF TEE TRANSFORM OF THE IMAGINARY PART;

i




PAGE 6

- PROC PLOT DATA=NTPF;
. FLOT RRR*J;
'rm.t PLOT OF TEE REAL PART OF THE CONPLEX TRANSPORM;

!I.OC PLOT DATA=RTPP;
PLOT III%];
TITLE uo'r OF THE IMAGINARY PART OF THE COMPLEX TRANSFORM;
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. LISTING FOR THE PROGRAM USED TO ROTATE AND SHIFT THE h
) DATA >
. \
INPUT: Two column input representating the data to be -

rotated. 3

. OUTPUT: Two column output representating the rotated
' data

[ 38

e

- The input and output data set are both called SHAPEXZ. y
|-.
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D ik A a2

VY

PROC MATRIX;PETCE SHAPEXZ :NeNROW (SHAPEXZ) ;
A=SIN(.78S) ;8sC08(.7085);

CaSBAPE:Z(,1) ;DeSHAPEX2(,2) ;

SEAPEXZ(,1)sCIB=DIA+I. (N,1,1);

SHAPEXZ (,2) =COA+DIN;

OQUTPUT SHAPEXZ OUT»SHAPEXZ (RENAME=(COLl=X COL2=Y));
PROC PRINT DATA=GHAPEXZ;
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LISTING FOR THE PROGRAM USED TO CHANGE THE DIRECTION OF
SCAN
FROM CLOCKWISE TO ANTICLOCKWISE.

INPUT: Three column input data set called SHAPEXY. The
first column is the sequence number while the last two

columns represents the x and y coordinates of the data

points.
OUTPUT: Data set SHAPEXZ with the stack of the input x

and y coordinates inverted.
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PROC RATRIX;
PETCH SBAPEXY;
NeNROW ( SEAPEXY) ;
SETe];

RESET=S ;

TEMNPX=J. (N,3,.) 7

IF (CLOCXWIS=SET) THEN GO TO XXX;
DO I=1l 70 N;

JXI=sIXI=~1};

TEMPX (I,1)=SBAPEXY(I,1);
mrx(m.zza)-smtx!(x 2:3);

ey

b “Sien Wy i 3

.

OUTPUT SHAPEXY OUT=SHAPEXY (nmm-(cou-.: COL2=X COL3I=Y));:
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THE LISTING OF THE PROGRAM FOR FINDING THE CURVATURE:

INPUT: The input which follows after the cards statement
consists of two columns representating the x and vy
coordinates of the data points. A
OUTPUT: The output is a data set named SXY consisting of S
eight columns. The first column represents the sequence '
number of the data points. The 2nd and the 3rd represent ‘
the input data. The fourth represents the magnitude of ;f
curvature. The 5th and the 6th represent the x and y
components of the Vector Curvature. The 7th and the 8th
column represent the location of the critical points
which are defined as the points where the curvature is

two times the mean curvature.
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DATA AXY; K
J=_N s “
. IB=J-3; b
B INPUT X Y} ;
g DX=DIPF(X) ¢ .
3 DY=DIF(Y); :
_ MDXYwSQRT (DX*DX+DY*DY) ; -

4

UTX=DX/MDXY ; 1

UTY=DY/MDXY; _

; DUTX=DIP (OTX) ; -
3 DOTY=DIP (UTY) ; ,
MUTY=SQRT (DUTX *DUTX+DUTY *DUTY) ; 3
-

3

. IF MITY=§ TEEN DO;
3 NNXed ; -
-

NNY=§; -
END; -
ELSE

DO;
NNX=DOTX/MUTY;
NNY=DUTY/MUTY ;

S

END; . :
DHNX=LAG (NNX) 3
DNNY=LAG (NNY) ;
IP (((DNNX=§)& (DNNY=#))) THEN DO; -
IF (((NMX=#)6(NNY=§))) THEN DO; -
PRI=1 s RND; -
ELSE DO

PRI==~] ; END¢ ]
END; o
ELSE DO;
IF (((NNX=@)& (NNY=#))) THER DO;
PRI=1;END) 4
ELSE 00; o
S=NNX*DNNX+NNY*DNNY; -
IF ((S=<$)) THEN DO;
PRJw=1;ERD; . oo

ELSE DO;

PRJ=1;END;

END;

END; -
' C .
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PROC MATRIX;

PETCE AXY;

NaNROW (AXY) 3

NN=N=3;

SXY=J(NN,8,8);

SXY(,1)=AXY(41N,2);

SXY(,2)=AXY (4:N,3);

SXY(,3)=AXY (4:N,4);

. SXY(,4)nAXY(4:N,11);
MEANN=SXY (+,4) §/HM;

SXY(,5) =AXY(4:N,9);

SXY(,6) =AXY(4:N,10);

SXY(,7)»((AXY(4:N,11) >=(29MEANRN) ) ;

SXY(,8)=8XY(,7) 3

SXY( ,7:8)=8IGN(SXY(,7:8));

SXY(,7:8)=8XY(,7:8) SAXY(4:N,3:4);

PREE AXY; :

OUTPUT SXY OUT=SXY (RENAME= (COL1=SAM COL2=X COL3=Y COL4=MAGCURV COLS=CURV

X

COL6=CORVY COL7=CRITX COL8=CRITY)):;
DATA CRITICAL;SET SXY;
PROC PRINT DATA=CRITICAL;

DATA CRITICA;SET SXY;DROP SAM X Y MAGCURV CURVX CURVY;
IF CRITX8:
PROC PRINT DATA=CRITICA;
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LISTING OF THE PROGRAM NEEDED TO INTERFACE
THE ADAPTIVE LINE OF SIGHT OUTPUT
TO
THE POST PROCESSING STEP.

17

. .- - ey g s .
ettt . . . e AN LI R e . A N Settae A
" ".. o J‘..-‘ i) I'.--" A ARG N A A N S it g i) ',‘- MR RONES OCEL R OO

\ % ’

e, s e
0o, 0 2,8 5 Y



e AR

v

v

v

Ean

w e e TR

-

PN R Aad Mal Sl Sk

R

N

et

" g

L

NTSV A

. 1aNIV=VIVa INI¥A DO¥ds
...::.Z..::-..nua_...:..z..:.;—

oa

NINL (AVaG=AVAV) a1

(T 1IN) SNIVAX=AVLE! (T°3210) NI VAR =XVAV
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LISTING OF THE PROGRAM TO INTERFACE

THE ADAPTIVE LINE OF SIGHT OUTPUT
TO
THE PLOT ROUTINE.

INPUT: Data from the Adaptive Line of Sight program.
OUTPUT: PLOTS for showning the critical points obtained
usiné the Adaptive Line of Sight method.
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T DATA SBAPEX;J1=_N_;SET SHAPEXY;DROP J;
DATA INPO;Jle_N_;SET INP;IF (II NE §);
DATA SBAPE;
MERGE SHAPEX INPFO; BY J1;
PROC GPLOT DATA=SHAPE;
( *PLOT X*Ysl XII*YII=2 XLOC*YLOC=3 /OVERLAY HZERO VZERO;
PLOT Y*Xsl YII*XII=2 YLOC*XLOC=3/OVERLAY HZEROQ VZERO;
SYMBOL1 I=JOIN;
SYMBOL2 VaDIAMOMND;
SYMBOL3 V=STAR;
. TITLEL PLOT OF THE PARTIAL PIG OF SIIE = 18X8;
PITLE2 CRITICAL POINTS OBTAINED USING THE ADAPTIVE LINE OF SIGHT METHOD;
POOTMOTEL TYPICAL MINIMAL SET;
FOOTMOTE2 MOTE THE PIG WAS SCALED DISPLACED AND ROTATED;
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