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NEW MEASURES OF DIVERSITY

Manzoor Ahmad

ABSTRACT

The problem of measuring diversity within populations and dissimilarity

or similarity between populations has been extensively treated in the literature.

In this context a general procedure called Analysis of Diversity has been outlined

and examined by C.R. Rao in a series of papers.

.
In\{his paper we proposesthree new meaguers of diversity and study related

inference problems, Denote by Sk the simplex Sk-{n: L -(ﬂl,...,ﬂ y'y m,>0,In, =1},

- i= b
Then the proposed mea&ures are of the form: li (1r) =]l-a ijj¢ ("j)’ m=1,2,3
where ¢ (x) = (14k -x) Y\, y>0, ¢2(x) e (2-k ~Y. Y) » Y20, ¢ (x) = (a +(1-x) )
0 <y< 1, and the a's are suitable normalizing constants. Estimation of Hm(l')’
derivation of the penalty function and cross entropy and the problem of testing

independence have been treatad. Asymptotic distributions of relevant test

statistics are indicated.
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. 1. INTRODUCTICN

7 The problem of measuring diversity within populations and dissimilarity

\

or similarity between populations has been extensively treated in the literature.
This problem arises in a wide variety of domains; 1inguist1cs (Horvath, 1963;
Zinger, 1982; Greenberg, 1956; Guirand, 1959; Herdan, 1964, 1966; Yule, 1944; //
Savchye, 1964), sociology (Agresti and Agreati, 1978), biology (Sokal and Sntéth, ]
1963; Pielou, 1975; Patil and Taillie, 1979), énthropology (Rao, 197;;,’1677b),
to mention a few, An extensive bibliography of papers on m res of diversity
and their applications-can-be—feund twDewnis et al (1979) and Patil and Taillie
//_
(1982).
\\;>Diversity within populations and dissimilarity between populations have been
measured and interpreted differently. The choice of a diversity measure
essentially depends on the context of a problem, however any diversity measure
satisfying certain basic conditions can be used for partioning the total varia-
bility into a number of additive components, each of which can be used to test a
certain null hypothesis or estimate a component of the variability. Rao (19627:7b%421,
outlined a general procedure called Analysis of Diversity (ANODIV) which is similar
S
to the Analysis of Variance (ANOVA) for quantitative data. In this direction
ST Y T
Light and Margolin (1971, 1974), Anderson and Landis (1980) have studied the
—
Gini-Simpson index of diversity while Nayak (1984) has extended their results
for Quadratic Entropy introduced by Rao;(1982,b,c). =) S e ‘j' -A -

Following the general procedure of Rao (1982,a,b) any function H defined on

the simplex Sk = {7: 71 = (ﬂl,...,ﬂk)'; n = 1} of the Euclidean space Rk,

J:O, Zﬂj

is said to be a diversity measure if it satisfies the following conditiomns
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(a) H(m) >0, '=0', {f and only if m =1 for some j and v ,=0, ¥]' 4}

h| 3
(b) H(r) <1 and '#1' if and only if r is a uniform distribution 1i.e.

" -" -. ..-ﬂ L el

172 k k

(c) R(r) is concave in m on Sk.

While condition (a) is natural and (b) is standard normalization, the condition
(c) fulfills the requirement that the diversity in a weighted mixture of populations
should not be smaller than the weighted sum of diversitites within the individual
populations. Gini-Simpson index of diversity, quadratic entropy of Rao, Shannon's
entropy, a-degree entropy of Renyi (1961), a-degree entropy of Havrda and Charvat
(1956), among others, satisfy conditions (a), (b) and (c). (See Nayak (1985a)).
k

We consider three measures which are of the form; ¥ ne S

(1.1) Hm(f) =l-a jglﬂj¢m(n1). n=1,2,3

vhere

(1.2) g =K7Y, 0,0 = A+k 0T, 30

(1.3) a,= 1k, 0,00 = 2-k"=x)7h, yz0

(1.4) aym (1= kDY, 0,0 = (a4 W-0D7Y, 0<y<1,

These functions vanish only at the vertices ?j’ 3=1,2,...,k of Sk; where the

probability vector e, represents a multinomial distribution whose jth cell has

cell frequency one and others zero. In section 2, we have shown that Hl(n) is

concave for v >0, Hz(n) for y> 1 and H3(n) for 0<y<1l. Further, ¥ ne¢ Sk
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(1.5) Hm(ﬂ)zf). me 1,2,3
k
follows from the concavity of H since n = 2 n,e , and Im =1,
= S I 3

We have also shown in section 2 that these measures take their maximum value

at v = (1/k,1/k,...,1/k), the most spread multinomial population. Define

0
(1.6) Hm =  max Hm(f) = ]l am¢m(%).
ne S

Then we have

TV N LT UL Y V..V, T e W A

. (1.7 “2 - (K'-1)/k', y>0
6 .0
i 1 - 8 = 1/2.

Further, since these functions are symmetric in (nl,...,nk), they tumm out to be

i Schur-concave which is indeed a desirable property for measuring variability

)
:

in a multinomial population. With such measures, the more spread-out the population
the more diverse it turns out to be.

In section 3 we have treated the problem of estimating the diversity of a
multinomail population, based on the measure Hm; m=1,2,3,

Derivation of the penalty function(Haberman (1982)) and cross entropy

(Rao (1982b)) for each of the proposed measures and the problem of testing indepen-

dence has been treated in section 4.

2, CONCAVITY OF THE MEASURES Hm; m=1,2,3
' From (1.1) it is obvious that the concavity of Hm(n) would follow from the

convexity of

k
(2.1) I(m = ,Zl"i%("i); o= 1,2,3.
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.........................
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While proving their convexity, the functions Im can be treated, without loss of

generality, as functions of Ty oToseeesMey and

); Te Sk.

ﬂk = 1_ (171+...+1Tk_1 n

2a. Convexity of Il(ﬂ)

: Since
i % -1 -y % Y
IL(m= Ja A&k =1) = § 107"  (say)
: 17yl 3 gm0 y
; it follows that
| 31 an Yy ol Y v-1
(2.2) a“j I1 nj ﬂﬂj ; {nk +Y"k"k },
32 |
' ;—211.T1+Tk, 1<j<k"‘1
n
' 3
| o
I, =1, , l<j'<k-1, 3'#]
; am, o, L K -
i b
. where
; e -
f t, =y 2 20H T + (=]
f
. and

-1
e 1+ k -

. 1
! For a given vector d = (gl,...,gp)'. let Dd denote a diagonal matrix with elements

. d ,d,,...,d . Now, the matrix VZI of second order derivatives of I. takes form

- 1°72 P 1 1

.

. (2.3) v21, D 41, 11'

) * 1 T k0

with

.
-
-
-
.
-

4
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which 18 certainly positive definite for ¥ y> 0,

2b. Convexity of Iz(n)

In this case

k
(2.3) Iz(ﬂ) - z m

-1
- g d (H;)

where 8= 2-k ', and straightforward computations yield

9 e (aoYy=1 YeaoYy=2
(2.4) g I,=(8 nj) +Yﬂj(8 "j)

- -2
- (B-n{) 1 Yw{(e—nl) .

a2
— I, =08+ , 1<j<k-l
. 3"2 2 j 'k
' 3
and
32
- '’ <1 [
g;jg;-lz B 123 <k-1; j'¥4,
31'3
where
: 8, = (81 3y (1) "L (g-rY) + 2202771y
; t t t t t :
' Hence,
|
2. o .
(2.5) v 12 De + ek}%
- - 1
\
with
- a
g (el,.z....,ek_l),
is positive definite for vy > 0.
RSN S e NN e S e e e R T I AP IR A O NCAUALS
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2c. Convexity of 13(n)
.
Note that
k oyl
(2.6) I(m) = ’lei(b +)
-ly -
where b = (1-k *) and ﬂj - 1-"3’ and
3 Rt 2% ¢ ~y=1, . -y,=2
(2.7) — I, = (b+n +ym, T b+7
aﬂ:,3(1) ij(j)
_ -y -1_ ~y=1 ~Y\~2
(b+1k) AL (b+1k)
a2
—_—1 e § +§ 1< 4< k-l
3112 3 b k’ 3=
J
32
- ' - ]
an ,31rj I3 6k 1<3'2k-1, 3%
with
- - Y=2,, . =Y =2
6, v(2 (1-"Y)1r':)1rt (b-Hrt)
2 .2y=2 ~y.=3
+ 2y LA (b+ﬂt) .
Hence
(2.8) v21 =D_+ 611"
* 3 § koo ?

-

where elements of D6 are ($ ), 18 p.d 1ff O<y<1l,

1y

2d. Maxima's of the Functions Hh("); m=1,2,3

Cricical points of Hm(w) for m= 1,2,3, are solutions of the system of equations

3 ) .
(2.9) Py Hm(f) - - aﬂj Im(f) =0; 3§=1,2,...,k~1.

b

These equations, when n= 1, are of the form, for j= 1,2,...,k-1




Y
X
a

r'\;Y"'-Y(l+km1-f\:‘)"\;y-1 - k*(const.)

Hence one can easily argue that the solutions must satisfy the condition

(2.10) !H.nz""'nk-l

or equivalently

x )
since the constant k is the value of the l.h.s. evaluated at nk. Through analogous

arguments, so turns out to be the case with H_(wv) and H,(7%),

3. ESTIMATION OF Hm(ﬂ); m=1,2,3

For inference problem, it is essential to estimate a measure of diversity

H(n). A popular estimate based on sample proportions P sPysee Py would be H(m)

-~

where " - pj,vj. This is also the maximum likelihood estimator of H(m)(Zehna (1966)).

A Taylor series expansion of H(w) around 7 allows us to compute the asymptotic

variance of H(n). To do so we first express Pm(ﬂ) as

Kk
(3.1) H_ (rr) - 1- jZlq,m(nj)
with
wm(x) = amx¢m(x), m=1,2,3
and treat H as a function of (k-1) free variables miT ﬁ,l..,nk_l with z "
g2 0 for 3=1,2,....k, Lo, Hor ,my, i )=l - JE by (Ty) = vy(m)- Then
k-l 3
(3.2) jZl(n 3"j H (1) = 2 (n' -, ) (- -57;?1: ™) +-—:\pm(n By

- - z (nj 5 3 == (nj) - Zl(n gy (say)
i= .
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since 3%— nk- -1, ¥j3, gnd In, =« Ix =],

j § Now we can see easily that the asymptotic
variances of Hm(n), denotes by Ei, is the variance of the linear combination
k . -
Z d ,m, where
guy ®3 1

3
(3.3) dmj - 3;;¢m(wj), J=1,2,...,k

d
- am{om(ﬂj)+wj 3;; ¢m(ﬂj)}.

It follows that, for m= 1,2 and 3, the asywmptotic variance of the estimator

Hm(n) of the diversity measure Hm(n) is

k k
.2 2 2
. - ac, - )
(3.4) ng; lenj 2 { jzlnjdmj}

The sequences (d.,}

k k k -2 <2 ~2
13}4e2" Fde}j-l and {d3j}j-1 corresponding to 0,, 0, and 0

3
respectively are

(3.5) d., = al(l+k-1-ﬂj)-Y-l{l+k-1+(y-1)wj},

- IR G LY FPNE FUNRTUN
d 32(2 k ﬂJ) {2=-k "+(y l)ﬂj}

and

- Ly o Y -2 _ -1l.v _ . y-1
d3j a3{(1 k )'+1 "y } S{1-k ) T+(1+(y 1)“3)(1 nj) },

3 =1,2,...,k.

Remark. Note that n5i'is equal to the variance of a random variable Dm which takes

the value duu with probability "j’ j=1,2,...,k.

Case y=1

Each of the diversity measures Hm(f)’ m= 1,2 or 3, can be seen as a family of
measures since ig depends on a parameter of our choice y. Any choice of y within
the range of values for which Hm(f) remains concave would lead to a specific measure.

In practice as we will see in the sequal the choice ofy would depend upon the nature

'''''''''''''''''




of the problem. However the choice =1 should be emphasized since in this case

Hm's take a simpler form. Define the diversity measure G_ as

(3.6) Gm(f) - Hm(f) with vy = 1,
Then
3.7) Gy(m) = -1 a7t
1-k Zn (1 "-n,)
=1 3 b R
k
G, (1) = Gy(m= 1= (1-k™H) J v (2=k er )7
=1 1 3 h

and the variances of the estimators Gl(;) and Gz(;) respectively are

3.8 nellé)] = KEQHT )Zzﬂ (4K 2-r

) -Zﬂ +ain )" 2y
53 b

3

and

052 (6,1 1=k H) (2D ]r K Q@-k"tor j)‘z-zn ) (2-k"Len

4. DECOMPOSITION AND TEST OF INDEPENDENCE
Consider a population P of a nominal random variable Y that assumes the
inctegral values j, 1< i<k, which is being viewed as a mixture of r populations

P P of Y identified according to r discrete levels of a factor X of

1,P2,.oog T

some interest. Let T, " (ﬂll"'°’nlj""'"lk

for the population Pl’ and Ai be the mixing weight of fgf°r the overall population P,

)' be the probability vector of Y

sz_o, L= 1,2,...,T, Zkl- 1. Hence Y is assumed to follow a multinomial distribu-

o r

~ tion whose probability vector =, is the mixture z Aznz. Based on the data classified
.:‘ ~ 2’-1 -

- in the above fashion, we are usually intereseed in a problem of prediction or

A

3

testing a hypothesis of independence or testing a hypothesis HO: T T com T

Such inference problems are handled through the analysis of Diversity (ANODIV).

N
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In this regard the following decomposition, due to Rao (1982,a,b), is most natural;

*®
(4.1) H(E’) -D‘zﬂ(v_rz) + JH({Az}’{fz})'

The component ZAQH(EE) is the average diversity within the populations, and the
second term designated as ''Jensen difference', defined by subtraction, repre-
sents the diversity between populations, The concavity of H ensures that JH > 0.
An alternative but similar decomposition, which provides an interpretation of
JH’ can be obtained through the concept of 'Penalty function' associated with a
diversity measure. (Rao and Neyak (1985),)

Let A(j,g*) be the penalty (or the loss) to be incurred in a probabilistic
prediction 1if a probability vector ﬂ* is used for prediction and the true category

% *
is j. Then expected penalty for using 7 4is EIwm A(§,7 ). If a diversity measure H

3

is strictly concave then there exists a non-negative and possibly infinite function

A(j,m) such that

(4.2) W M = Ing, (M ¥ e sk
and
4.3) (D HD = In8,(,m) 5 Ingau(d,r)

* *
for all n, m € Sk, with equality only 1f n= 1 . The existence of AH for every
strictly concave function H is due to Haberman (1982), and it can be obtained

as follows.

*
Let H be an extension of H to R: such that ¥ a> 0
* *
(4.4) H (an) = aH (w).

Then for ne¢ Sk with n,>0, 1< j<k, the penalty function AH(j,n) is given by

3

%
is also expressed as (in analogy to variance decomposition) SST = SSW + SSB.
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- (4.5) A(J-f) iy H .

3 T

In terms of the penalty function associated with a strictly concave function
H the following decomposition of the total diversity H(m.) (or SST), obtainad by

Rao and Nayak (1985), allows an interpretation of the diversity between popula-

.. TR

tions JH (or SSB)

i (4.6) H(T.) = IAH(T ) + EXCy(m,,m.)
;; where

. ( ) (3,n"

< (4.7) Colmyn ) = § ol (3,7)-4,0,m].
i DU 8ldem )= 40T

Vo,
NAS

The function CB(',-), called as the 'Cross-entropy' induced by H, 18 non-negative

but not necessarily symmetric. A more general discussion can be found in Rao

CERELY

and Nayak (1985).

Since Tyseee,M are associated with r levels of a factor X, the ratio

N R

(5.8) 2 SSB EAgCu(me.t-)
H SST HZf;)
E. can be used as a measure of association between X and the response varisble Y.
% Now we give the extension H*, and penalty function A(j,H*) essentiaglly needed
; to compute the cross-entropy (i.e. measure the dissimilarity between 7 and ﬂ*)
EE for the proposed diversity measures Hl, HZ and H3.
.

% *
Extensions H,, Hz and H3 satisfying the condition (20) are, ¥ ne Rt

.i «

£ * . - Y Y

F. (4.9) Hy (1) Jz nj[1 a (zn) (b In, nJ} ]

‘. * k Y Y Y -1
E (4.10) HZ(I?) - JZl'rrj[l —82(21!1) {bz(zﬂl) - Trj} ]
.

Ei and

SR S L SR SPUE I S T PR T T T
- - . . Iy 3 . . .
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- - Y Y - -1
(4.11) a(r_r) 5-2-1 [1- ay(zn ) Vb (En )T+ (2m) njf} ]
where
boalt L, b,w2-kY and b, = (1-k 1) = a
1 » P2 3 3
k
the 'L' represents | .
L=l

The penalty functions AB induced by the functions Hm. according to (21), turm

out to be, for m=1,2,3,

2
k vya,n
(4.12) Aﬂl(jjn)-—l—i——"_-i+1— ) s
-n,)Y ¢=1 (b,-n. )
3 12
k ya.r y+1
2 = (b - ) L=1(b,-n"
b 2
(ﬂ ) Y(1+y1r )-a k a wz
(4.14) A (jﬂ')'-} Y 33+1+2-—u':-;7
Hy (b aj) L=1 (b3- z)
where ; & ]-y and ;J - 1—nJ.
In the case y=1,
14K k ki
(4.15) 85 (4,m) = ——L——% +1- % —
1 - (1+k j) L=1 (1l+k -nl)
and
-1 2
k (1-k ")
(4.16) A ag, n) = A (J,m) = (1"‘1])(2!2( ) +1 4+ - g ,
2 3 - (2-k j) L=l (2-k -"1)

Let us now consider the problem of testing the hypothesis H_:

ﬂ -" ...C-ﬂ L]

0 l .2 -T
Following Rao (1982,a,b), a test of this hypothesis can be based on JH (i.e. SSB)
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since under Ho. ‘IH-O in the population and conversely JH-O implies 1:1-...-111_
provided H is strictly concave.

Based on a sample from a population P of the k-dimensional nominal r.v. Y
divided into sub-samples according to T levels (x >2) of the factor X, we are going
to propose a criteria, based on S§B, to test the null hypothesis that X and Y are

independent, i.,e. H.: w s1 =, , ,=7_,

0" .1 .2 b 5
For the ith level of the factor X, {=1,2,...,r, let nIj be the observed
frequency for the jth category of Y, j=1,2,...,k, in a sample of size n-ZZ nij’
1]
Further let
- = - A
(4.17) 0, gnij R n.-1 §nij A (nil""'nik)
1 1
Py, n, vy ad p = 1Iv,

The total, within and between group diversities for the sample are

(4.18) SST = H(p_ )

- ni
SSW =1 P H(pi.)

and

SSB = SST - SSW.

Naik (1985) has shown that asymptotically, under HO’ (1) SgB is distributed as a
linear combination of independent x2 variables and (11i) SQB and S§T are {ndependently
distributed. PFor the sake of completeness and for determining the critical region
for testing HO, we give the basic assumptions and the main results of Naik (1985).

For a statistical analysis the sample vectors vi, {=1,2,...,r are assumed

to be independently and multinomially distributed with parameters n, and
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(X

moow (W, e, )Y
-1 il . ik

Let H be a non-negative, strictly concave and twice differentiable function
defined on R: satisfying the condition (20). Let

32" (m)
D .

————————
Bwj,aw X

3

(4.19) vg*(x) -

*
be the matrix of second order derivatives of H . Then, under HO: T My e =T

~1 2 =
as n, ~+= and —L'- +X, > 0, ssymptotically,
. 1. fl.. i
X . -1
: (1] 2n,,SSB ~ - 7§ B.x 2(r-1)
; jo1 33

where xi(r-l), i=1,...,k-1 are 1.1.d. )(2 random variables with (r-1) d.f. and

Bj, J=1,2,00.5(k-1l) are possible non-zero eigenvalues of

2 2
(4.20) Va.(f_r) * Dy = Ags (aay)
[II] SST and SSB are independently distributed.
X For a proof of results (i) and (11), see Naik (1985b).

! For testing the null hypothesis that X and Y are independent, i.e. HO:
2 "1-"'-": agianst the general alternative, a natural criteria, based on analysis

of diversity using a diversity measure H, would be to reject Ho at level s, 1if

SSB > c, choosing c such that

(4.21) P(s§B_>_c|H0} - a,

o
J

The result [I] of Naik (1985), cited above, becomes useful for determining the

critical value ¢, PFor each of the proposed, diversity measures l-lm, me=1,2,3

Ry FIVN . I I R e W e e et e et e o et et At AN, "
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o
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we have computed the matrix Aﬁ*, m=1,2,3 with the help of the extensians H* given
m m

in (4.9), (4.10) apd («.1l). Although in practice it is possible with the help

ATV DL

the asymptotic distribution of 2n.. SSB can be approximated by the distribution of

—.B-Hm)(2 (r-1) (k~1). Further, if the estimator

)
L'l
‘t: of existing computer programme, to compute the eigenvalues of Az* based on the
\ " H
i estimate m = p.,, the following approximation for the asymptoticmdistribution of h
: SgB can be used. Approximating the eigenvalues a {0 i=1,2,...,k=1 by their average ]
" value
,: I
- (4.22) Bux = To7 B8
::. H k=1 ju1 3
” 1 2 1
i =g Trege) = T3 znjd“(lr)
x
f::i vhere
. )
N %
E 44,00 = 25 (m) :
an < |nex

2 3 -
r.
;
- (4.23) T.etsp 4.0 )
" * * k‘l ooi 11 Y
\ H

is a consistent estimstor of -H*’ then we shall have

(4.24) 8888 | 0 2(pl1) (k-1),

-BH*

see Naik (1985). Light and Margolin (1971) using Gini-Simpson index of ‘diversity l
and Nayak (1984) using quadratic entropy of Rao, have found the above approximation

useful.

.......................................................
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The matrix A:. and the average eigenvalue EH* corresponding to each of the
m o

proposed diversity measures Hm. m=1,2,3, along with the elements of Vﬁ* are as

m
follows.

For m=1,2,3 and 7 ¢S¥, let

32

dm;jj' TR

'3*00; 1<3,3' <k,
h

m .

(4,25)

then, for m=1,

- - - -Y-z-
(4.26) dl,Jj alY{(ZE l)Bj(bl ﬂj) Sl}
- - Y2 - -vY=2_
(4.27) d) yyr = 8B (b)=m ) N B (b o) s, )
where
g, =KV, b =1t
2. = (1) k ":Bz
B =2 -(l-y)n_, and S, = ) ————r
t 1 t 1 e1p.-n)TH2
1 2
For m=2
(4.28) d = g vy{(2n —l)wY-IC (b =n' )'3-5 },
2,33 2 J J "y 23 27
- Y e Yy=3, Y - -2
(4.29) dZ,jj' azy{ﬂjCj(b2 ﬂj) +1rj,Cj,(b2 nj) SZ}
vhere
a,= -k 7, b, = 2=k~
1+yc

- (1= Y - L £
Cl: (1"-Y)l:»2 Q1 Y)ﬂt ., é&nd 52 z

_.Yy3
(b2 "z)
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Finally for m=3,

- _1y2Y Yy
(4.30) dB.JJ 1131{(21rj 1)11j D:| (b3+1rj) 3}
Y= ~Y 'Y‘
(4.30) 4y 400 = agvini) zl)j(b3+nj) s, j.’-o (b5t )75,
where
. 3= QHY, b, = 7Y, 7, = lem,
i = b, (LT FQRDTHA T 40, (1)
|
' and
' K n25Y" 2.
2 S, = | -3=JL-—JL-.
; 3 a1 +n*)
.I With these computations, the matrix Alzi*; for §=1,2,3 can be worked out as
' B
: . 32) A: (n) = » .
| .JJ' m
' (4.33) . .
Hm jzl m,3]
i Case Y =1 For the diversity measures Gl(ﬂ) and Gz(ﬂ) (= G3(1T)) defined in

(15), we have

: IV

. (4.34) (1): Aci(f) « djj'» - D
-" k

. , _ 1

°, 8 A S z d

: 6 " T 2%

Ll
=

where
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w21 "
d = 2a.b -z
13 1°1 v 3 ¥ 3
(bl ﬂj) (bl 1\'2)
and
2
“a T "y "y
d.., = 2ab.( + S S
R S e R MR St
vhere a. = k1, b* = 147}
1 1
(4.35)  (1): 42.2.(1_:) - () .
vhere
2
(2r,=1) n
*o# | %
d', = 2a.b.[ -t ]
13 2%2! w3 ORI
(b2 "j) (b2 “2)
2
' * R ﬂ.L "J' 112
djj'-zazbzl ry 3‘I- - 3-z-_t_—3
(bz-‘nj) (bz-ﬂj,) (bz-ﬂ,‘)

* -1 ® -1
a, = l-k 7, and I:2 = 2=k

*
-a b kn (l-n)
—an

(4.36)  (11): B, = = - ; m=1,2,
Gl oaet)?
m L
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