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ABSTRACT

- The recently implemented U.S. court decision to break up Bell
(=American Telephone & Telegraph Co.) to accord with U.S. anti-trust
laws is also proving to be influential in other countries. Econome-
tric studies commissioned by the Anti-Trust Division of the U.S. Jus-
tice Department used {f/'lexitﬂe functional forms" to demonstrate that
the evidence failed to show that Bell was a 'r:t:.ural monopoly'?/This
same evidence is reviewed via goal programming/constrained regression
models to reach an exactly opposite conclusion. The two approaches
are compared énd shortcomings and deficieancies in the aconometric moc-
eling, statistics and statistical (optimization) principles utilizad

in the Bell System studies are axamined in detail. ;%o././"j’éﬁ\:ul»
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1. INTRODUCTION

Commenting in [19] on the production function concept of eco-
nomic theory, we observed that there might be something of a misunder-
standing when this concept was employed in studies of a policy
variety. At that time the country -- indeed the worid -- was grappl-
ing with an energy crisis when we observed that President Carter and
Energy Czar Schlesinger, among_others, kept referring to the need for
reducing wasteful uses of energy while the economics studies they had
agrdered employed the concept of a production function in which, bty
definition, no waste is present.!

We have elsewhers reported on research di;'ec:ed toward tha
deveiopment of an dltarnative, "empirically based", prcauction func-
tion that might be employed in empirical analyses which makes no such
osumption == 32 {147 == ang which, in fict, proviz2s an  cpersis
tionally implementable method for identifying the sources and esti-
mating the amounts of waste that might be present in observational
data. This {s not the only possible approach, however, and here we
will take another tack to highlight some of the problems involved when
the prbduction function and related cost function concepts of ecopomic

theory are applied to empirical data.

1 T.e., in the terminology of economics, it is assumed that technical

efficiency {is always achfeved and hence waste {s absent. See

Charnes, Cooper and Schinnar [19].
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In this paper we focus on the breakup of the Bell Telephone
System that was recently implemented as part of U.S. anti-trust poli-
cy. The center of attention will be on the empirical analysis by D.

S. Evans and J. J. Heckman as reported in Breaking Up Bell ([26].

Edited by Evans (of CERA Economic Consultants), this book is a compi-
lation of essays prepared for the U.S. Justice Department to obtain
required (or desired) economic analyses to guide or support the
Goverment's case. To quote from its accompanying advertisement:

"Breaking Up Bell is a compilation of nine essays

written by top-notch economists of the 'Chicago School'

who were zonsultants to the Justice Department auring

U.S. versus AT&T... [and the book thus] offers authoritative
economic analysis of one of the most celebrated antitrust
cases in history...."

Chapter 12 Dy Svans and  Fackman is 2specially faporiant nct
only because it addresses the central economics issue of whether Bell
canstitutad 1 "naturil monoooly" wi-h associated cost savings anc Zer-
arits chat might be lost with a treakup but also because it is aimost

the only one of the reports in Breaking Up Bell where a systematic and

detafled empirical inquiry into these issues is undertaken.

To trace the implications of evidence that was employed we
shall use the same functional form and employ the same concepts as
Evans and Heckman. This does not mean that we agree with these con-

cepts and choices of functional forms for such policy analysis, or

that we would ourselves follow this route in other respects. Our pur-
pose is rather to highlight possible sources of misunderstanding th-t

may occur as a result of the kinds of methodologies employed in deriv-
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ing estimates and making inferences from empirical data interpreted as
evidence.

Almost all of the analyses (pro and con) in the Bell case were
undertaken by economists and econometricians using techniques such as
statistical (e.g. least squares) regressions and index number con-
structions that constitute the methodologies commonly employed for
empirical analysis by economists?. To highlight what is involved in
such choices of methodologies we shall use a different approach based
on the methods of goal programming/constrained regression, as devel=-
Jpec  in gperations rasearch ana management science -- s2e [15]1 and
(21). Using the same data and employing the same functional forms as
Evans ard Heckman we wil] then arrive at almost opposite conclusiens
dy s'mply croosing this drrfr2rent metnocology.

The possible biases involved in methods of analysis and esti-
manccn 1 closaly alltadq oy onsizas )F the disciplines <o be a4,
These methodology choices and their consequences are difficult to
detect and discover by outsiders (and even by persons within a partic-
ular discipline) unless cross-checked by recourse to methodologies
assocfated with other disciplines. This is the main message we seek
to convey: At least when large issues of policy are to be guided by

the resulting inferences, it will be generally be prudent not to rely

?  For an exception see J. R. Meyer et.al. [35], and for comments on
some of the engineering studies that were conducted by AT&T, see
(27, p.150] (26, p.253] and [22, p.10]
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on only one discipline (e.g., economics) but also to have recourse to
other disciplines which employ different methodologies. Cross checks
can thereby be obtained to help guard against the kinds of concealment
that might otherwise result from the different methodologies that

these disciplines characteristically employ.




2. MULTI-PRODUCT COST MODEL AND DATA DETAILS

When technical efficiency (i.e. zero waste) can be assumed,
the duality theory of Shephard [39] as employed in economics, makes it
possible to proceed from production functions to cost functions, and
vice versa.? The choice of which one to employ is only a matter of
convenience since this duality theory also ensures consistency in the
results. ‘

Proceeding in this manner, as reported {in [26], Evans and
Heckman alected to use a cost rather than a production fucntion in the
following "translog" form:

= ‘ 1
In C a0+§aihpi*~}li(8k1nqk+u nT

+ 1/2 E I;Z zrijln P, In P;
+1/2 é E Gkr]" Ay In q,
T
(1)
+ L fp,. Inp, Ing
{ K ik i k

+

f xiln Py InT + i?kln q InT

+

t(In T]2

?  Cf. McFadden [34]
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where
p; = price (an index number) of the i th input,’i=1,2,3

for capital, labor, and materials, respectively.

q = quantity (an index number) of the k th output, k=1,2
for local and long distance service, respectively.
T = an index of technological change,

and the coefficients in (1) are to be estimated from observed values
of these variables
This "translog function" is a so-called "flexible functional

form"

introcuced (see [24]) to relax restrictions associatad with oth-
er choices such as the widely used Cobb=-Douglas® and the less widely
used Constant Elasticity of Substitution (CES) forms The idea is to
regard (l) as an dapproximation to a wide class af functions witn
Cobb-0Oouglas and CES forms as special cases that might be precipitated
sut when the data (and the statisti:al methodologies usea) cause this

to happen.® The large number of parameters available also makes it

possible to test hypotheses in a unified manner that is beyond the

. As we have elsewhere shown, however, the Cobb-Douglas form covers
a much wider class of functions than might be supposed. See [18],
for instance, in which we show that a natural formaliza.ion of the
Cobb-Douglas function can be used to represent any homogeneous
function or, for that matter, any differentiable function. See
also the use of piecewise Cobb-Douglas forms in [9]and ([20].

s Subsequent research has shown that these translog representation
suffer from severe difficulties and are thus limited for many
applications. See [13] and [31] and p.257 in Evans and Heckman
[26]. See also Charnes, Cooper and Schinnar [19].




that is beyond the reach of other, more specialized (hence less flexi-
ble), functional forms.®

The translog representation (1) was selected by Evans and
Heckman [26] after a study of other functional forms. These other
possible choices are not discussed here. I[nstead we refer readers to
the discussions in Evans and Heckman where, as noted on p.259 in [26],
the formulation (1) was finally settled upon.

We also refer readers to Evans and Heckman [26] tor further
discussion of this choice of variables and the index number con-
stryctions used. "na data we employ are also drawn from Svans ard
Heckman [26] and reproduced as Table A.l in the Appendix to this arti-
~la. Rafore procaaeding fur+thar, however, remarks like the “971lgwing
need to pe entered:

A1l data were checked by using the same efficiency assumptions
15 Evans and Hecximan --  .ee Appendix Part Two == and these ~asu’ s
were also checked by reference to the report by Christensen et al
(22], the source credited by Evans and Heckman for much of their data.
This checking was deemed necessary because we uncovered errors in the
course of our research on other parts of the Evans~Heckman analysis
which made it apparent that further checks into the underlying data
were needed. The corrections resulting from these data reviews are

shown as parenthesized amounts in the body of Table A.1. and still

* Of course, this also creates degrees-of;freedom difficulties in
conducting statistical tests, as we shall see below.
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further corrections are provided in Table A.3, which we shall set
aside for attention later in this article. Here we note only that we
will proceed with the uncorrected data, i.e., the data reported by
Evans and Heckman, since our objective is to show the different
results that can emerge with the same functional form, (1), applied to
the same data with a different estimating methodology and with a dif-
ferent metric employed for the optimization.

This then is the course tﬁat we shall follow with one addi-
tion. By reference to Christensen et al [22] -- the source from which
the Zvans--aciman dat3 were darived -- we discovered that it was zas-
sible to extend the data beyond the 1977 cut-off data and on into 1978
ind 1979, Forosome undisclased  reason, this was not Zone by Svans
and Heckman in either [26] or [28] but we nevertheless use the oppor-
tunity that this provides for additional testing in the following man-
ner.  First we utilize oniy 1947-1977 data as did Evans ind Heckman %2
effect our estimates in a manner that admits of straighforward compar-
isons with their results. Then we undertake extrapolations from both
models, as estimated, to obtain comparisons with the observed values
for 1978 and 1979. The latter kind of testing seems especially appro-
priate in this case since, after all, the points at issue turned on
possible future behavior and this meant that testing by extrapolation
should have been undertaken whenever possible. In any case this way
of proceeding allows us to effect all of the wanted comparisons with-

out introducing data differences that might cloud the results.

............
.......
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A1l of these topics are treatec '~ -~e sections that follow.
In preparation for these discussion we tnerefore cZonclude this section
by graphically portraying the data for the years 1947-1977 in Figure
1, 2, 3 and 4. These portrayals exhibit unusually smooth behavior,
perhaps reflecting some of the index number computations and adjust-
ments that were used. Because these index numbers constituted "data",
for these analyses, we also continue to use them and take advantage of
the very smooth trends that are apparent in these Figures and move
rathar freely between time and the indicated inputs, outputs, prices,
and costs.

Such graphic devices were not used by Evans and Heckman -- cr
other =2conomists engaged in such studies -- but Ehey were apoarently
aware of the way this benavior allowed them to move rather fraely u3
and back over time. They were also probably aware of the skriking
hanges in price behaviar that occurred for cthe inputs during his
period. They do not discuss this in explicit detail, however, and
they also do not discuss aberrations in the behavior of the technolog-

ical change index which is apparent over the years 1965-1967.7

7  This technological change index was obtained from Vinod [43], but
the values in Table A.l1 may (and probably do) contain errors of
computation and/or data omission which we did not bother to check.

SRS, |




It is possible, of course, to carry this further into a comparison of
the "cross elasticities" that are also recorded by Evans and Heckman
on p.264 in [26]. They do not discuss these valuas, however, and so
we also refrain from further comment and simply note that the above
"own elasticities" are all negative, as required.

Next we provide a listing of the critical constraints as iden-
tified by their associated dual variables in Table 3. Starting from
the bottom of Table 3, where results applicable to the conditions (v)
appear, we may observe that the only constraints that are critical
appear in years where arrors in the data or aberrant behavior is not-
ed. See Figure 1, 2, 3, 4 and Table A.1 in the Appendix of this arti-
cle.

Moving up to the next box in Table 3 we come to the conditicns
(iv) on own price elasticities. The dual variables for the upper
bounds are all zero and so these are lumped in the "others" row with
the remaining zero dual variables. The lower bounds are critical for
322 and ¥33 but the dual variable values are relatively small so that
tightening the bounds set by S2 and S3 in (iv) would have relatively

little effect on the resulting total deviations -~ a topic that we

shall again turn to after the the immediately following section.
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Qifferences are evident in the 2 sets of estimates recorded in

Table 1 which include the following coefficient values:

Variable Coefficient Values
Constrained Regression Evans and Keckman
q; = Toll? 5.656 | -8.018
q] = Local? 4.546 -4.241
4,9, = Local Toll -5.204 11.663

These coefficient values enter importantly into the
returns-to-scope and scale analyses that we shall discuss in the next
section. We therefore conclude this section by conducting the follow-
ing comparison between our estimates of own price elasticities with

those reported by Evans and Heckman :

TABLE 2

Own Price Elasticities

(1961)
Constrained Regression Evans and Heckman
Capital -.236 -.056
Labor -.299 -.151
Materials -.107 -.590*

* This amount corrects for what seems to have been a decimal
point error in Evans and Heckman [26].

22
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Table 1

Estimated Cost Function Coefficients

Constrained Evans and

Regression Heckman*

Constant 9.045 9.054
Capital .450 .535
Labor .449 .355
Toll -.080 .260
Local .799 .462
Technology -.016 -.193
Capital? .141 219
Labor? J113 .174
Capital-Labor -.087 -.180
Tol13 5.656 -8.018
Local? 4.546 -4.241
Local-Toll -5.204 11.663
Technology? .822 . -.176
* Capital-Toll .988 .337
Capitai-Local -.135 -.359
Labor-Toll -1.131 -.179
Labor=Local .141 .164
Capital-Technology -1.106 .083
Labor-Technology 1.281 -.057
Toll-Technolgy -3.124 -1.404
Local-Technolgy 3.105 1.207

*Source: Evans and Heckman [26], p.260 and [28] p.622

21
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We include both upper and lower bounds so that the resulting own price
elasticities, n, = Si‘ii' will satisfy -1 S n, s 0.7

Finally, we also impose the condition a’C/apiz $ 0, which is
necessary!® for concavity of (1) in each of the 3 input prices. We do
this by imposing the following conditions for each i=1,2,3:

(v) ag + ¥, (Inp-1) + § Ti51n Py + ﬁ Piln g + Y nT20

This completes our model. We next use the data of Table A.l
in the Appendix to estimate parameter values by the usual goal pro-
gramming methods!? to obtain results that can be compared with those
reported in Evans and Heckman [26]. For simplicity we use only one of
the two cost functions preferred by Evans and Heckman -- viz., (1),
above with allowance for first order serial correlation -- and obtain
the comparison portrayed in Table 1 for each of the 21 parameter val-

ues estimated by Evans and Heckman.

17 A serious weakness of the translog cost function fs that the
translog model often produces positive own-price elasticities, a
resuit that 1s inconsistent with the usual conditions of economic
theory. See Caves et al [13]. :

1% See Varian [42] p.55. Actually the conditifon in (v) is weaker
than the condition 32C/3ap,? < 0. See Appendix, Part 3. This con-
dition {s imposed mainly to control effects from aberrant data
behavior such as is apparent from Figure 4 in the 1966 observation
of the technological change {ndex.

19 See Armstrong and Kung (4] and (5] or Barrodale and Roberts [10]
and [11]. See also Charnes, Cooper and Sueyoshi [21].

20




We also constrain the "own" price elasticities for each of the
3 factor inputs to be non-positive. For this we use the development
provided in Christensen and Greene [23] p.660, and transform these
conditions on price elasticities into the following:

2
-Si S¥,. s -S\.(Si-l)

as constraints which are directly applicable for estimates of the cost
function coefficients.

The term on the right in these expressions guarantees non-po-
sitivity for each of these "own elasticities and we have introduced
the term on the left in order to provide a lower limit by reference %o
the cost share conditions. Because we are not explicitly constraining
the Si values for cost shares, which may vary.by year, we choose the

lowest of the following range of possible cost share values: '¢

Cost Share (=S.) Min. Max.
Capi£a1 .39552  .56240
Labor .32693  .49635
Material .09950 .14108
Formally,
PP TE R
(iv)

where §: = min S1t for t=1,2,%°°,n.
t

1¢ As reported in Christensen et al [22] p. 54. See also Evans and
Heckman ([26] p.277.

19
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cost functions so that they will coincide with efficiency frontiers.
They are thus required to assume that their observations scatter about
the fitted function in a random fashion -- i.e., without contamination
by managerial errors or other sources of inefficiency. Without such
suppositions none of the results of the micro-economic theory of pro-
duction can be used in the manner empioyed by Evans and Heckman or by
others who have essayed similar approaches.

The formulation in (2) provides a possible way of looking at
the evidence!“ to see whether such "efficieny frontier" assumptions
can be satisfied to a reasonable degree. Of course, other conditions
must also be satisfied. Conditions like those in (i) and (ii) are
cases in point if inferences are to be supported by economic theory.
However, the reduction of least absolute value regressions to linear
programming equivalents -- as was accomplished in [15]'* -- also pro-
vides a way to handle such added conditions by simply adjoining con-

straints (i) and (i1) to the formulation in (2).

' As noted at the outset of this paper, the formulation in (2) fis
not the only way of achieving efficiency (frontier) properties.
See Hanoch and Rothschild [32] for an example of an alternative
route that was available at the time the studies we are examining
were undertaken.

'% The dual varfable evaluators available as a byproduct from the
resulting linear programming models provide important information
that makes it possible to effect sensitivity analysis and to
determine which constraints are binding in a straightforward man-
ner. See, Charnes, Cooper and Sueyoshi [21].

18




4. A GOAL PROGRAMMING/CONSTRAINED REGRESSION ALTERNATIVE

The goal programming/constrained regression alternative we use
admits of only one-sided deviations in the following formulation:
n
minimize L dt
t=1
subject to f(Ct) + Gt = In Ct' (2)

§, 20, t=1,2,0°°,n.

Here f(Ct) is the translog function to be estimated, in the same form
as (1), and In Ct is the natural logarithm of Ct’ the otserved tota!
cost in year t. Because the § p are all constrained to e non-nega-
“ive, the estimated coefficient values must satisfy f(Cz) < 1n(C:) for
every t. Salving for the minimizing obj;ctive in (2) ztnus providés
coefficient values for our translog function that will yiald estimates
of total cost that are as close to the observed total costs as these
constraints will allow. The thus estimated cost function possesses a
frontier (=envelope) property relative to the observed costs. Follow-
ing Aigner and Chu [2]'? we interpret this as an "efficient frontier"
with f(Ct) < In Ct representing some amount of {inefficiency, whenever
it occurs for any t.

Although not discussed explicitly in Evans and Heckman, the

"producer economics" to which they refer defines the production and

13 See also [1] and [3].

17
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i unambiguous meaning in economics only if technical efficiency fis
achieved =-- as is assumed, in Evans and Heckman [26] p. 255. This
assumption is basic. Because it does not appear to have been tested

i or even examined in any of the pertinent economic studies, we shall
try to develop our model in a way that casts some light on these
issues, and others, too, that appear to have been neglected, over-

looked, or assumed away in the economics-econometrics studies we are

examming.

16
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A. Homogeneity: The assumed satisfaction of (i) makes it
possible to eliminate 7 more parameters in the following

manner:
La, =1 remove 1 parameter
i
A xij =0 remove 3 parameters
J
Loy = 0 remove 2 parameters
i
A xj =0 remove 1 parameter

J

B. Symmetry: The assumed satisfaction of (1i) makes
it possible to remove 3 parameters, one for each pair

11j = in when i # j.

These reductions result in producing 10 degrees of freedom with 21
parameters to estimate from the 31 observations in Table A.1l.

Assuming that the observations are normally distributed (in
the statistical sense), Evans and Heckman are then able to effect a
variety of statistical tests. In addition to the tests on the econom-
ics-econometrics issues referred to in the preceding paragraphs, this
testing extended to the central economics issue involved in "Breaking
Up Bell" =~= viz., does the evidence show AT&T to be a "natural mono-
ply" exhibiting "economies of scale" and/or "economies of scope" that
might be lost if the system were broken up ?

As pointed out in the beginning of this paper, we approach
these same topics from a goal programming/constrained regression
standpoint that will be developed in the next section. Here, however,

we note that "economies of scale" and "economies of scope” have an




ular problems to be addressed, and this, too needs to be taken into
account in any across-discipline studies that might be commissioned.
Particular attention might then be given to differences that may
emerge when different methodologies are applied to the same data, as
well as to differences that may emerge from the different data that
might form the center of attention and/or the different problems that
might be addressed by different disciplines.??

Reliance on economic theory in this manner has various advan-
tages in that its implications may provide possibilities for increas-
ing the degrees of freedom needed to make statistically meaningful

]

estimates from empirical data. As Evans and Heckman nnte, [26],
p.140, "implications of producer economics provides a great deal of.
information [sic] which [can be added to the statistical analysis] to
increase the degrees of freedom."!'? That is, assuming that conditions
(1) and (ii) are satisfied makes it possible to reduce the number of
parameters to be estimated from 32 to 21 in (1) as follows:

To start, the 32 parameters formally exhibited in (1) for
i=1,2,3 and k=1,2 are reduced to 31 by assuming that P12%P21" Then
for the conditions exhibited in (i) and (i1i) we effect the following

further tally:

!1 See, e.g., the discussion of the engineering studies in Evans and

Heckman [26] p.140 and 253 and Christensen et al [22] p.1 and
footnote.

12 See also Christensen and Green [23] p.662.
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Estimation and testing of (iii) generally proceeds in a way
L that differs from what is done for (i) and (ii).* We shall therefore
not discuss treatment of the conditions of (iii) explicitly but
reserve this for a separate paper. See also the discussion in Part
Two of the Appendix.

Attempting to secure estimates of the parameters in (1) that
satisfy (i) and (ii), Evans and Heckman reach the following conclusion
on p.263 of [26]°: "We resoundingly reject the homogeneity and symme-
try restrictions implied by producer [economic] theory [on the basis
of the evidence]. They then go on to assert: "Like other researchers
[in empirical uses of economic theory] we [nevertheless] restrict our
cost function estimates to satisfy homogeneity and symmetry." See
r22] ¢.520.

To put this in perspective, we might refer readers to the con-
ference of economists discussed in [19] where, after noting the numer-
ous very serious errors of prediction in extant econometric studies of
energy problems the group concluded that economic theory (rather than
energy studies) required further attention and repair. Primacy is

thus accorded to the body of economic theory!® rather than the partic-

' In particular it is customary to treat one of the constraints in
(i111) as a residual to be determined after parameters have been
estimated for the other 2 constraints. See [22].

' The stasistical assumptions used are set forth on p. 258 in [26].

'r’-‘v‘i,'-'l_' A

1 See M. W. Reder [38] for a detailed and insightful discussion of

the consequences that can attend such preoccupations with the body
of economic theory.
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3. ECONOMETRIC MODEL AND HYPOTHESES TESTS

X

- For (1) to be a satisfactory cost function in the sense of

economic theory, the parameter values must satisfy the following con-

- ditions:

- (i) Linear homogeneity in input prices, which requires the parameter

- values to satisfy

- ta, =1, L0,.=0,Lp,, =0,EL%, =0

» i i j ij i ik § i

f as may readily be verified from (1).

g (ii) The Hessian matrix of the cost function must be symmetric with
respect to input prices which, by reference to the cross
derivatives on P; and pj, requires

Y13 7 i
(iii) The following "cost share" conditions must also be satisfied
: S-=pixi = 3, + 7 1 + 5 1
i C fp T ij Rpytio, + Ai a T
] k
See [26] p.255.
Economic theory requires satisfaction of still further condi-

- tions which will be discussed as they become pertinent, e.g., negative

: "own price" elasicities for the factor inputs. Delaying discussion of

- these further topics will allow us to focus on already present prob-

N lems which arise from the fact that Table A.1 in our Appendix provides

N only 31 observations to estimate 31 parameters in (1) that must also

satifsy the retations specified in (i), (i1) and (iti).

12
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Table 3 Binding Constraint and Dual Variable Values

Observation and Constraints Qual Variable

! ] 1

l I |

| | %

| Observation 1947 | .2884 |

I 1948 | ~.9094 |

| 1951 | ~3.5485 |

| 1955 | ~1.4545 [

| 1957 [ -.1678 |

| 1960 [ -3.8156 |

I 1963 | -2.0713 |

| 1966 | .0019 |

| 1967 | .9257 |

| 1968 | -1.3451 |

| 1969 | -1.7240 |

| 1972 | -.1075 |

| 1975 [ -2.4257 [

1 1976 ! -.6466 |

]

| 1 1

| others i 1.0000 |

b - .

| Symmetry (Cap.-Lab.) ¥, = ¥, | -.0490 l

| (Cap.-Mat.) %3 = ¥ | -.0047 |

[ - (Lab.-Mat.) ¥, = ¥ | -.1018 [

t { !

! i 1
| Homogeneity Lja; =1 1 .1235

| (Capital) oy =20 | -.0344 |

| (Labor) Ij¥; =0 | .1402 |

l (Material) I;¥; =0 | . 0934 i
| (Local) Lippp =0 | .0847
(Toll) Lyp;, =0 | .. 1682

(Technology) E;\; =0 | .1387 |

z —

|  Lower bound of ¥y . | |

(Labor?) ¥» + 5320 | .0202 |

(Material?) ¥ + S3+2 0 lL .0844 |

d

I )

others ! .0000 !

1 1

Price Concavity |

1947 Material .0321 |

1948 Capital .0156 |

1948 Material .0405 |

1966 Labor _ .0133 |

1967 Material .0207 !

1

others .0000 |

-
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5. TESTS OF NATURAL MONOPOLY

The concept of "economies of scope” introduced by Baumol, et
al?® has pointed up the the need for extending analyses of "natural
monopoly" beyond testings by reference only to "economies of scale."
To clarify what is involved we follow Evans and Heckman [26], p.133,
and say that economies qf scope at output levels q and q, are present
if and only 1%

C(ay, a,) < Clqq, 0) + C(0, q,). (3)

Verbally interpreted, this means it is less costly to produce outputs
9 and ap together instead of separately. Several points need to be
noted as follows: First, the functional forms are the same on béth
sides of (3) which means that the two entities with the cost functions
represented on the right are assumed to have access to the same tech-
nology as the o-e entity on. the left. Second, all entities are
assumed to use the "best" or "most economical" technologies--i.e. the

efficient frontier 1s always achieved.

3¢ see [12]. See also Bailey and Friedlander [6]. We leave aside
the problem-of zero outputs in either q, and a, with logarithmic
functions lfke (1) since this is not di§cussed “in Evans and Heck-
man.

25
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Concerning scale economies we again follow Evans and Heckman
[26], p.282 and say that product specific scale economies?! are pres-

ent in product two if

- ,0 aC

i) %,

The increment to total cost associated with increasing the second out-
put from 0 to d, while holding qq fixed is less than the average unit
cost for 9, throughout the range from 0 to a, where this occurs.
Average cost will therefore fall if a, is increased in this manner.

A similar development holds for a; but the possibility of
simultaneously incrementing a4y and a4, is omitted from consideration??.
along with other possibilities 1fke incrementing to a5 from qZ-Aq2
while holding a; fixed. The reason for limiting the analysis in this
way is not clear since the "joint cost" possibilities associated with
such variations were important considerations to the economic conse-
quences of breaking up Bell. A possible reason for failure to treat
this topic explicitly is that Evans and Heckman believed it was incor-
porated, along with economies of scale and scope, in their "natural

monopoly" test which we summarize next.

i1 QOther more general formulations are available in Panzar and Will-
ing [36]. See also the discussions in Banker, Charnes and Cooper
[8? and Banker (7].

12 See preceding footnote.
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The concept of natural monopoly for a multi-product firm
revolves around the mathematical concept of subadditivity =- viz, a

function C(ql, qz) is subadditive at (ql, qz) if and only if

c(ql ,q2)=C[aq1+( l'u)ql ’Bq2+( I'B)QZ] < C[qu ,Bq2]+C[( l-a)ql »( 1'6)‘32]

for 0<a,B8sl.,

Figure 5 provides a portrayal. Complete breakup would posi-
tion the resulting two separate firms on the qq and q, axes, respec-
tively, where they would each experience scale economies but not scope
economies at (ql, Q) and (O, qz). For values of 0<a, 8<1l, total costs
for each firm would be at values like A and D . The partial latitude
to output choices that js thus allowed makes it possible to cbtain
some of the benefits of Joint production without eliminating econo-
mies of scale. The 19west total cost occurs, however, at (ql. qz)
where full advantage of economies of scope and of scale are both fully

exploited.

.27
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To translate this portrayal into a form that can be applied to
observational data and tested for statistical significance, Evans and
Heckman develop a measure that they refer to as "subt (¢, w)" in which
¢ and w are counterparts to a and B in the above analysis and the sub-
script t refers to each of the years from 1958 to 1977. The reason
for choosing these years and related statistical considerations and
mathematical-economics developments are explafned on p.266 in [26]22.

We do not repeat the Evans-Heckman deve1opmen€ here, but sim-
ply reproduce the results which are reported on page 269 in [26] for
each pair of ¢ and w values used by Evans and Meckman in 1961. This
is done in Table 4 where the resulting values represent estimates of
gains that are possible from the indicated pairings. None of these
values fis statisiica]ly significant, but since they are all positive
the evidence from this test indicates that the Bell System was not a
natural monopoly, as Evans and Heckman observe. Nothing is lost and
something might be gained in the way of cost savings by breaking up
the entity.

Table 5 reports results from the same test applied to our con-
strained regression/goal programming approach. In this case the signs
are all negative, so that a saving is indicated =-- some of them quite
substantial =-- {n every case. That is, the negative values in Table 5

represent estimated percentage losses via increased costs if Bell fis

13 See also [28].
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broken into two sepé?ate entities producing the mixture of toll and
local calls indicated by the corresponding pairs of rim values.

Of course, the results in Table 5 are not decisive. More
needs to be done not only with respect to significance testing but
also with respect to local vs global properties that also need to be
addressed. These additions to the present analysis would require sub-
stantial developments which we do not undertake because our main pur-
pose has now been achieved. Exactly opposite conclusions may be
obtained by simply changing the methods of estimation that are used.
We further document this in Table 6, where, as may be observed, our
results continue to contradict those of Evans and Heckman in every one

of the pertinent years.
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Table 4
Percent Gain or Loss from Multi Firm VS. Single Firm
Evans-Heckman [26] p. 269

1 1
: m’ Subl%1 x 100 (%) {
| ¢ \| 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 |
1 J
| |8 i
| 0.0y 8 |
| 0.1 8 8 |
[ 0.2 9 8 8 |
| 0.3] 12 10 9 9 |
| 0.4] 15 13 10 9 9 |
| 0.5 20 16 13 11 9 9 |
| 0.6f 25 21 17 14 11 10 9 |
| 0.7] 23 18 15 12 10 9 |
| 0.8] 20 16 12 10 8 |
| 0.9] 17 13 10 8 I
[ 1.0] 10 8 |
L 1 |

Note) Entries equal Sub1961 x 100. A positive number indicates that

multi firm production is more efficient than single firm production.

Table 5
Percent Gain or Loss from Multi Firm VS. Single Firm
Constrained Regression

1

N\ o Subl%lx 100 (%) {
¢ 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0J

1

0.0f =23 |

0.1 -28 -20 |

0.2] -34 -23 -18 |

| 0.3] =41 -28 -20 -16 [
0.4/ -50 -34 -24 -18 -15 f

0.5| -61 -41 =28 -21 -16 =-15 |

0.6/ =73 -49 -34 -24 -18 -15 -15 |

0.7 -41 -29 -21 =17 -15 =16 |

0.8 -24 -18 -15 =-15 ~18 |

0.9 -16 =15 =16 =20 |

1.0 -17 -23J

Note) Entries equal Sub1961 x 100. A negative number indicates that

single firm production is more efficient than multi firm production.
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Table 6

Maximum Percent Gain From Multifirm
VS. Single=Firm Production

I T B 1
I | Constrained | Evans and |
[ Year | Regression | Heckman* |
| + j -
| 1958 | ~11 l 13 |
| 59 l =15 | 20 |
| 60 | -15 | 25 |
| 61 I ~15 | 25 |
l 62 | -16 | 3 |
! 63 | -19 | 40 |
| 64 | -13 l 44 |
l 65 | ~15 l 48 |
I 66 | ~20 | 53 |
! 67 | -23 | 58 |
| 68 | =22 | 51 |
| 69 | ~29 I 50 |
| 70 | -33 | 39 |
| 71 | -42 | 36 |
| 72 I =50 l 39 l
\ 73 | -63 | - 41 |
| 74 | ~74 | 42 |
I 75 | -69 | 45 |
| 76 | -70 | 59 i
| 77 | -58 l 51 l
L 1 L J

Note) Entries equal Max Subt x 100 for each of t = 1958, eee, 1977,
A positive number indicates that multifirm production is more
cost efficient than single firm production and a negative value

indicates that the opposite is true.

* From Evans and Heckman [28], 1984 p.620.
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6. ECONOMIC AND STATISTICAL TESTS

Not tested, and not even examined, are the following two basic
assumptions made by Evans and Heckman: (1) the "economics assumptions"
of efficient production and (2) the "statistical assumption" of multi
variate normality for the way errors in the data behave. We do not go
into possible interactions between the two but only examine them sepa-
rately.

Table 7 portrays observéd costs under Ct and the corresponding
estimates under ?t from Goal Programming/Constrained Regression
(G-P/C-R) and Evans and Heckman (E-H). An unusually large number of
zeros can be seen under the G-P/C-R co]umn, a behavio_r that is con-
sistent with the hypothesized econmomic efficiency. Furthermore, as
indicated by the G-P/C~R % deviations, the relative correspondences
between the estimates and observed values are close with an estimated
average absolute deviation of only 0.64%. Allowance for errors and
aberrations such as the 1966 behavior of the technological change
index might improve even this very good picture, but, in any event,
the avidence seems remarkably consistent with the efficiency assump-

tion.
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Evans and Heckman fail to state what kind of efficiency?* they
are assumming, but we believe that it was probably technical (=zero
waste) efficiency by virtue of the following reasons. Scale efficien-
cy was a central issue for the Bell breakup case and hence could not
be assumed without invalidating the whole analysis. Price or alloca-
tive efficiency presents a more clouded picture. No way is apparent
for determining either the relevant planning period for cost minimiza-
tion or the way in which the index numbers in the present study can be
utilized for such purposes.?® We therefore conclude that it is most
meaningful to assume that technical efficiency?® 1is what Evans and
Heckman had in mind and note that this was reasonably well achieved by
Bell, as measured by our G-P/C-R model. -

The statistical assumptions of multivariate normality are
another matter, as are related "regression assumptions" like (a) the

absence of collinearity and (b) the absence of effects from "outliers"

on their coefficient estimates. Although Evans and Heckman provide

2% We are referring to the concepts of technical, allocative, and
scale efficiency which are now common in the literature of econom-
ics following Farrell [29], and Farrell and Fieldhouse [30].

2%  Actually Evans and Heckman did not even use their index number
estimates correctly in the present study, as will be noted below
in connection with Tables A.1 and A.2 in the Appendix.

¢ We are not distinguishing between "price efficiency" and "alloca-
tive efficiency” as in Sherman [40] who used this to distinguish
between situations in which (a) lowest possible prices were paid
and (b) the resources were allocated in every year to obtain the
lowest total production cost at whatever prices were paid -- over
the entire planning horizon.
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extensive discussions of collinearity, these all take the form of cri-
ticisms directed to treatment proposed by others such as Vinod's use
of "ridge regression."?’ Nothing is explicitly said by Evans and Heck-
'man about any methods of their own so that issues such as bias and
instability in their estimates of regression coefficients are left
unattended in Chapter 10 of [26]. See also [28].

That such problems may be present is indicated by the compar-
ison shown in the row labelled Total Absolute Value for the sums of
residuals under the G-P/C-R and E-H columns. Because G-P/C-R utilizes
a least absolute value measure, it is to be expected that the total of
these residuals under G-P/C-R should be smaller than the amounts list-
ed under E-H. However, a relative muitiplying factor of more than 10
-- 2,200 vs. 23,000 -- is much too large than what might be expected
from the different metrics utilized in these two different approaches
in the presence of well behaved data.

Here we might note that the metric utilized by E~H is extreme-
ly sensitive to "outliers" whereas thii {s not the case for the abso-
lute value metric used in G-P/C-R. Moreover, utilization of extreme
point solution procedures such as the simplex method -- as was made

possible by the transformations- first published in [15] -- eliminates

17 See p.142 in [27].
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the possiblility of strong collinearity.2?® Possibilities of weak col-

linearities, which remain, can then be detected and possibly repaired

or otherwise allowed for by extensions to sensitivity analysis that

are indicated in [21].

1s

Evans and Heckman seem to believe that collinearity is entirely a
matter of the data. This is not correct. Collinearity is a prob-
lem caused by the data and/or the models used for estimation.
Furtharmore, a choice of solution method may also be pertinent
since these methods may have mathematical properties that affect
the admissible solutions, which is the reason why we have else-
where insisted that choice of algorithms should be considered a
part of the modeling process. See, e.g., the discussion of what
we called "algorithmic completion of a model" in [14].

36




PP S Jhadr Sl A
! : ) IR NI

Table 7

Summary of Statistical Fit

Observed G-P/C-R E-H
Year| Cost |Constrained Regression| Evans and Heckman| % Deviation
~~ ~~ N ~~

t Ce Ce Ce = Ce Ce Ce - C¢ |G-P/C-R| E-H

1947| 2550.68 2550.68 .00 | 1879.40 671.28 .00 5.72
48| 2994 .94 2994 .94 .00 | 2890.94 104.00 .00 3.60
49{ 3291.06 3253.15 37.91 | 3115.75 175.31] 1.16 5.63
50| 3563.20 3556.14 7.06 | 3461.61 101.59 .20 2.93
S1| 4047.07 4047.07 .00 | 3952.11 94.96 .00 2.40
52| 4616.23 4562.08 54.15 | 4568.15 48.08| 1.19 1.05
53| 4935.13 4837.82 97.31 | 4891.76 43.37] 2.01 .89
54| 5258.76 5129.20 129.56 | 5153.79 104.97] 2.53 | 2.04]
55{ 5770.47 5770.47 .00 | 5730.41 40.06| .00 | .70]
56{ 6305.44 6237.66 67.78 | 6160.70 144.74] 1.09 | 2.35{
57| 6351.19 6351.19 .00 | 6307.81 43.38 .00 | .69]
58| 6788.40 6689.44 98.96 | 6704.58 83.82] 1.48 | 1.25]
59| 7334.71 7321.00 13.71 | 7384.25 =49 54| .19 -.67|
60{ 7912.48 7912.48 .00 | 8004.12 -91.64) .00 | -1.14]
61} 8516.46 8473 .46 43.00 | 8552.68 -36.22 .51 -.42]
62| 9018.66 9000.99 17.67 | 9058.80 -40.14 20 -. 44|
63| 9508.12 9508.12 .00 | 9490.07 18.05 .00 .19}
64110524.00f 10308.88 215.12 |10478.10 45.90] 2.09 .44
65|11207.00| 10924.72 282.28 |11026.22 180.78| 2.58 1.64
66{11954.201 11954.20 .00 [12018.94 -64.74 .00 -.5%4
67{12710.90} 12710.90 .00 |12584.04 126.86 .00 1.01
68|13814.10f 13814.10 .00 113761.15 52.95 .00 .38
69]14940.40| 14940.40 .00 {15006.80 -66.40 .00 -.44
70{16485.80| 16284.02 201.78 |16577.44 -91.64| 1.24 -.55
71(17951.80| 17909.53 42.27 |18492.86| -541.06 .24 | -2.93
72]20161.20| 20161.20 .00 21357.26| ~-1196.06 .00 | -5.60
73{21221.70] 21029.61 192.09 123800.05( -2578.35 .91 {-10.83
74|23168.401 23101.55 66.85 [27561.30| -4392.90 .29 |-15.94
75127376.70| 27376.70 .00 [31627.11] -4250.41 .00 |-13.44
76(31304.50| 31304.50 .00 }35903.39] -4598.89 .00 |-12.81
77136078.00| 35407.15 670.85 |39542.76| -3464.76] 1.89 { -8.76
Total Absolute Value 2,238.35 23,542.85) .64 4.43

* A1l costs are stated in millions of 1967 doilars.
See Appendix Table A.1. and A.2.
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[22] because no particular reason for shifting to a 1961 base is given
by Evans and Heckman.

As easy way to effect further adjustments is at hand in any

case since
3
C, = I p,.q,..
t i=1 ti'ti
for each period t=1947,...,1977, where, for year t, Q4 represents the

amount (=index number value) for i{=capital, labor or materials,
respectively, and Pey represents the corresponding price. The latter,
i.e. the unit price in each year, {is stated relative to 1967 prices!®
in Table A.2 as may be veriﬁed--e’.g., the "cost" obtained for the
first row in Table A.2 is obtained via
2,101.8 x 0.480 + 3,065.5 x 0.413 + 462.7 x 0.596 = 2,550.68,

which is the value recorded in the last column of this row. This val-
ue, in the terminology of economics, is to be interpreted as the "real
cost" (=relative to 1967 prices) in units of $1,000,000.

This value is the same as the one shown in the first column of
Table A.1. The input prices in Table A.l, however, were adjusted by
Evans and Heckman to a 1961 base by dividing each input price recorded

in Table A.2 by its corresponding 1961 value in Table A.2. Hence the

! See the input "prices" recorded for capital, labor and materials
in the 1967 row. '




PART TWO: DATA ADJUSTMENTS

..........

Table A.1 is taken from Evans and Heckman [26] p.276-277, and
contains the data used in this study. The parenthesized amounts indi-
cate where errors were located in the course of our analyses and the
corrected values are shown to their right. As already noted, we used
only the original (uncorrected) data in this paper to obtain full com-
parability for the uses as reported by Evans and Heckman in [26]. See
also [28]. |

Further, more serious, discrepancies were occasioned by the

adjustments that Evans and Heckman effected (or rather failed to

¢t al [22]. The

effect) in transferring the data from Christensen,
latter data are reproduced in Table A.2 with all price indexes
referred to a 1967 base period as can be seen in this row of Table
A.2. Evans and Heckman preferred a 1961 base period, however, and
adjusted the input ﬁrices accordingly. They failed to make the corre-
sponding adjustment for costs, however, as can be seen by noting that
the costs reported for each year in Table A.1 ostensibly on a 1961
base, are the same as the costs in the column labelled Real Cost in
Table A.2 which are on a 1967 base.

Christensen, et al do not decompose total output into its
local and toll components so we have undertaken to complete the pic-
ture in Table A.3 for convenience in use by potentially interested

persons. The choice of a base period being essentially arbitrary, we

elected to relate all prices to 1967 as a base as in Christensen et al
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Table A.2

Input Quantities and Prices*

Year |[mmmfdDiial ——bdlOL Materials | Real Cost
t Qe Pe Q. Pe Q. Pe ($10%)
1947 2101.8 .480 | 3065.5 .413 462.7 .596 2550.68
1948 2254.9 .537 | 3220.8 .449 528.0 .640 2994 .94
1949 2500.3 .552 | 3299.0 .470 567.5 .635 3291.06
1950 2645.2 .594 | 3318.3 .487 576.6 .652 3563.20
1951 2726.4 .673 | 3469.1 .516 607.4 .695 4047.07
1952 2819.9 .764 | 3642.3 .547 665.0 .706 4616.23
1953 2949 .4 777 | 3802.9 .566 682.9 .719 4935.13
1954 3137.5 .781 | 3840.3 .587 760.1 .729 5258.76
1955 3338.1 .827 | 3842.1 .622 831.2 .746 5770.47
1956 3550.9 .846 | 4141.0 .625 925.1 771 6305.44
1957 3799.3 .788 | 4017.1 .654 912.7 .800 6351.19
1958 4106.6 .839 | 4020.2 .656 869.1 .812 6788.40
1959 4361.5 .875 | 3861.0 .709 940.9 .830 7334.71
1960 4568.6 .920 | 3858.2 .740 | 1012.2 .844 7912.48
1961 4819.3 .961 | 3822.5 .771 | 1100.9 .852 8516.46
1962 5094.56 .975 | 3833.9 .799 ] 1137.1 .869 9018.66
1963 5410.4 .969 | 3830.0 .828 | 1242.0 .881 9508.12
1964 5713.1 | 1.036 | 3950.3 .871 | 1280.3 .924 | 10542.48
1965 6074.5 | 1.020 | 4086.3 .903 | 1400.9 .943 | 11206.97
1966 6465.5. | 1.004 | 4253.8 .947 | 1475.8 .972 | 11954.19
1967 6874.0 { 1.000 { 4329.1 | 1.000 § 1507.8 | 1.000 | 12710.90
1968 7247 .4 | 1.041 | 4399.3 | 1.049_]| 1592.6 | 1.039 | 13814.12
1969 7641.6 | 1.005 | 4643.3 | 1.152 | 1748.9 | 1.093 | 14940.44
1970 8144.7 | 1.008 | 4889.6 | 1.252 | 1896.9 | 1.152 | 16516.87
1971 8673.2 | 1.000 | 4943.5 | 1.391 | 1985.3 | 1.210 | 17951.82
1972 9216.3 | 1.049 | 4953.0 | 1.590 | 2081.1 | 1.258 | 20161.19
1973 9809.3 .964 | 5035.7 | 1.745 | 2214.0 | 1.331 | 21190.30
1974 | 10453.9 .962 ] 5073.8 | 1.940 | 2204.0 | 1.483 | 23168.36
1975 | 11060.5 | 1.143 | 5050.7 | 2.201 | 2219.6 | 1.630 | 27376.69
1976 | 11525.1 | 1.276 | 4983.1 | 2.482 | 2465.3 | 1.716 | 31304.54
1977 | 11899.0 | 1.364 | 5192.5 | 2.627 | 2687.1 { 1.814 | 34745.33

Legend Q = Quantity Index
P = Price Index (using 1967 as price relatives)

*Source : L. R. Christensen, D. Cummings and P. E. Schoech [21], 1981.
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ability to correct for the over-and underestimates that are apparent
in the begining and ending periods shown in Table 7.

Much is to be credited to the literature we have been examin-
1n9, but we have also found its accomplishments to be attended by lim-
itations in methodology and errors in execution. This needs to be
taken into account by others who might want to go even further into
the 1issues surroundfng the breakup of the Bell System. For such per-
sons we have included a discussion and a Table, Table A.3 in the
Appendix, which provides corrections to the data recorded in Table
Al Rechecking the source from which the data used by Evans and
Heckman were derived, we discovered that costs (and cost shares) had
been calculated on the basis of input prices with a lggzibase period
but all of the prices for these same inputs that appear in the other
columns of Table A.l were adjusted to a different (1961) base period.
There appears to be no good reason for these discrepant adjustments --
which probably resulted from some error or oversight by Evans and
Heckman when preparing these data for the uses they were to make of
them. In any case readers need to be alerted to the further possibil-
ities of error even in the data used by Evans and Heckman as is noted

in the parenthesized values in Table A.l.
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Table 8 Results of Extrapolations

Observed Goal Programming Evans and Heckman
Year Cost Constrained Regression Regression

5 1978 39217.25 38177.45 1039.80 41026.56 -1809.31
- 1979 44122.33 42616.64 1505.69 45095.15 -972.82

\

* Values used for technological change index were obtained by
extrapolating the values plotted in Figure 4 to 1978 and 1979.

We leave aside the possible use of such inefficiency esti-
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mates, e.g., for regulatory purposes, since this would lead into a
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consideration of other approaches to this same topic?!. Leaving this
all aside, we can close on a somewhat different note as follows.

When discussing the limitations of Shephard's duality theory
and the use of the translog function in [19], we noted some of the

hazards that might be experienced by always adhering to functions that

are "everywhere smooth" when dealing with realistic data -- especia&]y
when capacity limitations or other constraints are likely to be pres-
ent, as in the case of AT&T and its subsidiaries during the period
covered in this study. Stated differently, it might have been prefer-
able to proceed in these studies with functions that are discontinuous

in their derivatives, say, in exchange for other properties such as

3t See, for instance, Dennis Thomas [4l1] for a discussion of Data
Envelopment Analysis as a tool for use by the Texas Public Utility
Commission.
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it seems apparent that it might have been advisable to secure cross
checks from other disciplines.

This kind of "residuals examination" does not end the possi-
bilities. In fields 1ike marketing, for instance, it is common prac-
tice to use "hold-out samples" with the thus reserved data then used

to test predictive power and the stability of regression coefficients

that were obtained from the other (non-reserved) data. None of this
: appears to have been done and the data also do not appear to have been
b checked in other ways. See Appendix.

- For some undisclosed reason, Evans and Heckman did not use the

data for 1978 and 1979 that were also available from Christensen et al

[22], and this provides an additional opportunity for testing the
regression by treating these data as if they formed a hold out sample.

The results of effecting extrapolations from our previously
estimated regressions for comparison with these hold-out data are
shown in Table 8. Evidently there is some improvement in the Evans
and Heckman regression, although this is clouded by the fact that
costs continue to be overestimated. The goal programming/constrained
regression, on tha other hand, continues to provide a lower bound to
the | observed data and hence our goal programming/constrained
regression function can continue to be interpreted as an eficient
frontier that yields an estimated inefficiency in the vicinity of 3%

for the cost performance in both of these years.
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Turning to more detailed examinations, it is evident that the
behavior of the residuals for E-H is far from what would be expected
from a multivariate normal distribution. Costs were always underesti-
mated by the E-H regression from 1947 through 1958 and always overes-
timated from 1969 to 1977. Even worse, from a policy-prediction
standpoint, 1is an apparent trend toward worsening estimates in the
most recent periods.

This behavior raises serious questions about the statistic;1
estimates and tests of significance that play such a prominent role in
the Evans-Heckman discussions. Although their strong criticism of
works by others does not appear to have been responded to in kind,
this may have occurred because the authors of these other studies were
all members of a discipline where the checks we are using are not com-
monly employed.?® Simple analyses of residuals like those we have just
completed might have helped, and the failure to do this might seem
suprising to others in fields such as statistical quality contrpl"

where examination of residuals is almost routine. Here again, then,

2% Although we have been members of the Econometric Society for many
years, we have difficulty recalling any article publiished in the
Society's journal that contained a detailed examination of resi-
duals, such as we have just fllustrated.

39 We are reminded that when we worked in the U.S. Government's Divi-
sfon of Statistical Standards with W. Edwards Deming, the statis-
tician and quality control expert, his constant advice was
"Examine your residuals. Always examine your residuals!"
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costs reported by Evans and Heckman are not correctly related to the
price data in Table A.l.

A further problem arises in that the factor share values in
Table A.1 were taken from [22] and are therefore also not consistent
with the factor prices used by Evans and Heckman in Table A.1. Given
all these difficulties it seemed best to start afresh which is what we
did to produce Table A.3.

The data in Table A.3 are drawn from Christensen et at [22]
except for the local and toll outputs and the R&D Index, which are not
given in [22]. The latter values are obtained from Table A.l1 by
dividing each of these columns by their 1967 values and transferring
the results to Table A.3. In this manner all pertinent information is
reférred to a common 1967 base period with, of course, other base
periods available 1if desired, by carrying out operations similar to

the ones we have described.
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PART THREE: DERIVATION OF CONDITON (v)

The constraint (v) is derived here in the following manner by

starting with

aC 91lnC C

api alupi Py

and

3¢ C 3 /3lnC 31nC 3 [c)

apf Py api Blnpi alnpiapi\l’i

We use (1) in Section 1 to define a new variable Y via

3lnC

Ya -a, + llzjaiYijlnpj + Yiilnpi + l}z piklnqk + AlnT

dlnp {

and we require

aC
\ P — -¢
3%c c Y ap
- 4 4y — <0
dp; Py Py Py
or , sinccpi>0 ’
3c .
Y..C+ Y [p -C] <0
11 i a,
8
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For any C > 0, this last expression can be changed to
: 9lnC
’ Yu”[al -1]<o0
f \ npi
or .
Yii + Y- Y i 0.
Equivalently we then have
- 2
Y-v i >y
which we weaken to
Y-¥y i >0 .
Direct substitution and collection of terms produces the conditions
displayed in (v) for each i=1,2,3, viz,
+ -1) + .1n p.
@, XH(ln Py 1) ;Z IiJ P; +|Epik1n qk+Y£1nT30
9
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