RD-A159 792

UNCLASSIFIED

N
HEENENN
| [ ][]

THE USE OF FILTERS IN DIGITAL COHERENT RECEIVERS
OPERATING IN A JAMMING AND NOISE ENVIRONMENTCU) NAVAL
POSTGRADUATE SCHOOL MONTEREY CA D MACONE JU#/%SZ.,i‘

172

B -

N\




N
o

o

rEEFEER

FEEEE

I
=

1125 Jlia

——

N
(o}

(43
(4
re

o

I

o

I
I

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS — 1963~ A




Po it date S ene e oy 4
......

AD-A159 792

R AR A A% M

- Rt Rt A A A R A AR Ay

NAVAL POSTGRADUATE SCHOOL

Monterey, Galifornia

yerr, et (‘*
¢ \.\‘,J
. g

_f‘!

THESIS T =

THE USE OF FILTERS IN DIGITAL COHERENT
RECEIVERS OPERATING IN A JAMMING
AND NOISE ENVIRONMENT

o
Q. by
[
(i) Damian Macone
:-l___,-' June 1985
L.
—_—
) Thesis Advisor: D. Bukofzer
Approved for public release; distribution unlimited
................................. o e e e T T T e T e T T L T e T L e L T ey .
WAL DA ST AP P I I I A I IR 2 e e e e e e T T T T e




UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE (When Data Bntered)
READ INSTRU S
REPORT DOCUMENTATION PAGE pEr EAD INSTRUCTIONS
1. REPORT NUMBER 2. GOVT ACCESSION NOJ 3. RECIPIENT'S CATALOG NUMBER

D- A r5G 77 2

4. TITLE (and Subtitle) TYPE OF REPORT & PERIOD COVERED

y The Use of Filters in Digital Coherent Master's Thesis
Receivers Operating in a Jamming and June 1985
Noise Environment 6. PERFORMING ORG. RERGRT NUMBER
(7. AUTHOR(s) 8. CONTRACT OR GRANT NUMBER(s)

ngian Macone

9. PERFORMING ORGANIZATION NAME AND ADORESS 10. ::gcalm ELEMENT, PROJECT, TASK

Naval Postgraduate School A & WORK UNIT NUMBERS
Monterey, California 93943-5100

1. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE

Naval Postgraduate School June 1985

Monterey, California 93943-5100 13. NUMBER OF PAGES
132

14. MONITORING AGENCY NAME & ADDRESS(!! dilferent from Controlling Office) 18. SECURITY CL ASS. (of this report)
Unclassified

1Sa. DECLASSIFICATION/ DOWNGRADING

SCHEDULE

18. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribution unlimited

17. DISTRIBUTION STATEMENT (of the sbetract entered In Block 20, I dilferent trom Report)

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverse aide if necessary and identity by block number)

Jamming; Digital Receivers, Filtering

20. ABSTRACT (Continue on reverse side If necessary and identily by block number)

"~ The effectiveness of the use of front-end bandstop filters
in coherent digital receivers versus previously derived optimum
jammer waveforms is analyzed. The receivers studied are the
binary frequency shift key (FSK) and binary phase shift key (PSK)
coherent (correlator) receivers. The filters analyzed for use
against an optimum jammer are a single bandstop region ideal
filtzr, and a second order single bandstop region real filter.

DD ,"%'5; 1473  eoimion oF 1 nov 63 13 ossoLETE 1 UNCLASSIFIED
S N 0102 LF- 014- 6601

SECURITY CLASSIFICATION OF THIS PAGE (When Date Bntered)




UNCLASSIFIED
o SECURITY CLASSIFICATION OF THIS PAGE (When Date Enteredd
- ~ | #20 - ABSTRACT - (CONTINUED)
ad
~ General expressions in frequency domain form, are
“ derived for the probability of error of coherent receivers '
- with a front-end filter, then applied specifically
s to the performance of receivers operating in the
. presence of noise, jamming, and PSK or FSK modulation.
~ Finally these results are presented in graphical form
e and, additionally, analyzed and interpreted.
A \'
LAcceﬂon For 'JZV/:X
S ORAK ?( %
o ' o
o
%/\ 1 |
|
!
;: S N 0102- LF-014- 6601

2 UNCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE(When Dats Entered)




TS ST AT LY, e s v Y.y v . amm s - -

iqul.l LN!NNNJAO‘) LV OﬂQﬂOOUJQU

.......

Approved for public release; distribution unlimited.

The Use of Filters in Digital Coherent
Receivers Operating in a Jamming
and Noise Environment

~

by

Damian Macone
B.S., Tufts University, 1978

Submitted in partial fulfillment of the
requirements for the degree of

MASTER OF SCIENCE IN ELECTRICAL ENGINEERING

from the

NAVAL POSTGRADUATE SCEHOOL
June 1935

Author: ----.ﬂw-%w

mian Macone
Approved by: i:?iﬂxAtp

. Buko ( , Thesis Adv1sor

CAanz_Yom

77

S. auté ul, Sec d Reader
U ‘c—f\—/\ g

Harrliett B. Rigas, pt. of
Electriral and Computer Engineering

47%;3UL(

/7~ John N. Dyer,
Dean of Science and Engineering

...................




OSSO RES I AR A ST M A A A A T e U SRS ACA LSS R S e A BRI A T s et A e

ABSTRACT

The effectiveness of the use of front-end bandstop filters
in coherent digital receivers versus previously derived optimum
jammer waveforms is analyzed. The receivers studied are the
binary frequency shift key (FSK) and binary phase shift key
(PSK) coherent (correlator) receivers. The filters analyzed
for use against an optimum jammer are a single bandstop region
ideal filter, and a second order single bandstop region real
filter. General expressions in frequency domain form, are
derived for the probability of error of coherent receivers
with a front-end filter, then applied specifically to the
performance of receivers operating in the presence of noise,
jamming, and PSK or FSK modulation. Finally these results are
presented in graphical form and, additionally, analyzed and

interpreted.
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I. INTRODUCTION

This thesis investigates the use of filtering techniques
as an electronic counter countermeasure (ECCM) to overcome the
effects of the optimum jammer operating against coherent phase
shift key (PSK) and frequency shift key (FSK) receivers. These
receivers are well-known solutions to the problem of optimum
detection of known signals in the presence of additive white
Gaussian noise (WGN) [Ref. 1]. The structure of such receivers
is shown in Figure A.l. These two receivers represent the
optimum signal processing algorithms for the discrimination
of the digital signals sl(t) and so(t) representing digital
"one" and "zero" logical states respectively. To reduce the
effectiveness of these optimum receivers, Ref. 2 and Ref. 3
developed optimum jammers to be used against the PSK and FSK
coherent receivers. From the resultant jammer waveforms derived
in these references, this thesis investigates the use of front-
end filters inserted in these receivers as shown in Figure A.2
as a method for reducing jammer effectiveness.

From Ref. 2, the optimum power constrained jammer for
either the coherent PSK or FSK receiver is a signal propor-
tional to the correlator signal, shown in Figure A.2 as sqft).
This correlator signal (see Ref. 1) is proportional to the
difference of sl(t) and so(t), the digital "one" and "zero"

signals. Though the correlator signal can take different forms
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in these receivers depending on the modulation used, the theory
used to develop these receivers shows that a jammer wavefornm,
proportional to the difference of sl(t) and so(t), is optimal.

The jammer, therefore, takes the form of a continuous wave
(cw) or tone centered at the frequencies of sl(t) and so(t).

In the case of the PSK coherent receiver, the jammer is a single
tone centered at the signaling frequency. For the FSK case,

the jammer waveform consists of the difference of two tones

at the frequencies of sl(t) and so(t). The use of tones or

cw jammers in angle modulated analog or digital receivers is
discussed in Ref. 4.

Given these forms of jammer signals, an obvious choice for
the front-end filter is a band reject or bandstop filter. The
filters chosen for analysis in this thesis are the ideal band-
stop filter and a single zero second order bandstop filter.
Though the ideal filter is not realizable, the analysis involv-
ing its use will provide both insight into the problem and
approximate results before investigating the use of the more
complex second order filter. For the PSK coherent receiver,
the bandstop regions of both the ideal and second order filters
are centered at the frequency of sl(t) which is also equal to

the frequency of s.(t). Since in this thesis a filter with

O(
only a single bandstop region will be analyzed, the bandstop
region of the ideal and second order filters used in the FSK
coherent receiver will be centered midway between the frequen-

cies of sl(t) and s, (t).

0
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was transmitted (defined as error 1), and deciding that sl(t)
was transmitted when so(t) was actually transmitted (defined

as error 2). The receiver decides that so(t) was transmitted
when G' is less than the threshold y, and that sl(t) was trans-
mitted when G' is greater than y. So, the probability of error
1l occurring is the probability that G' is less than y when sl(t)
is transmitted. Since G' is a Gaussian random variable with

conditional probability desnity functions dependent on whether

sl(t) or so(t) was transmitted
2
'
_(g ml)
Y 2v
Porror 1 = | ——e 9  4g° (2.34)
-co /2ﬂvg

where m; = E[G'[s,(t) was transmitted] and Vg = VAR[G'|s, (t)
was transmitted}. By letting x = g'-ml//V;, Equation 2.34
becomes the integral of the standard Gaussian probkability
density function also known as the error function (erf(x))

of the form

Perror 1 dx (2.35)

The probability of error 2 occurring is the probability that

G' is greater than y when so(t) is transmitted. Therefore

2
o0 -(g'-m.) " /2v
1 e 0 9 dg' (2.36)

perror 2 f ——
Y /2nvg

25
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in additive white noise [see Ref. 1l]. That analysis determines

the threshold of the correlator (coherent) receiver as

N T
_ 0 1 2 .2
Yy = = tnn + 3 oj [yl(t) yo(t)]dt (2.30)

However the receiver of Figure A.2 treats the second term of

Equation 2.30 as a bias, thus the threshold becomes

Y = in n (2.31)

Yo
2
where N0/2 is the power spectral density level of the white
Gaussian noise process. Here, n is determined by the specific
decision rule applied. 1In this case, the receiver strategy

is to detect sl(t) or so(t) with minimum probability of error,
so from Ref. 1

P{sl(t) was transmitted}

no= PTSO(t) was transmitted} (2.32)

All further analysis in this thesis will assume that the
probability that sl(t) was transmitted is equal to that of

so(t) being transmitted, so the decision threshold is

y = —=4nl = 0 (2.33)

Now, the receiver can make two types of errors. Specif-

ically, deciding that so(t) was transmitted when in fact sl(t)

24
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In summary, G' is a (conditional) Gaussian random variable

with conditional mean and variance given by

E[G'|s; (t) transmitted]

Q@

/ Sdp(w)si(-w)H(-w)dw

L
am _

1 7 2
t o [ SgplIN(wBwdw +31 s 12 - 118y 11%)

-Q0

i=20,1 (2.28)

and

VAR[G']si(t) transmitted]

[o -]

N
_ 0 2 2 .
= 5 0] {H(w) | |Sdp(w)| dw i

]
o
[

(2.29)

B. PROBABILITY OF ERROR PERFORMANCE

The analysis thus far has been concerned with determining
the statistics of the random variable G', the output of the
coherent receiver. The next step is to determine the proba-
bility of error from the decision process, where the amplitude
of G' is compared with a threshold y. Referring to Figure A.2,
if the value of G' is greater than y, the receiver decides that
a "one" or sl(t) was transmitted, and conversely if the value
of G' is less than y the receiver decides that a "zero" or
so(t) was transmitted. The quantity, y, is determined in the

derivation of the optimum receiver for detecting known signals

23
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jwt
/ sdp(t)e

dt = Sdp(-w) = Sap(w)

-0

and

[}

[ sgp(meTar = sy (w)

dp

-00

Therefore in the frequency domain, VAR(G'|s, transmitted)

becomes

ao

. 1 2
VAR[G'Isi(t) transmitted] = 5= f s (@) ISdp(w)l dw (2.26)

Finally since n'(t) = n(t) * h(t), it is well known that
2
S +(w) = S _(0)|H(w]

Since n(t) is a sample function of a random process that was

assumed to have power spectral density sn(w) = NO/Z, for all w,

N o
: 0 2 2
var(G '|s;(t) transmitted] = - 0[ [H(w) | lsdp(w)l dw (2.27)

where the fact that |H(w)l2|Sdp(w)|2 is an even symmetric
function has been used to reduce the limits of integration

to half the real line.
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Recognizing that the expected value operation in the integral
is the autocorrelation function of the filtered white Gaussian

noise, Rn,(t-r), Equation 2.21 can be written as

El(n',sy)?]

= / _,,f Ry (E-T) g, (£) 84 (1) dtdr (2.23)

-0

Again, it is much more convenient to continue the analysis
in the frequency domain. Using the inverse Fourier transform
for the frequency domain representation of Rn.(t-r) and sub-

stituting into Equation 2.23 yields

E[(n‘,sd)2]

o [= -} x©

/ / [5; / S 1(wle

-0 -0 -00

Jwlt=1)

i

dw]sdp(t)sdp(r)dtdr
(2.24)

where sdp(t) is defined by Equation 2.9. Interchanging the

order of integration, Equation 2.24 becomes

E[(n',sd) ]
1 * o - © .
I _wf Spriwde sqp(t)e’* dt -w/ sgp(Te I an
(2.25)

It is easily recognized that

21
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The conditional mean of g', given that si(t) is transmitted,

is

. . 1 ®
E[G |si(t) transmitted] = 5= -wf Sdp(m)si(-w)H(-w)dw

o«

1
+ 5= wf Sdp(w)Nj(-w)H(-w)dw

1l 2 2
+ Liils 112 - 11sq 117

i=20,1

The variance of g' given that si(t) is transmitted can be

shown to take on the form
VAR[G'|s; transmitted] = E[(n'(t),sd(t))zl
The right hand side of this equation becomes

El(n' (t) ,s54(t)) 2]

oo (=]

= E[ | n'(t)sy,(t)de f n'(t) sy, (t)drl

-0 -Q0
Equation 2.21 can now be written as

E[(n'(t),s,(t))°]

«© Q©

= / / E(n'(e)n' (1) ]sy (t)sy (T)dtdr

-Q00 -00

20
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Replacing s,(t) with s, (t) as in Equation 2.9, the term
d dp

(nﬁ,sd) becomes

©

) = f/ ni(t)sdp(t)dt (2.15)

-a0

(ni.sd

and using Equation 2.10 in Equation 2.15 yields

[}

' - ' 1 ® jwt
(ni,sq) = f nj(t) [z J Sdp(w)e dwldt (2.16)

J -0 -=Q0

As done in Equations 2.11-2.13, interchanging the order of

integration and using

[

f nﬁ(t)ejwtdt (2.17)

Nﬁ(—w)

finally yields

o«

TR Sgp (@) Ny (~w) H (-w) dw (2.18)

(njrsq) = 37

] -
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' 1"
(Si,sd) = 37 -m[ Sdp((ﬂ) [-oof

[+ -]

si(t)ejwtdt]dw i=0,1

and recognizing the fact that

[ -]

=00

results in

Furthermore, since
[}
si(t)
S{(w) is given by
L}
Si(w)
and therefore

o]

. o1
(sirsq) = 7z

00

[ sjbedtar = si(-u)

0,1

-
0

= Sgp(w)Si(-w)ds i =0,1

0,1

{1

s, (t) * h(t) i

Si(w)H(w) i 0,1

Sdp(w)si(-w)H(-w)dw i=020,1

18
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3 or
o«
] s .

(s,sy) -J si(t)sy (t)at i=o0,1 (2.9)
- where
i sdp(t) = sd(t) + pl(t)
2 with
y 1, 0<t<T
: p(t) = {

0, elsewhere
r .
h and replacing sdp(t) by its inverse Fourier transform equiva-
i lent (sdp(t) <= Sdp(w)), namely
L _ i -} J(ut
- Sgp‘t) = 37 _wj Sdp(w)e dw (2.10)
‘ yields
>
& (s!,s.) = /w s!(t) [ jw s. (wyed®tawidat (2.11)
- i'"a o i 2m _ dp :
i Interchanging the order of integration yields
ré
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(rtysg) + llls 112 = 115112
(2.5)

oo

r' = r*h = [ h(t-a)r(a)da

and h(t) is the front-end filter impulse response, Since

r'(t) = si(t) + n'(t) + né(t) i=20,1 (2.6)
&
.
: it is simple to see that
E

) ' _ '
: E[G'lsi(t) transmitted] = (s/,s;) + (né,sd)
& 1 2 2
g + 5l s 112 =118 1% (2.7)
i=2¢0,1
where
si(t) = si(t) *h(t)

] *
nj(t) nj(t) h(t)

It is much more convenient to specify filters in the fre-
quency domain because convolutions in the time domain become
multiplications in the frequency domain. Thus looking

specifically at the term (si,sd) where

T
(si,sy) = 0] si(t)s, (t)dt i

0,1 (2.8)
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2
G = (risg + 3llsll? - Ils 1% (2.2)

where

T
(x,y) = J =x(t)y(t)dat and ||x||2 = (X,X)
a

i.
i Since G is a (conditional) Gaussian random variable, the sta-
tistics are completely determined when the conditional mean

and variance are found. The conditional mean is given by

E[Glsitransmltted] = (s;.s4) + (nj,sd)
1 2 2
e 20l1s 112 - 118y 112 (2.3)
i=2o0,1

and the conditional variance is given by
No 2
VAR[G|si(t)transmitted] = - |lsd|| , i=0,1. (2.4)

A. FILTERING EFFECTS ON THE MEAN AND VARIANCE

The effect of placing a filter at the front-end of the
receiver is now analyzed by evaluating the conditional mean
and variance of the receiver output. Figure A.2 shows the
placement of the filter at the receiver front-end. It can be

seen that G becomes G' where

15




II. ANALYSIS OF DIGITAL COHERENT RECEIVERS
WITH FRONT END FILTERS

In order to investigate the effects of filtering at the
front-end of digital coherent receivers, it is necessary to
review the operation and performance of digital coherent
receivers in the presence of noise and jamming without the
use of filters to notch out the jammer. As previously pre-
sented in Ref. 2, the structure of the receiver to be analyzed
is shown in Figure A.l. In the absence of a jamming signal
this receiver is optimum for determining whether a "one"
signal or a "zero" signal was transmitted in a given interval
(0,T), with minimum probability of error [Ref. 1].

Following the analysis of Ref. 3, which assumes that the
jammer is a deterministic waveform unknown to the receiver,
the input signal r(t) to the receiver front-end is mathematically

modeled as

r(t) = s;(t) + n(t) + nj(t) 0 <t<T, i=0,1 (2.1)

where the si(t) (1 = 0,1) are used to transmit the digital "one"
and "zero" data, n(t) is a sample function of a white Gaussian
noise process with power spectral density level of N0/2 watts/
hertz, and as stated previously nj(t) is the jammer waveform.

From the analysis of Ref. 2, the output of the receiver is

given by




of G' (the output of the coherent receiver of Figure A.2)

is undertaken. From these statistics, the expression for

the receiver probability of error is developed. Chapter III
demonstrates the application of these general expressions to
the pinary PSK (BPSK) coherent receiver problem with both
ideal and second order front-end filters. Chapter IV presents
similar analysis to that in Chapter III, applied now to the
binary FSK (BFSK) coherent receiver. Chapter V presents
quantitative and graphical analysis of the four receiver/
filter combinations, under the assumptions of both the cw and

time truncated jammer forms.

13




The analysis of the two forms will begin with the statis-
tics of G, the output of the coherent receiver. From Ref. 2,

G is a conditional Gaussian random variable with conditional
statistics depending on whether sl(t) or so(t) was transmitted.
The analysis will then focus on determining the statistics of
the random variable G', the output of the receiver with a front-
end filter as shown in Figure A.2. The mean and variance,
conditioned on whether sl(t) or so(t) was transmitted will

then be determined using frequency domain analysis techniques.
Finally, the general analysis will conclude with the determina-
tion of an expression for the probability of error of the coherent
digital receiver using a front-end filtef to counter the opti-
mum jammer. Next, the specific frequency domain forms of the
PSK and FSK signals and jammers will be developed and used to
calculate the probability of error performance for these re-
ceivers with and without front-end filters.

To determine the Fourier transforms of the jammers, this
thesis will first assume that the jammer waveform is a time
truncated function. Since in References 1, 2, and 3, the
correlator signal sd(t) is defined over the interval (0,T),
and the optimum jammer (from Ref. 3) is proportional to sd(t),
the optimum jammer will be treated as defined in the interval
(0,T) also. Since from a practical standpoint, the jammer is
a cw signal, the analysis will be modified in the sequel to
account for this interpretation of the jammer.

In Chapter II, a development of the mathematical expressions

in the form of frequency domain equations for the statistics

12
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where

my = E[G'Isi(t) transmitted].

Using a similar change of variables as in Equation 2.35

yields
® 1 -x%)2
Porror 2 = [ — e dx (2.37)
-mo/ v Y2m
g
where . 1s zero from Equation 2.33. Finally, the average
* probability of error becomes
! = -
ai pe PPerror 1 * (1-p) Perror 2 (2.38)
[ -+ . P s (t) was transmitted} and 1l-p = P{so(t) was
S
| s sm.*red . Since p = 1/2 and substituting Equations 2.35
L A - into 2.38, the average probability of error is
] -m,/v/v
1 g _2
e, = L L 2 g
- V2
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III. PHASE SHIFT KEY COHERENT RECEIVER
WITH A FRONT-END FILTER

A. PHASE SHIFT KEY WITH AN IDEAL FRONT-END FILTER

Using the equations for the mean and variance of the con-
ditional Gaussian random'variable G' (Equations 2.28 and 2.29),
along with the probability of error equation (Equation 2.39),
it is possible to investigate the effect of a front-end filter
on the probability of error performance of the coherent receiver.
The receiver analyzed in this case is the optimum receiver for
binary phase shift key modulated signals with an ideal band-
stop filter in the front-end. The filter will be characterized
as having a gain of unity over all frequencies, with the excep-
tion of the regicns from w = two -B/2 to w = twg +B/2 where
the gain is zero. The bandwidth of the filter is B radians/

second and the center frequency is w, radians/second. Although

0
this filter is not realizable, it serves both as a good approxi-
mation to a higher order bandstop filter, and as a simple
example so as to gain insight to the receiver performance.

Using Figure A.2 as a reference, the generic coherent

digital receiver can be made into a BPSK receiver by setting

sd(t) = 2A cos wot 0 <t <T (3.1)

and modeling the input PSK signals as

Ry W W W R .




Si(t) = A cos(wot + Gi(t)) 0<t<T 1i=20,1 (3.2)

m for i=20
ei(t)

0 for 1i=1

Thus si(t) (i = 0,1) can be expressed as

so(t) = =-A cos wot
0<t<T (3.3)
sl(t) = A cos w,t
The jammer waveform is set to
nj(t) = /Pnj Y2/T cos wgt 0 <t < T (3.4)

since in Ref. 2 it was shown to be optimum against BPSK trans-
mission. Here Pnj is the jammer output power. Finally the
noise input into the receiver of Figure A.2 is a white
Gaussian random process with power spectral density level of
N0/2 watts/hertz.

1. Calculation of the variance

From Equation 2.27, the variance of G' conditioned on

si(t) being transmitted is given by

28 !
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VAR[G'|si(t) transmitted]

-]

N
2 2 .
- i% 0; B |5, (w) | “aw &

0,1 (3.5)

Since the front-end filter is ideal, Equation 3.5 can be

modified to become

VAR[G'Isi(t) transmitted]

w0+B/2

0, (. 2 2
= [ [ |s; (w)|%dw - f | s, (w)]|“dw (3.6)
27 0 dp mo-B/Z dp

i=20,1

since IH(w)I2 is unity except over the bandstop region.

2 - -
In order to calculate lsdp(w)| , since sdp(t) = s4(t)p(t)

where
1 0 <t <T
plt) =
0 elsewhere
then
sdp(t) = 2A p(t) cos Pot (3.7)

The Fourier transform identity £(t)-g(t) < (1/27) xF(w) * G(w)

will be used in order to calculate Sdp(w). Since P(w) 1is

.......
.........
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-jwT/2

3 P(w) = T Sa(wT/2)e (3.8)

and
Sqlw) = 2Aﬂ[6(w-w0) + 6(w+w0)]

:‘ Sdp(w) is the convolution of these Fourier transforms, result-
E ing in
T

Sdp(w) = AT[Sa(w-wo)Ee

=j (w-wy) T/2

T -j(m+wo)T/2

+ Sa(w+w0)§e ] (3.9)

From this, ISdp(w)I2 is obtained by multiplying Sdp(w) by

S, (-w) which results in

dp

lSdp(w)lz = a2 . [Saz(w-wo)§+5a2(w+wo)%] (3.10)

where the product of Sa(w+w0)T/2 and Sa(w-wo)T/Z has been
ignored because it is essentially zero for practical values
of wg and T.

Since the variance consists of an integral from w = 0
to infinity, for large wg the contribution of the Sa(m+w0)T/2
term is negligible. Therefore, substituting into Equation 3.6

yields

30
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Var[G']si(t) transmitted]

2 2 N o 5 m0+B/2
, 0 T T
= 2% gl ) SElmug) 3 f sau-ugy)3dw]  (3.11)

i=0,1

In this form Equation 2.11 is unmanageable due to its complexity

and the number of variables present. To simplify, the follow-

ing substitutions will be made:
l. X = (w-wo)T/Z, 2/de = dw

b 2. forw =20, x = -wOT/Z which for large values of wOT
.

becomes approximately -«
forw= », X =

4, for w = W, +B/2, X = *BT/4

VTR T,
w
L]

Equation 3.11 now becomes

VAR[G'|si(t) transmitted]

A“TN, “ BT/4
= [ [ sd(x)dx - / Sa (x) dx] (3.12)
T e -BT/4

i=20,1

2
Finally the Sa(x) is a symmetric function about x = 0 and

[ Saz(x)dx = n/2 from math tables. Thus the variance of G'
0
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can be written as

. u

VAR[G'lsi(t) transmitted]

BT/4
= nafr 22 - [ T sa’maxl  i=0,1 (3.13)

BN LPoPAFLLFRSaY, LV RNN

2. Calculation of the Conditional Mean

I The conditional mean of G' is given by Equation 2.7

and shown here for convenience,
R E[G'[s,(t) transmitted]

1 2 2 .
= (s],sy + (n%,sd) + 7[|l50|| -llslll 1 i=o0,1

PR ) SERERTRENL AR

- and consists of three terms. The frequency domain forms of
. (si,sd) and (ni,sd) are given by Equations 2.14 and 2.18
! respectively. The term %[Hsoll2 -[[slllzl (recall that
N T
- Ilsoll2 = sg(t)dt), represents the difference between the
- 0
- energy contained in so(t) and sl(t). Since our signals are
4 equal energy signals, the term in question becomes zero. Thus
3 the conditional mean becomes
' ’ 4 — L} ’ -~ T -
E[G lsi(t) transmitted] = (si,sd) + (nj,ad) i=o0,1 (3.14)
Looking first at the term (né,sd) and recalling that
: H(w) is an ideal filter, Equation 2.18 can be modified to
. 32
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' R § _
(nj,sd) = 5;[-wf Sdp(w)Nj( w) dw
w0+B/2 . -w0+B/2
- f Sdp(w)Nj(—w)dw - Sdp(w)Nj(—w)dw]

wy=B/2 ~w,-B/2

(3.15)

In order to evaluate Equation 3.15, the product Nj(-w)sdp(w)
must be calculated using nj(t) as given by Equation 3.4.
However, since the model of the coherent receiver in Figure
A.2 contains a finite time integrator, nj(t) is effectively
truncated to the interval 0 < t < T, or equivalently, the
new term njp(t) replaces nj(t) where njp(t) = nj(t)p(t) and

p(t) is as previously defined. Thus, ij(w) becomes

_ —— T
ij(m) = /Pnj /27'1‘5
T —j(w—wO)T/Z -j(w+wO)T/2
. [Sa(w-mo)ie + Sa(w+w0)T/2e ] (3.16)

Multiplying ij(-m) and Sdp(m) yields four terms: two Sa terms
centered at wg and “wg and two terms that involve the product
of Sa(w+w0)T/2 and Sa(w-mo)T/Z. It can easily be seen that

for large wy this product is essentially zero. Substituting
into Equation 3.15 it is also easy to see that the contribution
of the Sa(w+w0)T/2 term in the integral with limits of +w0tB/2

is negligible, so that (né,sd) becomes
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2
' _ 1 aT® —
(nj,sd) = H T/Pnj v/m
® w0+T/2
-1 Saz(w-mo) g—dw - / sa’ (wtwy) %dw)
=00 wo-B/Z
© -w0+B/2
+ ([ sa’(wtegy) 3- I sa’ (wtug) 3dw)] (3.17)
= -wo-B/Z

Recognizing that the integrals of Sé%w+w0)T/2 and Sg(w—wo)T/Z
are equal, performing the same change of variables as in

Equation 3.11, (nﬁ,sd) becomes

(n},sg) = 5% /5;; V7T

o BT/4
- [ f sa’(x)ax - , [ sa®(x)dx] (3.18)
- -BT/4

Finally, recognizing symmetry about x = 0 and usihg

©

f saXx)dx = /2, we obtain
0
[ e~ 2.7 BT/4 2
(njrsd) = AT Pnj /m F[i - j Sa (X)dX] (3.19)

0

Looking now at the term (si,sd), recalling again that

H(w) is an ideal filter, (si,sd) can be written as

34
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w0+B/2
Sdp(w)si(w)dw

-}

(sirsq) = o7l J Sdp(w)si(~w)dw -

-0

wo-B/Z

—mo-B/2

- | S, ()5 (-w)dw] (3.20)
~wy-B/2 dp 1

i=20,1

The signal mode’s for so(t) and sl(t) given by Equation 3.3

can be Fourier .ransformed to yield

-j(w-w,)T/2
Sow) = -Zlsalu-uy)Ze 0
T —j(w+mO)T/2
+ Sa(w+wo) fe ] (3.21)
and
-5 (w-w,.) T/2
Sl(m) = g;[sa(w-wo)e 0

T -j(m+w0)T/2
+ Sa(w+w0)‘§e (3.22)

To calculate the specific case of (si,sd), first form
the product of Sdp(w)so(—w). This yields four terms as in

(n;,sd), where two are Sa terms centered at two and two are

products of Sa(w+wo)T/2 and Sa(w-wo)T/Z. The latter products

can be neglected for large w Also, with respect to Equation

0"
3.20, the contribution of the Sa(w+w0)T/2 term to the integral

whose limits are +w,+B/2 is negligible. Therefore, substituting

0
Sdp(w)so(-w) into Equation 3.20 yields
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-a%p2 ® 2
(sé'sd) = — 2;[( f Sa (w-wo)T/2 dw
w0+B/2 -

- /ZI Saz(w—wo)gdw) + fSaz(w+w0)§dw

w~.=B -0

0

-wo—B/Z

= f Sa2(m+wo) %dw)]

-wO-B/2

(3.23)

2
It is easily seen that the integrals involving Sa(w+w0)T/2
are equal to the integrals involving the Sg(w-wO)T/Z term.
Making use of this observation and the same change of variables

used in Equation 3.9, it is easily seen that

' — - 2 2 o BT/4
(sgrsg) = AT Tr [ sRx)ax - [ sakx) dx) (3.24)
—o -BT/4

2
and by using the symmetry of the gsa(x) function, (sé,sd)

becomes

BT/4
= a’r 21 - /7 sa’(wax] (3.25)

(s'!,s.)
d 0

0

By similar analysis it can be shown that

BT/4 2
(s - J sa“ (x)dx] (3.26)

l,sd) = AT

36
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In general terms, (si,sd) (i = 0,1) can be written as

BT/4
(1+l) 2 _[1_ f

2
A"T i3

sa“(x)dx] i = 0,1 (3.27)

(si,sd)

so that the conditional mean of G' can be expressed as

E[G'Isi(t) transmitted]

BT/4

12 2 - 7 safman) (3.28)
0

= [ATVP . V2/T +
nj ™

i=2o0,1

3. Probability of Error Calculation

With the conditional mean and variance of G' giver by
Equations 3.28 and 3.13, it is now possible to compute the
probability of error performance of the BPSK coherent receiver
with an ideal front-end filter. Assuming the probability of
the transmitter sending a "one" or a "zero" signal is the same
(P(sl(t)) = P(so(t)) = 1/2)), Equation 2.39 shows that the
average probability of error Pe is

-ml//vg

2
1 x2/2 -x/2
P 5 { ax + | e dx]) (3.29)
e 2 -mo/ V2 -0

where the threshold setting given by Equation 2.33 has

been utilized.
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In order to compute Pe, all that is needed is the
specific conditional mean divided by the square root of the
conditional variance and using this ratio in the limit of
the appropriate error function integral. First, for a "zero"

transmitted,

BT/4
[AT/P /27T-a%1] [;(-2—- f sa‘ (x)dx) |
0

= (3.30)

BT/4
\/AZTNOETT[ - [ sa?(x)ax)
0

S

N

2
Recognizing that A T/2 = E, the average energy per bit and

substituting this in Equation 3.30 one obtains

2.m BT/4 2
o [VAEP, . - 2E][:(3 -~ [ = sa“ (x)dx)]
0 J i 0
— = (3.31)
v BT/4
2 2
g \/;EN0~?(% - of Sa“ (x)dx)
Finally
-m BT/4
0 2.7 2
— /2E/N0(l-/Pnj/E)\/%(§ - O[ sa“ (x)dx (3.32)
and similarly
-m, I BT/4 2
—= = - RZE/N (1 + /P ./E 57E) (z ~ f Sa“® (x)dx) (3.33)
vy 0
g
38
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By using Equations 3.32 and 3.33 as the limits of integration
in Equation 3.29, the probability of error performance can now
be determined versus E/NO' the signal to noise ratio; Pnj/E'
the jammer to signal ratio; and BT, the relationship of the
filter bandwidth to the inverse of the signal bandwidth.
Several items of note can be observed in the calcula-
tion of P_. First, as BT approaches zero, the term
2/m(n/2 - fBT/4Sa2(x)dX) becomes unity and Equaticn 3.29
becomes thg receiver probability of error under optimum jamming
[See Ref. 2] for BPSK modulation. Furthermore, when both BT
and Pnj/E' the jammer to signal ratio, go to zero, Equation
3.29 becomes the well-known result for performance of a

coherent BPSK receiver operating in additive white Gaussian

noise [see Ref. 1].

B. COHERENT PSK USING A SECOND ORDER FRONT-END FILTER

Instead of choosing a filter transfer function that
approaches the ideal case, the effect of a second order front-
end filter on the probability of error performance of the
coherent BPSK receiver will be investigated. The general
coherent receiver structure becomes the BPSK coherent receiver
by using Equations 3.1 and 3.3 in place of sd(t) and si(t)
(1 = 0,1) respectively. The filter will be characterized as
having a single notch at the center frequency of the jammer.
The filter transfer function H{s), is derived from a first
order, low pass prototype given by

(3.34)

H(s) = T%E
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IV. FREQUENCY SHIFT KEY COHERENT RECEIVER
WITH A FRONT-END FILTER

A. FSK WITH A SINGLE IDEAL FILTER

As done with the BPSK receiver, the FSK receiver will be
evaluated using an ideal front-end filter, first to gain in-
sight into the problem and second to obtain an approximation
to the performance achieved using a higher order filter. 1In
the first case, the front-end filter will be modelled by an
ideal bandstop filter with a center frequency tw, radians/
second and the bandstop region defined from tw, -B/2 to tw, +B/2
where B is the bandwidth in radians/second.

In order to obtain a coherent FSK receiver from the
generic coherent receiver of Figure A.2, s4q(t) is set to

s, (t) = -2Asin%(wl-w0)t sin%(w +wg) € (4.1)

1

0 <t <T

The input FSK signals are

il

s, (t) A cosuw,t 0 <t <T

and

so(t) = Akcoswot 0 <t <T (4.2)
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probability of error is one half. This exhibits similar
behavior in the limits of BT as in the calculations performed
using the ideal filter. 1In a follow-on chapter, the behavior

of the BPSK receiver with either type of front-end filter

will be compared over the complete range of variables.

52

- 0.-'-‘ ﬂ. - - --. -v. .1‘ ‘-. ‘., -‘ .q‘ .-' W .-' - il - e T ‘.' '.' A." 7.‘ - O o ._' T o A . -7 A
St SIS -~ S e et e e N N N T T T T T s T e T T N

e -
R B
Ve RS + .
e N Y . e ., LTSRN . R i T L.
AP A PO AT PO L S P AU P *A‘d&"lﬂlﬁL'-‘4A"“I e S A A A A A AN A A A A i




R A I SN i I c it S I At St e A e My A Lo B S oo Tt e Mvtes e 8 e Bt At JDet 04
. N Casy |

..........

[
3

2 - VE/N,;(L - /F_7E)( V(1 -e BT/2y 2, (3.69)
T nj BT
g

and similarly

[}
=}
=

-BT/2, 2

BT (3.70)

= = /2E/N0(/§nj/}-: +1) f(l -e

xll

The probability of error performance can now be determined
versus E/NO, the signal to noise ratio; Pnj/E' the jammer to
signal ratio; and BT, the relationship of the filter bandwidth

to the inverse of the signal bandwidth, by using Equations 3.69

and 3.70 as the limits of integration in Equation 3.66.

To evaluate the probability of error performance of
the BPSK coherent receiver as the filter bandwidth approaches
zero, L'Hapital's rule must be utilized. Applying this rule
to Equations 3.53 and 3.65 and then suﬂstituting the results
into Equation 3.67 shows that, as the filter bandwidth (multi-
plied by the bit length T) goes to zero, the probability of
error performance of the filtered coherent BPSK receiver
becomes that of the coherent BPSK receiver in the presence of
noise and jamming derived in Ref. 2. Furthermore when the
jammer to signal ratio goes to zero, the probability of error
performance is the same as that of a coherent BPSK receiver in
the presence of noise along as derived in Ref. 1.

As one more check, when the filter bandwidth approaches

infinity both Equations 3.69 and 3.70 become zero and the
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of the transmitter sending a "one" or a "zero" signal are
equal (P(sl(t)) = P(so(t)) = 1/2)), Equation 2.39 shows that

the average probability of error P, is

L 2
1 1l -x"/2
P = = —e dx
e 2 -mo//__ng Vors
-ml/V; 2
+ L eTXT/2 gy (3.66)
- V2w

where the threshold setting given by Equation 2.33 has been
utilized.

To compute Pe’ all that is needed is the specific
conditional mean divided by the square root of the conditional
variance and using this ratio in the limit of the appropriate

error function. First, for a zero transmitted

-m, [AZT-AT/EET v2/T1(1 -e"BT/z)Z/BT
7:: - B (3.67)
v

g JkZTNO(l e BT/2y 5 pp

Recognizing that AZT/Z = E, the average energy per bit, and

substituting this in Equation 3.67 yields

Mo

-BT/2

/ZE/N0 - /T?E/NO)(P ./E) ( quv-e ) 2/BT)
/v nJ

g (3.68)

Finally
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Flip w2 = G(t)-% e Bltl/2 (3.63)

Using Parseval's theorem, the conditional variance of

G' becomes

VAR[G'|s; transmitted] = AZTNO

0 T
c 1 [ Eeneswr BB 2ae v [ R 50 -2 B Fay
0

-T
i=20,1 (3.64)

The evaluation 6f Equation 3.64 is fairly straightforward,

with the exception that care must be taken when integrating

the 6§ (t) over -T to zero and from zero to T. There is only one
singularity present at t = 0 with an area of one, so that each

integral of §(t) can be treated as being equal to 1/2. There-

fore, the conditional variance of G' is

VAR[G'Isi(t) transmitted]

2

= a’mN -BT/2), i=0,1 (3.65)

2
O[ﬁ(l -

3. Probability of Error Calculation

With the conditional mean and variance of G' specified
by Equations 3.53 and 3.64, it is now possible to compute the
probability of error performance of the BPSK coherent receiver

with a second order front-end filter. Assuming the probability
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FlrsalwT/2)] = { (3.59)

Next, the inverse Fourier transform of |H'(m)l2 must be deter-
mined. Since |H'(w)|? was obtained by multiplying H'(w) by

H'(-w), F—l{IH'(w)Iz} can be written in the following form
Flip w1 = Fluvw) * Fli o) (3.60)

Now, using the Fourier transform identity F-l{H(-w)} <« h(-t),
Equation 3.60 becomes

-Bt/2 B _Bt/2

FLija ) = (86 -2 206)1 * (s(-0)2B 2, (-0

(3.61)

where the necessary inverse Fourier transform has been deter-
mined in Equation 3.45. Substituting this into the convolution

integral yields

Flim w121 = f (8(e-x) -Be™BE %) ey

- 00

-B(-x)/2

[6 (-x) - e ] dx (3.62)

and performing the convolution specified in Equation 3.62,

the inverse Fourier transform of IH'(w)I2 is
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3.41, namely

|8gp ) 1% = 2%7% (sahu-ug) T/2+ sa” (whug) T/2] (3.55)
Therefore the baseband equivalent of lsdp(w)lz, that 1is
2
sgo@ 12 = 2’1 (satur/2)] (3.56)

will be used along with the baseband equivalent filter H'(w).
lH'(m)l2 is calculated by multiplying H'(w) by H'(-w), producing
the following result

2

2 w
IH' (W) |® = ———— (3.57)
(8/2)2 + w2

Thus the conditional variance of G' becomes

N02A2T
L} - -_—
VARI[G ]si transmitted] = ——5—
® 2 w2
© [ Tsa®(wT/2) [—>5—ldw i =0,1 (3.58)
-0 (B/2)" +w

by substituting Equations 3.56 and 3.57 into 3.54.

Use of Parseval's theorem in order to compute the
conditional variance of G' requires the inverse Fourier trans-
forms of TSZ(wT/2) and w?/(82)2 +w?). The first inverse

transform has already been determined and is
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already been evaluated, we obtain

' = _a2mr 2y _"BT/2
(so.sd) = A T[ﬁ(l e )] (3.51)
and similarly
' — 2 2 _ -BT/2
(sl,sd) = A T[ET(I e )] (3.52)

Finally, the conditional mean of G' under the assump-

tion that a "one" or a "zero" signal was transmitted is

E[G']si transmitted]

- (AT /P VZ/T + -1l AZTllg%(l _e"BT/2), (3.53)
i=0,1

2. Calculation of the Conditional Variance

In order to calculate the conditional variance of G',
it will be more convenient to use Equation 2.27 due to the fact
that Parseval's theorem can be applied to its evaluation.

The conditional variance of G' is

VaR[G'fsi(t) transmitted]

No ™ 2 2
= & J sy ] d  i=0,1 (3.54)

-0

The term lSdp(w)l2 has been calculated and is given by Equation

3.10, and as shown here, it is of a form similar to Equation
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(n},sy) = AT /BT /27T T[B-lTu -e BT/2), (3.48)

d)
The second term that must be evaluated is (si,sd),
(i = 0,1) in order to be able to determine the conditional mean

of G'. From Equation 2.14 repeated here for convenience,

©

Voo = 1 - - =
(siyrg) = 5= sdp(w)si( wH(-w)dw i = 0,1

-Q0

It is apparent that the products of Sdp(w) and Si(-w) (i =20,1)

have been determined in the derivation of Egquation 3.24 and
can easily be put in the form of Equation 3.42. Therefore,
the baseband equivalents of the filter and the product are

substituted into Equation 2.14 which yields

2 % .
. _ AT 2 -jw '
= T f TSa“ (wT/2) #E_/_Z dw (3.49)

-0

It is easily seen that the integral in this equation is of

the same form as Equation 3.44, thus Parseval's theorem can

be applied directly and for the specific case of (sé,sd) yields

T
(sgrsy) = -a%r TR e -2 BT 2 at (3.50)
0

Here the limits of the integral are 0 and T because the filter

impulse response h'(t) is causal. Since the integral has
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[ (B, (at = 5= [ F (W Fy(-w)d

-~a0 -0

By letting -jw/(-jw+B/2) equal FZ(-w), it is easy to show the
impulse response of the baseband filter h' (t) is

h'(t) = §(t) - % e~Bt/2

ult) (3.45)
Before using Parseval's theorem, the inverse Fourier transform
of T(Sg(w)T/Z must be found. This is easily determined from

tables to be

|

Sl et
+
=
t
3
IA
t
|A
o

Flirsadet/2)1 = I (3.46)

H| et
+
[
-
o
A
o
A
=)

Putting (nj,sd) into the equivalent time domain integral form
using Parseval's theorem, yields

“Bt/2 (¢))at  (3.47)

T
' - 5 _t _B
(nl,s4) AT /P v2/T o] (-F +1) (8 (t)-3e
due to the fact that the filter is causal (only defined for
t > 0) and that F 1(TSa%w)T/2) is defined from -T < t < T.
Evaluating Equation. 3.47 consists simply of the task of evalu-
ating the sum of four integrals with limits from zero to T.

It is easily demonstrated that
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Before multiplying this by H(-w) and substituting into Equa-
tion 2.18, it can be seen that Equation 3.41 can be written

in the form

Sdp(w)Nj(-m)

= AT/F VT TSaz(w)% *ml8(wmwg) +6 (wtwg) ] (3.42)

which in the time domain is of the form of Equation 3.38.
Thus the baseband equivalents of Sdp(w)Nj(—w) and H(-w) can be

substituted into Equation 2.18. Therefore (ni,sd) becomes

©

(n},sq) = El?AT/ET;j_/Z'TT i [ Tsa’® (wT/2)H' (~w)dw (3.43)

oo

where TSS%wT/Z) is the modulation spectrum and H' (-w) is the

equivalent high pass filter Finally, substituting Equation

3.40 into Equation 3.43 yields

[o o]

3 \ 1 S — 2 —juw
é (ni;sq) = 75 ATVE V2/T w[ TSa® (wT/2) - de (3.44)

Now taking advantage of the simplified expressions for the
filter, the "modulation" term, and the respective time domain
forms, Equation 3.44 can be evaluated using Parseval's theorem.
Parseval's theorem states that if fl(t) and fz(t) are time

functions with Fourier transforms Fl(w) and Fz(w) then
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3.40 can be seen as an equivalent, frequency shifted version
of the filter of Equation 3.37. Using the filter of Equation
3.40 and just the "modulation" spectra of the products, the
effect of a second order bandstop filter in the front-end of
the BPSK receiver can be evaluated with respect to the proba-
bility of error performance.

l. Calculation of the Conditional Mean

The conditional mean of G' is given by Equation 2.7
where (n%,sd) and (si,sd) are given by Equations 2.14 and
2.18, with the added fact that 1/2(||sy|| - ||s,||%) is zero.
There is now enough information to determine the conditional

mean of G' namely
[} 3 -_— ] [} ] =
E[G Isi transmitted] = (nj,sd) + (si,sd) i=o0,1

Taking each term individually, (ni,sd) will be calculated

first. Equation 2.18, repeated here for clarity,

[ o]

L} — 1 - -
(nf,sq) = o7 J Sgp (W) Ny (-w)H (~w) du

- Q0

shows that the product Sdp(w)Nj(-w) and H(-w) will be needed.

The product S p(w)Nj(-w) was previously found (in the derivation

d
of Equation 3.17) to be

2
_ ATt o o) T s+ st I
Sgp Ny (-w) = 5 pnj/§7T[sé%m wy) 3 +Sawtuy) 5] (3.41)
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derivation of Equations 3.10, 3.18, 3.23) are Foureir trans-

forms of a time limited signal multiplied by a cos(wot). The

time domain forms of these products are of the general form

c(t) = a(t)cos(uyt) 0 <tx<T (3.38)

which is essentially an "AM" modulated signal. This is not
surprising because each signal in the coherent BPSK receiver
model is of constant phase over a bit interval (0 < t < T).
Reference 5 shows that the effect of filtering a modulated

cosine wave can be determined by calculating the effect of the

modulation being passed through an equivalent baseband filter.
The baseband equivalent of the bandstop filter will be in this
case a high pass filter.

The equivalent high pass filter model can be derived by

applying the transformation

Q
s = 2 (3.39)
: s
b to the low pass prototype of Equation 3.34, and letting QU'
- the upper cutoff frequency be equal to B/2. The resulting
filter in the frequency domain is
H'(w) = - (3.40)

B + Jw

When Equation 3.37 is evaluated under the assumptions of

large wg and small B compared to wg s the filter of Equation

41
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A To traasform this into a bandstop filter centered at wq s the

frequency transformation

' s(w,, —w.)
- s = —m—I (3.35)
s + U.)UwL

will be substituted in Equation 3.34. Here, Wy and w; repre-

f: sent the upper and lower 3 dB frequencies of the bandstop

f region. Before substitution, it can be seen that for w,

U " Y small com-

. 2
: oL’ Yu¥L and Wy —w, are approximately equal to Wy
= and B respectively. Note that B is the half power bandwidth

approximately equal to Wye OF equivalently w

pared to w

- of the bandstop region. Thus, Equation 3.35 becomes

s = —2—-“—7 (3.36)

s” +u,
Substituting finally into Equation 3.34 and also setting s = juw
- in order to arrive at the frequency domain form, the filter

transfer function is

H(w) = wg _wz s SuB (3.37)
This filter will prove somewhat cumbersome to work with when
put into Equations 2.14, 2.18 and 2.27. Therefore a more
convenient form of this filter will be sought later.

= Looking at Equations 2.14, 2.18, and 2.27, the products

2 .
Sdp(w)Si(-w), Sdp(w)Nj(-w) and lSdp(w)I (calculated in the

.-: 40




Y

fasncan i 'M. RIS A Sieac Svan 0 e rtechb e Aan e Se N An Ak e et mren o i e o dhe ate Sne Sun MM & el Nn e S TN B TN R Tt Jit Aot A St Bt daai g B A-v]

The optimum jammer derived in Ref. 2 for use against the

coherent FSK receiver (without a front-end filter) is

= - 2 gin L. - in L
nj(t) = Pnj e sin 2(wl wo)t 51n2(w1+w0)t (4.3)

0 <t <T

Finally, the additive noise is modeled as a white Gaussian

§
* noise process with a power spectral density level of N0/2
t watts/hertz.

Ej The first step in determining theprobability of error
Li performance (as previously done) involves determining the

statistics of the random variable G' at the output of the
receiver. Since it can be shown that G' is a conditional
Gaussian random variable, all that is needed are the conditional
mean and variance under the assumption that a "one"” or a "zero"
are transmitted. Finally, the probability of error performance
will be calculated by applying these statistics to Equation
2.39.

1. Calculation of the Conditional Mean

In order to determine the conditional mean, Equation
2.7 becomes the starting point. Equation 2.7 is repeated here
for convenience, that is

1 ] [] l 2 2
E[Glsi(t) transmitted] = (s!,sy) +(nj,sd)-+§[||soll -||sl|| ]

It has already been shown in the PSK system analysis that

for equal duration, equal amplitude signals, the term
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l/2(||50||2 -||sl||2) is zero. The frequency domain equations
for (si,sd) and (nﬁ,sd) are given by Equations 2.14 and 2.18
respectively. Modifying Equation 2.14 in order to account

for the fact that H(w) is an ideal filter, (si,sd) becomes

' 1 ® )
(Silsd) = ﬁ[_m'{ Si(-w),dp(m)dw -
mc+B/2 'wc°B/2
f Si(-w)Sd (w)dw - Si(-w)Sdp(w)dw]
-wc—B/Z p - _~B/2
c
i=20,1 (4.4)

In order to calculate (si,sd), Equation 4.4 shows that the
product of Si(-w) and Sdp(w) is needed. Since si(t) is defined
over 0 < t < T, it can be shown that Si(w) given by

-j(w~w,)T/2
Si(w) = %}[Sa(w-wi)ie *

—j(w+wi)T/2

+ Sa(w+wi)§e ] i=20,1 (4.5)
Sd (w) is determined to be
P
-j(w-w,)T/2 -j(w+w,)T/2
_ AT r ~J 1 T 1
Sdp(w) = TT[Sa(w-wl)fe +Sa(m+wl)7e
-j(w—mo)T/Z T -j(w—wo)T/Z
- Sa(w-wo)ie —Sa(w+w0)§e ] (4.6)

Before investigating the specific case (sé,sd), it

will be convenient to look at the relationship between the
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center frequency of the filter and the signal and jammer fre~

quencies. Since the filter contains a single bandstop region
and the jammer has a spectrum similar to that of Sdp(w), the
filter center frequency should be located between the jammer
frequencies in order to notch out the jammer. Aalso, the
filter should have a bandwidth sufficient to cover both wg
and Wy - Although the midpoint of wg and wy is given by

(wg+wy)/2, it will prove to be much more convenient to define

wy and wy in terms of Wer that is
wl = wc + md
(4.7)
Yoo T Y T %
where wgq = (wl-wo)/z and w, = (wl+wo)/2.

Substituting Equation 4.7 for Wy and Wy and multiplying

Sdp(m) by SO(-w) yields

2.2

_ AT

Sdp(w)SO(—w) = —
jw ;T “Jw LT
T r % T T "I

[Sa(m-wc+wd)§Sa(w—wc+wd)§e +Sa(w+wc-wd)§Sa(w+wc+wd)§e
2 T 2 T

-Sa (w—wc+wd)7 -Sa (w+wc-wd)5] (4.8)

Before the substitution of Equation 4.8 into Equation
4.4 is made, some simplification can be achieved. The contribu-

tion of the Sa%x) functions with arguments of (wtwctwd), to
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the integrals with limits of twctB/z is negligible for large

W and small B compared to W, . This also holds true for the
products Sa(w+wc+wd)T/2-Sa(w+wc~wd)T/2 and Sa(w-wc+wd)T/2
-S (w-wc-wd)T/z. Therefore substituting Equation 4.8 into

Equation 4.4 yields

202 JuyT

_ 1 a°r _ Te_ , _ _ T
(sgrsgq) = 3 —7—le (_mf Sa(w=-w_+w4) 58a (w-w v ) 5dw
w_+B/2
- ] © Sa(w-w _+w )ESa(w-w - )Edw)
w ~B/2 c¥q’2 c va’2
c
JugT @ T T
+ e (_m] Sa (w+w ~w4) 55a (w+e +w 1) 5dw
-w _+B/2
¢ T T
- » -B/zj Sa(w+wc-wd)§Sa(w+mc+wd)§dw)
c
. mc+B/2
2 T 2 T
- ( f sadlw-w_+w.)zdw - f Sa(w-w _+w ) 5dw)
—o c d 7d wc-B/Z c 4’2
o -wc+B/2
- f sdlute ~wy) Jaw - f sa(w+w _—u ) 3d0) ] (4.9)
-00 - -B/2
c

Equation 4.9 is certainly cumbersome, but both the
number of variables and the complexity can be reduced by making

the following change of variables on the positive frequency

integrals:

....................................................

...................

..............

.................
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l) let x = (w-wc)T/Z then (2/T)dx = dw

]
+
8

2) when w

3) when w wciB/Z, X = +BT/4.

For the negative frequency integrals the following substitu-

tions will be made:

1) let x = (w+wc)T/2, then (2/T)dx = dw

2) when w

]
+
8
-3
]
+
8

3) when w -wctB/Z, X = *BT/4.

After performing these substitutions, it-.is seen that the
first two integrals are equal in amplitude, but have opposite

phase angles. As a result of this, (sé,sd) becomes

2 -
(s§rsg) = Z%?E[(-w[ sax-w4T/2) dx
BT/4
- / Sa” (x-wyT/2)dx)
-BT/4
BT/4

+ ( f sa%x+de/2)dx - Saz(x-de/Z)dx)

-BT/4

0

-2 cos w,T( J Sa(x+wdT/2)Sa(x—wdT/2)dx

BT/4
- 1 Sa (x+wT/2) Sa (x-w  T/2) dx (4.10)
-BT/4




By similar analysis

2 o BT/4
(s{/84) = %E?[( f SS%x-de/Z)dx - / Sa%x—wdT/Z)dx)
~o ~-BT/4
% BT/4
+ ( f salx-w T/2)dx - [ salxtugT/2) dx)
- -BT/4
-2coson(-wf sa (x+wyT/2) Sa (x-wyT/2) dx
BT/4
- [ Sa(x+wdT/2)Sa(x-wdT/Z)dx)] (4.11)

-BT/4

The next term in the conditional mean is (ng,sd)

which is given by Equation 2.18. As previously done, this

equation is modified to become

v ey = Lp o[ -
(nj'sd) = 5;[_wf Sdp(w)Nj( w) dw
wc+B/2
- S, (w)N. (~w)dw
w -B/2[ dp J
C
-mc+B/2
- f S, (w)N, (~w)dw] (4.12)
~w~B/2 o

Since H(w) is an ideal filter, in order to form the product
of Nj(-w) and Sdp(w), the spectrum of nj(t) must be found.

The equation for nj(t) (see Equation 4.3) shows a truncated
process similar to that found for the BPSK case. Thus Nj(w)

is ¢ “ermined to be
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. _ T 7 -j(w—wl)T/Z
. Nj(w) = /Pnj/T ylsa(w-w,)ze
' -j(w+w,)T/2
! + Sa(w+wl)§e 1
R =j (w=-w,)T/2 -3 (w=w,)T/2
i - Salw-wg)ge O - satute ) 7e 0 (4.13)

Now, multiplying Nj(—w) by Sdp(w), where Sdp(w) is given by
Equation 4.9 yields eight terms. Four are on the positive
S side of the w= 0 axis and four are on the negative side of
the w = 0 axis. For convenience just the positive frequency

" terms are shown here

2
AT T
Ny (-wSg ) = H- /B 7T Isaumug) 7

SR T T

T T T
-2 coswdTSa(w-wo)isa(w+wl)§-+S£%w-w1)§] (4.14)

T v -
.

Expressing wg and w, as wctwd as before, and substituting

Equation 4.14 into Equation 4.12 under the assumptions stated

AUy _Jen

in the development of (si,sd), yields an expression similar

T

to Equation 4.9. The difference here is that the Sa(w-wc+wd)T/
ZSa(w-wc-wd)T/Z terms are multiplied by 2 cos wgq T rather

jw LT
than e d . By making the same change of variables as in

Equation 4.10 and recognizing that Equation 4.14 covers only

O (OIS A

half of the frequency spectrum (which is symmetrical),

v (n',s.) becomes
j'od
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1

. 1 — 2
(nf,sq) = ETT-AT/Pnj/T[(_m] Sa'(x-w4T/2) dx

BT/4 2 ® 4
- J sa“(x-wyT/2)ax) ([ sa” (x+wyT/2)
~BT/4 -

BT/4
- f S&° (x+w 4T/2) dx)
-BT/4

«©

-2 coswyT( m[ sa (x+wyT/2) Sa (x~w T/2) dx

BT/4
- / Sa(x+wdT/2)Sa(x-wdT/Z)dx] (4.15)
~BT/4

, ’ , 1
Finally, with (s!,sq), (nj,sy) and 7(ll501|2 —flslllz)

determined, the conditional mean of G' can be expressed as

. 2
. _ ——m . _,-i+l AT 1
E[G'lsi transmitted] = [AT/Pnj/T +-1 51z

O © BT/4
. / sa”(x+w T/2)dx - f Sa“ (x+w4T/2)dx)
- -BT/4

© BT/4
+ ([ sa® (x-w T/2)dx - / sa“ (x-w4T/2)dx)
- -BT/4

[o o

-2 coswdT( f Sa(x-wdT/Z)Sa(x+wdT/2)dx

Ll

BT/4
- / Sa (x-w,T/2)Sa (x+w T/2)dx) 1, i
-BT/4

0,1 (4.16)
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2. Calculation of the Conditional Variance

The conditional variance of G' in the frequency domain
is given by Equation 2.27, which can be modified to take on

the following form

N
VAR[G'Isi(t) transmitted] = 7%

w_+B/2

® 2 2 .
< S, (w)]|“dw - |s, (w)|“dw]l, i = 0,1 (4.17)
oj dp wc-B/Zj dp

due to the fact that H(w) is assumed to be an ideal filter.
Therefore in order to calculate the conditional variance, all
that is needed is the determination of |Sdp(w)|2. Since

2 . . .
ISdp(w)| = Sdp(w)Sdp(-w) and Sdp(w) is given by Equation 4.8,

the terms on the right hand side of the w = 0 axis are given by

2.2
2 _ AT T _ . ,T
ISdp(w)] = 3 [Sd%w wc+wd)7+8a%w W, wg)3
positive T T
frequency ~2cosw ;TSa(w-w_+w ;) 5Sa (w-w _-w,) 5] (4.18)
terms d c d'2 c d’'2
where wy =T W W and wy = mc+wd.

Since the limits of the integrals in Equation 4.17 are
on the right hand side of the w = 0 axis, for large W and
small B compared to W s the terms of ISdp(w)I2 on the left hand
side of the w = 0 axis can be neglected. By substituting
Equation 4.18 into 4.17 it is quickly recognized that the inte-

grals are of the same form as Equations 4.9, 4.10 and 4.14.
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So, instead of repeating the steps which have been demonstrated

before, the conditional variance is shown here without further

development
VAR[G'Isi(t) transmitted] = %Zg[( f Sa%x-wdT/z)dx
BT/4 -
- [ saix-wgT/2)ax) + ([ Saix+u,yT/2)dx
-BT/4 -0
BT/4
. [ sdlxtu,T/2)ax)
-BT/4

o

~2cosuwyT ( m[ Sa (x-w4T/2) Sa (x+w 4T/2) dx

BT/4
- f Sa(x-wyT/2) Sa(x+w T/2)dx)}, i = 0,1 (4.19)
-BT/4

3. Probability of Error Calculation

With the conditional mean and variance of G' given by
Equations 4.16 and 4.19, it is now possible to compute the
probability of error performance of the BFSK coherent receiver
with an ideal front-end filter. Assuming that the probability
of the transmitter sending a "one" or a "zero" signal are
equal (P(sl(t)) = P(so(t)) = 1/2)), Equation 2.39 shows that

the average probability of error Pq is

-m,/vv
™ _ 2 1 g _,2
P, = %[ __[ 1 % /2dx + f 1 e ¥ /zdx] (4.20)
-mo//vg V27 —» /5
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where the threshold setting given by Egquation 2.33 has been
utilized.

In order to compute Pe’ all that is needed is the
specific conditional mean divided by the square root of the
conditional variance and using this ratio in the limit of the
appropriate error function integral. Recognizing that
AzT/Z = E, the average energy per bit, and making the appro-

priate cancellations, mo/»/vg is determined to be

-m
—2 - J/E/N;(1 - /2PR./E) /Filter Factor (4.21)
/V; J

and ml//vg becomes

I
El
[

= -/ﬁ7ﬁ3(1 + /2Pnj/E) YFilter Factor (4.22)

<
o

where the Filter Factor is defined as

Filter Factor = i
27

BT/4 2
Sa(x-de/Z)dx)

[( [ sa¥(x-wT/2)dx -
- -BT/4

BT/4

+

( J sa(x-wgyT/2)ax - sa(x-uw4T/2)dx)
- -BT/4

fe o]

2 cosw T( m[ Sa (x-wyT/2) Sa (x+w T/2)dx

BT/4
- / Sa (x-wyT/2) Sa (x+wT/2) dx) ] (4.23)
-BT/4
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The probability of error performance can now be determined
versus E/NO, the signal to noise ratio; Pnj/E’ the jammer to
signal ratio; and BT, the relationship of the filter bandwidth
to the inverse of the signal bandwidth, by using Equations
4.21 and 4.22 as the limits of integration in Equation 4.20.
It is desirable to compare these results with those
previously obtained for both the jamming problem and for
the general FSK coherent receiver. 1In order to compare the
results for the probability of error performance of the coher-
ent FSK receiver with no filtering, it is necessary to analyze
how those results were obtained. For the coherent receiver
operating in just additive white Gaussian noise alone, the

probability of error from Ref. 1 is

P = J_l_e
@Na/ﬂ

2
“u/2 gy (4.24)

This result is obtained when the energy per bit is A2T/2
and the normalized cross correlation p is zero, where (see

Ref. 1)

e 2
E = 5 [ Iyg(t) + y7(t)ldt (4.25)
Z . 0 1
0
_ o,
b = 5 | yyBly (r)dt (4.26)
t
0
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and to, tf are replaced by 0, T respectively. From these
expressions it is easy to show that wyT must equal nm and
wOT = kn (where n and k are integers) for E = AZT/2. For the

FSK modulation p is
p = Sa(w1 +m0)T + Sa(wl -wO)T (4.27)

For large (w;+w,y) T the Sa(wl+w0)T is negligible and p is
zero when (wl-wo)T is equal to mr (where m is an integer).
When this is substituted into Equation 4.23, recalling that
wdT = (wl—wo)T/Z, it can be seen that when BT is zero the

Filter Factor of Equation 4.23 is 1.0. For values of w,T

d
that are odd multiplies of 7/2 the Filter Factor is exactly
equal to 1.0, but for even multiples it becomes 1 plus a small
quantity that is negligible. So again, as in the PSK ideal
front-end filter case, for BT equal to zero, Equations 4.53

and 4.54 are in agreement with the results of Ref. 2 for the
coherent FSK receiver operating against the optimum jammer.

For Pnj/E equal to zero these results correspond to the results

of Ref. 1 for the coherent FSK receiver operating in additive

white Gaussian noise alone.

B. FSK WITH A SECOND ORDER FRONT-END FILTER

In order to evaluate the effect of a second order band-
stop filter on the probability of error performance of a
coherent FSK receiver, the filter specified by Equation 3.37

will be utilized. The use of the equivalent baseband filter,
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along with Parseval's theorem will not greatly aid in the
determination of the conditional mean and variance of G'

(the output of the receiver of Figure A.2). For convenience,
the parameters of the coherent FSK receiver model are repeated

here (see Equations 4.1 and 4.2)

P D .1
sz(t) = 24 sin 2(wl wo)t sin 7(wl+w0)t
so(t) = A Ccos wot

s, (t) = A cos ut 0 <t<T

The optimum jammer derived in Ref. 2 is
n.(t) = =/P gsin £(w -w,)t sin i(w +w.)t 0 <t<T
j njm 271 7o 27170 - - =

and the filter of Equation 3.37 is

H(w) =

wg —w2 + jwB

where W will be replaced by W, as in the FSK calculations

involving the ideal filter case.

1. Calculation of the Conditional Mean

As before, Equation 2.7 will be used to determine the
conditional mean of G'. Since the FSK signals are equal

energy signals, all that is needed from Equation 2.7 are the
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V. RESULTS AND DISCUSSION

A. GENERALL

For each of the four receiver configurations (PSK and FSK
receivers with both ideal and second order front-end filters),
the results for the probability of error performance have heen
calculated and plotted as functions of Pnj/E (jammer to signal
ratio), E/N0 (signal to noise ratio) and BT (the filter band-
width, bit duration product). The meaning of the jammer to
signal and signal to noise ratios are self explanatory.
However, the term BT deserves some attention. Since T is the
time duration of sl(t) and so(t), the spectra of each have
been shown to be functions of the form Sa(wT/2) where Sa(x)
has been defined as sin(x)/x. The sa(wT/2) function has nulls
when the value of wT/2 is an integer multiple of 7 or when
w = N(2n/T).

From the Sa(wT/2) spectrum it can be showh that the value
of B = 2n/T represents approximately the 3 dB (or half power)
bandwidth of the signal (actually 27/T is the 4 dB bandwidth).
The term BT can thus be thought of as the ratio of the filter
bandwidth to the signal bandwidth for intuitive purposes. It
is still convenient to refer in further discussions to the
location of the nulls of the Sa(wT/2) function.

The analysis of the calculated probability of error per-
formance for each receiver configuration uses three types of

plots. The first is the familiar plot of probability of
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a second order front-end filter is similar to the performance

calculated using the ideal front-end filter. Later the per-
formance comparison will be performed throughout the range of

pertinent values for the variable parameters.
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The probability of error performance can now be determined
versus E/No, the signal to noise ratio; Pnj/E’ the jammer

to signal ratio; and BT (the relationship of the filter band-
width to the inverse of the signal bandwidth), by using
Equations 4.53 and 4.54 as the limits of integration in
Equation 4.48.

As with the ideal filter case, in order to compare the

results for the probability of error performance of the
coherent PSK receiver with no filtering, it is necessary to
remember that those results were obtained using p = 0 and

E = AZT/Z, where p and E are defined by Equations 4.26 and
4.25 respectively. Therefore, for large (wl+w0)T, the

Sa(w +w,)T term is negligible and p is zero when (wy=wg)T is
equal to m . When this is substituted in Equation 4.23,

recalling that w.T = (w )T/2 it can be seen that when BT

d
is zero the Filter Factor is 2m. For values of wdT that are

odd multiples of m/2 the Filter Factor is exactly equal to

2m, but for even multiples it is equal to 2 plus a quantity
which is negligible. So again, as in the FSK ideal front-end
filter case, for BT equal to zero, Equations 4.53 and 4.54 are
in agreement with the results of Ref. 2 for the coherent FSK
receiver operating against the optimum jammer. For Pnj/E

equal to zero, these results correspond to the results of Ref.

1 for the coherent FSK receiver operating in additive white
Gaussian noise alone. Again, as with the coherent BPSK receiver,

as the BT approaches zero, the behavior of the probability of

error performance of the coherent FSK receiver calculated using
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: 2
E[G'Isi transmitted] = [AT/F;;7T-.11*1 AzT]
1 . .
XEE-XFllter Factor i = 10,1 (4.51)

The Filter Factor was computed via numerical integration

methods and compared with the complete expressions of Equation

4.47 for wcT as small as 50 and as large as 1000 with negligi-

ble errors. An example of a large w,T would be a communications

system operating at 1.0 MHz with a bit length of 13.3 milli-

seconds (75 baud). The w T term would have a value of 13,300

which further supports dropping the xz/wcT term from the equations.
Evaluating now mo//V; by dividing Equation 4.51 by

the square root of Equation 4.50 where the Filter Factor is

defined by Equation 4.49, mo//V; becomes

m (ATVP_./T - AZT/Z] x—L-xFilter Factor
2 - ) 27 (4.52)
/Vg VAIEN x—l-xFilter Factor

0" 27

Recognizing that A2T/2 = E, the average energy per bit, and

substituting this in Equation 4.52 yields

= /E/No(l - /2Pnj/E VY1/27 xFilter Factor (4.53)

Q

and similarly

|
3
=

- /E7N0(1 + /2Pnj/E) Y1/2mn xFilter Factor (4.54)

<
<

78




-----------------------------------

of the appropriate error function. However, the integrals of
Equation 4.47 do not match those of the conditional mean, as
found in every case investigated thus far. So before going

on to compute the limits of the error functions of Equation
4.48, the behavior of the conditional means and the variances
will be investigated with respect to w,T. Referring to Equa-
tions 4.33 through 4.36 and 4.44 to 4.45, each has a term of
the form xz/wcT in both the numerator and denominator.
Remembering that the filter was derived using an assumption

of large W the effect of the xz/wcT terms can become negligi-
ble when used in the integrals involving products of two Sa (x)
functions, since these functions decrease rapidly with increas-

ing x. Therefore for large wcT, a Filter Factor can be defined

as
o w,T wLT 2
Filter Factor = / Sa(x+—g—)+Sa(x d )]( X ) dx
w T de X2
- 2cosuwyT [ Sa(x———)Sa(x* 7)) (——g7—) dx (4.49)
= X"+ (=)
Thus the conditional variance becomes
AZTN0
Var[G'|si transmitted] = 57— x Filter Factor (4.50)
i=20,1
and the conditional mean becomes
77
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2 2

x .2 x~,2
® T T T (x 43D
-2coswyT f Sa(x-——) sa(x+——) [ > + 5 < Jéx}
-0 (x_ii_)2+(BT)2 (x4 )2+(BT)2
: wcT 2 wcT 2
i=20,1 (4.47)

3. Probability of Error Calculation

The conditional mean of G' is given by the sum of
Equation 4.41 with either Equation 4.38 or 4.39 depending
whether so(t) or sl(t) were transmitted, respectively. The

conditional variance is Equation 4.47. With the conditional

mean and variance determined it is now possible to compute the
probability of error performance of the FSK coherent receiver
with an ideal front-end filter. Assuming the probability of
the transmitter sending a "one" or a "zero" signal are equal
(P(Sl(t)) = P(so(t)) = 1/2)), Equation 2.39 shows that the

average probability of error Pe is

g _u2
dx + L X /24y

(4.48)

where the threshold setting given by Equation 2.33 has been
utilized.

In order to compute Pe’ all that is needed is the
specific conditional mean divided by the square root of the

conditional variance since this ratio must be used in the limit
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H(2x/T+u ) > c (4.44)

and

H(2x/T-v_) ? (4.45)

By substituting Equations 4.30, 4.31, 4.44 and 4.45 into

Equation 4.42 and expanding it into real and imaginary parts

the conditional variance of G' becomes

N0A2T
] J .
VAR[G'|s; transmitted] = —
x? x2 2
= -5 7 x +51
- Sa%x-wdT/Z)[ 5 c + c
-0 x“,2 BT, 2 X" ,2 BT, 2
(x -=75)" + () (x + CT) + (=)
2 2
X 2 X", 2
o wdT (x -ch) (x +wcT)
+ [ sa(x+—) | 3 + > ldx
—co (x - %2 (BT)Z (x + X2 4 (BT,2
T 2 w T 2
2 2
2
o wgT wgT (x _w};T) ? (x +w}::T)
-2cosw T [ Sa(x-—5-)S (x+—) [ 3 + 3 lax
~ (x - X )2 (BT)2 (x +-X )2+(BT)2
T 2 T 1T
75
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W

(-}

[ ISdp(w)IzH(w)H(-w)dw (4.42)

N
VAR[G'|s, (t) transmitted] T

-0

In order to begin the calculation of the conditional variance,
as for the ideal filter case, |Sdp(w)|2 must be determined by

multiplying Sdp(w) by S. (-w). This product contains sixteen

dp

terms as encountered in the product of Nj(-w) and S, (w).

dp
2 .

Fortunately, ISdp(w)I only differs from Nj(—w)Sdp(w) by a

constant. Therefore it is possible to perform a similar set

of operations as done in the derivation of Equation 4.29 so

as to arrive at

1 9 -—
VARIG |si transmitted] —

[ m] Sa%x-de/Z)[H(2x/T—wc)H(wc-Zx/T)+H(-2x/T-wc)H(wc+2x/T))dx

[ J Sa%x+wdT/2)(H(ZX/T-wc)H(wc-2x/T)+H(wc+2x/T)H(—wc-2x/T))dx

-00

+

oo

2 f Sa(x+wdT/2)Sa(x-de/2)(e

T

Jwg
H(2x/T-wc)H(wc-2x/T)

-jwdT
e H(2x/T+wc)H(-2x/T-wc))dx] i

+

0,1 (4.43)

where H(-wc-zx/T) and H(wc-Zx/T) are given by Equations 4.31
and 4.32. It can be demonstrated that H(2x/T-wc) and

H(2x/T+wc) are given by
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variables operation can be performed as done in the derivation

of Equation 4.40. This results in

(ny,5q) = ﬁ—:fﬁnj Tl f sax-uyT/2) (Re{H (x) }+RelH, (x) }) dx

T,

+ Sé%x+wdT/2)(Re{Hl(x)}+Re{H2(x)})dx

-Q0

-]

- 2coswyT f Sa(x—wdT/Z)Sa(x+de/2)(Re{Hl(x)}+Re{H2(x)})dx

[+ <]

= 2sinw,T / Sa (x~w 4T/2) Sa (x+w 4T/2) (Im{H, (x) }-Im{H, (x) }dx]

(4.41)

where Re{Hl(x)}, Re{Hz(x)L Im{Hl(x)} and Im{Hz(x)} are defined
by Equations 4.33 to 4.36. The conditional mean of G' under
the assumption that so(t) or sl(t) was transmitted can be

expressed as the sum of Equation 4.38 or 4.39 with Equation

4.41.

- 2. Calculation of the Conditional Variance

P

The conditional variance of G' is given by Equation

2.27 and repeated here for convenience

it Ll

N oo
. 0 2 2
VAR[G'[s; (t) transmitted] = o f ISdp(w)[ [H(w) | “dw

-0

. ??':f','.'.

by recognizing that lH(w)I2 is H(w)H(-w), for real h(t),

Equation 2.27 can be expressed as
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The next term that must be computed is (né,sd), given

by Equation 2,18 and repeated here for convenience

N —o)H (=
(ni;sq) = 2¢ _w] Sgp (WINs (-w)H(-w)du

2 As before, the calculation of this term starts with the pro-

g

% duct of Nj(-w) and Sdp(w). This product when fully expanded

L contsins sixteen terms. Eight are products of Sa(x) functions

centered on opposite sides of the w = 0 axis and, for large wq

wys are essentially equal to zero. By expressing Wy S W w4

and Wy as w W, substituting into Equation 2.18, and performing

the same change of variables as in the expansion of (si,sd),

it can be shown that (nﬁ,sd) becomes

[+

(n%,sd) = %%/Pnj7T[_mf Saﬂx+wdT/2)(H(wc-Zx/T)+H(-wc-2x/T))dx

+ [ safx-wgT/2) [H(w ~2%/T) +H (~w_-2x/T) ) dx

=00

© -jwdT
-2 Sa (x=wyT/2) Sa (x+wT/2) [e H (0 -2%/T)

-0

jwdT
+ e H(-wc-Zx/T))dx] (4.40)

The integrals in Equation 4.40 are now of the same

form as those in Equation 4.29. Therefore, the same change of

72

(A IR A A A A re aie BitDie Sahe - A Al e el i e i A e R A

rAERA RN




With the real and imaginary parts of Hl(x) and Hz(x) as given
by Equations 4.33 through 4.36, it is easy to see that the

imaginary terms integrate to zero because of the odd symmetry

about x = 0 that the functions of Equation 4.37 exhibit. Thus

(sb,sd) becomes

2 ©
(syr5g) ‘ﬁnT[_mJ sal(x+u4T/2) Re{H, (x) }dx
+ J Sa%x+wdT/2)Re{H2(x)}dx

o0

-~ cosuwgyT w[ Sa (x-w4T/2) Sa (x+w4T/2) (Re{H; (x) }+Re{H, (x)})dx

[+

- sinw,T w[ Sa (x-w4T/2) Sa (x+w4T/2) (Im{H, (x) }-Im{H, (x) }) dx]

(4.38)

and by similar analysis

a2 ®

(s{,84) = 75;[ f Saax+de/2)Re{Hl(x)}dx

-00

+ [ Sa%x-wdT/Z)Re{Hz(x)}dx

=]

- cosuwyT m[ Sa (x-w4T/2) Sa (x+w4T/2) (Re{H (x) }+ Re{H, (x)})dx

o0

- sinwgT m] Sa(x-wdT/Z)Sa(x+wdT/2)(Im{Hl(x)}-Im{Hz(x)}dx]

(4.39)
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Re{HZ(X)} (4.35)

Im{HZ(X)} (4.36)

With Equations 4.33 through 4.36 it is now possible to expand

Equation 4.29 into real and imaginary parts which yields

[+ o}

2
(s§r5q) = SprlcoswTl [ Salx-wgT/2)Salx+w1/2)

-0

[Re{Hl(x)}+Re{H2(x)}dx

oo

+ 3 i Sa(x-wdT/Z)Sa(x+wdT/2)(Im{Hl(x)HIm{Hz(x)})dx]

«=Q0

(o]

+ sinugTl [ sa(x-wyT/2)Sa(x+wyT/2) (Im{H; (x)}~Im{H, (x)})dx

2]
+3 [ sa(x-wyT/2)Sa(x+wyT/2) (Re{H; (x) }-Re{H, (x)})dx]
- 1 J saltxtu T/2)Re{H] (x)}dx + [ Salx-w T/2)RelH, (x) }dx
+ 3  f salx+wyT/2) Im{H, (x) }+Sa"(x-w4T/2) Im{H, (x) }dx]] (4.37)
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x2
x -wcT
H(wc-Zx/T) = 5 (4.30)
(x __X_T_.).,.J%il_‘ _%H
Yo Ye

The filter transfer function was derived under the assumption

that w, >> B so H(mc—2x/T) becomes

x2
e T
H(wc-zx/T) = (4.31)
X jBT
(x-+5—Tr+ 2
; and similarly
-
2
s x-+GZT
ii H(-wc-2x/T) = > (4.32)
8 X, 3BT
: (x +w T)+ 7
- For ease of notation let Hl(x) = H(wc-2x/T) and Hz(x) = H(-wc—zx/T) .
\..
- Then separating Hl(x) and Hz(x) into real and imaginary parts
yields
2
(x -aiT)z
Re{Hl(x)} = 3 < (4.33)
(x - X% + (BL)
cT 4
-BT x2
T
Im{Hl(x)} = 3 (4.34)
(x - X% 4 (BL)2
wcT 4




terms (ni,sd) and (si,sd) with i = 0,1. These terms are given
by Equations 2.14 and 2.18. First (si,sd) will be calculated

by evaluating the product of Si(-w) with Sdp(w) along with

IR s ool 1 Aavae
:

H(-w) and then substituting into Equation 2.18 which is

repeated here for convenience

=

’ = 1 - - i
(sirsg) = oxl [ 8;(-u)sg (wH(-w)dw i

- 00

Investigating the particular case of (sd,sd), the product

of So(-w) and Sd a

w "wy were substituted for wy and Wy respectively. Thus,

substituting Equation 4.8 into Equation 2.18 yields

p(w) is given by Equation 4.8 where w W and

2,2
(s!,s.) = 1 A°T
0’'"ad 2n 4
jw,T %
d T T
- [e (_wf Sa(w-wc+wd)§Sa(w-wc-wd)iﬂ(-w)dw)
—jwdT © 7 T
.e (_w[ Sa(w+wc-wd)§sa(w+wc+md)§H(-w)dw)
- fmSa%w-w +w )EH(-w)dw - fmsa%w+w -w )EH(-w)dw] (4.28)
. c d’'2 o c d’'2 :

to further determine (sé,sd) it is necessary to investigate
both H(-wc-Zx/T) and H(wc-Zx/T). By substituting wC-ZX/T for
w in Equation 3.37, expanding, ‘and multiplying numerator and

denominator by T/4wc results in
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error versus signal to noise ratio, with constant values of

BT and Pnj/E' The values of Pnj/E used are 0, .1, .5, 1, and
10. These values correspond to no jammer present, and jammer
to noise ratios of -10 dB, -3 dB, 0 dB, and 10 dB. The par-
ticular values of BT depend on the modulation structure
analyzed, and will be discussed later. The second type of
plot will allow the analysis of the probability of error
performance to be viewed as a direct function of BT. That
is, for a constant value of signal to nocise ratio, the proba-
bility of error is plotted versus BT. This plot consists of
a family of curves corresponding to values of jammer to signal
ratio (J/S) of 0.1 (-10 dB), 0.25 (-6 dB). 0.5 (-3 dB) and

1 (0 dB). Finally the third type of plot used in this analy-
sis is again a probability of error versus signal to noise
ratio plot. However this plot will cohsist of a family of
curves for values of BT appropriate to the case analyzed. 1In
these plots the value of J/S used is zero. This correspcnds
to the case where the jammer waveform is considered not to be
time truncated.

The case J/S = 0 represents an alternate to the assumption
that nj(t) is 3 time truncated process. When nj(t) is a pure
cosine function, Nj(w) is a delta function, which can be
completely removed by the front-end filter. The resulting
plots then describe the effect of the signal being distorted

by the front-end filter before it is correlated with sd(t).

The prohability of error curves for this analysis is shown by




the set of plots described in the preceding paragraph. This
performance analysis can also be viewed in each of the other

plots with the curve J/S = 0.

B. PHASE SHIFT KEY RECEIVER ANALYSIS

l. General

The probability of error performance of the BPSK receiver

with both the ideal and second order front-end filters is
analyzed and compared to that of the unfiltered BPSK receiver
in this section. The results of Equations 3.32 and 3.33 are
substituted into Equation 3.29, yielding the average proba-
bility of error for the BPSK receiver with an ideal front-end
filter. Substituting Equations 3.69 and 3.70 into Equation
3.66 yields the average probability of error for the BPSK
receiver with a second order front-end filter. In each case
the plots described in the beginning section of this chapter
are used to analyze the performance. For PSK modulated sig-
nals, the discrete values of BT are chosen with respect to
the PSK modulation frequency spectrum. Recalling that the
spectrum (Equation 3.22) is of Sa(wT/2) form, the first null
of this spectrum occurs for w = 2n/T. Thus the null to null
bandwidth is 4n/T. Therefore, the value of BT = 47 will be
used as a practical limit in this analysis. The other dis-
crete values of BT are: BT = 0 (no filter), BT = 0.4 (a
small notch), BT = 3.16 (25% of the null to null bandwidth),
BT = 6.28 (50% of the null to null bandwidth), and BT = 12.56

(the full null to null bandwidth).
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2. PSK Receiver With An Ideal Front-End Filter

Figures A.3 through A.9 result when the probability of
error for the BPSK receiver with a front-end filter is calcu-
lated using the ideal filter model. These plots show how the
probability of error performance is affected by the signal to
noise ratio, jammer to signal ratio and BT. Figure A.3 repre-
sents the probability of error performance of the BPSK receiver
with no front-end filter. This corresponds to the results
derived and plotted in Ref. 2. In fact the J/S = 0 curve in
this plot is the well-known result for the coherent BPSK re-
ceiver operating in additive white Gaussian noise alone. This
curve will serve as a performance reference in the following
discussions. Figures A.3 through A.8 allow the probability of
error performance to be graphically analyzed for the cases
where the jammer is either a truncated process or a continuous
time function as discussed in the first section of this chapter.

For the truncated jammer; by following the J/S = 0.1
and 0.5 curves from Figure A.3 to Figure A.8, the curves shift
to the right as the value of BT is increased. This means that
for a given probability of error, the receiver operating with
the larger value of BT requires more signal to noise ratio
to achieve a given level of performance. Thus for the optimum
jammer (truncated by the receiver process) the front-end filter
actually further degrades the probability of error performance
for the BPSK receiver. Specifically, (refer to the J/S = 0
curve of Figure A.3) for BT = 3.16 there is 5 dB of degradation,

for BT = 6.28 there is 6 dB of degradation and for BT = 12.56

i A e oo




there is 9 dB of degradation. The rapid increase of the
probability of error as BT increases is seen in Figure A.8.
For a fixed value of E/N = 100 (20 dB), the probability of
error rapidly increases as BT approaches 4n. As BT increases

further, the slope of the probability of error curves become

less positive as less energy is incrementally removed from the

signal by the filter.

P . g
PR

i Assuming now that the jammer is not truncated by the

receiver process, the analysis of the probability of error

vy
P

curves is performed by comparing the J/S = 0 curves of Figures

A.4 to A.8 with that of Figure A.3. These are plotted together
in Figure A.9. From Figure A.3, for J/S equal to -10 dB,

5 dB of additional signal to noise ratio is required to achieve
the same probability of error performance as with no jammer
present. Fof J/S equal to -3 dB, 10 dB of additional signal

to noise ratio is required, and for J/S greater than one, no
increase in signal to noise ratio results in improved perfor-
mance as discussed in Ref. 2. Assuming that the filter com-
pletely removes the jammer, Figure A.9 shows the performance
penalty associated with the use of the front-end filter. By
comparing Figure A.9 with Figure A.3, it is seen that for

large values of J/S the receiver probability of error perfor-
mance is improved by the front-end filter. The specific level
of improvement is determined by comparing the curve in Figure
A.3 corresponding to a particular J/S value with the curve in
Figure A.9 for a fixed value of BT. For the ideal jammer in

which the frequency spectrum is a delta function, an infinitely
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narrow bandwidth filter can be used to counter this jammer.
In a more practical sense, the filter bandwidth should be made
as narrow as possible, and yet completely null the jammer over
its entire spectrum. The sensitivity of the probability of

error performance to the value of BT used for this case is

shown in Figure A.8 with the J/S = 0 curve. Again, there is

a rapid increase of probability of error as BT increases to
the value of 12.56. This further shows that BT should be kept
as small as practically possible.

3. PSK With A Second Order Front-End Filter

Figures A.10 through A.16 result when the probability
of error for a coherent BPSK receiver with a second order
front-end filter is plotted versus E/N, J/S, and BT. The
probability of error in this case is obtained by substituting
Equations 3.69 and 3.70 into Equation 3.66. Figure A.1l0
i shows the probability of error performance with BT = 0 (actually
: BT = 0.0001 for computational purposes). For values of BT
less than 3.16 (approximately equal to 7w), the probability of
error curves compare closely with the curves plotted for the
BPSK receiver with the ideal filter. This is illustrated by
comparing Figure A.ll with Figure A.4, and Figure A.12 with
Figure A.5. For values of BT greater than 271 the comparison
of Figures A.6 and A.7, with Figures A.l1l3 and A.14, show that
for BT = 6.28 the ideal filter calculations differ from the

second order filter calculations by 1 dB. For BT = 12.56

there is a 2 dB difference in the curves calculated using the

LY
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ideal versus the second order filter. The comparison of

Figures A.8 and A.1l5 show that as BT increases, the calculations
using the ideal filter are less accurate compared to the second
order filter calculations. Again, for the truncated jammer
case, no value of BT results in improved probability of error
performance in comparison to the unfiltered receiver.

Now, assuming that the receiver process does not trun-
cate the jammer, Figure A.16 shows the probability of error
performance achieved for BT = 0, 3.16, 6.28 and 12.56. Com-
paring Figure A.16 to Figure A.9 shows that there is similarity
in the probability of error performance calculated using the
ideal filter model with that calculated using the second order
filter model, for values of BT less than 3.16. Therefore for
values of BT less than m (or B less than 25% of the signal null
to null bandwidth), the probability of error can be determined
from the results derived for the ideal filter model being used

as a front-end filter.

C. COHERENT FREQUENCY SHIFT KEY RECEIVER ANALYSIS

Q. The probability of error performance of the FSK receiver
é with the two filters, the ideal and second order front-end

g filters, is analyzed and compared to the unfiltered coherent

FSK receiver performance in this section. The results of

Equations 4.53 and 4.54 are substituted into Equation 4.48,
yielding the average probability of error of the FSK receiver
with an ideal front-end filter. Substituting Fquations 2.28

and 2.29 into Equation 2.23 yiélds the average probability of
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error for the FSK receiver with a second order front-end filter.
In each case the plots described in the beginning section of
this chapter are used to analyze performance. For FSK modu-
lated signals, not only must the parameter BT be chosen, but
also the frequency separation of the FSK signals must be set.
From the general results on performance for the coherent re-
ceiver, the probability of error is given by (from Ref. 1

assuming no filters and no jamming present)

P, = erfc{—E=p) (5.1)
/Noe(l-35
with
2 1 ~u?y2
erfc(x) = [ —e du
x V2w

where ¢ and p have been defined by Equations 4.24 and 4.26,
respectively. The results of Ref. 2 given by.Equation 4.5,
with the Filter Factor equal to 2 , use a value of o of zero.
Therefore the comparisons made here will be for values of
w,-w, such that o is zero. The term used to describe this
separation and used in the derivation of the probability of

error results is wdT, defined in Equation 4.7 as wdT = (wl-wo)T/z.
The minimum value of wdT is chosen to be 71/2 because from
Equation 4.27 it is seen that the separation (wl-wo = n/T) is

the minimum separation required for the normalized correlation

coefficient of so(t) and sl(t) to be zero. The other value of
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T chosen is 7, where again with this separation the normalized

“a
correlation coefficient is zero.

In Section IV.A.l1 the strategy of placing the filter at
the midpoint of w; and Wy is described. From Equation 4.13,
it is seen that the optimum jammer for the coherent FSK receiver
consists of Sa( T/2) functions centered at wy and wq - There-
fore in order to filter out the major portions of the jammer,
the bandwidth of the filter must be at least equal to the fre-
quency separation of the FSK signals. This also holds true
for the case where the jammer is considered not to be truncated
by the receiver process. Given these conditions, for wdT equal
to m/2 the values of BT used will be zero, corresponding to
no filter, 7 corresponding to the difference of the signal

. frequencies, and finally m + 0.1m (= 3.46) in order to take

into account the non-truncated jammer having non-zero spectral
width. Similarly for wdT = 1, the values of BT chosen are
BT =0, BT = 2 , and BT = 27 + 0.1°27 (= 6.91).

1. PFSK Receiver With An Ideal Front-End Filter

Figures A.l17 to A.24 result when the probability of
error for the coherent FSK receiver with a single ideal front-
end filter is plotted as functions of signal to noise ratio,
jammer to signal ratio, frequency separation, and BT. Figures
A.17 and A.20 present the probability of error for the coherent
FSK receiver operating with no front-end filter. Also the
J/S = 0 curve in these figures correspond to the probability

of error performance for the FSK coherent receiver (with
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orthogonal signals) operating in white Guassian noise alone.
It is not surprising that Figures A.l17 and A.20 are exact
duplicates, because in each case the normalized correlation
coefficient of sl(t) and so(t) is zero, as described in
Section V.C. As with the BPSK analysis, the J/S = 0 curve§
of Figures A.l7 and A.20 will serve as a performance reference.
Assuming the truncated version of the jammer, first
for wdT = /2, Figures A.l7 to A.19 show that as BT increases
from 0 to 3.46, the probability of error curves shift to the
right. This indicates that for increasiﬁg filter bandwidths,
more signal to noise ratio is required to achieve the same
probability of error performance as with no filter. From
Figure A.l17, for a value of BT equal to 7, approximately 2

dB of additional signal to noise ratio is required to achieve

the same level of performance as in Figure A.l17. This applies
for all values of J/S. From Figure A.19, 2.8 dB of additional
signal to noise ratio is required to achieve the performance
level presented in Figure A.l1l7. The increase in probability
of error with increasing BT for all values of J/S is shown in
Figure A.,23.

With de equal to m, more filter bandwidth is required
in order to attempt to notch out the jammer. As a result, a
greater amount of the signal energy is removed by the filter
than is the case for the receiver operating with wgT of n/2.
Therefore, the performance of the FSK receiver with a front-
end filter and wdT set to the value of 7, will be worse.

Figures A.20 to A.22 show that for BT increasing from zero to
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6.91, more signal to noise ratio is required to achieve the

performance level of the receiver operating with an unfiltered
jammer. Specifically, 5.6 dB of additional E/N is required
for BT = 27, and 6.6 dB of additional E/N is required for
BT = 6.91. Figure A.24 shows the sensitivity of the probability
of error performance for increasing values of BT. Focusing
on Figures A.17 to A.24, in either case (wgT = n/2 or 1.57),
analysis using the truncated jammer assumption shows that no
value of BT causes a decrease in the probability of error for
the coherent FSK receiver. Only degradation is observed.

The analysis of the coherent FSK receiver with the
ideal front-end filter, assuming the non-truncated jammer, is
performed by comparing the J/S = 0 curves on Figures A.l7,
A.18 and A.19 for w

d
on Figures A.20, A.20 and A.22 are compared. As before, the

T = n/2. For wdT = m, the J/S = 0 curves

unfiltered J/S = 0 curves (Figures A.l17 and A.20) serve as a
reference. As in fhe BPSK case, this analysis shows that for
either wdT = n/2 or m, the J/S = 0 curves still shift to the
right as BT is increased indicating that more signal to noise
ratio is required in order to achieve the same performance as
for the unfiltered case. From the curves for an unfiltered
jammer (Figures A.l17 and A.20) for values of J/S greater than
0.5, the receiver is essentially inoperable (Pe ~ 0.5). However,
the J/S = 0 curve of Figure A.18 shows that an increase of
E/q)of 5.6 dB can bring the performance of the filtered FSK
receiver to the same value of Pe as for the unfiltered receiver.

Figure A.18 corresponds to w = /2, BT = wm. Figure A.1l9

dT
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shows that for BT = 3.46, 2.8 dB of additional E/N0 is required
to achieve the unfiltered, unjammed performance. Figures A.18
and A.19 show that for values of J/S greater than .5 (for the
coherent receiver) the use of the ideal filter does show an
improvement on the performance of the FSK receiver when the
filter is used to notch out the cw jammer. The sensitivity

of the probability of error to the value of BT used for the
case of wdT = /2, is shown by the J/S = 0 curve of Figure
A.23. As in the BPSK receiver case, this shows that the smallest
possible filter bandwidth should be utilized. For wqT = m,
similar results are shown in Fiqures A.21 and A.22. With

BT = 27, 5.6 dB of additional E/N0 is required to achieve the
performance level of the unfiltered, unjammed receiver, and

for BT = 6.91, 6.6 dB of additional E/N0 is required. Figure
A.24 shows the sensitivity of.the probability of error for

this case. An important fact to remember is that when using
Figures A;23 and A.24, the ideal filter does not alter the
jammer until BT is at least ZdeT.

2. The FSK Coherent Receiver With A Second Order
Front-End Filter

Figures A.25 to A.32 result when Equations 4.53 and
4.54 are substituted into Equation 4.48 and are plotted versus
BT, J/S and E/NO. Figures A.25 and A.28 are the probability
of error curves for the unfiltered FSK coherent receiver
operating with wqT = n/2 and 7w, respectively, and with an
unfiltered jammer. As described in the analysis of Figures

A.17 and A.20, Figures A.25 and A.28 are exact duplicates
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because p in each case is zero. 1In general, the curves plotted
using the second order filter model match within 1 4B to those
calculated using the ideal filter model. Specifically, Figures
A.26 and A.27 (wdT = n/2, BT = m and 3.46 respectively)
compare within 1 dB to the resulés of Figures A.1l8 and A.l9
which are calculated using the ideal filter model. Similarly,
for wdT = 7w, Figures A.29 and A.30 compare within 1 dB to the
results presented in Figures A.21 and A.22 respectively. The
sensitivity analysis from Figures A.31 and A.32 (wdT = 7/2

and w) still shows the rapid increase in probability of error
with increasing BT. However, compared to similar curves calcu-
lated using the ideal filter, Figures A.31 and A.32 have
smaller (positive) slope. 1In all, assuming the truncated
jammer, Figures A.25 to A.32 still show that as the front-end
filter bandwidth increases, the probability of error increases
also. Therefore, as with the ideal filter case, the second
order front-end filter only further degrades the performance of
the coherent FSX receiver operating against the truncated
optimum jammer.

Assuming the non-truncated version of the optimum
jammer, it is easily seen that a second order front-end filter
such as the one given by Equation 3.37 would not be completely
effective against that jammer. By expanding Equation 4.3,
it is seen that the jammer spectrum would consist of delta
and w,. The filter described in

1 0
Section III.B has a null only at w = twg - Therefore the

functions centered at w
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analysis cannot be performed by simply letting J/S = 0 in
this case. From the analysis completed for the ideal filter
case, it is seen that a higher order filter, or a filter with

nulls at Wy and w should be used to defeat the non-truncated

ol
optimum jammer.
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VI. CONCLUSIONS

A. GENERAL CONCLUSIONS

In this thesis the effectiveness of front-end filtering
techniques has: been investigated as an electronic counter-
countermeasure (ECCM) in order for the coherent digital
receiver to be able to operate effectively against the optimum
jammer derived in Ref. 2. The specific coherent digital re-
ceivers analyzed were the coherent BPSK receiver and the
coherent BFSK receiver. The filters placed in the front-end
of the receivers, as shown in Figure A.2, were an ideal filter
and a second order filter of the form given by Equation 3.37.

Because the analysis of Ref. 2 defines the optimum jammer
in the time interval (0,T), the analysis was performed using
this interval in the calculation of the Fourier transforms
of the jammer models. As a result, Sections V.B.2 and V.B.3
as well as Sections V.C,2 and V.C.3 show that none of the
front-end filters resulted in any decrease in the probability
of error in comparison to receivers operatinc without front-
end filters for the class of receivers analyzed. This occurs
because the resultant jammer consists of a signal that is of
the same form as sd(t), the correlation signal. As a result,
the filter affects equal portions <f both the signal spectrum
as well as the jammer spectrum. Therefore under this analysis,

the front-end filters further added to the probability of error
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caused by the jammer and the additive noise for both the BPSK
and BFSK coherent receivers.

Taking into account the physical aspect of this problem,
an ambiguity is seen. Both sd(t) and nj(t) are defined over
the interval (0,T). However over the next interval (T,2T)
these signals remain unchanged. This repeats itself for the
next interval of length T, and so on. In other words, both
sd(t) and nj(t) are cw signals. Assuming such a form for
the optimum jammer, the analysis was carried out by substi-
tuting 0 for the value of J/S, for all but the FSK receiver
with the second order front-end filter. Setting J/S = 0 pro-
vides the same result as setting the term (n;,sd) equal to
zero. In the case of the FSK coherent receiver, the second
order filter does not have nulls at the frequencies of the
optimum jammer. This analysis cannot be performed simply by
setting J/S = 0.

When the PSK coherent receiver was analyzed with both
filter models using the cw form of the optimum jammer, the
filter was observed to introduce improvements to the proba-
bility of error performance provided that the receiver was
jammed with a value of J/S of at least 0.5. This is quite
apparent for J/S equal to 1.0, as the unfiltered PSK coherent
receiver becomes essentially inoperative (P = 0.5). When
the filter is introduced in this case, the jammer term
(ni,sd) is set to zero. Therefore the conditional mean of

G', the output of the receiver, is a function«af(si,sd) only.
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when this happens, any increase in the probability of error
compared to that of the unfiltered, unjammed receiver is
caused only by the filter distorting the signal. The use of
the filter is not without cost. As shown in Figures A.9 and
A.16, additional signal to noise ratio is required to achieve
the same probability of error as that of unfiltered unjammed
receiver.

The analysis of the FSK coherent receiver with the ideal
front-end filter, under the assumption of the cw jammer shows

similar results. However, because a single filter, centered

at the midpoint frequency between the FSK signals is used,

more signal to noise ratio is required to achieve the same
probability of error performance as that of unfiltered, un-
jammed receiver. This results because the filter bandwidth
must be at least equal to the frequency separation of the FSK
signals. Due to this observation, the smallest practical fre-
quency separation should be used. Analysis of the second order
front-end filter shows that this type of filter centered midway
between the FSK signals was not as useful as a filter with

nulls at the jammer frequencies.

B. SPECIFIC CONCLUSIONS
Some specific conclusions follow from the analysis per-
formed in this thesis. These are as follows:
1) For the PSK coherent receiver with a front-end filter,

the probability of error performance calculated using
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2)

3)

4)

the ideal front-end filter matches the performance
calculated using the second order filter within 1 dB

for values of BT of less than 7. Therefore, the analysis
can be performed using the ideal filter for small values
of BT. So, though this will require computer integra-
tion methods, time will be saved by not analyzing complex
filter models.

Under the assumption of a time truncated jammer, the
probability of error for the FSK coherent receiver
calculated using the ideal filter compares with the
results calculated using the second order filter with

BT = deT. Therefore, the ideal filter can be used for
these calculations.

The second order front-end filter centered between

the FSK signals does not effectively remove the jammer
(assuming the non-truncated jammer) and therefore is

not as useful as a filter with nulls at the jammer
frequencies.

It appears that part of the performance degradation
introduced by filtering is due to the fact that the
filter distorts the signal components sl(t) and so(t),
so that the correlator receiver (or equivalently the
matched filter receiver) is not matched to the incoming
signals. This degradation could be overcome by using a
matched filter receiver that is matched to si(t) and
sé(t). while this has not been investigated in this
thesis, it appears that such investigations would be of

great interest and worthwhile.
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Figure A.25. Coherent FSK Receiver with a Second
Order Front-End Filter, WdT = 1.57, BT = 0.00
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Figure A.26. Coherent FSK Receiver with Second Order
Front-End Filter, WdT = 1.57, BT = 3.14
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Figure A.27. Coherent FSK Receiver with a Second
Order Front-End Filter, WAT = 1.57, BT = 3.46
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Figure A.28. Coherent FSK Receiver with a Second Order
Front~-End Filter, WAT = 3.14, BT = 0.00
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Figure A.29. Coherent FSK Receiver with a Second Order
Front-End Filter, WAT = 3.14, BT = 6.28
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Figure A.30. Coherent FSK Receiver with a Second Order
Front-End Filter, WAT = 3.14, BT = 6.91

128

SR,




TaTe mRW - o e

L. Te% L% 0

N

‘.5""'4"_“-,"'_', -"_.‘..":_._',-"

e

{7 . . e e S, ——— i op——— — — —— — S o——. — = S——— ——

10°

t ¥

10° 10% 10

-5

. JOF ERROR

FROB

10

J/s5=0, .1, .5, 1, 10
E/N= 100.00

—

[J» ¥
) 8 { 8
I 4K
» 15

B 4X

LEGEND
o~ J/5~ 0.0
o~ Js5-0.1
a - 3/5-0.5
¢~ J/5-1.0
x ~ J/5-10.0

. e, — S i S —— e e e S e i S S

Figure A.31.

..........
.....

Coherent FSK Receiver with a Second Order
Front-End Filter, WdT = 1.57, E/N = 100

129

T e T e . S —i e e i i o i el . . ctts. P, s e e ——— Y . . —— . S ——— - —— —— 0~ S




L

T T T T Y T YT T e

— ——— . — — - —————— . W S — ——— —— —

o S ——

e ——
J/s=0, .1, .5, 1, 10 |
E/N= 100.00
[~]
)
=3
:’ e o ‘l' "" . e A Ak‘
DO :
o
c
by
o
& —3
e |
Lo {
W |
o
»
o Cj
o 3
N
E 3 !
o |
D LEGEND
o 6 - J/S- 0.0
- 0~ J/5-0.1
4~ J)/5-0.5
© ¢ 1/51.0
'© x - J/5-10.0

Figure A.32.

Coherent FSK Receiver
Front-End Filter, W4T

130

- — - —— ——

with a Second Order
= 3,14, E/N = 100

TETwTTTTTTYY O T




A TN, I e 3
.- Rt Padini N T - LA et St St et Bt T Sed St gy Tt B 4 ol |
PRI . S TATETE TR T

LIST OF REFERENCES

1. Srinath, M. D., Rajasekaran, P. K. An Introduction to
Statistical Signal Processing with Applications, John
Wiley and Sons, 1979.

2. Bukofzer, D. Final Report for Research Contract No.
5156-5160, "Performance of Optimum and Suboptimum
Incoherent Digital Communications Receivers in the
Presence of Noise and Jamming," February 1984.

3. Farwell, F.T., An Analysis of Digital Coherent Receivers
in a Jamming Environment, Master's Thesis, Naval
Postgraduate School, Monterey, California, 1984.

4. Torrieri, D.J. Principles of Military Communications
Systems, Artech House Inc., 1981.

5. Gagliardi, R.M. Introduction to Communications Engineering,
John Wiley and Sons, 1976,

131

..........
..............

.....
PR N




.........

A

INITIAL DISTRIBUTION LIST

Defense Technical Information Center
Cameron Station
Alexandria, Virginia 22304-6145

Library, Code 0142
Naval Postgraduate School
Monterey, California 93943-5100

Department Chairman, Code 62

Department of Electrical and Computer
Engineering

Naval Postgraduate School

Monterey, California 93943-5100

Prof. D. Bukofzer, Code 62Bh
Naval Postgraduate School
Monterey, California 93943-5100

Prof. S. Jaurequi, Code 62Ja
Naval Postgraduate School
Monterey, California 93943-5100

Naval Air Test Center

Systems Engineering Test Directorate

Electronic Warfare and Reconnaissance
Branch

Patuxent River, Maryland 20670

(Attn: D. Macone Sy-92B)

VAQ-129

Naval Air Station

Whidbey Island

Oak Harbor, Washington 98278
(Attn: LCDR J. Powell)

CPT Ang Bing Ning

C/o Naval Plans Department
Hg RSN, MINDEF

Tanglin, Singapore 1024
Republic of Singapore

132

Sl S Ayl A S SN auie stk St il -aial -
e e ST e e T .

..............................

p———

No. Copies

...........

...........

ry

N i Shan e nteg Sinse S S 4

....................
P WS P Wy Dy Vi TP P e




RO i dir g el i e Jni arige aae

T T T -
AR LRSS SN Dl Sl ik, Sl el

PGS
)
A AT




