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INTRODUCTION

There are’many drawbacks of usinj two=~dizensional images for a thrae~
dimensional description of the scences, the notable ones being: the absence of
depch information, and strong vulunerability to disturbing {nfluences of
ambient lighting which may cause sericus errors in the final interpretation of
the images (refs 1,2). To afford a three-dimensional interpretation of a
scene from its ﬁlane image, the i1dea of using wultiple images from different
vantage points has been utilized. The stereo T.V. technique (ref 3), thus
tries to obtain depth measurements of the scena directly by computation from
a knowledge of the carera viewing gecmetries. To enable this, a correspon-
dencé must be first established between the images of a point obtained Ly
different sensors. Much computational couplexity is assoclated with this
correspondence prcblem and even then the solution is not guaranteed. 1In
recent years, some attempts have been made to base scene analysis on depth
infocrmation measured directly from the three-dimensional scene. Thus, this
principle has been utilized by Duda and coworkers (refs 1,2), to extract
important features like planar surfaces, edzes of soiid bodies, etc., from the
range information measured with a laser range finder. Howaver, the particular

featurv extraction procedures used in that work, although being simple, have

1p, Nitzan, A. E. Brain, and R. O. Duda, "The Measurement and Use of
Reglstered Reflectance and Range Data in Scene Analysis,” Proc. IEEE, Vol.
65, No. 2, 1975,
2g. 0. Duda, D. Nitzan, and P. Barrett, "Use of Range and Reflectance to Find
Planar Surface Regions,” IEEE Trans. Pattern Analysis & Machine Intelligence,
Vol. PAMI-1, No. 3, July 1979.
Y. Yakimovsky and R. Cunningham, "A System for Extracting Three-Dimensional
Measurements From a Stereo Pair of T.V. Camaras,” Computer Graphics and Inage
Processing, 7, 1378.
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ge2 140 :ations. iainly, the assuvaptions of having surfaces largely
hori..atal or vertical, orthogonal faceted bodles, and very lictle curved
surfaces ray not ba very practical in the usual sﬁenes. Moreover, the
thregholding technique used for deatecting edges of dbjects might fail to
oktain satisfactoery rasults vwhen the actual changes are less than tha
threshold value. The system described in this report, im principle, uses a
time of flight range finder to obtain range measurements of the workscene by
scanning in the elevation and azimuthal directions. The feature extraction
and scene description procedures have been studied from a point of view of
thelr utilization for navigation of moblle robots.

Previous work on scane analysis has created a common body of knowledge
which will be used in this report. Huffman (ref 4) created a system of labels
to reprasent different types of three-dimensional edges in two-dimensional

line drawings. In this coding system, "+" next to an edge indicates a convex

edge, "=" {ndicates a concave edge, and an arrow "+" indicates an outside Jomp

boundary. Shapiro (ref 5) defined a virtual verkex as a .vertex formed by an
occulsion rather than by the intarsection of edges. In Figure 1, vertices A,
B, C, D, E, and F are formed by the occlusion. These vertices are therefore
classified as virtual vertices. A virtual vertex denotes an edge which is
incompletely described (the actual coordinates of an endpoint are unknown).

In all of the figures in this report, a real vertex will he denoted by e,

4p. A. Huffman, "Iopossible Objects as Nonsense Sentences,” Machine
Intelligance, Edinburgh University Press, Vol. 6, 1971, pp. 295-323,
3R. Shapira and H. Freeman, "A Cyclic-Property of Bodies With Three—Face
Vertices,” IEEZ Trans. Comp., C-26, 1977, pp. 907-915.




while a virtual vertex will be denoted by o. In & paper on two-dimensfonal

scere analysis (vef 6), Guzman used heuristic rules to decompcse a lirne
drawing into objects. These heuristic rules were based on the types of

vertices which occur in a line drawing.

THE BANGE FINDING SYSTEM OF SCENE ANALYSIS

A number of important advantages were noted for the scene analysis system
uaing.range data over those using intensity information of a plane image. The
depth information is directly measured from the scene and is not extracted
indirectly from ihe television or camera pictures, therefore, it ic more
accurate. The procedure to calculate range from multiple T.V. pictures
requires matching of corresponding regions in different pictures and involves
lengthy and complex calculations. The exact location and orieatation of the
various objects iu the scene analyzed is calculated with respect to the robot
vehicle's frame of reference, which can then plan its sequénce of operations.
No lighting or illumination 1s required as the laser range finder provides its
own beam to illumf{nate the scene. Disturbing and interfering effects of
ambient lighting such as shadows, reflections, shading, highlights, etc., that
seriously impair the rellability of scene analysis procedures based on
intensity, have no effect on the rarge based scene anhlysis. The complete
scheme of the range-finding system of scene analysis may be regarded as
conqlsting of two major sections, the data acquisition and feature extraction

section and the object recognition/position and orientation determination

6a. Guzman, “"Decomposition of a Visual Scene into Three-Dimensional Bodies,”
AFIPS Proc. Fall Joint fomputer Conference, Vol. 33, 1968, pp. 291-304.




A. The
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3.
4.
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3.

4.
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6.

gsection. The scene analysis system is itemized as follows.

data acquisition and featﬁre extraction section.

Scanning scheme.

Rapid estimation suheme.

Gradient estimation scheme.

Segmentation of range data on the basis of surface slopes.
Plane/surface fitting and smoothing algorithms.

Calculation of continﬁous inner edges as the intersection of
surfaces.

Verificatioa of calculated edges with those obtained from

rapid estimation scheme.

otject recognition/position and orieantation cection.

Grouping of edges and surfaces belonging to individusl objects.
Estimation of the laser range finder's vantage poin* for an
object.

Generation of modeled obje:xts view frﬁm the estimated vantage
point. |
Matching of the generated view with the meaéured one for edges
and vertices. |

More accurate matching by slight variations of calculated
vantage point. 7
Recognition of object and determination of its position and

orientation.

po——




.DATA ACQUISITION AND FEATURE EXTRACTION »

The laser range finder of the robotic system is mounted on a mast which
separates {t s:;ficiently from the main body of the mobile robot, =o that 1its
field of view i, nct obstructed. There are thre2 separaté cecordinate systems
{avolved in the wlole process: the coordinate system of the laser range
finder in which the range measurements are performed, the coordinate system of
the robot vehicle in which the various control ﬁaaks are‘defined and executed,
and finally, the coordinate system of the terrain fur thé purpose of
navigation. '

The Scanningz Scheme

A spherical coordinate system is defined for the laser range finder in
which the range finder itself is assumed to be at the origin of coordinates
and its beam can define a cone of revolution, by rététing about tﬁe mdgt axis.
The aéene of interest is scanned using small increments of polar angle and
azimuthal anple. The range data, r, 18 arranged in a matrix form with rows
showing variation of angle 0 and columns showing variation of angle 8.

Rapid Estimation Scheme for Edge DNetection

The rapid estimaticn scheme (R.E.S5.) (ref 7), ﬁetected the presence of
'3-D curved edges in the wofkscene by processing the range data successively
along each column and row of the range matrix. An edge was detected by a
sudden change in the range and/or range slope using déteétian scheme with a

dgcision tree. The result of R.Z.S. is a collection of 3~D range measurement

7c. s. Kim, R. C. Marynowski, and C. N. Shen, "Obstacle Detection Using
Stabilizated Rapid Estination Scheme with Modified Decision Tree,” Proc. of
JACC, October 1978.




points that belong to some curved a~dge of an object. These data points are
widely spaced, depending on the datas density that was imposed on the scanning
scheme through tie use of particular values of AB and AS6.

Slope Estimation Scheme

Range slopes are defined as'the incremental changes ian rzage for
cor:esprndingl1ncrementa1 ctanges in the pointing angles, f.e., ravic inpath
slope = (9r/28) and range crosspa-i slope = 3r/36. Tha rwo-dimensicual
smoothing algoritim (ref 8) provides smoothed estimafes of range and range
vslopes which are used for calculation eof actual terrain surface slopes.

Segmentatinn of Range Data into Plane Surfaces

Ideally, a plane surface(of an ooject has constant slope along any two
' I

fixed ortiogonal directions throughout its exteat. Using this idea, the

observed data points of plade:surfaces are grouped jato various subsets, one
|

for each surface, on the basis of their “surface slopes.” These “surface

slopes™ are defined as the slépes shown by the surface of the object at the

data points. The segmentacioﬁ of range data on the basis of surface slopes

I
- provid- - groups of connected data points that belong to one particular face of

sdme observed object.

i

A Clustering Procedure for Exéraction of Plane Surfaces

The problem of grouping range data points of different planar surfaces on

the basis of their surface slopes becomes an application of clustering

8¢. s. Kta and C. N. Shen, "A Two-Dimensional Recursive Smoothing Algorithm
Using Polynomial Splines,” IEEE Int. Symposium on Info. Theory, 1980.




analysfs (ref 9,10), in which:

1. The distinguishing feature vector {8 X = [fl,ler, where f] and fp
crn the two orthogonal slopes with respect to ora of zhe three coordinate
planes of the laser range finder.

2. The number of clusters 'c', in other words, the number of plane
surfaces observed in the scene, is not kndwn initially.

5. An initial configuration or rough classification of feature vecturs
into clusters cannot be obtained by any simple procedure.

4. Feafure vectors corresponding to parallel plane surfaces have to be
discriminated.

élnce an initial partitioning of data could not be found from the given
problen svecifications, agglomerativa hilerarchical clustering (ref 9) was used
to obtain a reasorable initial partitioning. Moreover, the whole data set is
aot treéted at one time, but alrecursive approach 1s adopted to cover the
complete measurement space. Recursive approach was necessary for reducing
computation, and differentiatiug between feature vectors of parallel planes.

To make the classification optimal, the famfliar sum of squared errors
criterion function (refs 9,10) is minimized. A leaét squares plane is then
fictted te each of the clusters to describe the particularvface of some object.

The edges of the olLjects can then be calculated as the intersection of the

\plane faces.

|
i

39R. 0. Duda and P. E. Har:c, Pattern Classilfication and Scene Analysis, Joho
| Wiley and Sons, New York, 1973,
o J. Fukunaga, Statistical Methods of Pattern Recognition, Academic Press,

1972.
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OBJECT RECONSTRIJCTION AND RECOGNITION
Varifous edges and plane suriaces extracted above are then assembied into
meaningful bodies using heuristic rules based on physical constraints of

bodies. The strategy adopted for object identification i3 essentlally a model

based recognition process. Three-dimensional models of all the objects likely

to be present in the workscene are first stored in the computer wmemory which
congist of a specific;tion of the lengths and spatial position of all the
edges, the coordinates of all the vertices, and the angles between their
component edges. A coordinate-system is then fixed in the model and *2
define& with respect to its vertices and edges observable ffom outside. ‘he
computer memory contains many stored models and an initial guess for the
identity of the observed object is based on the lengths of the observed edges
aud the angles between them, at a particular vertex or face. A similar
vertex or face 1s then searched in the model library and a list of candidate
nodels 1s drawn. The viewing geometry of the laser range finder is then given
by the position and orientation of its axes with respect to the coordinate
system fixed in the object.

Assemb’., Method

A useful clue {in ths grouping of surfaces into objécts 13 the coﬁvexity
of edges. Surfaces which intersect at a convex edge are generally part of the
sume object. This fact alone successfully groups many different objects.

An occlusion will sp.it one object into two half-objects. If possible,
these half-objectr should be grouped together. The half-edges formed by the
occlusion will end in virtual vertices. If two half-edges were part of the

same edge, then they would be colinear. Also, the half-faces on both sides of
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the occlusion would be coplanar if they were part of the same face.

Using this information, 3 set of heuristic rules is developed.

Heuristic Rules

Planes will be collected irnto the same object if they satisfy these

rules:

l. Intergect at a convex edge.

2.  Contain coline@r half-eagea which have adjaceat coplanar faces.

3. Intersecf at a concave edge where one qf the vertices of the edge is
on the outside adge, and the concave edge is not colinear with the outside‘
eadge. | /

These heuristics are pictorially described in Figure 2, where L
indicates that the two facea ccnnected are grouped into the same object.
Pigure 2a shows faces which are grouped because of the coavex edge between
then. Figure 2b shows faces which are grouped because they contain colinear
Figure 2c shows an example of grouping

edges with adjacent coplanar faces.

'according to Rule 3.
Rule 3 {3 included in the set of rules because a laser range finder,

which measures only depth, will not see an edges between objects which are
aligned. In Pigure 3, Part C will be grouped into the main body when viewed
from the right because it contaius part of face 1, and face 1 has conQex eages
which link it to the rest of the main body. Face 1 contains vertices A, B, C,
D, E, and F. If this object is viewed from the left, we want the same group-
ing to occur so that the description of the scene will be consistent. When
viewed from the left, Part C can be grouped into the main body by Rﬁle 3.

Part A exhibits the same characteristic. Part B is not grouped with the main
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body since the concave edge 18 colinear with the outside edge of the main

body.

Using the real world as an example, objects on a table are coansidered

separate objects unless they are aligned with an edge of the table. .

Convexity

One of the most important features of the object reconstruction scheme is

determihing whether or not an edge is coanvex or concave. We define convexity

as follows:

If thé'angle between two intersection planes which goes
through the object and is perpendicular to the edge of
intersection 18 less than 180 degrees, then the edge of

intersection is convex.

To deteramine if an edge is convex or concave, we define the unit normal

vectnr L] and Ly for the edge in both planes intersecting @t the edge, Figure
4. These unit normal vectors lie in the planes forming the edge, are perpen=
dicular to tke edge, and point to the inside of the plane. Then we form the

unit vector pointing from the range finder eye to the midpoint of the edge in

~

questlon and call this vector R. If the dot product of R and the sum of Lj

~

and Lz 5

~ ~ N
i

R o (L) +L2) 1) ‘

is greater than zero, a convex edge is Indicated. | If this dot product is less

than zero, a concave edge is indicated. Examples éf how convexity 1is
determined are shown in Figures 5 through 7, whereikl is <he projection of R
into the plane formed by L; and Eé. \

Thie method of determining convexity is necessayy because a simpler

10




wethod using the change of sign of the gradient caanot differentjate between
 the coavexity of Figure 6 and the concavity of Figure 7. Cnly interior ecdges

are checked for concavity. Outside edges are classlfied as jump boundaries

and are noted as being counvex.

Colinearity and Coplanarity

All half~edges are searched to see 1f any pairs are colinear. For two
half-edges to be colineer, three of the possibie 8ix unit vectors formed by
palrs of the four vertices mmst be aqual (Figureé 3).. Wz choose tn use the
pairs (A,B), (A,C), and (A,D), aud say 1if:

AB AC AD

» - (2)
Ilasil  1lacll |iapl|

then the half-edges are colinear. If the closect patr of vertices consists of
virtual vertices, such ea B acd U, then the edges are zandidates for being
‘merged together into a longer edge. However, the merging is not performed
until adjacent coplanar faces zre found.

Due to noise in the range data, the edges obtained by the inte?section of
planes will pnot be exact. Also, we would 1lii. to avoid the necessity of
ordering the vertices before checking for colinearity. For this reason, the

actual test for colinearicy will be:

ABeAC AB®AD
2 - ABS

J - ABS ¢ X 3
M8 1T TT Tiacit ~ *®S TTasti Viaol! )

where K 13 a small numter dependent on the amount of noisa.
Half-faces which are ccplanar will have equal unit normmal vectors
associated with the colinear half-edges. However, to take into account the

noise in the input data, the actual test for coplanarity of faces will be:

11




Hiy - Lall <Ky (4)
where ¥y {s annther constant based on measurement noise. .

If Rule 2 18 satisfied, then the half-edges are merged and the adjaceat
copianar half-faces are merged. 1In Figure 8, L1 - Ln, 1nd1cating that the
half-faces are coplanar. Also, AB 1is colinear to CD, and both B and C are
virtual vertices, sacisfying Rule 2. Hence, F2 will be merged with F1 and AB
will be combined with CD to form AD.
Results .

Computer simulation was performed on an IBM 3033 computer in a program
written in LISP. A sample workscene is ‘pictured in Figure 9, where
signifies the posftion of the laser range finder eye, which 1s the origin of
the cartesian coordinate system in which the input data £; recorded.

The iaput 18 in the form of lists of featﬁtes. A face 1s defined as the
1ist of edges which bound it, an edge 1is defined as a pair of vertices and
contaius the information on the unit vectors, and a vertex is defined by this
list of its coordinates. For example, face Fl is defineé as (EF DF CD CE) in
the sample workscene. Also, edge DF 1is defined as ((F1 0 -1 0)(72 0 0 1))
where (O -1 0) 1s the direction of the unit normal vector assoclated with Fl1
at edge DF. Vertex A is defined as (-h ~20 12), 1its coordinates telétive to
the range finder eye location. Which vertices are virtual is de’.ermined uging
the fact that virtual vertices are the endpoints of only one edge, while other
vertices are formed by the intersection of more than one edge,

The output contains the description of the scene upon completion of the

object reconstruction scheme.

12




Tha output was:

VIRTUAL VERTICES: (ISsSTMRQ)

WTIIDGES: (17 O A2)
COUCAVE: (co D)
COIVEX: (D? KV £0)
C3JICTL: (F1 T2 F3 F4)
0BJEZCT2: (F5 Td)

The scheme actually vorked as follows:

o Virtual vertices were found.

©® Colinear half-edzes were fixed creating NEWEDGES HN BO AP and merging

faces ¥7 and F3 into face F3 and F4, respectively.

0 Fl and F2 were linked across convex edge FD.

© F3 and F4 wvere linked across coavex edge BO.

9 F5 and F6 were linked across convex edge KV.

2 Fl and F2 were both linked with F3 based on Rule 3 at edges CD and DH.

No other links were possible so that the group of faces were then
considered objects. Note that F7 and F8 do not appear in any object list

3ince they have been merged away.

COMNCLUSIONS

A system for analyzing scenes in navigation application of robot wehicles
has been described. The sensor asgsumed for performing measurements on the
worliscene is a time of flight rénge finder. Procedures have been studied for
extracting important features of the scene like edges and surfaces of the

objects, for describing individual objects by their edges, vertices, and

13




bounding surfaces, and finally, for recognizing the previously kaown objects
as observed in the scene by ccmparing the observed features with those of a
model stored in the system memory. It is expected that the finally developed
system will be able to recognize known objects in their true relative
locations with regpect to each other and with respect to the robot. The
performance of the system will not be affected by variability in pqsition and
orientation of objects, and in the illuﬁination conditions of the workscenes.

Heuristic schemes haﬁe been proposed in the past for reconstruction of
two-dimensional objects. These sets 6f rules have generally depended on an
exhaustive list of the types of vertices that #ppear in the two~dimensional
projection of the workscene. The type of heuristic rules used for two-
dimersional object reconstruction are both overly lengthy and not adaptable to
three-dimensional objact reconstructioq.

This report proposes a three-dimensional object reconstruction scheme
which uses heuristic rules based solely on three-dimensional geometric
considerations. We found that given three-dimensional input describing a
workscene, the objects contained in the scene caa be reconstructed using these
heuristic rules. In cases where enough information is available, parts of the
scene which are masked by occlusions can also be rebuiit.' The reconstruction
i3 censistent and allows for error due to measurement noise.

The final description of the scene could be utilized in a complete toboﬁ
sight system, allowing the robot to scan the scene, navigate to some desired
position, and perform some task. A robot having such ability would be useful
in places where it is undesirable, for environmental reasons, for a human to

go and where remote control would be too slow.

14




In the future, the sight system will be expanded by linking it to an
object idencification scheme. Objacts found in the workacene will be comﬁared
with previouoly stored models in the library. This library will coatain .
information on all oblects that csuld de found in the workscene. dbject
1dent1f1ca£ion is snother step toward providing sight for a robot. ané the

objecta are identified, contrrl taska can be planned t£nd executed.
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Figure 3.

Colinear Edges with Coplanar Adjacent Faces.
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