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1.  INTRODUCTION 

One of the major tasks facing the Joint Typhoon Warning 

Center (JTWC) is to produce consistent and accurate forecasts 

of tropical cyclone movement and intensity^.  The area of 

responsibility of JTWC extends from 180° longitude westward 

to the east coast of Africa; however, the emphasis for accurate 

forecasts is placed in the western North Pacific region.  This 

area experiences, on average, three times as many tropical 

cyclones as the North Indian Ocean region and includes concen- 

trated areas of DoD assets (U.S. Naval Oceanography Command 

Center/JTWC, 1983). 

Because of the great importance of the forecasts, new 

techniques and forecasting aids are continually being tested. 

However, in contrast to improvements made in recent years in 

predicting the movement of tropical cyclones, the skill in 

forecasting their intensity has improved wery   little (U.S. Dept. 

of Commerce/NOAA, 1982).  A reason for the lack of improvement is 

that the intensity forecasts prepared at JTWC are primarily based 

on:  1) a c1imatological pressure/intensity relationship imple- 

mented by extrapolating the cyclone's pressure tendency from a 

recent observation, and 2) satellite interpretation using the 

Dvorak (1975) model.  The purpose of this study is to develop an 

objective forecast aid to assist JTWC in producing better quality 

intensity forecasts. 

Dropco (1981) has shown for the Gulf of Mexico that the 

large-scale wind fields contain sufficient information to be able 

to differentiate between environments favorable for tropical 

cyclone intensification and decay.  The most useful information 

was found to be contained in the zonal wind fields over the 

region approximately 6° - 11° latitude radius from the cyclone 

center.  Gray (1979) has shown that this region surrounding the 

cyclone is important for synoptic scale interaction and feedback 

influences on cyclone intensity over time scales of approximately 

12-48 h. 

Defined as the maximum sustained surface wind speed 

. : ■ V 1 1     .-f* ) ■■ ■■*/»; '. ■'.. *i ; ■ ■   V'  ■ -'g '   ■'."■■                 ■     , ■ ■   ■,  ^' 7'-'' -v; ■\^' '\' " 
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Harr (1982) tested the predictive ability of the dynamic 

portion of Dropco's algorithm using JTWC hand analyzed charts for 

the western North Pacific Ocean region.  Using Student's t-test, 

Harr showed that these data also exhibit significant differences 

between intensifying and filling cyclones and developed an 

improved version of Dropco's algorithm with the additional data. 

Based on the findings of Dropco and Harr, we decided to 

develop a similar algorithm to forecast Western Pacific tropical 

cyclone intensification from operationally available data.  To 

develop the forecast algorithm, variables suggested by Dropco 

and Harr were extracted from Fleet Numerical Oceanography Center 

(FNOC) archived data fields.  The variables were screened by 

a stepwise discriminant analysis program to determine which 

variables significantly discriminated between three intensifi- 

cation categories.  The selected variables were then used to 

develop an algorithm to forecast cyclone intensification. 

Besides an independent test, the stability of the algorithm 

was investigated and it was compared to the official JTWC 

forecasts and to forecasts of persistence of intensification. 

2.   DATA 

The intensification forecast algorithm was developed and 

tested on Western Pacific tropical cyclone data from the years 

1974-82.  Archived FNOC Global Band analyses of the 700, 400, 

and 250 mb zonal wind fields were available and provided some of 

the data from which the potential predictors were determined; 

some simple climatological parameters and persistence of 

intensification were also included as potential predictors. 

The Global Band analyses are performed twice daily on a 2.5° 

longitude and latitude mercator grid that is global in longitude 

and banded between 60°N and 40°S.  Wind analyses are performed at 

the surface, 700, 400, 200, and 250 mb and are vertically coupled 

by using temperature analyses at intermediate levels.  For this 

study, only the archived 700, 400, and 250 mb wind analyses were 

available.  The input for the upper-air analyses include the 12 h 



old analysis as a first guess, the current mid-latitude wind 

analyses, observations from satellites, rawinsondes, aircraft and 

pibals, and the current Global Band surface pressure and surface 

wind analyses.  The surface analyses include wind and pressure 

climatologies due to sparse data coverage.  In addition, when 

there is a tropical cyclone present, there are eight surface 

wind vectors bogused symmetrically at an 80 km radius around 

the cyclone center (U.S. Naval Weather Service, 1975).  For 

this study, no attempt was made to evaluate the impact of the 

bogusing on the derived algorithm. 

The dynamical potential predictors were derived from a semi- 

circular grid centered on the cyclone at its current position. 

As seen in Figure 1, each grid consists of 114 data points 

extending from 6° to 11° latitude from the cyclone center. The 

fields were interpolated from the archived FNOC analyses to the 

grid using a double Bessel interpolation.  Approximately 70 

Global Band grid points are included in the influence radius 

associated with each grid.  The potential predictors were 

computed as the mean values of the parameters over the grid and 

were derived with the grid in two orientations; they were inter- 

polated to the grid when it was oriented to the north, along the 

longitude of the cyclone center, and when the grid was oriented 

along the direction of motion of the cyclone (see Figure 1). 

The direction of the cyclone's motion was calculated using the 

current and previous 5 h position.  All of the positions were 

extracted from the JTWC post-analyzed best track data file at 

the Naval Environmental Prediction Research Facility (NEPRF). 

Figure 1 also shows the relationship of the semicircular grid 

to the Colorado State University (CSU) compositing grid.  The 

compositing grid is a cylindrical grid, centered about the 

cyclone's position, and is divided horizontally into octants 

and eight radial belts of two degrees latitude spacing 

(Dropco, 1981). 



NORTH 
or 

DOM 

/ 

X 
•          \                                                                /        • 

XOCTANT/    \ \o/ ©\ /©/ 

\ • 

• \ 

®^^C0^ • 

Figure   1.      Diagram s^howing  the  relationship   between   the   cyclone 

id: 
centered   grid   used   in   this   study   (114     otslndhCSu"^ 

norTh'^V"?n';^'-n'^^r-  ^^°^^   '^^   orientaiion'of'the'   ri 
lZVl\   ? ^^!   Direction   Of   the   cyclone's   Motion   (DOM) 
Radial   increments   are   in   degrees   of   latitude?    . 



The predictive ability of the parameter variances over 

the grid was not investigated.  Although the variances possess 

considerable information, the purpose of this study was to extend 

the CSU algorithm development to the Western Pacific.  The CSU 

compositing philosophy has been to use mean parameter values, 

although they are not sufficient to completely describe the 

fields.  Future efforts should include investigating the contri- 

bution of the parameter variances to the prediction scheme. 

The data set used to derive and test the forecast algorithm 

consists of 6451 best track reports from which 2371 complete 

cases were available. A complete case was defined as a 0000 or 

1200 GMT observation which included all three wind analyses and 

which had the current, -24 h, and +24 h best track intensities. 

The mean and standard deviation zonal wind fields for the 2371 

cases are shown in the Appendix.  The 700, 400, and 250 mb zonal 

wind data are shown over both the north oriented grid and the 

grid oriented along the cyclone's direction of motion.  Also 

shown are the difference fields representing the wind shear 

between levels.  Of the 2371 complete cases, a 877 case develop- 

mental data set was extracted by using the criterion of a 36 h 

separation between two consecutive cases from the same cyclone. 

The remaining 1494 complete cases were reserved for testing. 

As shown in Table 1, the 20 potential predictors were 

grouped according to their physical representation to facilitate 

their inclusion or exclusion in each experiment of the algorithm 

development.  The experiments are described in the following 

sections. 



Table   1.     Potential   predictors   used   in   this   study. 

REPRESENTATION 

AVERAGE ZONAL WIND 

VERTICAL WIND SHEAR 

SYMBOL 

700'"400'"250 

700'"400'"250 

ATT. 400-700 
AU 

250-400 

ATT, 
250-700 

Atf, 
400-700 

Aff. 
250-400 

A-lf 
250-700 

DESCRIPTICN 

700, 400, 250 nti zonal wind averaged 

over the north oriented grid (ins~ ). 

700, 400, 250 mb zonal wind averaged 

over the DCM oriented grid (ms~ )• 

Vertical shear of the average zonal 

wind for the 400-700, 250-400, and 

250-700 nt) layers for the north 

oriented grid (ms"-*-). 

Vertical shear of the average zonal 

wind for the 400-700, 250-400, and 

250-700 mb layers for the DCM oriented 

grid (ms ). 

CLIMATOLOGY 

PERSISTENCE 

^'^250-700^250*^"^400-700 
Atr       ^ +A.7f 

250-700^250   ""400-700 

^ "400-700"™400" ^~250-400 

400-700^400   "^250-400 

Vto 

9 

INTENSIFY 

NEITHER 

FILLING 

Drqpco (1981) IP parameter for the 

north and DOM oriented grid (ms  )• 

Harr (1982) IP parameter for the 

north and DOM oriented grid (ms~ )• 

Current intensity of the cyclone (ms ^). 

Latitude of the cyclone center (Deg.). 

Longitude of the cyclone center (Deg.)- 

Intensity change classification for 

the previous 24 h (no units). 



3.  ALGORITHM DEVELOPMENT 

To classify the development and decay of tropical cyclones 

three categories were defined: 1) Intensifying - cyclones having 

an increase of at least 5 ms"^ in their reported maximum wind 

speed over the 24 h period after an observation (0000 or 1200 

GMT); 2) Filling - cyclones having at least a 5 ms"l decrease 

in their reported maximum wind speed over the same period; 

3) Neither - cyclones whose intensity varied less than +5 ms"! 

over the 24 h period.  For the best track developmental data set 

321 cases (37%) were classified as intensifying, 248 cases (28%) 

were classified as filling, and the remaining 308 cases (35%) 

were classified as neither. The three categories are shown 

schematically in Figure 2 and were defined to include approxi- 

mately equal numbers of cases and to maximize the utility to the 

forecaster.  An objective procedure to classify cyclones into 

well separated intensifying and filling groups can enhance the 

decision making process by providing forecaster guidance.  A two 

group classification scheme with a cut point of zero (no change) 

does not differentiate enough between cyclone intensification and 

decay to be of practical use as a decision making aid. 

In this study, discriminant analysis is used to classify an 

observation of a tropical cyclone into its proper intensification 

category. The problem of discriminant analysis is to assign an 

observation of an unknown individual into a group on the basis of 

its predictor characteristics.  The objective is to make the 

assignment with as low an error rate as possible.  We assume that 

when the groups are defined  there exist some combination of 

predictors which will allow us to classify the developmental data 

into their correct groups.  The linear discriminant function used 

here is optimal if the observations are multivariate normal; 

moderate departures from normality are not serious and are not 

addressed.  However, an additional simplifying assumption used in 

the analysis is that the covariance matrices for each group are 

equal.  The classification procedure derived is satisfactory if 

the covariance matrices are not too different; otherwise a 

quadratic discriminant function is optimal (Lachenbruch, 1975). 
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Future efforts should include comparisons between linear and 

quadratic discriminant functions. 

To predict the intensity classification of an unknown 

cyclone, the potential predictors shown in Table 1 were entered 

as variables into the BMDP7M stepwise discriminant analysis 

program (Dixon, 1981).  The variables were screened by the 

program in a stepwise manner and those which best discriminated 

between the three categories were included in a forecast algo- 

rithm.  Because the classification boundaries were defined by 

user preference and not by equal probabilities, the frequency 

distribution described above was used by the program as a set of 

a priori probabilities for the classification of the intensity 

forecasts. 

Briefly, the program proceeds as follows: at each step the 

variable that adds most to the separation of the categories (as 

measured by a one-way analysis of variance F statistic on the 

residuals of the variable) is entered into the algorithm.  The 

stepping continues until no additional variables significantly 

contribute to the discrimination between the categories.  Thus, 

the best discriminators are deduced. 

When the screening of the variables is complete, BMDP7M 

produces linear discriminant functions composed of the best 

discriminators.  For this study, three discriminant functions 

were produced, one for each of the three categories.  To apply 

the algorithm to intensity forecasting, the functions are 

evaluated using the observed values of the discriminators. 

The function with the largest sum is then the category of the 

forecast for that particular case.  Posterior probabilities 

of correct classification, which define the sharpness of the 

forecast technique, were not computed because of the unavail- 

ability of computer resources needed for the large data set. 

The great asset of the BMDP programs is that they can be 

run repeatedly and efficiently with only minor control language 

changes.  This capability was exploited in this study by running 

the BMDP7M program for six experiments.  The experiments were 

!   ! 



conducted to quantify the contribution of each of the variables 

to the skill of the forecasts.  For each experiment certain 

variables were systematically included or excluded from the 

potential predictors based on their representation in Table 1. 

The results of the discriminant analysis experiments using the 

developmental data are summarized in Table 2.  The EXPERIMENT 

INCLUDES column in Table 2 lists potential predictors used 

in the experiment and the VARIABLES SELECTED column lists 

predictors which were selected that best discriminated between 

the three categories.  The relative significance of predictors 

decreases from left to right. 

Perusing the VARIABLES SELECTED column for six experiments 

in Table 2, we find that variables representing climatology, 

persistence, and mean zonal flow at 400 mb are the most 

frequently selected predictors.  The inclusion of the current 

intensity is reasonable because, in general, incipient cyclones 

tend to intensify slowly and mature cyclones tend to decay 

rapidly (e.g., Dvorak, 1975).  Since tropical cyclones generally 

move westward during their life cycles, their current longitude 

also seems to be a reasonable predictor.  The latitude predictor 

possibly reflects a condition for recurvature and weakening. 

This condition is also evident in the 11400 predictor.  Tropical 

cyclones moving north into a stronger westerly flow are generally 

expected to weaken as they interact with the cooler polar air 

mass associated with the baroclinic zone (Anthes, 1982). 

The U400 predictor could also be representing a neglected 

climatological component: time of year.  The zonal wind fluc- 

tuates on an annual scale in the tropics, reaching a minimum near 

August.  Perhaps a more sophisticated treatment of climatology, 

including nonlinear effects, would raise its skill level beyond 

the other techniques. 

In experiment #4, Harr's (1982) IP statistic was selected in 

preference to Dropco's (1981) IP statistic.  This was expected 

since Dropco's statistic was derived using a data set consisting 

of Atlantic tropical cyclones while Harr's data set was composed 

10 
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of Western Pacific tropical cyclones.  In addition, only those 

variables computed for the north oriented grid were selected. 

The flow fields to the north and to the south of the cyclones 

tend to offset each other when averaged over the grid oriented 

easterly or westerly, in the direction of the cyclone's motion. 

4.   DEVELOPMENTAL DATA VERIFICATION 

To determine the experiment which performed most accurately 

in forecasting tropical cyclone intensification, several standard 

forecast verification scores were computed from contingency 

tables calculated from the developmental data (see Figure 3). 

The verification scores which were computed are the percent 

correct, skill score, threat score, adjusted threat score, bias, 

false alarm ratio, and probability of detection.  The skill score 

is a simple measure of the model's skill against the skill of a 

forecast of persistence.  The skill score SK is defined as 

CF  -  P 
SK =   (1) 

TO  -  P 

where P is the number of correct forecasts by persistence, CF is 

the number of correct forecasts by the model, and TO is the total 

number of forecasts.  The skill score for persistence is zero by 

definition. 

The threat score is an arbitrary measure of how well the 

model can forecast the event (intensification) itself (Godfrey, 

1982).  Using the contingency table in Figure 3 as an example, 

the threat score TS for the INTENSIFY category is 

TS = 
X + U + R + S + T 

(2) 

An adjusted threat score AT is defined as 

(THREAT SCORE) - (^) 

AT =  (3) 

1 - (^) 

It 



FORECAST 

INTENSIFY     NEITHER        FILL 

INTENSIFY 

2=        NEITHER 

FILL 

R S T 

U V W 

X Y z 

OBSERVED 
TOTALS 

A 

B 

C 

FORECAST TOTALS    G E 

Figure 3.   An  example of the contingency tables used to 
construct the forecast verification scores described in the 
text.  The letters in the table represent category counts. 
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is the threat score normalized with respect to the climatological 
A 

frequency (   ) of observed periods of intensification, and 
D 

gives the percent improvement of the scheme over climatology 
(Lowe, 1985). 

The false alarm ratio FAR and the probability of detection 

POD are verification scores discussed by Donaldson et al. (1975). 
The FAR is the proportion of incorrect forecasts, and for the 
INTENSIFY category is 

U  +  X 
FAR =     ..        ■' (4) 

6 

The corresponding POD is the proportion of intensifying events 
forecast correctly and is given by 

R 
POD =     . (5) 

The bias in forecasting cyclone intensification is 

6 
BIAS =   (6) 

The verification scores are shown in Table 3 for each of the six 
experiments.  The percent correct and skill score apply to all 
three forecast categories and the remaining verification scores 
apply only to the model's performance in the INTENSIFY forecast 
category, as defined above.  All of the scores presented were 

calculated from contingency tables similar to Figure 3, which 
were generated by the stepwise discriminant analysis program 

using a leaving-one-out procedure.  This procedure was used to 
reduce the bias in the group classifications. 

The significance of the differences between some of the 

verification scores were tested using the procedure described in 
Lowe (1985).  The differences between the percent correct, threat 

scores, false alarm ratios, and probabilities of detection were 

14 
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tested by computing their Z-statistics and associated probabilities. 

The skill score, adjusted threat score, and bias cannot be 

interpreted as probabilities, therefore, their differences were 

not tested for significance.  The Z-statistics were computed by 

estimating the score variances by approximating their binomial 

distributions by normal distributions.  Lowe (1985) has shown this 

is a valid procedure provided the sample size is large and the 

data are independent.  Because of the large sample size used 

and the 36 h separation between consecutive cases from the same 

cyclone, the data are assumed to meet the constraint of independ- 

ence.  Significance is based on a two-tailed test at the 0.05 and 

0.01 significance levels; we cannot reject the null hypothesis 

(must assume the non-zero differences have arisen by chance) if 

the Z values are less than 1.96 and 2.58, respectively. 

One can see that experiment #1 and experiment #5 are the 

only experiments that have more skill than persistence (experi- 

ment #6).  The verification scores for experiment #5 are not as 

favorable as those for experiment #1, however, the differences 

are significant only for the threat score (0.05 level) and 

probability of detection (0.01 level).  Experiments #2, #3, and 

#4 have large probabilities of detection but have unacceptably 

large biases; events were detected more often because of the 

excessive over-forecasting by the models.  As expected, a 

forecast of persistence of intensification performs well 

(experiment #6).  The 50.97 percent correct is the third largest 

value of the six experiments and is significantly different from 

experiment #1 at the 0.05 level.  Persistence is a good short 

range prediction technique because the methods used operationally 

for intensity forecasting rely heavily on the assumption that the 

intensity of tropical cyclones varies slowly and smoothly over 

time (e.g., Dvorak, 1975).  In practice, deviations from the 

smooth intensification curve occur only when they are based on 

overwhelming evidence from satellite or aircraft reconnaissance 

data. 
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In summary, the algorithm from experiment #1 has the most 

desirable verification scores of the six experiments.  Except for 

the percent correct and false alarm ratio, all the scores for 

experiment #1 are significantly better than those for experiment 

#5.  Experiments #2, #3, and #4 show negative forecasting skill 

compared to persistence; therefore, experiment #1 is chosen as 

the model to be used for further testing.  Because most of the 

scores for persistence do not significantly differ from the 

scores for experiment #1, forecasts of persistence (experiment 

#6) will also be included in the testing and verification. 

The estimated linear discriminant function coefficients and 

constant for each of the three forecast categories computed 

from experiment #1 are shown in Table 4. Table 5 lists some 

statistics computed for each of the four selected variables. 

The differences between the means of the variables within each 

of the forecast categories were tested for significance using 

BMDP3D, a program for the comparison of two groups (Dixon, 1981). 

The results show that differences between the means of variables, 

as measured by Student's t-test, are all significant at the 0.05 

level and most of the differences are significant at the 0.001 

level.  The mean values of variables for each group are 

consistent with the discussion in Section 3. 

Table 4.  The estimated linear discriminant function coefficients 
and constants for each category. The algorithm are from experi- 
ment #1.  The units for the predictors are listed in Table 2. 

Category 

Intensifyi ng 

Neither 

Filling 

.11723 

.10254 

.19958 

U4OO 

42276 

37817 

31949 

B 

67027 

65444 

62391 

0 

.43510 

44781 

51129 

Constant 

•52.30736 

■50.07278 

■50.49353 
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Figure 4 is a comparison of the observed vertical profile of 

the zonal wind for the intensifying and filling cyclones from the 

developmental data set with comparable values from Harr's (1982) 

study and Dropco's (1981) study.  The results presented are for 

many cases (see inset in Figure 4) and show that the filling 

(or non-intensifying) cyclones tend to match Harr's vertical 

profile and intensifying cyclones tend to match Dropco's vertical 

profile.  The filling cyclones used in this study are, on average, 

embedded in a deep layer of winds with strong westerly components. 

The vertical shear in the lower layer of the environment of 

filling cyclones is slightly larger than the shear in the upper 

layer.  The environments of intensifying cyclones used in this 

study tend to exhibit a smaller overall vertical shear than 

filling cyclones, and the shear is almost equal between both 

layers.  The major difference between the layer shears for 

cyclones used in this study is in the lower layer, where the 

difference is almost three times as large as the difference 

between shears in the upper layer (3.4 vs 1.2 ms"M-  The 

The 400-700 mb shear, however, was not found to significantly 

discriminate between categories.  It is possible this is due to 

the effect of the presence of the third (NEITHER) group on the 

screening procedure. 

The small vertical wind shear in the lower troposphere 

supports the intensification of tropical cyclones by allowing the 

divergent upper-level flow to couple with the lower- and middle- 

level convection.  The enhanced lifting increases the convection 

and the lower-level convergence necessary to produce hurricane 

vort i ci ty values. 

The environments of the filling cyclones are deep baroclinic 

regions which can be responsible for cyclone decay by injecting 

cool air into their circulations.  The large upper tropospheric 

wind speeds, indicated by the U^QQ Predictor, can ventilate 

the system by advecting the upper-level temperature and moisture 

anomalies away from the disturbance (Anthes, 1982). 
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5.   INDEPENDENT DATA VERIFICATION 

The algorithm developed using experiment #1 was independ- 

ently tested using the 1494 cases that remained after the 877 

developmental cases were extracted from the complete data set. 

A jackknife-,or bootstrap-type repetitive subsampling method was 

used to test the algorithm.  The procedure consisted of randomly 

selecting a subset of 100 cases from the 1494 case data set and 

computing the forecast verification scores.  This was done 30 

times for each run and was repeated five times, for a total of 

15000 forecasts or 150 tests.  The score means and standard 

deviations were computed for each run of 30 scores and the 

results are presented in the bottom two rows of Table 6. The 

score means and the means of the standard deviation (computed 

for the 5 runs) are shown.  For comparison purposes, one run 

using the same procedure was performed with the developmental 

data set and the results are shown in the two center rows of 

Table 5.  The verification scores for the developmental data 

(from Table 3) are also reproduced as the top row of Table 6 

for comparison with the jackknife results.  The performance of 

the algorithm is compared to the performance of persistence in 

each of the experiments. 

The algorithm performed well on the independent data.  For 

every score except the probability of detection the algorithm 

performed better than persistence, as evinced by the positive 

skill score, although none of the differences between the scores 

are significant. 

The stability of the algorithm was investigated by comparing 

the verification scores from the independent data to the scores 

from the developmental data.  Except for the skill score, all 

the verification scores are consistent between data sets.  The 

degradation of the skill score, and the slight degradation of the 

percent correct, is to be expected when the algorithm is applied 

to independent data that have slightly different statistical 

characteristics than the developmental data.  The differences. 
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however, between the developmental and independent test data are 

not significant, therefore, we conclude that the algorithm is 

stable. 

6.   COMPARISON TEST VERIFICATION 

The algorithm was also compared to some of the official JTWC 

forecasts from the years 1979-81.  Of the 877 case developmental 

data set, 232 cases coincided with entries in a data file 

consisting of official warnings.  The 232 comparison cases were 

extracted, and the forecast categories corresponding to the 

official warnings, the algorithm, and persistence were computed. 

The verification scores are summarized in Table 7. 

The algorithm also performed quite well on the comparison 

data.  The overall percent correct for the algorithm was 57.76 

compared to 59.48 for the official forecasts and 50.43 for 

persistence, although only the difference between the official 

forecasts and persistence is significant (0.05 level).  The skill 

score and threat score for the algorithm are higher than the 

corresponding score for persistence and are slightly lower than 

the scores for the official forecasts, however, these differences 

are not significant.  Neither JTWC nor the algorithm have threat 

scores significantly better than persistence.  From the high bias 

and false alarm ratio for persistence we conclude that it tends 

to excessively overforecast intensification.  Therefore, we find 

that both the algorithm forecasts and the official forecasts are 

superior to forecasts made by using only persistence, but the 

improvement is not significant.  We cannot reject the possibility 

that the better scores appeared by chance. 

The ability of the algorithm to compare favorably with the 

official forecasts supports the validity of the discriminant 

analysis approach used in this problem.  However, the dynamic 

potential predictors screened were only a few of the variables 

available from the archived FNOC fields.  As Dropco (1981) has 

indicated, if additional dynamic variables were included in the 

analysis, along with thermodynamic variables, the algorithm 
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should improve.  It should be remembered, however, that the 

official forecasts were placed in categories based on a simple 
difference between the 24 h forecast intensity and the  warning 
intensity.  The forecasters did not make categorical forecasts 
which could have been verified directly and which could have had 
statistical properties different than those of the  comparison 
data set presented. 

7. SUMMARY AND CONCLUSIONS 

A stepwise discriminant analysis was used to develop an 
algorithm for forecasting one of three categories of the intensi- 

fication of tropical cyclones.  The data used to develop the 
algorithm were derived from JTWC best track reports and archived 
FNOC analyzed fields for 0000 and 1200 GMT from the years 1974-82. 
The potential predictors included dynamic variables extracted 
from FNOC wind analyses using a 6° - 11° radial storm centered 
grid, climatological parameters, and persistence of intensifica- 

tion.  The dynamic variables used were in agreement with the 
results of Dropco (1981) and Harr (1982), who showed that suffi- 

cient information exists in the analyzed wind fields to be able 
to define differences between the environments of intensifying 
and non-intensifying tropical cyclones.  The test results, 
however, showed that the 400 mb zonal wind was the only Global 
Band field examined that had significant predictive ability; none 
of the other dynamic variables, or combinations suggested by the 
previous studies, significantly discriminated between the three 
forecast categories.  The other predictors selected were the 
current intensity and position of the cyclone and showed just 

about as good discrimination as the 400 mb zonal wind. 

The algorithm developed was tested using a repetitive 
subsampling technique and was found to perform better than 
persistence in all cases, although not significantly better. 
The algorithm was also found to be stable and to compare favor- 
ably to forecasts from the official JTWC warnings; however, 
neither the algorithm nor JTWC performed significantly better 
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than persistence.  Except for the difference between the percent 

correct for JTWC and persistence, none of the differences between 

the scores were significant.  For this data set, JTWC did not 

forecast tropical cyclone intensification significantly better 

than the algorithm or persistence.  The algorithm, however, does 

give quantitative guidance for the parameters which were found to 

be important to tropical cyclone intensification. 

Generally, the 400-700 mb layer vertical wind shears 

exhibited a greater difference between intensity categories than 

did the 250-400 mb layer shears.  And the intensifying cyclones 

were generally found to be embedded in an environmental flow 

which had a weaker vertical wind shear than the flow surrounding 

the non-intensifying cyclones.  With small vertical shears 

tropical cyclones can develop when the divergent upper-level 

flow supports the lower-level convergence and convection. 

High zonal wind speeds and large vertical wind shears can be 

responsible for cyclone decay by advection of upper-level 

temperature and moisture anomalies away from the cyclone and 

by injection of cool air into its circulation. 

The approach used in the present study to develop an 

intensification algorithm is a general one and could conceivably 

be used to develop other tropical cyclone forecasting procedures. 

Besides the current analyses, forecast fields could also be used 

for a Model Output Statistics (MOS) approach (Glahn and Lowry, 

1972) to tropical cyclone prediction.  Future efforts, however, 

should include a more comprehensive comparison between the data 

used and the assumptions and constraints attendant to the 

application of discriminant analysis. 
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APPENDIX 

The Global Band field data, and their differences, used in the 

analysis are presented as Figures A-F and A'-F' for the north 

oriented grid and as Figures G-L and G'-L' for the grid oriented 

along the direction of the cyclone's motion.  The fields repre- 

sent the means and standard deviations (a) for the 2371 case data 

set.  Approximately 70 Global Band grid points are included in 

the influence radius associated with each grid. 
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