Communications
Research
Cetre

COHERENT SUB-APERTURE
PROCESSING TECHNIQUES FOR
SYNTHETIC APERTURE RADAR

AD-A158 661

K.H. Wu and M.R. Vant

Tnls work was sponsored by the Department of National Defence,
Research and Development branch under Prcject No. 33C06.

01l FILE COPY

CRC REPORT NO. 1388
OTTAWA, JANUARY 1684

l Gavernment of Canada Gouvernement au Canada
Deg.artment of Commurnicationy  Miniatdre des Communicatlons

T iy 110
Ii Tiy dovmend has keen approved ‘ ri llada
Uofoo maiiraciecsze and sale ity Qrc o ~ . )

2



CRC REPORT NO. 1368

COMMUNICATIONS RESEARCH CENTRE

DEPARTMENT OF COMMUNICATIONS
CANADA

COHERENT SUB-APERTURE PROCESSING
TECHNIQUES FOR SYNTHETIC APERTURE RADAR
by
K.H. Wu and M.R. Vant

{Radar and Communications Technology Branch)

— . o
A'\:"r Tty

1 1
i1

| i
i !

Al L

This work was sponsored by the Department of National Defence,
Research and Deveiooment Branch undes Project No. 33C06.

CAUTION

The use of this information is permitted subject to
reccgniticn of proprietary and and patent rights.

January 1984
OTTAWA




TABLE O CONTENTS

ABS T RAC T, o e v vvensearecensoerosnsnsrsstonrascsersssscsnssestosnsccsass
1. INTRODUCTION ¢t s e eecveanvscaansarssssosocrsssascsssosesnsacsaas

2. BASIC CONCEPT OF COHERENT SUB-APERTURE PROCESSING
VIA MATCHED PILTERING....cceevrvvassasvssssccasssansaacssns

3. GENESAL FORM OP RECEIVED SIGNAL....ccceevosocctacocssenraan
3.1 Spatial-to-Spectral Mapping in Azimuth.....ccecves.

4, ONE-DIMENSIONAL AZIMUTH PULSE COMPRESSION WITHOUT
RANGE CURVATURE COMPENSATION....c.cvceerocvsossnaccccsanas

4.1 Mainloba Broadening in the Azimuth Dimension.......

4.2 Mainlobe Broadening in the Range Dimension.........

5. A PIECEWISE QUADRATIC APPROXIMATION - COHERENT SUB-
APERTURE PROCESSING....vcceveccsocnsscasssnsnsocsssonsascns

6. COMPUTER SIMULATIONS OF COHERENT SUB~-APERTURE

e mwen e e e

6.1 Form ¢of the Receaived Signal....ccceveenccnccccssres
6.2 Continuous Range Curvature Compensation............
6.3 Cubic Phase Term Effect,....ccccscrenosvsccscsasscnne
6.4 Sub-aperture Processing Computer Simulations.......

7. ERROR ANALYSIS OF THE EFFECTS OF PHASE AND AMPLITUDE
DISTORTIONS, CAUSED BY THE PIECEWISE APPROXIMATION.......-.

7.1 Spectrum Envelope Distortion.....cccicecevecosonenn
7.2 Residual Phas® BrIOC.....ccccecscrsccnccscacsassoas
7.2 Ovarall Paiirad-echo MaBgnitude@, .. .veeseeoconnoeconas
7.4 Degradation of Integrated Sidelobe Ratio due

to Prired-@ChO@B, ... .cicritvecresncsncsnsoscannsasans
7.5 Range Invariance of the Piecewise Solution.........

8. DERAMPING TECHNIQUES....ccoseesuscnccscacsccrcrenncrassnns
8.1 Spectral Analysis Method........ccievvecnrrcnnvenns
8,2 Step TransfoOTim. . v eevserenosaranssosannanssssssssnans

1 Pormulation of the Step Transform...........
2 Effect of Weighting on the Step Transform...
.3 Computer Simulation Results......c.cec0ceen,
4 Pffects of the Cubic Phase Term cn the

Step Tran8foOIM...isceesoccccavsserosnsssessan
8.2.5 Range Curvature Compensation.,....secvescvsne

(111)




9. COMPUTATIONAL REQUIREMENTS ..ot iveeternensvrvasonrenaccncsoee

9.1

Computational Recuirements for Single Lock Cases
without Range Curvature and Cubic Term
COMPeNSAtion. . tviveerseseesssesscaacasoscossssnaaannsa

9.1.1 Examples of Cases without Range Curvature
and Cubic Phase Term CompensatioN.......ses.

9.2 Computaticnal Requirements for Single Look Cases
with Range Curvature COmpensSAtion.....csecesceosnnass
9.3 Computational Requirements for the Coherent
Multi~look Cases wich Range Curvature and Cubic
Phase Compensation8.....vcesesceosocessnscssasanonss
10 SUMMARY .. cvvesseosocncassoasscaraosscsanssssnsasancnosannsysss

1. ACRNOWLEDGEMENT . v o cecvsesvasocssanssosncsnssrsassnssvesansasses

12, REPERENCES . .csevsccsvosssncstsscansascesecsovscsscsnsasvevss

APPENDIX A -

AP .NDIX B -

Polynomial Truncations of the Taylor Expansion
of the Radar Received Signal.......cevececccesccsose

Azimuth R22olution...cc.vveeescsccccccecsccansanscns

(iv)

80

85

69

91

35

95

95

97

99




COHERENT SUR-APERTURE PROCESSING
TECHNIQUES FOR SYNTHETIC APERTURE RADAR

by

K.H. Wu and M.R. Vant

ABSTRACT

Coherent sub-~aperture techniques for processing syn-
thetic aperture radar (SAR) signals are described. The
techniques involve partitioning the full aperture data, in
either the time or the frequency domain. Each partition
or sub—~aperture is then processed independently by the ap-
plication of a conventional matched filter, or the equiva-
lent. The low resolution images formed by this process
are then coherently recombined to form a full resoluticn
image, Such a processing scheme has the advantage of high
computational efficiency and provides the capability for
the coumpensation of low frequency spurious motions, even
when the SAR 13 operating in a highly sguinted high
resolution imaging situation.

A detailed description of two coherent sub-aperture
techniques namely, the multi-look matched filtering
approach and the step transform, are presented, The tech-
niques are characterized and the normal computational
requirements are evaluated. Computer simulations, which
were performed to verify the feasibility of the processing
schemes, are also described.

1. INTRODUCTION

In this report two coherent sub-aperture schemes, for compressing
synthetic aperture radar (SAR) azimuth data are described. One scheme is
based on matchc? €iltering and ¢he nther on the s“cp trars Harm. Thz nre-
cessing involves breaking up an aperture data set into pieces, in either
the spatial or the frequency domain. Each piece, or sub-aperture, which
has a fraction of the original bandwidth, is processed individually and
then the processed piecee are recombined coherently to restore th=2 orig-
inal bandwidth and hence the original resolution. As opposed to the usual
non-coherent sub-aperture processing, where the major purpcse is to smooth
out 3peckle noise at the expense of resolution, the technique described
herein is aimed at improving the processing efficiency, within the con-
straint of having to produce high resolution 4imagery at high squint
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angles, The additicnal requirements that low frequency spurious %arget
motion must be corrected, and that the whole system performs with limited
procezsor memory, are also impogsed. It is also assumed in the [ollowaing
discussions that the angle of the antenna, with respect to the aircraft or
satellite velocity vector, remains fixed, i.e., the target is not spot-
lighted. Most of the techniques can also be applied to spotlight SARs,
but that problem is not considered here,

In the first technique, matched filtering via fast convolution, the
bandwidth of the recorded data is partitioned in the frequency domain,
Each partition, or "sub-aperture®™, or "look", is extracted by an FIR
filter. (The terms "look" and "sub-aperture® are used interchangeably).

Pach look 1s then compressed by a linear FPM matched filter speci-
ally tailored to overcome the complexities associated with large squint
angle and high resolution. In synthesizing each sub-aperture matched
filter, a piecewise approximation of its exact phase characteristic at the
centre of the look is used, It is assumed that there is little phage
deviation over the entire cross-range extent of the look.

As described later in the report, the processing requires that each
sub-aperture data be shifted in range to correct for the effects of range
curvatura, The shifting, which must be done by means of an interpolation
operation, requires that a certain minimum number of rows or range cells
be in memory simultaneously. Since each sub-aperture is shorter than the
full aperture it was extracted from, it is frequently possible to meet the
minimum number of rows requirement with sub-aperture processing whereas
with full aperture processing it is not. Even in situations where the
minimum number of rows requirement is met with the full aperture, it may
be advantageous to use sub-apertures to increase the interpolation
efficiency.

In situations in which target motion must be compensated, the sub-
aperture approach allows, at least in theory, for piecewise compensation
of the target motion over the number of sub-apertures. This of course
asgumes a suitable motion spectrum for the target.

The second technique, known a4s the gstep transform {[6-9), is a
modified form of the derampinyg technique, wherein small deramp references,
whose lengths are a fraction of the full aperture, are used to extract
sub-apertures, Upon deramping each look, the data set becomes an ensemble
of CW signals whose frequencies correspond to the relative spatial
locationg of the targets. Then, the target spectra can be extracted using
a filter bank, which can be realized by the discrete Fourier transform.
The process is repeated for the other sub-apertures, and the extracted
spectra, from the sub-apertures that are aassociated with a given target,
are added coherently to form an image of the target at full resolution.
The major advantages of this technique include a small reguirement for
memory and a smaller signal Joss than with the ccnventional deramping
technique. This report extends the original councept of the step transform
[6-9] and shows how such effects as range curvature and cubic phase error
can be overcome.




In the following sections details of the different principles
underlying the technique of sub~aperture processing via matched filterina
is given. Then, the general form of the radar return, including such
effects a3 range curvature and cubic phase error is formulated, followed
by a description of the image quuality degradations that result if these
effects are left uncompensated. Next, the general form of the sub-
aperture (multi-look) matched filter is synthesized, using a piecewise
approximation. This is followed by an analysis of the projected per-
formance of the technique, based on the computer simulation. Next, an
overview of the various deramping techniques is given and finally, the
computational requirements for the approaches are calculated, and their
efficiencies compared,

2. BASIC CONCEPT OF (DHERENT SUB~APERTURE FROCESSING VIA MATCHED
PILTERING

The principle of sub-aperture processing is based on the fact that,
provided the frequency variation with respect to time is monotonic, and
the amplitudes in the data change gradually, there is a one-~to-one mapping
between the time and the frequency domains. This pheromenon is known as
the principle of stationary phase [3). How this principle relates to SAR
processing is explained next, Point targets paraded on a straight line
parallel to the radar flight path will give exactly tne same phase
history, and will differ only in their respective time delays. If the
collected target return ensemble i3 Fourier transformed, the frequency
responses of all targets will be superimpcsed on the same Ireguency ransge,
but within the return from each target there will be embedded a linear
phase term (in addition to other inherent higher order phase terms), which
signifiea its spatial location, A lock extraction process in the
frequency domain is equivalent to simultaneous lovk extractions for all
targets illuminated by the asame portion of the antenna pattern, The
portion of the spatial look thus extracted depends on the frequency-space
relationship, which in turn is governed by the geometrical complexity of
the imaging scenario. The relationship between £requency and space is
greatly simplified, indeed it is one~to-one, if the principle of
stationary phase holds.

In order to facilitate the illustration of the concept, we assume
that the Doppler phase history traced by a point target is purely guadrat-
ic (i.e. linear ™) over & full aperture, of duration T. This typifies
the aside-looking, low resolution case. The form of this one-dimensiocnal
signal is

2
jNBt
T
uit) = rect[EJ e y (1
T
vwhere B is the bandwidth in Hz, and rect {5] is a rectangular function of
T

duration T. Assuming the time-bandwidth product is sufficiently large,

the Fourier transform of ui{t) can be approximated, using the principle of
stationary phase (3] as:
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where FH denotes the Fourier transform operation. The first and the last

factors are of no importance to our formulation, and hereafter

are
dropped.

The gpectrum can be broken up into N (even) equal looks as shown
in Pigure 1 and the signal spectrum in (2) is partitioned to give:

2
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Fig. 1 - Basic principle of coherent sub—aperture processing
for two ideal linear PM signals.




The rect{[ ] can be thought of as an ideal low pass extraction

+
filter with bandwidth B/N; and centred at 3%—18

If the qth look spectrum is shifted to baseband by substitution

£+ g0 o+ 29y, (4)
ZNL
it becomes,
23+l
UL(E) = U (£ + B)
q q e
2Ny,
T 2g+1
o -3 (gre2900s)2
N £ B 2Ny,
= rect[ ] e v
B
2
-jlzf' 2ﬂT(2q+l ]f nT(2q+1 )sz
Np£' B B 2N B 2Np,
- rect[ ] e e e .

4 e 1ia
they must be taken out before the universal match ilter is applied.
When this is done,

2T, 2q+) 7T, 2g+1
£I(E g )er + 3T (2 )%°
UG(£) = U'g(€') e B 2Np B 2Np ,
q q
-3 Tg2
Np £ B
= rect| ] e . (6)
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is obtained. The matched filter for Ua(f') is

!nTs,z
[}
M(f') = rect[ELf—] e B . (7)
B

After multiplication by the matched filter in the frequency domain, the
compressed signal is

L

Rg(£') = UZ(£') M(£') = rect[EgE—]. (8)

After frequency shifted back to its orignal frequency position, using (4)

for the relationship betwesa f and f', the correlated signal becomes

Ny r- | R .
k['——-——BJJ (9)

Ry(£) = rect{




The same process can be applied to ali the other looks, and then the looks
can be 3summed or concatenated together to form the original bandwidth

signal,
N-
- -1
2 N
r 1
R(f') = | rect[—Z{¢- 23t1a)1,
NL B 2NL
qllq—
2
= rect{i ]. (10)
B

The compressed pulse, or the point spread function of the point target, is
obtained by taking the inverse Fourier transform of R(f'), i.e.,

r{t) = B sinc{(Bt})- (1)

Alternatively, the summation can be performed in the time domain

o
2 -1 Np,_ 2q+1
r(t) = 2 F {rect[-—(f~q—8)]}.
Ny B 2¥;
Q'“-;
N1, 2q+1
-1 2 Bt
T B . (Bt 2 2Ny, )
=- ) —_ smc(—-—) e ’
Ny M N
q-—\__-
2
= B sinc(Bt) - {12)

The above analysis is illustrated in Figure 1, where two point
targets located at t=0 and t=t' and at the same slant range are assumed to
be present, A Fourier transform over the entire time Jdomain results in
superimposed spectra of the two targets, since they both have the same
phase characteristic. Moreover, there is a one~to-~one correspondence
between the time and the frequency domaing, as illustrated by the mapping
of two corresponding strips of the time signals into a single superimposed
strip in the frequency domain. The sgpectrum is then partitioned into
equal looks. Each look is individually processed. All the processed look
spectra are then concatenated and inverse Fourier trangformed to form the
final compressed pulses, Since the system 1is 1linear, an ensemble of
target returns can be processed simultaneously. The processing procedure
is summarized in Figure 2, where the coherent look summation takes place
in the time doma:in.
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Fig. 2 - Coherent sub-aperture processing prucedure for an ideal
linear P signal.

Other than the fact that the foregoing approach can ease the
computer memory requirement in some cases, it 1s obvious that such a
processing scheme would be redundant if the input signal is as simple ac
that given by (1). However, complications arise under different operating
conditions Ssuch as: higb squirt angles, 1long integration periods, and
spurious target wmctions, In order to combat these complications, with
little loss of processinag efficiency and small increase in merory
requirements, it may be necessary to fine-tune a matched filter for each
saament (look or sub-aperture) of the input data. The inter-relationship
between the sub-aperture and this fine-tuning procedure will be discussed
further in the foliowing sections.




3. GENERAL FORM OP RECEIVED SIGNAL

Tle received signal in the azimuth dimension, encompasses more com-
plications than the one-dimensional lirear FM signal described in the pre-
vious section. When the antenna is sguinted awav from the side-loockinc
position, abnormalities in phase and time of arrival of the radar return
siaonal become a problem, In general, higher order phase terms (e.g. the
cubic term) may severely degrade the compressed pulse width and the inte-
grated sidelobe ratio. If tha time of arrvrivil of the radar return signal
and the digitizaticn timing are not synchronized then the range compressed
target history associated with a point target is no longer confined to a
gingle row of digitired azimuth data, but instead spans several range
cells., This phe.aomenon is commonly knnwn as range migration, A thorough
treatment of these effects can be found in [2].

Next, we will descrihe, in terms of the slant range and squint
angle, a general form of the received signal. This formulation will pro-~
vide for a better understanding of the various complications and hint a.
ways to suppress image quality degradations, while still maintaining a
reasonable degree of computational efficilency.

Wilh reference to the flight geometry depicted in Figure 3, the
distance, r(s), between the radar and a point target on the ground, for a
flat Earth model, is

r(g) = /;2 + r;' - ZSersnP, (13)

where s is the distance along the radar flight path, rp (=r(o)) is the

ALTITUDE

POINT
TARGET
ON
GRCUND

Pig. 3 - Airhorne SAR geometry with fixed antenna squint
angle (aesuming flat Barth),.




slant range at the centre of the aperture, and ng is the squint angle,
measured between the slant range and the aircraft velocity vector, as
shown in Figure 3,

For ease of analys ., the right hand side of (13) is expanded into
a Taylor's series, i.e,

where aj; = rp,
a] = = cosnfg,

L2
a, = sin ;2
ZIF

’

cosn sinzn
az = —_— = T __,

7
2
e

and,

2 2
-1
a, = sin"np(Scos " np=-1)

- Y ~ . _ o~ [ . —— amnd vem Wace] 3
and the forim of the received signzl can be ex

function, i.e.,

presgad an a two-dimengional

(15)

-

gplt',s) = w[t‘ - %-r(s)] e

where C is the velocity of propagation,
t' = t-m4, |

is the time measured from the start of the m"N pulse, and represents the
along vsange dimensiosn,

s = mV__A4A,

eq
is the distance travelled by the sub-airzcafe peint along the sub-aircrart
track during m interpulse peiicds of length A sec,, and represents the
azimuth (cross-rangs) dimension, Ve, i# the radar platform velocity,
is the transmitted carrier wavelength in metres, and y(t) is the
compregsed range profile, The time delay embedued in y signifies the
range curvature variation cver the aperture. The scattering magnitude and
the sntenna pattern are agsumed to be unity.

The series given in (14) converga., In most practical cases, when
c¢zlculating the amount of range 'migration in ¢, oaly the terms up to the
quadratic need to be included. However, when cazlculating the phase term,
which must be accurate tc within 0,757 At aperture edge with heavily
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windowed data, the cubic term snometimes has to be included (3ee Appendix

A). With these modifications the general form of the received signal
becomes

gplt',s) = w[t' - (ay + a1s + azsz)]

aln

-jﬂ[ao + as + azsz + a333]
e A
(16)

The envelope term in (16 shows that the locus of the ridge of the
rang« compressed data is defined by a parabola,t'&z—(a +als+a252), in the

(t',4) domain. The tilted linear lccus, due to the azsz term, is known as

range curvaiure [2]. In squinted mode SAR, the amount of range walk can
span several range cells, thereby prohibiting the use of one-dimensional
processing, In practice, range walk can be avoided by acquiring data
along the 1line ag4+a;s, this simplifies the arqument of y; and by
demodulating the data {n azimuth to remove the ajys phase term. Thus
gr(t',s) can be rewritten as

47 y
—jf-'r-[ao + azad + 3353]

gpit',s) = w[t'—.z-azsz] : . O7)

The acquisition scheme i3 implemented by triggering the A/D conversion
z (a,ta;8) sec, after an ™ pulse is transmitted. As the radar plat-
o]

form advances in the s-dimension, the A/0 triggering delay time also
changes accrnrdingly. in doing 30, individual target data are placed on
arectangular grid of a two-dimensional computer memory array, and thereby
ninimizes range migration in the range dimensicn. This i¢ shown in Figure
4. Th2 recocrded data look as if they were takenr in the side-looking
positinn (np = 90°). However, there 1s a maior complication: targets
with differert true ranges, rp, and thus requiring different rphage
compengation, are mapped intc the same processing cell. Tahe processing
3zheme cutlinied here does not allow different compensation to be applied
to the various targets if thay lie in the sane cell, Therefore, the
region, over which the same compensation can be used, must be large ensugh
to accommodate the change in true range with azimuth as we move from one
end of the cell to the other,

3.% Spatial-to-Spectral Mapping in Azi mth

Since the look extraction and matched filteriny are performed in
the frejuency domain, it 1is neceasasary to know the form of the range
curvature irn that domain. The mapping of range curvature between space
and freguency will not alter the overall parabolic shape of the curvature
significantly. Based on the principle of stationary phase, it can be seen
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Fig. 4 ~ Two data acquistion schemes, (1) parallel to fiight patbh,
(i1) parallel to a;s. (a) Shows flight geometries for
three targes, A, B, C. (b) S8hows the currespcnding data
memory arrangement for the two scheaes.

that the most important term in the mapping is the quadratic pnase term,
-;l azsz. This reinforces our nucion that the shape is parabolic. However,

it is not that simple. The cubic phase term, ;1 5353, introduces a non-

linearity into the mapping, which slightly distorts the parabolic shape of
the range curvature, The form of the mapping 1s discussed in the next
paragraph.

The point-to-point correspondence between the two domains 1is
cohtained by differentiating the phase term, 6(s), given in (17):

0(s) = - i; (ao + azsz + a353), (18)

b= {0}

_1_de(s)
27 ds

£ £(s) - --i. (2az8 + 3azs?), (19)




or

1

3aje? + 2aps + ;_f = 0. (20)

The solution{to this gquadratic eguation in s is
| -2a, + 7 da,? - 6ajif
6as3

, for a3 # 0;

g = | (21)

- lf . for ajy = 0.

d4a,

The f-s curve given by (19) is sketched in Figure 5.

QUADRATIC aAND
CUBIC TERMS
. s
3 | /—— QUADRATIC TERM
/ ONLY
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S

3
0 LKO| LK1

LK-1  UNEQUAL LOOK PARTITIONS
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4 2

FPig. S - Dependence of frequency £ on distance s. Look
partitions, denoted by 1K-2, LK-i, LKO, LK1,
(

/ 2
2a, [ 2a; + 4ay 6&3Xf] , for a3 # 0;
cT 6&3
a;(f) = | (22)
2
A £? P for a; = 0.
8a,CT

where T is the range sampling interval. In general, aj is small, and
can be approximated as
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2 2

dj(f) = £, (23)

8a,CT

which is a parabola, as noted before.

4, ONE-DIMENSIONAL AZIMUTH PULSE COMPRESSION WITHOUT RANGE
CORVATIURE COMPENSATION

The exact matched filter for the SAR given by (17) is two-
dimensional {2]. Two-dimensional data processing is characterized by its
massive data size, and its efficiency is contrained by the available
computer memory space, Therefore it would be advantajecus if one-
dimensional processing could be used instead. This can be achieved under
either of two circumstances:

(i) if the range and azimuth signals can be decoupled by break-

ing up the aperture into small pieces, each one exhibiting
negligible curvature,

or

(ii) if the range curvature igs small encugh to be disregarded.

In this section, we will aasess the degradation due to uncompensated range
curvature and in Section 5 we will consider the decoupling approach,

The dominant deterioration caused by range curvature is the broad-
ening of the mainlobe of both the azimuth and the range compressed pulse.
We will attempt to characterize the mainlobe broadening effects in range
and azimuth in a simple manner, while still keeping the deacription
general, Because of the non-linear and three-dimensional nature of the
acenario, namely, range, azimuth and signal amplitude, a more precise
characterization can only be obtained by empirical means, and then only
for a limited set of parameters,

4.1 Mainiobe Broadening in the Azimutn Dimension

A typical range compressed profile exhibiting range curvature is
shown in Figure 6. Profiles of the uncompressed azimuth signal in the
spatial and the frequency domains are shown in Pigures 7(a)-(c), The
envelopes of these profiles are shaped by coupling between the range and
azimuth signals. Antenna pattern effects have been neglected. Provided
that a Hamming (or similar) window i3 used during range compression and
that the range curvature is approximately parabollc, the overall shape of
the profiles will be insensitive to practical parameter variations.

In this characterization, the azimuth profile passing through the
origin (i.e, at s=0, and f=9) was found to be the major energy contributor
{sce Figure 7(a))., Thie centre profile was used to examine the effects of
range curvature, A generalized rarameter R was used to characterize the
axtent of the cuvature, R is the rati¢o of the full bandwidth, N, cells,
meagured along the range curvature locus, to the =.dE (half amplitude)
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COMPRESSED RANGE PROFILE

7~ 9

RANGE
e
AZIMUTH
(UNCOMPRESSED)
(a)
RANGE RANGE
CURVATURE (COMPRESSED)
TRAJECTQRY

AZIMUTH
SPECTRA

RANGE 3

‘.\}é(?& RANGE 2
i R i
- NGE 1
é = ANGE ! L 2iMuTH

Fig. 6 - Signal history of a point target. (a) Range curvature
with compressed range profile. (b) Perspective view of
range curvature.

bandwidth, 2n' cells, measured along the middle of the range cell, i.e.,

R = EF (24)

The parameters R and n® are shown in Figure 8, Note that n'
locates the -6d4B points in range and azimuth. The offset of the range
profile is given by d, which is measured from the centre of curvature (see
Figure 8). The parameter d can be used tc relate n' to the other
parameters. Pirst, 4 is expressed in terms of the number of range cells
of curvature:

d .1;9_”21313_53_, (25)

where the 1.87 factor is the -6dB mainlobe width of a Hamming weighted
pulse, expressed in terms of range resclution bins (see [4], p.55), YR
is

sampling frequency ; where Yp>1, (26)

range signal bandwidth

YR
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collected at the pulse repetition frequency. The wartical
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Pig. 7 (cont.) -
case) on the received complex signal. The vertical axes
denote the argnitudes of the spectra. (a) corresponds to
the profiles through the centre of the range curvature
signal (se= Pigure 6), (b) 2nd (c) are the profiles in the
next two adjscent range cells.
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COMPRESSED RANGE
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Fig. 8 - Range (compressed) - azimath (uncompressed) couping.

d = apn'?as,?

2
- 810 Mg 12,62, (27)
ZIF

where AS, is the azimuth sampling interval in metres, The desired
expression for n' can now be cbtained by equating (25) and (27), i.e.,

2
0.905ypASg = ?ﬁ n'2as,? (28)
Ip

and solving for n':

1.81 YprpdSy
Asisinzn

(29)

b

This expressicn for n' can then be substituted in (24) to obtain the
desired expression:

NpASA sinng

R = =/
2 v1.81 YRIFASR

(30)

The azimuth resolution, as derived in Appendix B, is given by
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1.4 Arp (31)
ZNPASASLnnF

This can be substituted in (30) to further simplify the expression for R,

i.e,,
R = 0.26) !E . (32
p YRASgr

The iarger the curvature, the larger the value R will be. For
small curvatur:r (R<1), the -6dB point is beyond the ends of the azimuth

N N
aperture bounded by 2_p' i.e., ,n'l iz—p. However, even in this situation,

R remains a valid parameter for the characterization.
Computer simulations of the amount of mainlobe broadening were per-
formed for Qdifferent values of R, The results are plotted in Figure 9,

The percent broadening of the compressed mainlobe width, measured at the
-10dB points, was defined as

e )
—I y*3.4 R3-T (%)

24 -i0dB

PERCENTAGE OF BEAM BROADENING IN AZIMUTH
1

Fig. 9 - Rapirical azimuth beam broadening.
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Wy = SuMe « 1008 (33)

We

where W, is the mainlobe width without range curvature compensation, and
W. is the mainlobe width with range curvature compensation. Before W,
and W, were measured, the compressed mainlobes were interpolated by a
factor of 100, An empirical equation relating W, and R, was developed
to fit the measurements:

Wa = 3.4R3.T, for R < 2, Wy < 2.7%. (34)

In the above computer simulations, a Hamming window was applied in
the frequency domain over the uncompensated range curvature azimuth data
set before the inverse Pourier transform was taken. Therefore, N, is no
longer a measure of the bandwidth associated with a single point target
but is instead a measure of the length of the weighted aperture,

4.2 Mainlobe Broadening in the Range Dimension

with significant range curvature, energy is spilled over onto the
concave side of the range curvature thereby broadening the already com-
pressed range profile, If a Hamming window is applied in the frequency
domain in azimuth, energy at the end of the curvature is highly atten-
uated, and the spill-over in the range dimension is small, Computer
simulations were used to demonstrate that under nor.al operating con-
ditions the rate of mainlobe broadening in range ig sliower than that in
azimuth,

A parameter x, which is the number of range cell crossings at the
end of the aperture, normalized by the -6dB range mainlobe width, was used
as a simple and effective way of characterizing the range broadening.
This parameter x is given by:

x = aumber of range cell crossings
r

1.81yg

N
aZASAZ ( EE )2

’

1.81yp
from (31),
2
x = 9:3333%_52 . (35)
YRP

Computer simulations of the amount of range mainlobe broadening, expressed
as a percentage, were performed for different values of x; the results are
plotted in Figure 10. An empirical equation

W > 1.46x2:562, for x < 27, wg < 9%, (36)
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was found to fit the curve,
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5. A PIBCEWISE QUADRATIC. APPROXIMATION - (OHERENY SUB-APERTURE
PROCESSING

In this section, a generali:zed coherent sub-aperture processing
technique is described., This technique overcomes the processing problems
caused by the nor-linearities that arise whasn imaging at a high squint
angle and/or to a high resclution., The reasons for favouring the sub-
aperture approach over the continuous straightening approach [11] are two-
fold:

i) spurious low frequency motion effects, if they exist, caa be
corrected over small areas by applying different compensa-
tion, e.q. azimuth M rates, to each sub-aperture; and

ii) The sub-aperture technique, with its piecewise correction,
reqeires much  shorter roweleagths than the continuous
s«traightening approach, thus the across-row operaticns re-
quired for the interpolation Auring range curveture correc-
tio. car. be mich more easily accommodated, i.e., mcre rows
can i« fit in memory simultaneously.

In= najor gcal is to devise a sub-aperture pro:essing scheme cthar
Ce v emeve, witheoot resorting to two-dimensional processing, the distor-
tions 1wttributed to the non-linear effects previously described. As with
m it problems invdlving non-linearities, piecewise approximation was
deen2d to he the sinplest approach. Each piece of the signal was assured
tr be lin-~ar up t: a certain degree of error tolerance, Figure 11 illus-
truie a slant renye plane containing the flight path ard a point taraet
of intecest. The Iight path ig broken up into several segments to signify
ditferent sub~apert.res, E£ach sub-aperture i~ extracted by an FIR filter




[ 8]
(9]

and is then demodulated by a matched filter, especially designed for it,
The extraction filtering and the matched filtering can be combined in the
frequency domain and _he two processes performed simultaneocusly. All the
sub-apertures, except the two end oneg, which may only be partly filled,
have equal bandwidt®.

LK-2; LK-13  LKOg LK1,

\LK'ZD . LK-1h

SQUINT ANGLE
OF LKO

LKOp LK1y

+
™ 1

e

SQUINT ANGLE OF
FULL APERTURE

POINT TARGET POINT TARGET
a b

Pig. 11 ~ A slant plane contaiaing flight path and two point
targets, a and b, Note the corresponding look
designations (denoted by LK) are displaced by the same
amjunt as the separation betweean Two targers. The look
geometries are congruent.

In order to define the matched filters for each sub-aperture
several other things must first be done, The lcok centres in the
frequency domain must be located, and their rrequency domain locations
translated into corresponding spatial domain ones. This ties down the
values of uffective squint angle, ng, of the qth loock, and slant range
to the 1look centre, r,, which are required to define the matched
filter. Next the phases, over the look and over the local section of the
full aperture, are matched. The 1look phase contains terms of up to
quadratic order, whereas the full aperture phase containg terms of up to
cubic order. The phase matching nmust be done irn order to maintain
coherency over the phase jumps between the looks. Range curvature com-
pensation must also be apnlied; in this case, as already discussed, the
curvature compengsation is to be piecewise. Pinally, the demodulation
whicih removed the a;s term during data acquisition must be accounted for.
After all these operationa are completed the matched filter can be
defined.

Referring back to Pigure 11, each look can be thought as inde-
pendent, with its own look centre, slant range and squint angle. The
locations of the look centres are based on the number of looks required,
or equivalently, the bandwidth of the extraction filter. 1In the present
scheme, the entire frequency axis is extracted even though part of the
spectrum has no signal,

In the frequency domain, the look centre of a sub-aperture is aiven
by,




q*® Ba: = — -1 < g < =, Ny 18 even,
2Ny, 2
where q denotes the look 1index, and B,
designed extraction filter. Be 19 a

¥, such that BgNy=0.9f,, where £fg is
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(37)

is the bandwidth of a pre-
function of the number
the

of looks,

samplinae frequency, A

bandwidth of 0.1fs is teserved as guard-band near che Nyquist frequency.

The look centre in the spatial domain can be calculated using (21}:

(

-2ap + /-4a§-6a3xf

and the squint angle q*

(38)

from
can be calzcu-

look centre,

d , for ajz#0;
6aj
Sq ¥ o
rq
-2 » for az=0.
4ay
Once s; is Iknown, the slant range rg, to the gth
the point targat of interest,
lated. Raferring back tc Pigure 11, we have,

rF 3q
- sinn
or, Rg ™ tan 1[ P ]
8
cosnp - —
IE
sinn 8in(180°~n,)
Also, LA < ’
rq rl..
sinnp
suv that rg = rp .
sinnq

Equipned with "g and Tqr anad the

q'-h sub-aperture, the phase is,

4w

Bgls') = - 1 (Qog * ajgs’

+ azqs'z),

where 8' 1is the spatial co-ordinate with
sub-apertures centre,

doq - rq,

alq - -coan,

previocusly Jdecived
mation, we can synthesize the phase of the acquired data.

(3w)

(40)

quadratic approxi-
Within the

(41)

it3 origin lucated at the

(42)

(43)




sznq
and ag = — - (44)
2rq

Prom (16), the phase of the original data is given by,

9(g) = - % (ap + a)s + azsz + a353). (45)
The phases eq(s') and 68(s) must match vary closely over the look, i.e.,

eq(s') = 9(s), for 2 = sqr s' =0,

and (46 )
L L . Lg ,s L
Bq(s') = 6(3), for ag~ —S_ s w3, je., ~ £ ' 2,
2NL < 2NL ZNL ZNL
where Lg is the full synthetic-aperture length. Since sg' = 8-85,

eq(s') can now be written as,

4 2
bqls) = - . (agg + a)gls=sg) + ajq(s-s5)°I. (47)

Because amplitude matching is unimportant, we can set the amplitude to be
unity without piecewise approximation, and rewrite the piecewise
synthesized phase signal over the sub-aperture as

2 2 jogis)
(£',8) 3 Ylt'~ as8“] e 4 R
9q [ c 2 ]
4n 2
=3 — lagg + a)gls-84) + apq(s~5y4)”]
w2, 02 A .
= w[t - —-ajs ] e
c
(42)
y{t) represents the profile of the range compress=d pulse uver the range

2‘1 represents the continuous range

dimension, and the variable [t'- 3 ars
C

curvature, as a function of position in cthe azimuth apertuvre, As
degcribed in Section 3, range curvature correction is cometimes required
to prevent range and azimuth broadening from occurring.

It range curvature compengation is needed, interpclation rmat be
performed on the range compressed signal in the range dimension. The
range interpolation can be done in the azimuth frequency domain, prior to
azimuth fost convolutlicn compression, or in the azimuth gpatial dJdomain,
after azimuth compression. In the former approach, the range curvature
can ke fully compensated, whereas in the latter approach only =z piecewise
compensaticn can be dune. The reason for this is as fouslows: once the
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azimuth signal is compressed, the curvature phase is transformed into
broadening of the range compressed pulse, and the trace of the range cur-
vature is lost. The only way to correct for curvature after the azimuth
signal is compressed (i.e. the post-compression scheme previously men-
tioned), is to use sub-apertures, each of which produces a pulse which is
minimally distorted, but is displaced in range from the centre of the
range cell., The displacement is equal to the amount of range curvature at
the sub—~aperture centre., Range shifting of the sub-apertures, by means of
interpolation, can be used to remove the curvature, Such interpolation is
equivalent to performing a piecewise correction along a single azimuth
array in the frequency domain. This is shown in Pigqure 12. This piece-
wise curvature compensation is incomplete and@ causes paired-echoes in the
final image, see Sections 6 and ? for further details,

COMPRESSED RANGE
/PULSE PROFILE

V&

LOOK CENTRES

INTERPOLATE
AND AL!GN

LOCOK LOOK LOOK LOOK
0 1 2 3

i
e —— —m =

0 AZIMUTH
FREQ.

rig. 12 - Look extrzction with range curvature. (a) Signal history
cf 4 point target. (b} Look extractiom with piecewise
ranje cnivature correction (only the positive frequency
axis is showm).

Deaspite these pa’red--echoes, post-compresaion interpolation is
nreferred in the precent scheme, This is because there is jinsufficient
coumputer memory to & <*“he xoss-row interpclation operations on the long
rows needed for full aperture correction in the range, azimuth-freguency
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domain. In this case, the shorter rows required for the piecewise
correction of the sub-apertures make the post-compression, range~azimuth
spatial co-ordinate correction technique more attractive.

The range curvature profile y(t), given in (43), will also be
approximated in a piecewise fashion, namely,

-j-‘l[a.oq + aqls~sq) + azq(s-sq)z]
gq(té,s) = w[tc'[ - E azsz] e ,
(49)

over the sub—-aperture, where t' =x= 3 a252 near the look centre. yY(t) now
Lepresents a coupled, slantedqprogectign of the compressed range profile
onto the uncompressed azimuth profile. This coupling only affects the
spectrum bdagnitude, leaving the phase unaffected. For eas: of
illustration, Y(t) will be dropped, i.e., it will be zssumed the curvature
has been properly correctad., Thus, (49) becomes,

-j:—“[aoq + ajgla-sg) + azq(s-sq)z]
9qls) = e . (s0)

The phase of the original signal is

-j:—"[ao + a)g + azaz + a333]
g(as) = e . (51)

This signal is m.Aified by removing the phase term - %’ a;8, during data

acquisition, i.e. the recorded phase signal is

jﬂals —34—"(% + a252 + a333)
§la) mgls) e ma * . (52)

It now remains to define the matched filter for this signal.
Setting g(s)ugq(s) over the sub-aperture g, we det

!41!
- - ls
gq(s) 2 g(g) = g(g) e ’
4n
e
x gq(s) @
_ 4"[ 2 4n
};-Laoq + agla=sy) + az (s-sy) ] j.}‘_ als
u e ’

(53)

where éq(s) is a quadratic piecewise approximation to g(s) over the
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sub-aperture, Equation (5.17) can be regrouped as,

47 24
) nj-)—[(aoq-alqsq) + la)g= a)s + ajgls-ag)”|
dqfs) = e i , (54)

and the matched filter, m(s), can be derived from this regrouped §q(s),
i,e,,

m(s) = g (-3),

4w 2
j}\—[(amI - °1q3q) - (alq-al)s + azq(-s-sq) ]
= e

(55)
The Pourier transform of m(s) is
M(£) = P{m(s)},
j—‘—"(aoq-a‘qaq) -jL)‘-— h,‘?‘, + 3J2nsghe
A 4a,
- e e a ’ (56)

where h, = f +-§’— (ajg-a;). The amplitude of M(f) is normalized to

unity, and the small amplitude variations from look tc look are ignored,
By coumpleting the square of the phase of the second exponent, (5.20) can
be rewritten as

4 An
ji—(aoq - ﬂlqsq + azqsé) "'j‘——hz
M(E) = e e 929 (57)

2
vhere h = £ + — | (a - a;) -~ 2s.a .
A[ lg 1 qu]

The q dependent phase terms ensura phase continuity at the boundaries
between adjacent looks in the concatenated spectrum. The frequency
dependent phase terms cancel the quadratic and linear phase factors in the
original data. The above matched filter can be applied directly onto the
Pourier transformed data via fast convolution.

6. COMPUTER SIMULAYIONS OF COHERENY SUB-APERTURE PROCESSING WITH
PIECEWISE CORRERCTION

In this secticn the digital form of the received signal from a unit
amplitude point target, and the form of the continuouasly straightened
spactrum of the signal are described; the effect of the cubic phase term
is examined; and the results of a computer simulation of piecewise
corcection, i.e, sub-aperture processing., are pregented.

It was assumed in the simulation that a Hamming window was applied
to the range frequency data prior to range compression, and that the slope
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of range curvacure versus azimuth position in the aperture was small at
either end of the aperture, It was also assumed that the linear component
of range miqration was removed during the Jata acyuilsitlon operation,

6.1 Porm of the Received Signal.

The digital form of the received signal is

‘}ﬂr(m)

G(m,n) = R(m,n) e

where m,n are the running indices for azimuth and range respectively,
R{m,n) is the amplitude profile of the recorded signal, and

r(m) = /(mASA)2 + r% - 2mASprpcosnp - a~,mASA'

= / (mllsp‘)2 + r% - 2mASprpcosng + mASpcosng, (58)

where ASp is the azimuth sampling interval in metres, and

L L
- Ei— < m < 2SA + where Lg is the synthetic-aperture length in metres.
Sa Sa

The last term in (58) accounts for the cancellation, during data
acquisition, of the linear term mASpcosnp. R{m,n) 1is the compressed
range profile, which runs along the range curvature, It is given by the
Pourier transform of the Hamming window (4], i.e.,

R(m,n) = D} + 0,426(D;, + D3), (55)

where D| = sinctX),
TR
"
_ju_w
Dy = e sinc(®- - 1) = sine(X - 1,
YR YR

Ll
Dy = e ™ sinc(Z- + 1) = sinc(® + 1),

TR TR

and Ny i3 the range data length for compression, which is the same as
the window length. The peak amplitude of R(m,n) has been normalized to
unity. Fecr large Ny, the phase terms, /Ny, in Dz and D3 are
negligible. The variable x is given by

r(m)
Asg

x-n-No-

where ASp 1is the range sampling interval in metres, ygr 1is the
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over—-sampling factor in range, and N, is an arbitrary offset for
positioning the data in the middle of the two-dimensional computer
memory. A profile of a compressed range pulse is shown in Pigure 13. To
obtain this figure, a set of typical operating parameters was used (see
Table 1),

0.6
OVER-SAMPLING FACTOR =11
0.5
0.4
-3 ¢B BEAMWIDTH = 1.5 PIXEL
8 0.3
2 -6 dB BEAMWIDTH = 2 PIXELS
S
s o2 —
<4

0.1

0.0

-0'1 Ll L] ¥ N v v T T L]

-20 -15 -10 -5 0 5 10 15 20

PIXEL NUMBER

Pig. 13 - Compressed rangs pulse with Bamming weighting.

6.2 Continoous Range Curvature Compensation

As previously described, one way to remedy the energy spill-over
effact caused by range curvature is to straighten out the curvature by
continuous correction in the range—spatial, azimuth-frequency domain. An
azimuth spectrum, straightened by this method is shown in Figure 14, It
is wvirtually identical to what would be obtained if there were no
curvature, The interpolator used in the straightering process was a
modified four-point sinc function (5] given by

2
wix) = 3nlmo) o x (60)
™ 16
where x = i + INTEGER(R;)-%;, i = =1, 0, 1, 2, (61)
22 2 N N
8CTa,ASpNp 2 2 (62)
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TABLE 1

Processing Parameters for Computer Simulation Examples

Parameter
Stant Range (rp) 100 km
wWavelength (1) 0.0321 m
-3dB azimuth resolution (p) 1.358 m
Azimuth sampling interval (ASp) 1.617 m
Azimuth over-sampling factor () 1.18
Range sampling intervals (4Sp) 0.75 m
Range sampling period (T) S nS
Range over-sampling factor (vg) 1.1
Squint angle (np) 30°
Range curvature at the end of the full 2.33
aperture

N.B. Por examples with squint angles (np) equal to 15° and 6°, A4Sy
will be changed accordingly, all other parameters are kept
conatant,

MAGNITUDE

-200G - - 500
SPECTRAL NUMBER

Pig. 14 - Azimuth spectrum contimuous range curvature
coagensation.

wh2re Ny 1is total number of data points used in processing, Eguation
(62) is the digital form of (23) with f = m/NpiSp. The straightened
spectrum shown in Pigure 14 was then windowed to suppress spectral leakage
and multiplied by a matched filter, The windowed spectrum is shown :in
Figure 15, and the final compressed pulse is shown in Figure 16,
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Pig. 15 - Specturm of Pigure 14 with Ramming weighting.
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Figure 16 - Compresgsed pulse with continuous range curvature
compensation, (a) overall,
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1
:“ .;’ ! "Hil'; ;I i
TR e

Aside from the range curvature problem,

caused by the cubic phase term,

relative to the gquadratic rphase term,

there may be a problem
If the cubic phase term is significant
as in the highly squinted, high

resolution case, a phase correction must be made in addition to the range

17.

curvature correction., An example of such a case is shown in Pigure
In this situation there was a cubic phase error of 1102° at the end of the
aperture, This cubic phase error can be eliminated by adding an
appropriate cubic phase term in the matched filter, or by using the
sub-aperture processing technique.

6.4 Sub~aperture Processing Computer Simmlations

In sub-aperture processing, the spectrum is brrken up into small
pieces or sub-apertures, which are proporticnally shcoster in length, and
can have their FM rates fine-tuned to that of the corresponding

sab-aperture data. The form of the frequency domain matched filter is

im TA 2
j)‘— (agg=a1gq9qtazqsq) -jav (63)
Mi{n) = e e 2q
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ZNTA

where, v = n + __X—EA [(alq-al) - ZSqazq];

Np is the FFT length;
435p is the azimuth sampling interval in metres;
Asq is the spatial location of the loock centre, given by (55};

n-f—; and Af =
Af

NpdS,

Equation {(63) is the digital counterpart of (57),

MAGNITUTE (N dB

SPECTRAL NUMBER

Pig. 17 ~ Compressed pulse with cubic phase uncompensated.

Bach of the sub-apertures is filtered with its own M(n) and then
the spectra for the sub~apertures are coherently summed by concatenating
them together, An example of a coherently summed spectrum with eight
looks is shown in Figure 18 where the left portion of the spectrum belongs
to negative frequencies, Prominent gaps are evident between the adjacent
sub-aperture spectra, As the frequency increases, the gaps gc deeper,
This is because the ooupling between range and azimuth increases at the
ends of the aperture, i.,e., where the range curvature slope is steepest,

If a Hamming window, with the same bandwidth as that of the
original spectrum is applied to the concatenated gpectrum shown in Figure
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MAGNITUDE
)

2000 -1%00  -1000 -500 o 500 1000 1500 2000
) SPECTRAL NUMBER

Fig, 18 - Azimath spectrum with piecewise range curvatore
compensation (squint angle np = 30°).

MAGNITUCE

~2000 -1500 -1000 -500 0 500 1000 1500 2000
SPECTRAL NUMBER

Pig. 19 - Spectrum of Pigure 18 with Hamming weighting.
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19, the spectral leakage is suppressed. In addition and perhaps more
importantly, the amplitude of the gaps in the envelope are equalized. The
gaps modulate the envelope intensitv and cause distortion in its Pourier
transform, The equalization effect of the window makes the envelope modu-~
lation almoast sinusoidal, This means that "paired-echces®™ will be pro-
duced in the other domain (1], Without the equalization the modulation is
non-sirusoidal, and a more complex, harder to analyze distortion is pro-
duced,

An output pulse from one sub-aperture is depicted in Figure 20,
The mainlobe width is wider than that from a fully compensated full aper-
ture. This is because the sub-aperture bandwidth is proportionally

0

LOOK No. 0

MAGNITUDE IN d8

-100 -80 -60 -40 -20 0 20 40 60 80 100
SAMPLE NUMBER

Pig. 20 — Compressed pulse of ane look.

smaller than that of the full aperture. Alsc, there are prominent side-
lobes . This is to be expected since the window was not applied to the
sub-aperture spectrum, Instead the window will be applied later to the
concatenated spectrum, and the high sidelobes will be cancelled out at
that time.

Thus far only the effects of amplitude distortion have been con-
sidered. Phase: errors near the boundaries cf the adjacent looks also
cause “paired-echo” type distortions. The phase cancellation during
matched filtering is incomplete when a piecewise correction is used. This
incomplete phace cancellation causes a nearly sinusoidal residual phase
error in the frequency domain, which in turn causes paired echoes in the
time domain., This effect is serious at high sguint angles (e.g. 6°),
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where the cubic phase term ( ;1 agsa) becomes very large and cannot be

ignored. A plot of the residual phase errors for our present example, is
shown in Pigu -e 21,

In order to c¢btain the final compressed pulse, an inverse Fourier
transform of the windowed, demodulated, concatenated spectrum is taken.
The resgult is shown in Figure 22. Except for the presence of paired-
echoes, the compressed pulse shape is identicai to the case with continu-
ous range curvaiure compensation. As has already been mentioned, these
paired-echoes are the products of envelope and residual phase distortions.

Simulated compressed output pulses for two cases with high squint
angles (np = 13°, 6%} are shown in Pigure 23 and 24. As can be seen 1n
the figures, the paircd-echo magnitudes increase as the radar becomes more
highly squinted (i.e., smaller ng is used). The interrelationship be-
tween various radar parameters and the paired-echc magnitudes will be dis~
cussed in the next section.

7. ERROR ANALYSIS OF THE EFFECTS OF PHASE AND AMPLITUDE DISTORTIONS,
CAUSED BY THE PIB(EWISE APPROXIMATION

The piecewise correction for range curvature and cubic phase intro-
duces phase and amplitude erxrrors into the matched filtering process. In
fact, exact matching occurs only at the look centres. Our goal here is to
characterize, with respect to the number of sub-apertures and the other
operating parameters, the form and magnitude of each of the distortions
arising from these abnormalities. Because an exact description of the
errors is extremely complicated and unnecessary, a combined deterministic
and empirical eastimation procedure will be used instead.

In this section the form of the magnitude and phase errors in the
frequency domain, will be examined. Then, models will be developed tha:
allow prediction of both the size of the errcrs, and the individual and
combined paired echo levels that result from the errors. Next, a oro-
cedure for estimating the Integraced Sidelobe Ratio degradation, caused by
the errors, will be described, and finally, the range independence of a
given set of piecewise corrections will be examined.

7 Spectrum Envelope Distortion

In the following, we will describe a simplified approach for deter-
mining the gap size between adjacent looks in the freguency domain, as a
function of look centre location, and then we will relate the gap sizes to
the paired-echo magnitudes in the spatial domain.

When post-compression interpolation is used, the coupling betwe=2n
range and azimuth prevents the complete correcticn of the curvature, and
gaps are left in the spectrum. The height and width of the gap, associ-
ated with each sub-aperture, depend on the compressed pulse width in range
and the local slope of the range curvature versus azimuth position curve.
The slope of the range curvature functicn in the frequency domain is given




37

—" -—STOP SAND OF ——— ————
— THE WINDOW, \‘.‘__
INVALID PHASE
of‘mb - -

N
w
wi
a
o
W .50
z
a
o
@
T .100
w
[7)]
L-4
I
a

-150

MR 1 T ) 1 L3 11
2000 -1500 -1000  -500 0 500 1000 1500 2000

Dlatotad o WY [XTH] :
SPECTRAL NuMEER

Pig. 21 - Regidual Phage error (squint amngle ny = 30°).

° ]

-20

1

MAGN(TUDE (N dB
F-S
=3
|

&
S
l

-80
-100
SAMPLE NUMBER

Fig. 21 - Cuompressed pulse with piecewiss range cmvature,




T m v T LS ] m.

87 NI 3ANLINDYN



39

by the derivative of the amount of range curvature (%)) as given in (62)
with resgpect azimuth space (m), i.e.,

ds 22
slope = — = —

== m, (64)
dm  4CTaASpNT

where the slope is expressed in rnumber of range cells shifted per azimuth
cell. The parameters % and m are the running indices in range and azimuth
respectively. This slope is used to piroject the compressed range profile
onto the azimuth spectrum, It is assumed that a Hamming window is used in
range compression, and that therefore the compressed range profile is ap-
proximately the shape of the FPourier transform of the Hamming window, (see
(59)).

RANGE
3
APPROXIMATELY
PRQJECTICN / LINEAR
PROFILE
O(a) ,
’
’
" AZIMUTH
/ 0 p

PROFILE OF COMPRESSED HANGE PULSE

Pig. 25 - Range—azimmth coupling.

The coupled range-azimuth signal for one sub-aperture is shown 1in
Figure 25, It is assumed that the sub~aperture is short, that the quad-
ratic component of the curvature is negligible, and that the slope

(gé) of the sub-~aperture segment s so amall, and so constani over the

sub~aperture, that 8(m) in Pigure 25 can be approximated as:
2
6(m) = tanG(m) = EE - ——-—l———- me (69)
dm  4CTa,ASING

With this approximation, the normalized projection of the compressed range
profile onto the azimuth frequency axis becomes,

Wimg,p) = Ej(Mgq,p) + 0.426{E;(mg,p)+Ez(ng,pl], (6€)
where,

Ey(mg,p) = sinc (pk),

Ez(mq,p) = sinc (pk-1),

E3(mq,p) = ginc (pk+1],
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p = mmg,

and f, i3 the location of the centre of lock q. Mg denotes the centre
of the qth lock in the m (glotal fregquency) dimension, p i3 a new local
frequency dimension, whose origin is at the centre of the qth look,
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—exTRACTION—]
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BANOWIOTH

PFig. 25 -~ Look extraction using a low pass filtecr.

As shown in Figqure 26 the desired sub-aperture is extracted, by
means of an PIR filter, from an appropriately rotated version of the
basebard spectrum. If the PIR filter shape 1s approximately rectangular,

N
the spectral height at the filter edge (p = 2—5 is

Np Np
hg = Wimg,p) = Ej(mg, _2) +0.426 [Bp(Mg, —2-)
N (67)

where Np is the number of frequency cells covered by the bandwidth of
the extraction filter.

For the 1looks extracted from the ends of the spectrum, the slope of
the range curvature is steeper, and the area of the projected range
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profile 3is narrower, As a result, the gap between adjacent sub-apertures
i3 widened and deepened. 1In other words, the envelope distortion worsens
towards either end of the f€full aperture, A typical coherently suwwmed
spectrum is sketched in Figure 27. As shown in the figure, the minima can
be ccnnected by a dotted line described by,

h(m) = P)(m) + 0.426[P,(m) + P3(M)], (68)
where,

P;(m}) = sinc (Km),

Py(m) = sinc (Km-1),

P3(m}) = gsinc (Km+1),
and,

Rm» ——)ﬁ%—z__ -

SCTAZASANI‘YR

SPECTRAUM
MAGNITUOE

0 AZIMUTH
FREQUENCY
(m)

Fig. 27 - A typical coherent summed spectrum. The dotted line
connecting 4ll the minima is described by Bg. 68.

As mentioned previously, Hamuing weighting is normally applied to the
concatenated spectrum to suppress the spectral leakage that occurs during
the calculation of the inverse Pourier tranaform. The weighting function
has the same bandwidth #s the summed spectrum. The weighted gpectrum 1is
sketched in Pigure 23.

Besides suppressing spectral Jleakage, the weighting also helps
reduce the size of the 1larger gaps at the endas of the concatenated
gpectrum, The gaps are now more or less equalized over the entire
aparture., As shown in Pigure 29, the weighted gaps can be thought of as
ripples superimpuvaed on an ideal smocth spectrum, The amplitude of the
ripples at a distance of a quarter of the bandwidth from the aperture
cantre is estimated to be,
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[1-nCE ]
h; = ——B __ x 0,54, (69)
2

where h{m) 1is given by (29) and the 0.54 numerical factor accounts for the
Aamming weighting. This ripple amplitude is taken to he representative of
the ripple across the whole aperture.
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The ripple: shown in Pigure 28 exhibit a periodic sinuscidal-like
waveform. Assuming for now that the ripples are purely sinusoidal (which
is not really true), the inverse Fourier transform, as shown in Pigure 29,
will give paired-echoes of magnitude h;/2, on either side of the mainlobe
of height approximately equal to 0.54.

The ratio of the magnitudes of the paired-echoes to that of the
main peak is

hy/2
paired-echo magnitude = —m
mean peak 0.54
N
[1-n-= )]
4YR
4
- .l_ {1-P | (m")~0.426[Pp(m")+F3(m") ]}

(70)

where m' =

Q‘YR

Unfortunately, the computer simulatinns aid not produce
paired-echoes of the predicted magnitude. One explanation for this
disagreement is that the ripples on the summed spectrum are not purely
sinusoidal. If this is the case, the first order harmonic coefficient
should fairly cloaely represent the most dominant paired-echo, In the
absence of an analytical expressgion for the ripple, it is impossible to
prove this implication. Instead, a correction factor was established,
which, when used in the simulation, caused paired-echoes of the correct
magnitude to be produced. It was found that if a correction factor of
one~-half was used in (70), the results were reasonable in most cases.
With a correction factor of ona-half, (70) becomes

fl-h', for more than twe lcoks;
8

dominant paired-echo magnitude =
main peak

1-h', for two looks.
12

(71)

A special provision is made for the two-look case, ji.e,, the correction
factor is gat to 1/3 instead of 1/2, This 18 required becaugse the
envelope ripple deviates more atrongly from a sinuscidal shape 1in the
two—look case than it does in the other cases,

These results are consistent with the fact that as the ripple shape
deviates more and more from the sinusoidal, more energy is displaced into
the higher order harmonics, and thus the magnitude of the dominant
harmonic decreases.
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With changes in the operating parameters, the general shape of the
ripples is preserved, and the relative values of Pourier coefficients do
not change. Equation (71) provides a good estimate of the paired-echo
magnitudes when the magnitudes are between -204B to -35dB. For ratios
greater than -208B, the aforementioned linear approximation agsumptions
break down gradually, with the estimated ratio increasing more rapidly
than the actual ratio. Por ratios less than -358B, (71) also breaks down,
this time because the pair-echioc magnitude becomes so low that it merges
with the shoulder of the main peak.

The location of the dominant paired-echo, which is related to the
number of looks involved, is given by

-4

1

-4
Rpe = —
p

pe cells, (72)

where Ny is the number of locks and p is the ratio of the overall
extracted spectrum to the Nyguist bandwidth. In most cases,

N
4 TP (73)
Np
and thus
Np
Npe = N_p = 1,1 Ny, cells. (74)

In the above analysis and simulations, envelope distortion was
congidered to bes the scle contributor te paired-echoes, and the phase was
assumed to be perfectly matched. In the next section, the effects of
phase errors are examined.

7.2 Residual Phase Error

The rasidual phase error originates from a phase mismatch between
the piecewise quadratic matched filter and the data, This error causes
paired~achoes,

The phase error, between the recorded data and the matched filter,
at su(, is taken to be representative of the phase error ripple across the
entire aperture. This representative phase errur is obtained by
subtracting the phase in (45) from (47), and then setting s=0, and g=1,
i.e.

4n (7%)
46 = T - anm ¢t a8 ~ 2 |-

Based on the correspondence betwsen the spatial and frequency domains
described by (21) it is possible to find an £, for every s;, such that the
phase in the frequency domain at f,| eguals the phase in the spatial demain
at s;. If the principle of staticnary phase holds, it also follows that
the maximum phase error in the frequency domain is equal to the maximum
phagse error in the spatial domain. Therefore the residual phase error,
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46, given by (75), is equal to the phase errovr at the boundary cf the
first look in the frequency domain.

It was assumed, and confirmed later by computer simulations, that
the peak residual phase errors at the end of the sub-apertures are approx-
imately equal.

A sketch of the typical residual phase error in a coherently summed
spectrum is shown in Pigure 30. The residual phase error is periodic in
pattern. Because of the overlap (18 to 21%) of the transition bands of
the look extraction filters, the residual phase errors at the look bound-
aries cancel each other out. This cancellation reduces the peak error
(A8,), to about 2/3 of 46, i.e.

2

AGP = 3 A6

= :—: 21 - aja) + ag8,% - ag |. (76)

If the phase error is pu.ely sinusoidal, with amplitude A8,, where A6
< 0.4 radian, then the paired-echo magnitude is given by a Bessel function
approximation [1], such that

paired-echo due to phase error N AB_- (77)

main peak 2
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Fig. 30 - Residual phase error and paired echoes.
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As was the case with the envelope distortion, the phase error 1is
not exactly sinusocidal and no simple solution can he formulated, However,
the size of the dominant first harmonic coeffic.ent can be obtained by
computer simulation. When this is done, and 20% transition band is
assumed, the magnitude of the first harmoni 3 out to be only about
half of that given by (77), i.e.,

paired-echo due to phase error _ A6,

main peak 4 (78)

pp-

Since the residual phase errur in the frequency domain has the same period
as that of the envelope distortion, the locations of the paired-echoes,
caused by the phase distortion, coincide with the locations of the echoes
produced by the envelope distortion.

7.3 Overall Paired-echo Magnitude
The first order paired-eche magnitudes are given hv the sum and

difference {1 of that contributed by envelope distortion
(70) and residual phase error (78), i.e.,

overall paired-echo = lpm: pp| (79}
main peak

7.4 Degradation of Integrated Sidelobe Ratio dae to Paired—echoes

Por a heavily weighted sgpectrum (e.g. Hamming), in the absence of
additional phase errors, e.g. PM rate mismatch or motion errors, the
integrated sidelocbe level (everything outside the first minima from the
main peak) is composed mainly of energy contributed by the paired-echoes,
'pm + ppl . The integrated sidelobe ratio (ISLR) can be approximated
as

ISLR = 10 logial(py + Pe)? + (Pp-py) %)
olPm * Pp Pm™Pp

(80)
= 10 log)ol2(pg® + pp?)).

7.5 Range Independence of the Piecewise Solution

The resultant piecewise solution can be regarded as a one-laok
matched filtering process with a distorted frequency transfer function.
The amplitude versus frequency response is modulated with sinusiodal-like
ripples in its passband, while the phase versus frequency response is
composed of ripple-like residual phase errors superimposed on the usual
linear and quadratic phase cont ributions. In both caseg, the distortions
are local in nature since they arise from mismatches within a look.

In a normal one-lcok azimuth matched filtering process, the filter
is matched to the azimuth signal returned from a radar point target
lccated at the centre of the processing swath. This matched filter is
then applied to all the data in that processing swath. The quadratic or
cubic phase mismatch between the data and the filter increases towards the
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edges of the swath. The width of a swath is determined by the maximum
amount of phase misratch tolerable, at the end of the processing
aperture. This swath width is known as the depth of focus (2],

During the application of the azimuth multi-look, frequency domain,
matched filter to data at different ranges across the swath, the compress-
ed frequency domain signal will suffer both local and global phase mis-
matches, as well as envelope distortion. The overall distortion in the
frequency domain signal will be

j¢e(f)+j¢g(t)
c(f) = A(f) e .

ioelf) I4g(£)
= [A(f) e ] e .

In the spatial domain the error will be

e(s) = F1{e(f)] = P~ 1{A(f)e jert{e b

(81)

where,
A{f) is the envelope ripple as a function of frequen<cy;
$o(f) 1ia the 1local residual phatce error as a function of
frequency; and
¢g(f) is the global phase mismatch as a functicon of
frequency.

In (81), the local phase error can be combined with the envelope
distortion and inverse Fourier transformed. The glokal phase can be in-
verse Pourier transformed separately. The first inverse Fourier transform
gives rise to paired-echoes, whereas the second degrades the integrated
sidelobe ratio, The convolution of the two inverse Fourier transforms
describes the total effect. Thus, in evaluating the paired-echo magni-
tudes only the localdistortions need to be considered, whereas in evalu-
ating the degradation in the integrated aidelobe ratio (separate from that
contributed by the paired-echoes), only the global phase mismatch needs to
be considered,.

8. DERAMPING TECHN1QUES

This section is an overview of alternate forms of pulse cOmpression
for a linear FPM signal,. Instead of matched filtering, or faat cocavolu-
tion, a deramping (dechirping), spectral analysis approach can be used.
In the conventional deramping method, the quadratic phase term in the
incoming radar return signal 1is cancelled by multiplication with a
reference signal, which has a phase term that is the conjuge*- of the
returned signal. The process is shown diagramatically in Pigure = The
deramped signal becomes a CW signal, which has a frequency, f,, directly
proportional to the time separation, A, between the received signal and
the reference. The CW signal is then Pourier transformed to give a
compressed pulse as shown in Pigure 31(c). The location of the pulse is
directly proportional to the deramped CW frequency, f);. As a result, the




48

target 1is resolved at its 1location of arrival, 4. Figure 32 shows a
multi-target environment, in which three targets are resolved at their
respective locations.

The width and magnitude of the compressed pulse depend on the
duration of the overlap (To) between the reference and the received
signal, as shown in Pigures 32(a) and (b). For targets which lie further
away from the reference (i.e., smaller T,), the derauwped signals suffer
more energy loss, and therefore, their pulse width end magnitude are
degraded, as shown in Figure 32(c). 1In practice, there existg a thresghold
above which the amount of energy loss is intolerablza. 1In orxder to stay
within the threshold, it is necessary to overlap reference signals sc as
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Fig. 31 - Conventional deramping technique for a point target.




to decrease the time separation between the received signal and the
nearest reference. Such a scheme reduces the amcunt cf energy less, but
at the expense of having the data repeatedly deramped by nearby reference
signals. This is illustrated in Pigure 33. The repetitions produce
redundant data with energy loss above the tolerable threshold. Only data
in the vicinity of the centre of a reference tamp are kept. The redundant
data are discarded, The valid data derived from successive references are
concatenated to form the final image.
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In this section, we will cverview two pulse compresei:.n technigues
based on the aforementioned deramping approach, n=n-.y, the Spectral
Analysis (10) and the Step Transform [6-9] Methods. Compared to the basi=
de-ramping approach both methcds allow a reduction of tae cnergy loss
and/or an improvement in the proczssing efficiency. The following
description foms a framswor- iur the discussion, in Section 9, of the
processing efficicucy of ‘hLe sub-aperture compression technigues.




8.1 Spectral Analysis Method [9,10]

The spectral analysias method attempts to reduce the energy lost,
due to aliasing, during the deramping nrocess. This 13 achieved by
utilizing a continuous, non-overlapping deramp sawtooth reference with an
FM rate of the same magnitude, but of opposite slope and longer duration,
than the signal from a single point target. 1In addition, the phase at the
end of ocne sawtooth is 7 and that at the beginning of the next sawtooth is
-1, or vice versa {i.e. the phase at the boundary is circularly continuous
and anti-symmetric). A signal ramp crossing a sawtooth boundary does not
change its deramped CW frequency because aliasing causes the disjoint
frequency to fold back in the spectrum and align with the unaliased
porticn. The phase is continuous at the boundary. This is illustrated in
the frequency versus time diagram shown i1n Pigure 34(a}~(=a). It is
therefore possible tc employ 2 Pourier transform to extract che spectrum
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Fig. 34 - The spectral analysis method.




representing the point target,

Por muitiple targets, superimposed target returns can be uniquely
resolved by the deramping - Pourier tranaform process. Pigure 35(a) shows
a parade of equally spaced target returns in the freguency versus time
plane. Pigure 35(b) shows the corresponding deramping reference signal.
Note that it has opposite PM slope as the target signals., Upon mixing the
target signals with the reference, the individual FM signals are trans-
lated into CW signals, with their frequencies corresponding to their
positions relative to the reference. The resultant deramped signal
ensemble i3 depicted in Piqure 35(c).
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Pig. 35 - Deramping process via the spectral analysis method.

Signal ramps falling within a period of the sawtooth reference are
grouped into a parallelogram in the frequency versus time plane, The
obligue Lkoundaries between parallelograms prohibit Fourier transformation
of the full apercure data set, Processing can only be performed with
shorter Feurier transforms that prevent data from the adjacent parallelo-
gram from being drawn into the transform and getting mixed up with the
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returns that belong there. It should be noted that the data are only
directly accessible in the cime-domain (i.e., column-wise in Figure 35(c¢)),
because all the targets are superimposed. The frequency dimension
(vervical axis) 1is accessible through either the DFT or filtering
separations on the time domain data. As already mentioned, one way to
avoid mixing up the data is to partition the parallelogram into narrow
columns, Each column is centred in the neighbourhood where the target
data are to be resclved, Each column of data (actually a superimposed
one-dimensional time-domain data ensemble) is Pourier transformed along
the time axis to resclve the target ensemble. A data column will
*nevitably cross a parallelogram boundary, thus mixing up data between the
parallelogramas. Compressed data in the vicinity of a boundary are invalid
and must be discarded. The placement of one processing region is shown in
Figure 36,
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Pig. 36 - Placement cf one processing regiom.

Because of the antenna aperture aodulation, target aignals com-

preased using this technique are subject to amplitude modulation, The
amplitude madulati~ <an be controlled by keeping the data of interest
away from the edge. ¢ the parallelogram,
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Targets in the remaining portions of the parallelogram can be
similarly compressed by partiticning another processing column at the
other end of the parallelogram as shown in Pigure 37. Compressed data
from the two processing regions within the parallelogram are concatenatad
tc form & continuous image, In practice, a guard band of fractional width
8 is included to keep the valid processed data away from the oblique
border, As mentioned previousiy, this 1s done to c¢untrol amplitude
modulation. A typical value of B shculd be 0.3 to 0.5 depending on the
antenna pattern. The output of an N-point DPT computed along a processing
column spans the entire frequency space of B Hz. When weighting is
applied to the N-point DPT, the effective DPT length oN (where g < 1) is
chosen to be less than or equal to the -3dB width of the weighting
function. This narrower processing column is then used to calculate the
number of valid output pointa. With the aid of Pigqure 36, the number of
valid points is found to be

G = [1-6 - ﬂ):-)N samples, (82)

B(—

where k is the azimuth linear PM rate;
B is cthe reference sawtooth bandwidth; and
N is the DPFT length, which is fixed for all the processing
columns,

s
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Pig. 37 - Placement of successive prccesing regqions tc ensure
image continuity.
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The invalid data, discarded because of the boundary crossing problem, can
bhe regained by putting another processing column nesr the opposite end of
the psarallelogram, as shown in Pigure 37. This second processing column
has the same width (N polnta) as the first one., Its positicn is deter-
mined by the freguency at which the first ceclrmn is cutoff. ‘The second
processing column encompasses both data left over from the first
processing column and data from the succeeding parallelogram, Part of the
output is invalid data corresponding to the frequencies which straddle the
oblique boundary. In order to ensure image continuity, ¢the second
processing column is located such that the beginning of the region of
valid cutput samples in the second DFT is at the same freguency as the end
of the corresponding region of the first DPT. This 1is shown as a
horizontal dotted line in Pigure 37. Prom simple geometry, &L e raquired
continuous frequency coverage is achieved if the second DFT i. legun at

2

o]

“ (8- BB L () 2

> - oN (83)
B k

N =8
N

L |
:ar'uz

input samples after the start of the first DFT,

Since N is not equal to tha width of a parallelogram, the
processing columns are not synchrenized with the parallelogram
boundaries, As the processing progresses, the boudnary <cuts the
processing columne ar different frequenciaes, therefore the locations of
the valid data regions must ba updated for each processing column.

The above analysis assumes that two processing columns are
sufficient to resolve the entire bardvidth with the prescribed resolution,
but that is not necesarily true. Situations may occur where the reguired
processing cclumn is so wide and 8 (gquard band) is so large that more than
two processing columna are required within a single parallelogram. An
example of such a situation is shown in Piqure 38. In the case depicted
in the figqure, none of the processing columns produce any valid data in
the adjacent parallelogram. Ir generai, this happens when

G<F—, i.e.,
2

B> = = e . (24)

If a substitution involving the resoluticn p,, is given by

. 1.4vB
oNk (85)

Pa

where V is the velocity of the radar, is made in (84), the ineguality can
be written as
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gy 1 1.4V

2 Bo,

. (86)

Note in (85) that N is restricted to integer powers-of-two. This places
limits on the permissible values p, may assume.
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Z TIME
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GUARD PROCESSING PROCESSING PROCESSING
BAND REGION COLUMN 1t COLUMN2 COLUMN 3

INVALID DATA DUE TO BOUNDARY CROSSING
(TO BE DISCARDED)

COMPRESSED
IMAGE

CONLATENATE TIME
FOURIER TRANS. | FOURIER TRANS. | FOURIER TRANS.
OF COLUMN 1 OF COLUMN 2 OF COLUMN a*l

Pig. 38 - Placement of processing regions for a case
with large guard band.

Major drawbacks of this method include: cubic phase errors and
range curvature cannot be compensated easily, it is difficult to achieve
full resolution efficiently, and there is a variation of signal-to-noise
ratio over the image due to the fact that different sections of the scene
are illuminated by different portions of the antenna pattern,

8,2 Step Transf{orm

The aim of the step transform technique 1is to reduce the energy
locas encountered with high resclution deramp processing, while maintaining
a high processing efficiency and efficient memory utilization, This is
dore by oconforming the processing path to the trend of the signal ramp,
thereby aveiding the problem of having to use multiple full length, highly
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overlapped reference signals. This method is efficient for compressing
linear PM signals in a minimal memory space, but it lacks on inherent cap-
ability for accommodating cubic or other norn-linear phase characteristics
of the frequency chirp. In the next section, the effect of the cubic
phase term will be investigated, and a means for avoiding image degrada-
tions caused by cublc errors, suggested.

In the step transform, the multiple references in the frequency
vergus time plane are replaced by a continuocus sawtooth reference func-
tion, as shown in Figure 39, The sawtooth reference will overlap an in-
coming signal more evenly, regardless of its time of arrival, and thus

FREQUENCY

SUB-APERTURE
REFERENCE
RAMPS

rig. 39 - Step transform processing using a continuocus
sawtooth referemce functiom.

reduce the energy loss to almost zero. Mixing an incoming ram; with the
sawtooth reference gives a step-like waveform, in the frequency versus
time plane, as shown in Pigure 40. The horizontal part of each step is a
CW waveform. The vertical parts of the steps are of equal size and are
spaced evenly in time. This step-wise partitioning of the full aperture
return signal is similar to the sub-aperture processing described in the
previous sections. In the matched filtering case, the look extraction was
performed by a combination of FIR and matched filter in the frequency
domain. Hence each extracted look consists of scenes illuminated by the
same porticon of the antenna pattern. In the step transform, each look
axtraction is performed by a Hamming weighted conjugate ramp in the time
domain., Hence each extracted look <ongists of scenes illuminated bLy a
different part of the antenna pattern.
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rig, 40 - Signal after deramped by a continvous sawtooth
referenca functioo.

In the step transform, as in the basic deramping technicue
previousi, Jlcuislbed, diffei.nt targets will generate different Dopples
frequencies depending on their locations relative to the sub~ramps. If
part of the signal data for several different targets falls into the same
sub-ramp, the extracted lcok will be composed of an ensembla of CW signals
whose frequenciea are directly proportional to the 1lccations of the
targets omn the sub-ramps. The frequency produced by mixing the signal
with the reference will also be directly related to position in the
azimuth antenna pattern. Thus, it can be seen that different targets in
the sub-aperture are acquired from different portiocns of the antenna
pattern, This is the basic difference between the matched filter and the
step transform approaches, The scenario for the step transform is
illustrated in Pigure 41, The image formed by the first stage of the step
transform is of low resolution because only a small fraction of the target
energy is contained in each sub-aperture. The reuaining portions of the
signal energy are embedded in the other sub-apertures that together make
up the full aperture. In order to regain the original resolution, the
sub-apertures must be added coherently,

The case of an input signal consisting of one point target is shown
in Pigure 42. The spectrum aasociated with the target moves to a higher
frequency as it climbs each step up the frequency staircase. In addition,
there is a step increment in linear phase, which depends an the separation
in time of the signal and the reference tooth. These two properties can
be used to regain the criginal high resolution of the input signal.
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Fig. 41 ~ Deramping of multiple targets.

The frequency step in a sub-aperture

(see Figure 41(b))
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can be

segregated from the superimposed ensemble data by utilizing & DFT as a

filter bank. The frequency
dimensicnal processing scheme

stepping behaviour necessitates

a twa~

indexed by spectral freguency and sub-
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aperture number, as illustrated in Figure 42. All the spectral energy
associated with a single target can be recaptured by coherently summing
the sub-apertures along a diagonal line. Bach line of the diagonally
arranged spectra associated with a point target contains a linear phase
whose frequency is 1linearly dependent on its distance from the nearest
sub--aperture on the time axis, The form of this phase term will be
derived in the next section. Because of this intimate relationship
between local frequency and time, a diagonal DFT can be used to sort out
the fine details which are hidden in the first set of DPTs.

r

N[® s e ROW DATA
o ACQUIRED THROUGH
.. THE SAME
. PORTION OF THE
. ANTENNA PATTERN
FIRST DFT
COEFFICIENTS d
FOR EACH .
SUB-APERTURE
{ AS A FILTER .
BANK ) . s .
: * o o
3 03
2 H'z o oo
1 e @& o+ e
// 12 3 PR N —=1
SECOND SUB-APERTURE NUMBER
DIAGONAL
DFT
FOR FINE
AESOLUTION

Fig. 42 - Processing matrix after the first set of DPFYs.,

In rerforming the first DPT on each sub=-aperture, windowing must be
applied irn order to suppress sidelcbes and spectral leaxage. It is essen-
tial to suppress these effects 30 that energy spill-over onto the neigh-~
bouring diagonals is minimized. One major negative aapect of the window-
ing is that the spectrum is broadened. Since the first DFT is regarded as
a filter bank, a broadened spectrum due to windowing means a wider band-
pass filter element (wider than one cwll), The widened bandwidth will
undoubtedly let in energy from the adjacent diagonals, These intruders,
which are further away from the diagonal under cnonsideration, <ontain
higher frequency components. These higher freguency components exceed the
sampling rate along the diagonal. If a DPT is taken along the diagonal
data array, the intruding components will fold into the desired region.
in order to avoid aliasing, the sampling frequency along the diagonal
direction must be increased. In order to do this, the dimension of the
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processing matrix, 1i.e.,

the spacing between the first DFTs must be
decreased,

Since a minimum size DFT is required for adequate regsolution
from the first processing stage, the first DFTs become overlapped when the
spacing is decreased, The above explanation is summarized in Pigure 43
[{7]. A block diagram of the step transform processing is shown in Figure

44,
277
/
3

/
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Pig. 43 - Time wmighting and overlap to reduce time aidelobes and
tiwe aliasing (71].

8.2.1 Pormulation of the Step Transform

In this section, which follows [€), the step transform is described

mathematically. Fiqure 45 shows the frequency versus time diagrm for the
received linear FM signal,
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Step transforam processing procedure [6].
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Pig, 45 - Mixing a point target signal with a referznce ramp.
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128 (t-ua)?
glt-ub) = e T , (87)

where t = uld is the time of arrival of the received signal, B is its
bandwidth, and T is its duration. Also shown in the diagram is a segment
of the sawtcoth reference signal used to Jderamp the input signal. The
reference segment locuted at t = nd is given by

-jE(t--nA)2
c*(t-na) = e T . (88)

It has a duration of T', i.e.,

[} )
- EL_ + nd < t < EL. + nbd .
2 2

After performing the deramping within this duration, we have

18 (t-ua) 2 -3"B(t-nay?
g(t~ud)g*(t-ns) m e T e T . (89)

Since the processing is performed in discrete form,

rs ¢

[}
t = (nd - —) + k4, 0<ke< 2o -1,
2 2

where the term in parenthesis is the beginning of the reference segirent, k
is the sampling index, and 4 is the sawpling interval. The discrete form
of (89) is

g[{(n+x~u)a - z T.g*(ka - EL)
2 2

B (nsk-u)a - 10)2
T 2

=

-38(xa- I0)2
e T 2
2
378 (u2p%4uat')  $"B(n2a%-nart)  £2"B2 (n-u)k  -2"Ba?un
T T T T
= e =] e e

(90)

This output iy then Fourier transformed, with respect to k, to extract an
image with a resoluticn corresponding to the bandwidth of the reference
segment.

The interpretation of each exponential factor in (90} is as
follows:

i) The first exponential factor is indepencdent of the location of the
sub-aperture reference n, and is solely a function of the location
of the input signal u, therefor. this term will not be affected by
the first or subseqguent Fourier transforms,

e
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ii) The second exponential factor is an undesirable term since it does
not relate ~ to the input signal location, u. This term 1ls dete:-
ministic anu must be cancelled out before the second Fourier trans-
form is taken.

iii) The third expoaential factor is a linear phase term, which deter-
mines where the signal spectrum is located in the frequency dimen-
sion after the first DFT is taken with respect to k. The first DFT
can be regarded as a filter bank which segregates the spectral com-
ponents in the sub-aperture. The spectral locations are determined
by the oorresponding locations relative to the sub-aperture refer-
ence,

iv) The fourth exponential factor is a phasor whose <frequency of
rotation depends on the location u. In order to recover the
precise target location, arother Fourier transform can be appilied.

The DPT of (90) with respect to k, (igunoring the first exnonential
factor) is,

2
3 B(n2a2onart)  -327Ba%un 1274 (newik
X(r,n) =eT e T FPle T }.
. . a2 - -
jIE(nZAZ-nAT') -jﬁIEAzun N-1 jﬁlgﬂ {n-ulk -jﬁfff
=eT e T I & T e N,
k=0
_ 2
jlg(nzAz-nAT’) ~j11§A2un N-1 jZW[NBA(n-u)-r]—
=eT e T e T N,
k~0
}lg(nzbz-nAT‘) -jzlEAzuz . 2
-eT e T sinc{c-NBA (n-u) ],
T

(91)

: . T' |
where P{} is a Fourier transform operator, N = —— is the number of
A

points in the DPFT, r is the frequency variable corresponding to the
temporal variable k, and sinc{.) 1s a cyclic sinc-function defined as
sinc(x) = sin{=sx)/sin(nx/N),

The loca*ion of the sinc-function depends on the spatial separaticn
between the target and the reference ramp, (n~ul).l, i.e. the target is
located at r = r'

2
r' = Eaé— (n=-u), (92)
T

relative to the sub-aperture reference located at t = ni.
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Assuming tht the input signal is sampled at the Nyguist rate, we
have BAm1. If the signal is oversampled (i.,e., BA4<1}, as is normally done
in practice, some of the Pourier coefficients in r will be snall,
containing only noise and leakages, but this will not affect our
analysis. Hence, (92) becomes

r''= Eﬁ(n-u),
T

- 3L-(n-u). (23)

Purthermore, if we set the number of sub-apertures that can be fit into a
full aperture to aiso be N, i.e., T/T' = N, then (93) can be simplified to

-4 (94)
N

z|o

In summary, the aperture data ‘s givided into N s.n-apertures of N samples
each, which gives a total of N° points for a full aperture data set.
Equating (92) and (94) gives the value of N

- - . (95)
(FM rate)A2

Since adjacent sub~aperture references are separated by n=N cells,
the sub—-apertures can be indexed by a new parameter £,defined as % = n/N.
Equation (94) then becomes,

- -2, (96)
N

r

Substituting (95) and (96) into (91), we have

82 2mud
Jriete1y -
t 1 )
X(r,4) = ¢ e N 3fn¢[r—lhij. (97)
Thus, (95) ensurss that *+un mal history associated with a point target
lies on a line wit™ v ic siupe (in the r© versus & plane) and paseing

throug. the & axis at us/n, a3 dencted in (96). This arrangement maxes the
processing more efficient since further procassing can proceed aloag
successive diagonal 1lines with unit slope, and no interpolation is
needed. If FPTs are to be used %o perform DF”s, N muat e a power-of-two
integetr, Unfortunately, this imposes a stringent regtricticn on the
signal characteristic, namely the FM rate and the sampling interval, upon
which a stap transform can be accurately applied. This restriction can be
partialily relieved by overlapping the sub-aperture reference ramps as will
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ke described in Section 8.2.2.

To obtain the full resolution, the sub—-aperture data represented by
(91) must be added coherently over the entire aperture, The processing is
two-dimensional (across aperture, ‘£', and within aperture, 'r‘). The
coherent summation is performed via an IDFT with respect to £(=n/N) along
the diagonal line =%, i.e.

N/2-1 —4n(g2-g)  32mat
Y(q) = ] (x(2,2) e ]e ¥ , (98)
f=-N/2

where q is the time domain equivalent of the sub-aperture number ‘1'. The
exponential factor in parentesis cancels the first exponential term in
(97). Before the s3second DPTr is taken in (99a), X(r,2) should be rotated
over r by half a cycle (i.2. N/2) in order to ensure that the negative
axis in r precedes the positive axis in a linear continuous manner. 1In
practice, this can be achieved by embedding an appropriate linear phase

term in the reference ramp. If we substitute X(&,%) from (97) into (98),
we get

_121ru£ I2'!1'::]1
N/2-1 N N
Y(q) = ) e sinc[d] e P
Lm=N/2 N

= ginc [5;] e N e ¥ , (99a)

sinc [%] sincig-ul,

sinc [%] asinc[qg-ui. (99b)

Hence after both DFTs (forward and inverse DPTs are collectively referred
to as DFTs since they do not bear the usual connotations of the Fourier
transforms), a target located at t=uld is recovered as a compressed pulse
dencted Lty the second sinc function in (99b) at g=u. The first

sinc-function in (99k) is an envelope modulation function inherited from
the rectangular window in the first DPT.

As mentioned previousiy, the input dataz are assumed to be
adequately sampled, therefore there is nc¢ aliasing effect in the first
DFT. However, as described in (99a), the Nyquist criterion is violated in
the second DFT. The width of the mainlobe of the envelope function is 2N,
whereas the sampling rate is only N, i.e. the DPT length is only N,

. . N .
Hence, areas of the mainlobe corresponding to 'u|>— are folded back into
o)
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unambiguous zregicn of the DFT resulting in heavy degradation of the radar
image. The aliasing effect is shown in Pigure 46. Three point targets A,
B and C are shown., The tcp diagram shows that A, B and C are unambiguous-
ly resolved as if there is no aliasing proklem in the second DPT. The
bottom diagram shows the realistic case wherc the function is circularly
periodic, with perind q.

e[|
7 e
7 snefpu]

A
B8
S!HC{Q'U:’]
- \I_\‘ qQ
I T 1 T T T 1 T L
-3N -2N -N o] uq ua N uj 2N 3N

(b)

Pig. 46 - Caompressed image after coherent sommation of sub—
aperture images along a diagonal line in the processing
matrix. Three point targets A, B and ¢ are shown,

(a) assumming oo aliasing, (b) with aliasing.

8.2.2 Bffccts of Windowing and Sub—aperture Overlap on the Step Transform

In order to avoid the aliasing effect, the signal, exp{—%ﬂ} in

(99a), must be adequately sampled in 'L', and the point target response of
the firat DFT, i.e. the sinc-function in (9%a) must be replaced by cne
with a negligible sidelobe level,

To suppress the sidelobe level of the target response of the first
DPT, windowing can be imposed on the sub-aperture AdAata before the DPT is




taken. In practice, & Hamming window is used to suppress the sidelobes to
less than -43dB8. In such a case, (91) becomes

37B(n2a2oparr) ~327Ba2y,
X(r,n) = e T e T
2
jz-l?a—fn—u)k
P{[0.54-0.46cos(2nkt0:5}] ¢ T b,
Ng

$B(n¢a2-nat ) —j-z-;P-Azun \
T

-e e w[r-§§§5 (n-u)],(100)

No 1is now replaced by Ng to signify the effects of windowing and over-
Lapped sub-apertures, and W(r) is the Pourier transform of the Hamming
window, which is given by

W(r) = 0.54D(r) + 0.23[D(r=1)+D(z+1)],
and
nr

3— sin(rr)
D(r) = e N m .

To increase the sampling rate in 'L°, the spacing between adijacent
sub-aperture references needs to be smaller than N, This implies that
they have to overlap. Let § be the ratio of the number of cells overlap
to the number of cells in a sub~-aperture. The sub-aperture index '%£' ig
redefined as

L w»

Ng(]-ﬁ)

(101)

where the factor N(1-{) represents the sub-aperture reference spacing in
number of cells.

If the processing efficiency for the second DPT is to be main-
tained, the locus of the envelope function of X(r,%), W(r,i), given by
(100) neads to lie on a diagonal line parallel to r=%, as in the previous
case, otherwise interpolation would be required. This discrete space
arrangement can be achieved by medifying (95) to

2 T

N . S,

(1-£)BA2

4

- ! (102)

(1-E) (FM rate)a?

Substituting (101) and {102) into (700}, we have
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jrel(1-E)e-1] -32T9%
X(r,2) = e e Ng w[:—zﬁ?]. (103)
gli=s

Note that the diagonality property (r-f£ for the signal position) is
maintained in the argument of W[.].

We can perform coherent summation along the diagonal line r=% via
an IDFT with Hamming window:

N/2-1

Yig) = ) [0.54—0,46c¢>s(2ﬂ,'+0°5)] X(£,2)
L=N/2 Ng
—yrilii-£)2~1] $2Tut
e e Ng |, (104a)

2wuf 2ngh
-3 42Tk
- W[—2 ] 7 [0.54-0.46com(2n*20:5)] & " Mg o7 Ng

’

N€(1-E) 1 NE

- W[-—-—u ] wlgq-ul,
Ng(1-&)

* w-——2 ] w(g-ul, (104b)
NEU-E)~

This result is analogous to the previous case without windowing and sub~
aperture ovearlap, as described by (99b). The sinc-functions are now
replaced by the Pourier transform of Hamming window. The compressed pulse
is represented by the second W-function located at qgwu, The first
w-function represents an envelope due to the Hamming window in the first
DPT. The W-function offers a mich lower sidelobe level (<-43dB) than the
sinc-funct on (-13dB). dence in most caes the W-function can be regrarded
ag sidelobe free.

A minor penalty introduced by the W-functicn is that its mainlcbe
width (null-to-null) is four cells wide, whereas that of the sinc~function
is two cells wide. The mainlobe would cause more mainlobe aliaaing, if it
were not for the overlapping of the sub—-apertures. Assuming the sijidelobe
level is negligibly low, the W-function in (104a) limits u to the region
-2 cells ¢ ——ru
Ng(1-8)
Hamming windowing has a null-to-null mainlobe width of four cells., The N-

< 2 cells, recalling that the Pourier transform of the

point PFourier transform allows -;5 <Lucx g£° Equating thes inequalities

glves a sub-aperture overlap ratio, § = 0.75, For point targets lying

outside tne regica, i.e, l——-u ' > 2, the W-fur.ction attenuation
Ngf '-E5
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hecomes so large (>43dB) that aliasing becomes unimportant. The above
aliaging mechanism is illustrated in Figure 47.

A q
N W[NU-Z )]
ONE PEROID
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Pig. 47 - Aliasing rachud.m doe to tha envelop function
of the Hamsing :ndow, (a) with aliasing for £ < 0.75,
{(b) winimom condition with no aliasing, ¢ = Q.75.

The processing efficiency can be further improved bty minimizing the
sub—aperture overlap, and hence reducing the processing of dJuplicate
data. The amount of overlap cean be reduced by allowing aliasing in the
portion of the data tht will be thrown away. The alias free region is
defined as the width of the separation between adjacent sub-aperture

references, i.e,, - N_g_;_‘l:_ﬁ_) <u< Ng(1=8) . Targets falling in the

aliased regione, namely, —ZNE(I-E) Lux —NU;-U and NJ(;-E) <ua < (1-g),

are recovered from the unaliased regions of adjacent diagcnai DFTs.
Pigure 48 {llustrates how allowing aliasing in the throwaway region rcan
reduce the amount of sub-aperture overlay. In the diagram, the envelope

modulation function (the first term in (104b)) is partitioned intoc five
regicons (A to E}. The unumbiguous width in q is kept at Ng. Region C
represents an unaliased region, from which wvalid procassed data are
derived. The other regions produce duplicate (invalid) processed data.
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rig. 42 - Improved processing efficiency by allowing aliasing
into discarded regioms.

It is desirable to let region A to fold into region D, and region E to
fold into region B, in order to pack all regions compactly within N
cells. Regions B and D now contain aliased data and will be discarded.
In this case, as shown in the diagram, the optimum value of is 0.6.
Data from region C is retained as valid data, The valid data are
amplitude corrected by multiplying by the inverse of the envelope function

(i.e. -1_ ) The process is repeated for all diagonal datz, and
w3

N€(1-£)

then all valid data are concatenated to form an image.

In cases where 0.2<£<0.6 for a selected value of Ng, the data,
which lie on a diagonal after the first set of FFTs, are undersampled as
just described. This can be remedied by using another set of sub-aperture
references to interpolate the original diagonal data array. The method is
illus*rated in Piqure 49, The top diagram shows the signal of a point
target with the original sub-aperture reference, The middle diagram shows
the signal with another sub-aperture reference, The new sub-aperture
reference is sc designed that it 1is delayed by half a period from the
original sub~aperture sawtooth, and has a negative frequency offset
corresponding to half a resolution cell)l. This offset reference provides
an additional sampling process to obtain the in-between value of the
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Pig. 49 - Two sets of reference rnimps for cases with
0.2 < § < 0,6,

original diagcnal data array. Phase oorrect.ion is then imposed on both
diagonal arrays as described in (47). Because of tiie additional frequency
offset in the second diagonal data array, an additioral phase correction

’
),

factor, exp{-j_- is required. This is done to maintain phase
T 2

coherency between the two diagonal arrays. The data from the arrays are
interleaved (as shown in the bottom diagram) before the second FFT of
length 2N i3 taken.

In cases where 0 < § < 0,2, one has to cicose a larger value of N
or tolerate a fair amount of degradation.
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8.2.3 Computer Simulation Results

Figure S0 ghows the result of a computer simulation for a point
tarqget, which had a time-bandwidth prcduct of 384, and which was procesced

0
20 mn

o

A+

z

n .
g 0 =1

&

<

>4

300 -200 -100 0 100 200 30
SAMPLE NUMBER

Pig. 50 - Cospressed pulse of a point target processed with
step transform.

with a sub-operture of length of 32 cel's, overlapped with the other
sub-apertures by 20 cells (62.5%), The prominent main peak has been
normalized to 0dB, Artifacts are noticeable but are mostly at least -40dB
down from the main peak., These artifacts originate from the sidelobe
structure of the first w-function given in (104b).

The humps mn each side of the mainlobe are due to gpectral leakage
from the incompletely filled sub-apertures at both extreme enas of the
diagonal, i{.e. the dJata starts and ends part way through those sub-
aperture. These partially filled sub-apertures have lower resolution than
the rest, and the data corresponding to the target is spread widely over
the 'r'-dimengsion after the first DPT is taken., This data does not get
properly incorporated in the Pourier transform along the diagonal, but
instead it contributes to the integrated sidelobe ratio. The shapes of
the humps are determined by the window used in the diagonal DFT. The

2
NE(1-€)
peaks of the humps are located at approximately -E——- from either

side of the main peuk, where { is the portion of sub-aperture overlap.
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8.2.4 Effects cof the Cubic Term on the Step Transform

The forecolng description of the step transform assumes that the
input signal Iis strictly linear M. It is thelinearity (in frequency
versus timea) of a linear F# signal that allows the step transform, which
follows the trend of the linear FM slope in a step-wice fashion, to be
used to perform pulse compression. The irntroduction of cubic and higher
order phagse terms destroys the desirable linear relationship, and results
in unequal dJeramped frequency step intervals, and other abnormalities,
such as defocussing in the cutput of the first DFT. In this section, as
was done for the matched filter approach, we will consider the effect of
the cubic phase term, and seek ways to remedy the problem it causes,

In the following analysis, we assume the form of the received signal
to be

18 (teut)? + 427e (t-ua)?
g(t-uld) = @ T , = _:;mAi t <

(108)

where t=uA is the time of arrival of the mid-point of the received signal,
4 is the sampling interval, B is the second~order signal bandwidth, and T
is the second-order signal duration, The first phass f{astor represents
the second-order azimuth aignal (i.e., a linear PM signal). The second
phase factor represents the third-order azimuth signal, seen at extreme
adar squint angles [2]. The coefficient € is in cycles/seca.

A segment of the sawtcoth refarence, centred at t=ni, is used to
deramp the input signal. The reference i{s shown in Pigure (8.21), and is
given by,

-378(t-na)2 (106)
g*(t-nA) = e T .

It has a duration of T', i.e.,
T' '

- _—_+nd <t <=+ nd, (107)
Z - T2

After multiplying the input signal by the reference function, we
have,

g(t-ud) g*(t-na)

1B (t-ut) 2+i2me (t-ua)} -3 P(t-uat?
=T e T . (108

Because the processing is performed in discrete form, t must be
replaced by
T T'
t-(nA--z—-) +k8, 0 <k <Ng-l, Ng=>'—, (109)
SRk A
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where the term in parenthesis is the beginning of ¢he reference segment,
and k 1s the sampling index within the sub-aperture, The discrete form of
(108) 1is

L} L]
g{(n+k-u)d ~ %-] g*(ka - ;‘_.)

2
3B u2a24uart)  $"B(n2a%-nar)  $2TBA (n-wik
=eT T e T
2nBA% T3
-j—— un )2ne[(n+k—u)A - _.] . (110)
e T e 2

The first factor in (110) is solely dependent on u and is of nou
importance to the image processing. It will therefore be dropped., With
this change (110) becomcs

..‘ L]
g[(n*-k-u)A-';—j g~(xA-'§—)

2 2 l
3"B(n2a2-nar') 2728 (newix  -32TB%un  j2me| (kA—uA-';_)mA 13
T T

e T e e

(111)

The last exponrential factor in (111) is solely due to the cubic
phase term, The k-dependency in this factor siguifies that the error
caused by ¢the cubic term is proportional tn the duration of a
sub-apervure, In practice, the sub-aperture length is much shorter than
the full aperture, and the variation in the phase factor as k changes from
one end of the practice, the sub~sperture length is much shorter than the
full aperture, and the varlation in the phase factour as k changes from cne

end of the sub-aperture to the other is very small. An expansion of this
factor gives

] 1) 1
j2me[(ka-ub=—m)+na)?  J2me(kA-ua-To)  j2n[3e(kd-ua-——)Zna]
. 2 -e PR 7

E IO S T' 21
j2re(na)’  j2m[3elkA=-ud~—)(na)°]
e e 2 . (112)

The significance of these phase terms is depicted in Pigure S1, and ic
explained as follows:

i) The first exponential factor is independent of n. It represents
the phase deviation due to the cubic term of the input signal
within the sub—aperture located nearest to the centre of the
full aperturc. This term is extremely small and is cof the order
of less than 0.5° for hignly-squinted (e.g. 6° from flight
directien), high resolution (e.g. 1 metre!, and long slant range
{e.g. 100 km) cases cperating at x-band.
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ii) The second exponential factor, which 1s a function of =,
represents the additional phase error within a deramped
sub-aperture. This phase error {s rather agmall under most
stringent circuustances, it is less than 10° for sub-apertures
located at the ends of the full aperture.

iii) The third exponential factor deperds solely on n. Itdescribes
the global pliase error along the input datu., Its magnitude.: may
be rather significant and it must be cancelled before the second
D¥T is performed.

iv) The fourth expunerntial factor, depa:ndent on k, u, and n, is the
amount of frequency c«ffset from the normal deramped CW signal.
This frequency «offset shows up as & shift in the apectrum
produced by the fi-yt DPT.

In summary, the firg: twr exponantial frctors describe the local
residual phase errors within a sub-aperture. Their ragnitudes are
normally too amall tc affect the final result. T™ha las’ two exponential
factors describe the global residual phnse errur and the fre.mency offset

regpectively. Tuelir effect on the final resclt is wo2rth further
consideration,

b
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¥ig. 51 - Derasping a non-linear PM signal with cubic phase. All
errors are shown for the case in which an ideal sawtooth
reference is applied.

With oniy the last two phase factors of the expansion included, the
deramped sigaal of (6.30) can be written as
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gl (n+x-u) e ] g*(KA-Tm)
2 2

- 2 2
}1159—(n-u)k -jzlgé un  j2re(na)’
T T

jlg(nzAZ-nAT')
T e e e

= e

[ ]
j2n 3 (kb-ub——’ (nis) 2]
e 2 . (113)

The image 1s produced from (113) by using the modified step
transform. Pirst a Hamming window is imposed on the sub-aperture in order
to suppress sidelobe leakaje, and a DFT is taken with respect to k; the
result 1s

ZﬂBAZ

3B (n%a2-nar')  d2me(na)? ~46me(uatio)(na)?  -45MBA G,
X(z,n) =meT e e 2 e T
N-1 k+0.5
1 [0.54-0.46 cos(zm——n)]
k=0 NE
2n8a° 2 2nrk
F———(n-ulk j2n3ecka(na) R
[e T e ] e NE ’
' 2
jﬁg(nZAz—nAT') j2ne(nb)3 -jGne(uA#E—)(nA)z ~j§1§é un
= al e e 2 2 T
NeBd% (n-u) 32
wir- (B2 43N ea’n®) ], (112)
T 13

where W(r) is the Pourler trarsform of the Hamming window and is given by
W(r) = 0.54D(r)-0.23[D(r=-1)+L(r+1)], (115)

and
nr

dg sin[nr]
D(r) = e

sin(1X]
Ng
Substituting (161), (102) and T' = Ngd into (112) yields

~36neng (1-8) 2a%ar®  jupcn)

X(r,L) = e e
_2r ¢
N r 3 212,3,2 s 1
e & Wlr-2-3eNg(1-§)7aTitw—u_ |, (116}

NE(1-§)
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where 8(2; = 2e[Ng(1-6)8]%2 + [1-e-3en%(1-£)28%]2% t. wWe can see that
the location of the spectrum is off by [3£N2(1-£)‘A322] cells from the

normal diagcaal posaition. If uncompensated thi._. ,ositional shift will
result in amplitude tapering of the sigr 1 on both ends c¢f the diagonal;
moreover, the energy associated with cae diagonal can courve into the
adilacent diagonals. This intermixing of diagonals will introcduce image
blurring into the DFT of the adjacent diagonals.

If this amount of dagradation is intolerable, then the cirvature
can be corrected by interpolation along the r~d.mension after the first
DPT.

The W-function in (116) represents a narrow bandpass filter moving
along a locus described by r = 2 + BeNg(l-E)zA’f.z, in the r versus £

P

plane. To regsin the original resolution, a cohereat sumnmation (DFT) over
r needs to be performea along this locus.

The first exponential Zzctor in (116)is dependent on the location
of the target, u, and the sub-aperture locati~n, 2. The maximum phasge
value of this term oczurs at the above extreme values
Neg(1=8)

3 and '2i -2, i,e,

z

L]

Bmax = U-7STENA(i-5)3,

3
- Q-T37ET (17)
Ng
The maximum tolerable 9payx value is 0.75n for - heavily weighted OFT
(see (120) bel-w). Therefore
3
Ng > €T (118)

Substituting the criterion in (118) into the cubic phase at the end of a
full aperture as given in (105), gives

1133
3

8cubic = 2me(

"NE

< =, (119}
4

In other words, if the cubic phase at the end of the full aperture is
TINE/-ﬂ or legss, then the first exponential factor in (116) is
ingignificant, and will le dropped henceforth. Por example if Ne = 32,
the maximum tolerable cubic phase a% the end of the full aperture is 1440;
a phase arror which wovld otherwise be intolerable if no sub-aperture
compensation is used.
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Before proceeding with the coherent sub-aperture summation, namely,
a second DFT, the second and third expeonentiai factors in (116) should be
cancelled, Wwhen this is done the cecond DFI with Bamming window becomes,

2rgl
Ng’/2~-1 _ —
Hq) = 7Y X(r,?) [0.54-0.46cos[2n£iglz)] eImiL) g Ne
L==Ng/2 Ng

2nul  .2ngd
-} >

s w—% )7 [0.54-0.46c0s{2n220:3)] & V& o Me
Ne(1-6) " ¥ Ne
along 232
r=L+3€eNg (1-£)7A7 4
u
» Wlee——. | Wi g-ul. (120}
gy ] L)

After bhoth DPFTs, a target located at t =» uA is recovered as a com-
pressed pulse, Wig-uj. +vhe first w-function in (i20) represents an unde-
sired amplitude modulation function inherited from the Ramming weighting
in the first DPFT, and should be corrected.

8.2.5 Range Cuwrvature Compensation

Range curvature can be compensated 1in a similar fashion to the
matrhed filtering case described in Section 7.1. 1In the step transform,
the raage curvature compensation shauld take place after the firat set of
DPTs. Referring back to Pigure 42, each row of data indexed in £ have the
same fregquency characteristic and are acquired through the same portion of
the antenna pattern. Thus each row of data ian the proc~ssing matrix
asuffers the sare amount of curvature, whereas tne data in a column, which
are each acquired from different angles, suffer different amounts of
curvature. To perform the interpolatiorn a number, based d5n the length of
the interpolator, of processing matrices frcm consecutive ranges are
collected (3ee Figure 32), Interpolation is then performed acrgss the
matrices on & set of corresponding dzca (%,r.;, one from cach processing
matrix,

v. COMPUTATIOMAL REQUIREMNTS

In this section, we attempt ¢to gi'e an assesament »f the
computational requirements Jor tne foregoing SAR data procussing
algorithms, SAR data processing is often characterized by its voluminous
data size, and the 4gtringent irejulrement for arithmetic opera%tions, ‘Thus
the degign of a SAR processor should be optinmized in terms of arithmetic
complexity and countrul-functlon complexity. The predominant factors for
cons:deration are the throughput rate, tle pvlse-compression ratio, and
the number nf looks. A desirable algorithin for SAR dsta processing should
be geiected by making the necessary tradeoffs between thease ({actors,
Recausz uf & largye number of patrameters, the cumputational raves of
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Piy. S2 - Range curvature compensation in step transfors.

generalized optimal processing sachemes are not easily compared. In
general, the matched filtering approach -equires less control-function
complexity and provides more flexibility and exactness in tailioring the
matched filter to fit the data. On t's other hand, the deramping
technique demands less memory &nd can procez. in a continiaous rather than
batch fashior, and is t ~r~by mor. sculted to real-time processing. 1In the
present asrcessment, v . ress the computational requirements in terms of
numbars € complex multi...7aticns &and ad=itions (including asubtractions),
in the hope that the guantity. when conaidered with other factors, will
help in the refinement 5f the overall processing configuratinn. Jt is
assumed in the following that the matched filters, or the deramnp
references, and the phase-magnitude correction factors are pre-computed,
and that the effort reguired to asynthesize them is small compared with the
actual f.iocessing of the Jdata.

Unleas otherwise redefined, the symbols used in the following
evaluations are the same ag those used in their respective descriptions
given earlier, In order to use the FPT algcrithm, the variables Ni,
li; an? N need to v power-of-two integers.

1 Coa mt e 1.7 mwequirements fw Single Look Craes withoutl Range
Caxva*. ~ «. ubic Phase Term Casgranuztion

e computal icnal requirerents for the three pulse compiression
techn. -8 ¢ eva uated, Tt Ja assuwed v at the complications due to
range Cul'Vacase and the cu'.ie phows tern atre regiilgible,

.
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a) Computational requirement for the matched filtering
approach (via fast convolution)

For complex multiplicatinns

N
-Porward FPT on a set of Np input data ?’{logzNT
-Matched filtering with windowing includel Np

Np
-Inverse F?T on Np matched filterad data ——log,Np

2
-Total number of c¢omplex multiplications NplogNp+Np

Pcr Complex Additions

K
~Porward FFT on Ny input data -i-'-loquT
]
NT
=Inverse FFT on np matched filtex data —log, Ny
2
-Total number of complex alditionse NplogyNp
~Ma:ched filter length in time domain M
-Valid output data length Np—M
logyNp+1
. -Number of corplax miltiplications per _
: valid output point 1«!
. Ny
|
lngNT !
~Number of complex additions per valid —-
M
ocutput paint 1-—
Np

L) Ceomputationai requirement for the step transtorm

Let 7 be the gub-apercure overlap and Ny he the numbew of

7 !
gub apartures, 80 that Nj = i e ey




Por cases with £>0.6

For complex multiplications

-Ceramp input signal with Ny sub-apertures

and use Np data points for each sub-
aperture

-~Pirst FFT for one sub-—-aperture

=Do the above for Nr sets of sub-aperture

FFTs which results in a NeXNe matrix
containing Ng complece diagonals

~Number of multiplications to form one
complete diagonal

-~Phase CurxreciLioin an

one diagonal

~Second FFT (aleng diagonal)

-Total number of complex multiplications

(not including the final amplitude
correction)

Por coaplex additions

~Number of addi+ions in the first and
sacond FPTs that are required to form
the output from une diagonal

-Number of valid data produced from
one ¥PT along the diagonal

~Number of complux multiplications
ver valid cutput point

-Mumber of complex additions perx
valid output point

Ng

N 10g,n
og
2 2%

NZ
-2-§log;_N€

“Elog,N
0g N +N

%

o

251
0ogsN
2 F2N¢

Nglogahes2Ng

-

N&lngNE

(I-E)NC

1092N£+2
1-€




Por cases with 0.2<£<0.6
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These cases require two sets of sub-aperture references, see

Section 8.2.2 for details.

Ffor complex miltiplications

~Deramp input signal with 2Ng
sub-apertures and use N¢ data peints
for each sub-aperture.

-Pirst. FFT for one sub-aperture

=-Do the above for 2N5 sets of

sub-aperture PFTS which results in
2Ng X Ng matrix containing Ng
complete diagonals

-Number of multiplications to form
one complete diagonal

~-Phase correction and windowing on
one diagonal

-Second FPT {(along diagonal)

~Total number of complex multiplicotions
(not including the final amplituade
correction)

For complex additions

-Number of additions in the first and
second PPTs that are required to form
the output frcm one diagonal

~Number of valid data produced
from one PPT along the diagonal

-Number of complex multiplications
per valid output point

§

ZNEZ

:ilogzNE

2
E;J.logzNE

N51°92NE+2N£

ZNE
2NE
—2-q10g22NE

-Ng(l#logzNg)

ZNE;].ng“'SNE

Nglogy 2nE
-ZN{,’logzNE*NE

(I-E)NE

l—2N£1092N5+S
L




B4
Number of complex additions per 2log,;Ng+!
valid output point —
-E
c) Computational reguirements for the spectral anaiysis method

In the present treatment, we assume that the guard band, 8, and the
DPT length, N, depend on the required resolution, and that they are suf-
ficiently large that the number of processing columns within a parallelo-
gram is not less than two {(see for example, Pigure 38), The number of
processing columns required for each parallellogram can be calculated, by
using (82), as

L = INTEGER | N +1 ],
oNk
("B‘-—Z—)N
B
= INTEGER [ LIS I
1-6-T%
2

Let Np be the recorded data length before presumming, therefore

2
NpsB‘r-.B_..,
k

Por complex multiplications

~Deramp input signal (including windowing

te form L processing columns within a LN

perallelogram)

-FFTs for L processing columns Lglogzn

-Total number of complex multiplications ErlogZN+NL !

for one parallelogram —

Por complex additions

-Number of additions in the L FFTs ggiogzn
~Number of valic data given by N

one parallelogram
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~Number of complex multiplications L
per valid data output ;lcqzﬂﬂ.

~Number of complex additions per L
valid data output ;logzN

9.1.! Examples for Cases vithout Range Curvature and Cubic
Phase Term Cowmpeasatioe

The following examples are intended to provide some insight into
the computational requirements of the processingalgorithms, Two cases are
given, both have a pregsum factor of 8.

Examples for typical resolution (3.5m)

Parame*ters:
-Raw data length 16,384
-Data length afrer presum, Np 2,048
—Slant range 100 lkamn
—Matched filter length, M 557
(>Time-bandwidth product in cycles)
a) Matched filtering approach
Number of complex multiplications (log,2048)+1
per valid data point
1237 _
2048
= 16.5
Number of complex additions log,2048
1 557
2048
u 15.1
b) Step transform (aasuming [8.2') is satisfied)

The computational reguirement depends heavily on the FM rate and

the sampling interval as given in (8.,21), or equivalently, the
oversampling factor. According to the Nyquist criterion, BA<], we have
Ny > 1B,

3 1-¢
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and
<1 -IB

ng
where TB is the time-bandwidth product. Setting TB = 557, £ = 0.6, we 4
have,

ve > /221 - 37,3,
0.4

we choose NE = 64, and

£ ¢ -~ 5_572
- (64)
< 0.864.

which gives the number of overlapped points = 27 .6 = 27, £ is recalculated
as 0.844,

To calculate the computational requirement with £ = 0,844, we have

-Nurber of complex multiplications 1?936212

per valid data point

- 52
log,64
-Number of complex additions per -
1-0.844
valid data point
- 39

c) The spectral analysis method

Since N = 557, we chogose N = 1024, this makes the resultant
resolution proportionally £iner.

The number of procesasing columns is

1

I = INTEGER | — + 1], where 820.4, L= .4,

0.4x1024
16384

1.-0,4 -

= INTEGER [2.7],

-
= <.
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~Number of complex multiplications 310g21024+2
per valid data point 2
- 12
~Number of complex additions per 310921024
valid data point 2
- 10
Erxamples for fine resolution (1.75 m)
Parameters:
-Raw data length 16,384
-Data length after presunm 2,048
-Slant range 100 km
=Matchad filter length 1,116
a) Matched filtering approach
<Number of complex multiplicatioas (log,2048)+1
per valid data point 1 1116
2048
- 6.4
-Number of complex additions 10g,2048
per valid data point 1 - llli
20438
= 24,2
b) Step transform (assuming (102) is sacisfied)
ng > TB
3%
N{ 5 1116
- 0.4
> 52.8

choose Ng = 64

£<1 ~-18

Ng
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< 0.728

which gives the number of overlapped points = 2,33 = 23, £ 1is recal-
culated as 0.719,

To calculate the computatioral requirement with £ = 0.719, we have

A
-Number of complex multiplications logg64+2
per valid data point 1-0.719
- 2
—Number of complex additions _122_61
1-0.719
per valid data point
- 2
c) Spectral analysis method
N = 1116

choose N = 2048
The pumber of processing columns is

! —+ 1], with 8 = 0.4, 0 = 0,4,
0.4x2048
T e—————

16284

L = INTEGER |

1-0.4

= INTF.ER (2.8

= 2
~Number of ccmplex mu'iiplications per 210g 2048+2
valid data point 2 2
- 1
-Number of complex additions per 2109 2048
valid data point 2 ¢

-

I.. practice, the matched filtering method and the step transform
require the raw data be presummed before being processed. The presumming
can be =acccmplished by using a two-stage low-pass filter with 15 coeffi-
cients each. Therefore, an additional 30 multiglications and additions
per input data pecint should be added on top of the computation
requirements. In the case of the spectral analysis method, the presumming
process 1is done by selectively deramping and windowing the Jdesired
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processing coluimn, thus no additional presumming is required. Rowever,
the output praoduct is not as well controlled, with respect to aliased
enerqgy, as the cases in which a prezumming filter is used,

9.2 Coaputational Requirements for Single Lock Cases
with Range Curvature Compensation

The above computational evaluations are now extended to include
cases with range curvature. The spectral analysis method is not included
since it cannot acccmmodate range curvature,

a) Computational requirements for the matched filtering
appioach (via fast convolutional) with range curvature

compensation

The range curvature compensation is accomplished by interpolation,
in the range dimeasion, along the curvature. A four-poin%t interpclator is
assumed here, The procedure has been described in Seccion 6.2

Por complex multiplications

-4-point interpolator 4Nqp
-Other computations NplogoNp+Np
-Total number of complex mltiplications NplogyNp+SNp

For complex additions

=4-point interpolator SNp

=Other computations NplogoNp
-Total number of complex additions NplogN+3Np
-Valid output data length Np—~M
-Number of complex multiplications per log,Np+5

valid data output goint

7 ——

Nep




90

~Number of cowplex additions per log, Np+3
valid data ocutput point —_—
1-“—.
Np

b) Computational requirements for the step transform
with range curvature compensation

The range curvature compensation is accomplished by interpolation
of the corresponding elements in the processing matrices from different
ranges, as described in Section 8.6, A four-point interpolator is assumed
here also.

For cases with £ > 0.6
For complex multiplicatione

-Interpolation to form one complete diagonal 4N£
-Other computations NrlogoNe+2Ng
~Total number of complex multiplications NglogNg+ENg

For ccmplex additions

-Interpolation to form one complete diagonal 3NE

~Other computations NrlogpNg
-Total number of complex additions NglogpNg+3Ng
-Number of valid data given by cne (1-E)Ns

diagonal FPT

-Number of complex multiplications loquE+6

per valid data output point —_—
1-¢

-Number of complex additions 1og2N€+3

per valid date output point

1-¢




Por cases with 0.2 < § < 0,6

FPor complex multiplications

91

-Interpolation to form cne complete 8N
diagonal
—Other computations 2Nglog,Ng+5Ng
-Total number of complex multiplications 2NglogNg+13Ng
Por complex additions
-Interpoliation to form one complete diagonal GNE
-Other computations “NplogoNg+Ng
~Total number of complex additions 2N51092N5+7N5
~-Number of valid data given by one (1-£)Ng
diagonal FFT
~Number of complex multiplications
per valid data output point 2109 Ng +13
1-¢
-Number of cemplex additions per
valid data output point 21092”5*?_
1-§
9.3 Camputational. Requirements for the Coherent Multi-look

Cases with Range Curvature and Cubic Fhase Compensations

The computational requirements for the severe combination of range

curvature, cubic phase, and high resolation are
following,

encompassed in  the
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a) Cemputational reguirements for the multi-lonk matched
filtering approach {(via fast convolution)

No additional computatior is required for the cubic phase compensa-
tion, since thz cubic phass tern can be pre-caiculated and embedded i- the
matched filter when it is synthesized., If sub-aperture summation is per-
formed in the time-domain, the inverse Pourier transforn: of each sub-
aperture has to be the same length as the overall criginal data length
(Np). This is accomplished by appending zeroces to the uncccupied por-
tion of a aub-aperture spcctrur. If sub-aperture swmation is performed
in the freguency domain durirg compressicn, the suu-aperture spectra are
concatenated (except in the transition bands) to the original Eandwidth,
before the inverse Fourier transform is *%aken. Thus the amount o1
compytation is very much the same as that for the single look case. 1In
the following analysis, post-compression sub-aperture summation in rche
time domain is agsumed.

For complex multiplications

-Forward FFT on a set of Np input data gxlogZNT
-Interpolation for all sub-apertures @ 4Nm

(with a 4-point interpolator]}

~Matched filtering with extraction filter =N
and windowing for L sub-apertures

-L inverse FFTs with Nq dat: 0T 0, Np
3
L
-Total number of complex multiplications Np(L+i)
log, Ny
ra
+SNT
For complex additions
~Forward FFT on a set of Np input data 211397”T
> 2
-Incexrpolation for all sub-apertures =3Np
-L ipverse FFTS with N data each Lk PSR
3 SNT
-Zoherent suwwation of I sub-apertuves {L=1!Nn

in the <oa'.r:l 2oraln O
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-Total number of complex additions Nep(Z+1)
———log,Np
2
+H(L+2)Np
~Valid output data length Np =M
- ltiplicati +H
Number of complex maltipiications per (L )logzNT+5
valid output point 1_§
Ne
- i +
Number of <omplex additions per (Lzl)loquT+L+2
il
Np
b} Comoutational requirements for the step transform with

range curvature and cubic phase

If the cubic phase term is significant compared to the guadratic
phase term, then the data array for the second DFT will no longer lie
along the diagonal of the array. This phenomenon has bean described in
Section 8,6, To remedy this, interpolation is used to straighten out the
curvatuvre of the diagonal, before the computation of the second DFT. In
the following analysis, we asgume that all the diagonal data are
interpolated using a four-point interpolator.

For cases with § > 0.6

Por complex multiplications

~Interpolation for the diagonal data 4NE

~Other calculations {including range NplogNg+6N¢

curvature computation)

-Total number of complex multiplications NEloq2N5+10NE

Por complex additions

-Interpolation for the diagonal data JNE
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-Other calculations (including range

curvature compensation)

~Total number of complex additions

~Number of valid data given by one
diagonal FPT

Number of complex multiplications
per valid data wutput point

Number of complex additions
per valid data output point

Por cages with 0,2<€<0.6

For compiex mulitipiications

-Interpolation for the diagonal data

-Other calculation (including range
curvature computation)

=Total number of complex multiplications

Por complex additions

-Interpolation for the diagonal data

-Other calculations (including range
curvature compensation)

~Totzl number of complex additions

-Number of valid data given by
one diagonal FPT

~Number of complex miltiplications
per valid data output point

=Number of complex additions per
valid data output point

N51092N€+3N£

Nglog2N£+6Ng

(I—E)NE

logzNE+!0
1-¢

loqANE+6
1-¢

BNE

N€10922N§#12Ng

Ng Log, 2NF +20Ng

6NE

Nelog22N%+6NE

Nglogp2NE+12Ng

10922NE+20
1-¢

log 2NZ412

1-f




10. SUMMARY

A general theory of coherent sub-aperture processing for SAR, has
been presented. The problems encountered in applying a one-dimensional
matched filter on SAR azimuth data have been reviewed and cnaracterized.
A piecewise sclution for the one~dimensional matched filter has been form-
ulated and it has been shown how this wclution carn be used to combat the
proce4sing problems without resor.inc to memory intensive two-dimensional
filtering. The solution has been thoroughly tested by computer simula-
tions, and an error analysis of the effects o* the phase and amplitude
distortions, caused by the plecewise approximation, has been given. 1In
addition, the basic deramping techniques have been overviewed, and the
step transform technique diijcussed in detail. In particular, the step
transform method has been extended tc include compensation for phase
errors and range curvature, PFinally, the computational requirements for
different. cases and processinc techniques have been evaluated.
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APPENDIX A

Polypumial Truncations of the Taylor Rxpansion of the
Radar Received Sigmal

To illustrate that the quartic {(and higher order) phase teras are
insignificant, we go through the following numerical example.

We assume a high sguint angle, high resolution case, which
represents the worst possible operating conditions:

Resolution (p) - 1.358 m,
Wavelength (A) - 0.032T m ,
Squint angle (ng) = 6°,
Slant range (r,) = 100 lan,

The half aperture length ls given by

Arg

4psinnp.

With these parameters, the quadratic, cubic and quartic phase terms at the
end of the full aperture are given by

4n z
';azsmax'

quadratic phase

TArg
2

(4

8n

= 31,17 rad,

4
cubic phase ~ Xl a3s%ax,

ﬂAZrF

320°tannp

’

= 12.2n rad,

quartic phase = —a,3max;




98

'narp( .
14

51201' tan?'np

= 0,686 rad.

In practice, the overall phase error, with a heavil:- weighted aperture,
should not be more than 0.757 rad. It can be geen then, that even in this
extreme case, the contribution due to the gquartic phase term can be
ignored.
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APPENDIX B

Azimmth Resolution

The azimuth resolution is mainly determined by the second order

phase term given in (3.2]).

Let

6 = b azsz.
A

The Doppler bandwidth (BW) is given by

where all variables are defined in Section 3.

The resolution, ¢', in the flight direction is given by

1.4 1.4AIP

- »

BW ZNPASAsinznp

p's

where the factor of 1.4 is due to the broadening effect of the Hamming

window.

The azimuth resolution in the direction perpendicular to the

antenna pointing vector is

1.4Arp
p = p'ginnp ® - —
2NPASASinnF
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