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Chapter I

INTRODUCT ION

Problem statement

-Productivity growth is an important component of long term economic

growth. It has been estimated that historically, productivity increases

have accounted for as much as a third of the growth rate in the United

States iorg"&sef, 198O4., During the period 1950 to 1973, the U.S. eco-

nomy grew at an average annual rate of 2.1 percent, dropping to an

average annual rate of 0.3 percent for the period 1973 to 1977 (Denison,

1979>., Current sluggish growth rates for the economy have been blamed

almost entirely on the recent slowdown in the productivity growth rate.

For the same periods, aggregate productivity growth rates were 2.1 per-

.-.'.- cent and 0.4 percent, respectively (Fourru7-197-9 ... -t

Part of the decline in the aggregate productivity growth rate has

been attributed to significant changes in the composition of output.

The rapid expansion of the services sector, which has traditionally

exhibited low rates of productivity growth, is often cited as a major

factor. However, declines in productivity growth are evident at the

sectoral level as well. Productivity for U.S. manufacturing increased

at an average annual rate of 2.7 percent between 1947 and 1973 compared

with an average annual rate of 2.2 percent between 1973 and 1979

(American Productivity Center, 1980).

At the aggregate and sector level, productivity measures are used

as indicators of the health of industry and the economy. Many believe

that the recent sharp decline in the productivity growth rate is cause

for alarm. However, a more optimistic viewpoint is that, as a welfare

measure, productivity has been severely overstated in the past since

1.
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many negative production externalities were not captured in productivity

measures (Henderson, 1918). As many of these externalities are institu-

tionalized through legal restrictions and financial penalties they show

up in productivity measures. Adopting this view, Henderson argues that

recent productivity declines can be largely attributed to the costs of

worker health and safety, and environmental regulations and that these

costs represent the social costs of pollution and endangered health.

This study explores the sources of productivity change in the U.S.

forest products sector. Specifically the following questions were

considered:

1. Since the forest-based sector is diverse in terms of products

and manufacturing processes, are there differences in the sources

of productivity change between the industries comprising the

forest-based sector?

2, And, considering the regional nature of some forest products

industries and the regional differences in the wocd resource, do

the sources of productivity change vary across geographical regions

as well?

Study objectives

The objectives of the study are as follows:

1. analyze the potential sources of productivity change,

2. identify the important factors involved in productivity change

in the forest-based sector,

3, and, assess the relative importance of these factors among

industry groups and geographical regions.

2



Framework for analysis

The first of these objectives will be achieved through review of

the literature on productivity and technological change. The iden-

tification of the factors involved in productivity change in the U.S.

forest industries and their relative importance will be determined

through an analysis of the results of a survey of the U.S. primary

forest products sector.

Scope of the study

Productivity change in the primary forest products industries was

examined by means of a nationwide survey. The sector was grouped into

eight separate product categories: (1) softwood lumber, (2) hardwood

lumber, (3) softwood plywood, (4) hardwood plywood and veneer, (5) par-

ticleboard, (6) structural particleboard, (7) pulp, paper and paper-

board, and (8) fiberboard, hardboard and medium density fiberboard

(MDF). These eight product groups roughly comprise the primary forest-

based sector.

In chapter II the basic analytical framework used to examine the

factors involved in productivity change is developed. Productivity

change is examined using an economic production function approach; the

mechanisms of productivity change are developed and the factors

influencing productivity change are described with particular emphasis

* . on those factors most likely to be important in the forest-based manu-

* facturing sector. Chapter III provides an overview of the survey

approach used to collect data. A discussion of the categorical data

analysis technique used to analyze the survey results is presented in

* chapter IV. Survey results are presented in chapter V and summarized in

chapter VI.



Chapter II

PRODUCTIVITY CHANGE IN THE FOREST PRODUCTS SECTOR

Definitions and concepts

Productivity is a production measure used to describe the relative

efficiency of production over time. It is always expressed as the ratio

of outputs to inputs, both being measured in real terms. The use of

productivity as an efficiency measure has been criticized on the grounds

that efficiency involves a comparison between actual production output

and theoretical production output, given a specific technology (Fenske,

1965; Thorelli, 1960). However, the productivity measure is not linked

to any specific technology but rather, production is compared over time

against production in some base period. In theory, if productivity

increases from one period to the next, it can be said that production is

more efficient in the second time period relative to the first time

period since a unit of output can be produced with fewer inputs in the

second period.

The definition of productivity as the ratio of outputs to inputs

gives rise to a family of productivity measures depending on the choice

of inputs to be included. Kendrick (1961) has classified these measures

into two categories--total factor productivity and partial productivity.

Total factor productivity includes all factors of production in the

input measure, therefore it is essentially a measure of the relative

. efficiency of the entire production process over time. Partial produc-

tivity measures include only one (or several) production inputs hence

they are measures of the relative efficiency of that particular input in

the production process over time. Some commonly used partial produc-

4
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tivity measures include labor productivity, capital productivity, and

more recently, energy productivity.

For most uses, total factor productivity is the desired measure.

However, total factor productivity is, in many cases, an extremely dif-

ficult measure to calculate. Some production inputs pose serious

measurement problems. For example, the capital input should be measured

as the flow of capital services (market rental value) but these data are

generally unavailable. For this reason, some partial productivity

measures are used as proxies for total factor productivity. The most

common of these partial productivity measures is labor productivity.

Since labor is often the single largest production input, a labor pro-

ductivity series should be strongly correlated with total factor produc-

tivity. However, as Stigler cautions:

An approximate answer depends upon the closeness of the
approximation and the question which is being asked. For a lame

ant the statement that the height of a house and of the Eiffel
tower are equal is a satisfactory approximation; a pilot might
need a closer approximation. The uses of productivity data,

however, are infinitely varied, and it does not seem possible to
present any objective criterion of the minimum goodness of

approximation that is generally required." (Stigler, 1961, p. 48)

In the most general context, production of output depends on both

the relative amounts of the various input factors and the absolute level

of those factors. Changes in the relative amounts of input factors are

classified as factor substitutions and changes in the absolute levels of

those factors are termed scale economies. The discrepancy between total

factor productivity and partial productivity measures arises from factor

substitution. For example, consider a production process utilizing only

capital and labor. Labor savings may be achieved without any change in

5
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output through the substitution of capital for labor. In this case,

labor productivity has increased. Note however that capital productivity

has decreased. Total factor productivity, however, is unchanged since

output has remained constant. When factor substitution is accompanied by

a change in the level of output, the relationship between the two

measures is more complicated. In this case, the effect on total factor

productivity depends on the extent to which capital productivity changed

* relative to labor productivity (Kendrick, 1961).

Theoretical foundations -- the production function

The process of production is described in economic theory by a

generalized production function which relates outputs (goods and

services) to factor inputs as follows:

(YI, Y 2. . . . .. . Yn) = f(Xl, X2. . . .. Xm)

where

(YI, Y2 ' Yn) 0
(XI , x2. .. . . Xm) 0

(Yl, Y 2 . . . . . Yn) is the vector of production outputs and (XI, X2 , ....

Xm) is the vector of factor inputs. In practice the function is

generally restricted to be single valued. That is,

Y = f(XI, X 2 , .. . . Xm) where Y 0 and (XI, X 2 .... Xm) 0

Y represents total real output. Given factor input levels (XI, X2, . ..

Xm), the production function yields the highest level of output which is

currently technically feasible. The case of a single output produced

". with two variable factor inputs is shown in fig. la.

The curves Y0 and yl represent different combinations of factor

input levels yielding constant levels of output Y0 and Yl respectively.

6



Input1
* Fig. la. The production function.

YON

Input1
Fig. lb. Cost-minimizing solution.
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The level curves, or isoquants, YO and yl correspond to different levels

of output with Yl representing a higher level of output than y0. The

slope of the isoquant gives the rate at which the factor inputs can be

substituted for one another at a constant output level. Given the

relative price structure and output level, a producer selects the

combination of factor inputs that minimizes the cost of production. The

particular choice of factor inputs is shown in fig lb. Given output

level yo and the relative price structure described by the line p with

slope -P2/Pl (where P2, and Pl are the prices of input factors x 2 and

x I respectively), a producer will operate at a point A where the line p

is just tangent to the isoquant y0 , producing output level yo with input

factor combination (xlO,x 2
0 ).

A production function is described by two sets of parameters, the

elasticity of factor substitution and returns to scale. Elasticity of

factor substitution, the ratio of percentage change in one variable

factor input needed to compensate for the percentage change in another

variable factor while maintaining a constant level of output, is a

measure of the degree to which input factors can be substituted or

interchanged in the production process. Returns to scale indicates the

relative efficiency of the production process for a given proportion of

variable factor inputs over varying output levels (Stier, 1980). Using a

translog cost function, Stier (1980), has estimated these production

parameters for ten 3-digit SIC forest products industries and investi-

gated the change in technology in these industries over time. For eight

of the industries studied, Stier obtained estimates of the elasticity of

factor substitution which were significantly less than one implying that

the production process tends to be "rigid" with few opportunities for

8



factor substitution. The remaining two industries, Miscellaneous wood

products (SIC 249) and building paper and board products (SIC 266) exhi-

bited elasticities of factor substitution close to one.

With regard to the diagrams in fig. la. and lb., these findings

would suggest that the isoquants for the forest products industries are

likely to exhibit a far greater degree of curvature indicating a low

degree of input factor substitution.

Choice of technology

Production functions are specified with regard to a specific set of

structural conditions; the cultural, institutional and legal environment

under which the firm operates. Therefore, a particular firm's choice of

technology will depend on the configuration of structural conditions

which exist at the time a decision is made. This choice process is a

continuous and dynamic resource using activity (Binswanger and Ruttan,

1978). Changes in a firm's technical configuration over time can be

generally classified as innovations. At any given point in time, an

industry is composed of a set of individual firms with different tech-

nical configurations. In some cases a firm with several plants may have

different technical configurations for each plant.

Since a commitment to a given technical configuration is

essentially an investment decision, the costs and benefits must be

ascertained and weighed accordingly. Projections of benefits must be

developed under uncertain future market conditions. This is a difficult

task at best. For example, there are problems in including as a benefit

the anticipated competitive advantage achieved through innovation as

this may only be a temporary short-term phenomenon. Gold (1980) lists

four common errors in estimates of benefits:

9



"(1) underestimating the time needed to achieve effective
functioning of the innovation.

(2) overestimating the average utilization rate as a basis for
appraising benefits.

(3) underestimating the need to make adaptive adjustments in the
preceding and subsequent operations ...

(4) underestimating the costs of gaining labor acceptance of
associated changes in tasks".

A "risk factor" must be added to the discount factor used in the

* analysis of benefits and costs. This risk factor can be separated into

two components--the inherent risk of the innovation itself and in the

case of a technical change, the risk of failing to innovate. There is

always uncertainty surrounding any new product or process. But, if the

* firm fails to innovate while other competing firms change, it runs the

risk of failure. These two components of risk work in opposite

directions--the inherent risk is a negative component of total risk and

the risk of failing is a positive component. Hill (1980) indicates that

the risk of failing to innovate is relatively large in highly com-

petitive industries. And, according to Gold (1980), many innovations are

* adopted "not in the hope of increasing profitability, but in order to

minimize reductions in profitability threatened by competitive

* advances..."

Costs of evaluating an innovation must be considered in addition to

the costs of "installing" the innovation. Gold (1980) indicates that

* these evaluation costs are exceedingly high so many possible innovations

are never fully considered unless a strong need for change is indicated.

* This may be one reason why many opportunities go unrealized.

Changes in a firm's technical configuration over time largely

* determine its productivity growth. Productivity growth at the industry

10



level is largely determined by the relative changes over time in the

distribution of firms utilizing a given technology.

Sources of productivity change

The sources of productivity change can be broadly grouped into two

categories--environmental factors and factors in technological change.

The environment is broadly defined to include all cultural, legal and

institutional, and economic factors which determine a firm's (and

industry) structure and the conditions under which it functions. In the

broadest context, technological change refers to the process by which

the environment is changed or modified over time in response to needs

or opportunities. The linkages between these two sources of produc-

tivity change are indicated below.

11



*Changes in Changes in
Environment Techno logy

Productivity
Change

The distinction between the two categories, the environment and

technological change, as described here is primarily temporal.

* . Technological change is a continuous process involving the creation of

new techniques and the subsequent adoption of those new techniques by

- - industry. In some cases the new products and processes are adopted to

replace existing ones. We take a static viewpoint with regard to the

environment, and such a "snapshot" view of the environment presupposes a

given state of technology. The two categories, technological change and

the environment, are, of course, inexorably linked. The environment acts

as a constraint on the integration of new technology. And the integra-

tion of new technology in turn results in changes in the environment

(Binswanger and Ruttan, 1978).

* The objective is to consider changes in the environment, whether

exogenous (i.e. the changing quality of the timber resource as reflected

in the change in average log diameter) or technologically induced (i.e.

the changing quality of the labor resource as a result of the effect of

new technology on worker attitudes and the work environment) and their

effect on productivity. In the technological change category, the

objective is to analyze how the process of technological change affects

productivity.

V
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Environmental Factors and their Impact on Productivity

Changes in the conditions, (i.e. the environment) under which a

firm operates has a direct influence on productivity. Decisions

regarding plant size, equipment, organization and other production

matters are made given existing environmental conditions and expect-

ations concerning future operating conditions. The ability to adapt to

* .- unexpected changes, both positive and negative, determine the degree to

* which productivity is effected. In theory, the degree to which prod-

uctivity change occurs depends upon (1) the nature of the "environ-

mental" change and (2) the specific characteristics of the firm's

production technology. Production functions are specified with regard

to a specific set of structural conditions; the cultural, institutional

-. and legal environmental under which the firm operates. Changes in these

structural conditions--new government regulations, for example--may

directly affect a firm's ability to produce a previous output with the

concomitant input requirements because, in the case of new government

regulations, it may become necessary to divert otherwise productive

resources to comply with the new regulations. In other cases, structural

changes may be manifested in demand and supply changes in factor inputs

and outputs. The degree to which firms can respond to these changes

depends on the nature of the production technology, specifically the

degree of possible input factor substitutions and the productive nature

of the input itself. This can be illustrated in the context of economic
S

production theory as follows. As discussed previously, in theory deci-

sions regarding the composition of input factors and the level of

production (scale) are made given available resources and the prevailing

relative price structure (assuming a certain technical process). In the

13
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absence of any technical or technological change, a change in the rela-

tive price structure can result in changes in the marginal productivies

of the factor inputs and total factor productivity. This process is

shown graphically in fig. 2a. and 2b.

Given relative price structure p, the firm operates at A with input

factor combination (xl, x2). If the relative price structure p changes

to p' the firm would need to use the input factor combination (xl, x2)

to maintain its current output level. The scale effects for input factor

1 are shown in fig. 2b. Given a constant level of input factor x2, the

level of input factor 1 can be described as a function of the level of

output. Increasing the level of input factor x2 shifts the function to

the right as a result of input factor substitution possibilities.

(Henderson and Quant, 1980). With regard to scale, the function can be

logically separated into three stages of production. (Doll and Orazem,

1978). In stage I, the marginal physical product of input 1 (MPPxl) is

increasing, in stage II the MPPxl is decreasing but positive and in

stage III the MPPxl is decreasing but negative. A rational producer will

choose to operate at some level within stage II. (Doll and Orazem,

1978). In this example, if the producer operates with input factor com-

bination (xl, x2) after the price change he will be operating outside of

stage II with regard to input factor 1. In this case the producer would

be better off reducing the scale of production and leaving some amount

of input factor 2 idle. As an example of this phenomenon, Jorgenson

(1980) in a study of sectoral productivity growth, found that declines

in the rate of productivity growth after 1973 were the result of rapid

increases in the relative price of energy forcing producers to cut back

on their use of capital and substitute labor for energy.

14
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*Fig. 2a. Change in input configuration in response to a
relative price change.

Fig. 2b. Change in output level in response to a relative
* price change.

15



The greater the ability of a firm to substitute input factors, the

better the firm is able to respond to changes in input factor supplies

with the result that productivity is affected to a lesser extent. At a

more aggregate level, changes in the environment may lead to changes in

the structure of the industry; the degree of competition, for example.

In theory, environmental changes such as those described above may

lead to inefficiencies in the allocation of productive resources. An

allocative inefficiency is an inefficiency in the sense that actual pro-

ducer output deviates from theoretical producer output as a result of

unanticipated changes in the price structure resulting in constrictions

in the flow of production inputs. Under the theory of perfect com-

petition, firms treat input factor prices and output prices as parame-

ters in their production decisions and produce that level of output

where the price level of factor inputs is equal to their respective

marginal value products (Henderson and Quant, 1980). At this output

level average unit costs are also equal to the price of output. Any

environmental change resulting in deviations from this "ideal state"

whether brought about by a firm's inability to adjust factor input

levels through lack of substitution possibilities as a result of a rela-

tively "rigid" production process or by deviations from perfect com-

petition at the industry level result in efficiencies in the allocation

of productive resources (Henderson and Quant, 1980).

In addition to problems concerning allocative efficiency,

Leibenstein (1966) has identified another important source of potential

inefficiency in production, which he terms "X-efficiency." X-efficiency

arises from the "failure" of two important implicit assumptions in eco-

nomic production theory and productivity measurement; in particular that
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(1) all factor inputs are of a uniform quality, or that differing quali-

ties or grades of factor inputs have no effect on the quantity of output

produced and (2) that producers always operate "on their relevant pro-

duction function" that is, all factor inputs are used to their highest

technological potential. Given that assumption (I) holds, assumption (2)

may fail as a result of different management techniques and work organi-

zation systems. As Leibenstein notes:

"It is conceivable that in practice a situation would arise in which
managers are exceedingly poor, that is, others are available who do

not obtain management posts, and who would be very much superior.
Managers determine not only their own productivity but the
productivity of all cooperating units in the organization. It is

therefore possible that the actual loss due to such a misallocation
might be large. But the theory does not allow us to examine this
matter because firms are presumed to exist as entities that make

optimal input decisions, apart from the decisions of its managers."

(p. 397)

The failure of assumption (1) is generally a "short-run" phenomenon

since, in the long run, adjustments in the production process resulting

from technological changes can compensate for most changes in factor

input qualities. An exception, however, is the labor input. Leibenstein

points out that:

"People normally operate within the bounds of a great deal of
intellectual slack. Unlike underutilized capital, this is an element

that is very difficult to observe". (p. 405)

In Leibenstein's words, the production function relationships

between output and factor inputs fails for four reasons:

"(a) contracts for labor are incomplete, (b) not all factors of
production are marketed, (c) the production function is not

completely specified or known, and (d) interdependence and
uncertainty lead competing firms to cooperate tacitly with each
other in some respects, and to imitate each other with respect
to technique, to some degree". (p. 407)

The key, according to Leibenstein, to utilizing the labor input to
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its fullest extent is motivation. This point is especially relevant in

this decade where, changes in our social and cultural environment

together with reluctance on the part of producers to adapt to these

changes has brought worker motivation and worker attitudes to new levels

(Rozen, 1982). Over the past decade there have been significant changes

in the labor force, most notably the increasing average educational

level of workers and the rapid influx of women into the labor force

(Kerr, 1979). In addition, there has been a substantial increase in the

demand for what Kerr terms, "good jobs;" jobs leading to personal self-

fulfillment and political rights in the work place. As Kerr states:

"The work ethic has not disappeared from the face of America, but

the aesthetics of work has taken on a great new significance. This
constitutes the central theme of the new evolution." (p. XI)

The manifestation of these demographic and cultural changes in the

labor force may take three basic forms; skill deficiency, overvalued

self-evaluation and job deficiency (Rozen, 1982). Rozen argues strongly

that job deficiency is the major cause for lack of worker motivation

noting that the "tell'em-what-to-do-and-see-that-they-do-it still

seems to be the prevailing basis for work organization." (p. 736)

Given the considerable social, demographic and cultural changes that

have occurred, Rozen notes that:

...some or all of the following conditions obtain: effort is

variable; workers build up considerable firm-specific human
capital and define jobs; tasks are not rote; information about
job duties and worker performance is incomplete; uncertainty,

transactions costs, and attitudes towards risk may be important
factors in shaping work arrangements; enforcement is difficult
and costly; compliance cannot be taken for granted; and workers
and firms are locked into explicit and implicit bargaining
relationships. In such circumstances, the nature of the work

contract and modes of work organization must allow for much more
interaction between workers and their jobs." (p. 736)

Two basic approaches to these labor force motivation problems are
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apparent in the literature--modification of the work organization to

explicitly include incentive systems, both monetary and politically, and

refining the worker selection process in order to employ only those

workers most likely to be satisfied with a given job. The motivation for

group incentive systems derives from the public goods aspects of the

work environment (Freemand and Medoff, 1978). The public goods aspects

include safety conditions, lighting, heating speed of production, firm

policies regarding layoffs, work sharing and formal grievance

procedures. These factors affect all employees and exclusion from

receiving the benefits of these factors is not possible. With public

goods, the individual incentive to express preferences concerning the

amount of factor desired is reduced so collective decision making is

necessary to achieve optimum amounts of these factors (Freemand and

Medoff, 1978).

Examples in Forestry

McCord (1975)* in a study of financial incentive systf~as in the

pulpwood industry of Georgia, tested three incentive systems for their

effects on production. of the incentive systems studied, Plan A, a

guaranteed hourly wage plus a premium ties to actual production yielded

the highest level of production. Plan C, a base rate plus a system of

non-monetary compensation (coupons redeemable for merchandise) resulted

in no increase in previous (under no incentive system) output levels.

* Plan B, a straight piece rate also resulted in increases in the level

* of output. Green and Podsakoff (1978), in a case study of the effects of

removing a pay incentive system found that for the two large paper mills

* under study, the results in terms of output level and work satisfaction
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declined dramatically after eliminating a performance-contingent pay

plan. With regard to specific firms, Reed-Forestville achieved increases

in productivity by 60 percent after instituting a financial incentive

system where bonuses were paid for production over set monthly quotas

*for timber harvesting (Anvik, 1977). Great Lakes Paper reported savings

of $3/cord as a result of instituting a group performance incentive

system for operators and mechanics in timber harvesting operations

(Bartholomew, 1977).

An alternative approach to increasing labor productivity is through

more careful selection of prospective employees. Cottell (1977), in a

study of tree-sheer operators has found that productivity can be

associated, to some degree, with personal traits such as depth

perception, experience and manual dexterity--characteristics for which

potential workers can be effectively screened. Forest and Boulard (1977)

argue for the use of a psychological profile of forestry workers in

Quebec as a screen for potential forestry workers and as an aid in the

promotion and reclassification of workers.

The changing quality of raw materials can be a source of

x-efficiency depending on the degree to which these quality changes are

reflected in changes in the relationship between factor input and

output levels as defined by the production function. In the forestry

S- sector there has been a prevalent trend toward smaller average diameter

" "logs. Tables I and 2 provide data on growing stock by diameter class

and region for hardwoods and softwoods. Alth( h the trend towards

smaller logs is evident in both hardwoods and softwoods, the trend is

considerably more pronounced for softwoods particularly in the northern

region of the U.S.. Increasing costs in timber harvesting resulting from
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Table 1. Percent of hardwood growing stock by diameter class and

region of the United States, 1952 and 1977

Diame ter*
Region Class 1952 1977

NORTH

Small 73.8 77.5

Large 26.2 22.5

SOUTH

Small 66.8 69.7

Large 33.2 30.3

PACIFIC

COAST
Small 61.4 63.2

Large 38.6 36.8

ROCKY
MOUNTAIN

Small 80.3 85.7

Large 19.7 14.3

TOTAL
U.S.

Small 70.1 73.5

Large 29.9 26.5

* Small = 5.0" - 14.9" DBH

Large = 15.0" + DBH

* source: Impacts of the Changing Quality of Timber Resources, Poterfield,

R. and Crist, J. Forest Products Research Society, Madison, WI.
I. 1978
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Table 2. Percent of softwood growing stock by diameter class and
region of the United States, 1952 and 1977

Diameter*
Region Class 1952 1977

NO RTH
Small 69.0 86.6

Large 31.0 13.4

SOUTH

Small 80.0 77.0

Large 20.0 23.0

PACIFIC

COAST
Small 18.3 25.3

Large 81.7 74.7

ROCKY

MOUNTAIN
Small 50.5 57.8

Large 49.5 42.2

TOTAL
U.S.

Small 37.8 49.1

Large 62.2 50.9

• Small = 5.0" - 14.9" DBH

Large = 15.0" + DBH

source: Impacts of the Changing Quality of Timber Resources, Poterfield,

R. and Crist, J. Forest Products Research Society, Madison, WI.
1978
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decreases in average log size have been documented (Erickson, 1978;

Hypes, 1980). Both Erickson and Hypes found that mechanical harvesting

systems, while more productive than manual harvesting systems in most

cases, exhibited rapid declines in productivity in response to signifi-

cant changes in log diameters.

In addition to changes in average log diameters, the use of

intensive silvicultural practices on tree plantations have resulted, in

some cases, in changes in wood composition. Table 3 provides a com-

parison of the specific gravity of some selected forest versus plan-

tation grown conifers. In all cases the specific gravity of the

plantation grown trees is less than the specific gravity of the forest

grown trees. The importance of this quality change, however, depends

primarily on the final wood product being produced. For some structural

purposes this factor may be an important consideration.

Finally, government regulation has frequently been identified as a

major source of inefficiency (Weidenbaum, 1979). To the extent that

government regulations are a response to a market inefficiency--an

external cost such as pollution for example--the cost of regulation in

terms of lower levels of production can be justified on economic

efficiency grounds. However, not all government regulations achieve

their desired results. Further, the indirect costs of some regulations

may exceed their benefits in terms of increased economic efficiency.

Weidenbaum (1979) cites five major indirect or induced effects of
O

regulation:

"(1) The innovative product research and development that is not

carried out because corporate R&D budgets increasingly are
being devoted to what is termed 'defensive research'

(2) The new investments in plant and equipment that are not made
because the funds must be diverted to meeting government-mandated

*. social requirements
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Table 3. Specific gravity of plantation and forest grown conifers

Species Plantation SG Forest SG

European Larch 0.45 0.50

Jack Pine 0.43 0.46

Red Pine 0.39 0.51

Scotch Pine 0.44 0.49

Eastern White Pine 0.32 0.37

Norway Spruce 0.37 0.40

source: Impacts of the Changing Quality of Timber Resources, Poterfield,
R. and Crist, J. Forest Products Research Society, Madison, WI.
1978

9-
S
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(3) The workers who are not hired because federal regulations have
priced them out of the labor markets (i.e. minimum wage laws)
(4) The concentration of industry that results as smaller
enterprises find that the burdens of government regulation fall
on them disproportionately
(5) The immeasurable effects of government regulation on the basic

entrepreneurial nature of the private enterprise system" (p. 38)

Worker safety regulations have been of particular concern to the

lumber and wood products industries. Table 4 provides a breakdown of

occupational injury and illness incident rates for the forest products

sector. The lumber and wood products industries have experienced more

than double the rates for the overall manufactuL-ng sector.

The previous discussion can be summarized by the diagram in fig. 3.

Cultural, institutional and legal factors together with resource quality

requirements and economic factors determine the stock of available

resources and conversely, the stock of resources influences cultural,

institutional and legal arrangements. Exogenous changes in these factors

result in dynamic allocation problems for a firm (or industry) and as

previously discussed, the ability of firms to respond to these problems

determines the extent to which productivity is influenced.

Technological Change and its Impact on Productivity Change

Research and study in the area of technological change has many

dimensions. In the following brief discussion the interest is focused on

only one aspect of technological change--its impact on productivity

- . change. Within the context of technological change, productivity change

is affected via the adoption of new technology.

Technological change can be more narrowly defined as "the process

by which an idea or invention which fulfills a need is converted into

the economy to create financial growth, exports and employment" (Cox,
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Table 4. Occupational injury and illness incident rates

Lumber and Paper and

Year Manufacturing Wood Products Allied Products

---------------- lost workdays per 100 full time workers---------------

1972 62.6 145.2 76.4

1973 68.2 150.7 87.1

1974 72.7 156.5 85.8

1975 75.8 156.7 85.6

1976 79.5 167.3 94.8

0
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1974). This process can generally be described as the process of innova-

-tion. The innovation process can be broken down into two components-the

technical innovation process and the commercial innovation process.

Technical innovation can be thought of as the process by which ideas are

transformed into technically feasible products and production processes.

Commercial innovation is the process by which technically feasible pro-

ducts and production processes are adapted and modified to become econo-

mically and institutionally feasible. The commercial innovation process

draws heavily on the stock of existing technical innovations. As

Mosteller (1981) points out, many successful commercial innovations were

developed from existing technology. Commercial innovation can be concep-

tually separated into two broad categories--product innovations and pro-

cess innovations. Product innovations include all new products-those

.* that are substitutes for existing products and those that have entirely

* .new uses. Process innovations involve changes in the production process

itself, modifications to both existing manufacturing processes and

entirely new manufacturing processes. Here, "manufacturing process"

includes the entire scope of production including management, organiza-

tion and marketing functions in addition to the mechanical process.

Product innovations give rise to new industries. New industries are

often characterized by the relatively rapid adoption of new processes

(Hill and Utterback, 1980). And these process innovations contribute to

productivity growth (Boretsky, 1980).

Within the context of economic production theory, productivity

change occurs as producers manipulate technical configurations--

technological change acts as a constraint on those changes.

Technological change is represented in the context of economic produc-
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tion theory as a shift in the production function (see fl.g. la.). These

shifts are either neutral or biased. A neutral change is consistent with

a constant input factor ratio. Estimation of technological change, or

total factor productivity generally takes two forms. As Sato (1970)

points out,

"There are a number of ways to approach the estimation of
production functions and technical progress in economic
growth, but from the standpoint of empirical analysis the

following two seem most appropriate: (1) assume that the

elasticity of substitution is constant and technical progress
is neutral, and (2) assume that the production function has a

variable elasticity of substitution together with nonneutral

technical progress" (p.179)

Solow (1957) in a landmark study developed a method for estimating

* technological change (or total factor productivity). Many estimation

procedures currently used are refinements of this basic approach.

Intuitively, the estimation procedure can be described as one of esti-

mating a production function for a base year and determining total

factor productivity growth as the portion of observed output in a later

period not accounted for by the estimated base year technology.

Assuming neutral shifts in the production function and that the

function is twice continuously differentiable, production over time can

be described by the equation:

y = A(t) f(X1 , X2 ,.  , Xn)

where A(t) captures the cumulative shifts in the function over time.

Totally differentiating with respect to time and dividing through by y

* yields:

A+ A( )f X 1 + 3f X 2 +. + f Xn) (I)

y A ( DXy ' X2y -XnY)

where y, A, XI,.-., Xn are time derivatives (i.e. y = dy/dt, etc.)
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From the necessary conditions for producer equilibrium, the

relative factor share of the ith factor input is equal to the output

a elasticity of that input. That is,

Wxi = aY Xi = Ox i (II)

Dxi Y

where xi is the putput elasticity and Wxi is the relative factor share

value for the ith factor input. Noting that

D X = A D f
xi D xi

for the ith factor input, and together with (II), equation (I) can be

rewritten as:

y= + Wx I X 1 + Wx2 X2 .... Wxn Xn (III)
y A X 2 rn

or alternatively, the rate of productivity change over time can be

expressed as:

Wxl il- Wx 2  2 WxnXn
A y _M- 1T X-n

which is simply the difference between the rate of growth of output and

a weighted sum of the factor input growth rates. Then, an index of total

factor productivity can be calculated as follows:

A(t+l) = A(t) (I + A(t) ) (IV)

Robinson (1975) applied this approach of measuring total factor

productivity to the lumber and wood-products industry (SIC 24),

obtaining an average annual rate of total factor productivity growth of

1.75 percent over the period 1949 to 1970. A significant limitation of

the Solow approach to measuring total factor productivity is the impli-
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cit assumption of neutral technological change. In the case of the

forest products industry, Robinson observed that over the period

studied, the relative shares of the two factor inputs, labor and

capital, were not constant but rather there has been a strong trend in

the direction of the substitution of capital for labor suggesting the

possibility of non-neutral technological change. Stier (1980) tested the

hypothesis of non-neutral technical change in ten forest products

industries and found that in eight of the industries, technological

change has been labor-saving for the period 1958 - 1974 (implying that

capital has been substituted for labor. This together with the findings

of elasticities significantly less than one suggests that the substitu-

tion of labor for capital was achieved as a result of biased tech-

nological change (Stier, 1980).

More recently Greber and White (1982) analyzed and estimated biased

technical changes in the lumber and wood products industry (SIC 24).

They concluded that technological progress has been biased and the

direction of the bias has been labor-saving throughout the period 1951 -

1973. Further, this biased technological progress is, in large part,

responsible for the observed growth rate of industry output with the

change in labor efficiency accounting for 122.0 percent and the change

in capital efficiency accounting for 7.2 percent.

Risbrudt (1979) analyzed technological change four four forest

products industries: logging (SIC 2411), sawmilling (SIC 2421), pulping

(SiC 2611) and papermaking (SIC 2621) using three different estimating

techniques. The average annual rate of total factor productivity change

for the logging industry for the period 1958 - 1976 ranged from 3.4 to

3.8 percent. Increased mechanization (feller-buncher, wheeled skidders)
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allowing for the substitution of capital for labor and improved resource

use (whole tree logging) were important factors contributing to the pro-

ductivity growth rate (Risbrudt, 1979). The average annual rate of total

factor productivity change for the sawmills and planing mills industry

for the same period ranged from 0.9 to 1.8 percent. Capital improvements

allowing for the substitution of capital for labor and compensation for

a declining wood resource were important factors contributing to the

productivity growth rate. The need to invest in pollution abatement

equipment during the later part of the period may account for the rela-

tively lower observed productivity growth rate (Risbrudt, 1979). The

average annual rate of total factor productivity change for the pulping

* industry for the same time period ranged from 2.3 to 2.5 percent. The

substitution of capital for labor resulting in part from the change in

the product mix (shift to relatively more high quality paper) was an

important factor contributing to the productivity growth rate. And,

finally, the average annual rate of total factor productivity change for

the paper industry for the same time period ranged from 0.7 to 2.4 per-

cent. The introduction of new and faster industrial processes increasing

output was an important factor contributing to the productivity growth

rate.

Labor productivity growth

Labor productivity for U.S. manufacturing increased at an average

annual rate of 2.7 percent between 1947 and 1973 compared with an

average annual rate of 2.2 percent between 1973 and 1979 (Amercian

Productivity Center, 1980). Productivity growth rates for the U.S.

forest industries have followed a similar pattern. Changes in the labor
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productivity growth rates for some selected forest industries are shown

in table 5. Productivity growth rates in all but the folding paperboard

box industry were above the average for manufacturing during the period

1947 to 1973. Declines in productivity growth rates during the period

1973 to 1978 were, for the most part, more pronounced than the average

for manufacturing. Wood household furnishing experienced the largest

decline in productivity growth, falling 3.3 percent from 1947 - 1973

growth levels. Corrugated and solid fiber boxes recorded the lowest drop

in productivity growth, falling 0.9 percent from 1947 - 1973 levels.

While virtually all the forest products industries posted strong labor

productivity growth rates for the period 1958 - 1973, the factors

responsible for these observed productivity increases are varied.

Technological changes in sawmills enabled firms to make significant fac-

tor substitutions of capital for labor. In addition, fluctuating levels

of demand precipitated a drop in employment (Duke and Huffstutler,

1977). Increases in labor productivity in the folding paperboard box

industry can be similarly characterized as resulting from factor substi-

tution brought on by technological advances and declining employment

levels in response to uneven levels of demand (York, 1980). However,

weakening demand in this industry is the result of competitive pressures

from packaging industries using synthetic materials, whereas uneven

levels of demand in the sawmill industry are tied to the cyclical levels

of demand in the housing market. The strong increases in labor produc-

* tivity in the veneer and plywood industry are the result of a strong

demand for softwood plywood and technological changes allowing for the

use of lower grade materials (Farris, 1978).
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Table 5. Average annual change in output per employee - hour.

Industry 1958 - 1973 1973 - 1978

-------------------------------- percent--------------------------------

U.S. Manufacturing 2.7 2.2

Sawmills and Planing Mills 3.1 1.4
Paper, Paperboard and Pulpmills 4.0 2.1

Corrugated and Solid Fiber Boxes 3.5 2.6

Veneer and Plywood 5.0 2.7
Wood Household Furnishings 2.7 -0.6

Folding Paperboard Boxes 2.0 -0.1

source: Amercian Productivty Center, 1980, Productivity Prespectives

(Amercian Productivity Center: Houston, Texas)
U.S. Department of Labor, Bureau of Labor Statistics, 1979,

Productivity Indexes for Selected Industries Bulletin 2054,
(U.S. Government Printing Office: Washington, D.C.)
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Some important factors influencing technologically induced productivity

* - change

The process of commercial innovation is critical since it is this

process that can lead directly to increases in productivity. Commercial

innovation occurs primarily as a response on the part of the firm to its

operating environment (Hill and Utterback, 1988). One important source

of environmental change is a changing relative price structure of input

factors and outputs. Changing relative prices of outputs and inputs can

adversely affect earnings and hence profits. The importance of changing

relative prices in the commercial innovation process in agriculture has

been documented by Binswanger and Ruttan (1978).

* Competition within the sector and outside the sector is a source of

relative price changes. Within the sector, the level of competition is

often determined by both the number of producing firms and the ease of

entry into the sector. Aggressive competition for materials inputs and

* output market shares results in relative price changes that often cannot

be absorbed by profits. Outside the sector, competition from manufac-

tiirers of substitute products for market shares exerts pressure on

prices. Competition for scarce material inputs from other industries can

accelerate price increases. The adoption of new industrial processes to

utilize wood residues as an energy source in the pulp and paper industry

is an example of the response of an industry to changing relative prices

of factor inputs. In this case the need was precipitated in an energy

* intensive industry by a rapid increase in the price of fossil fuels.

In addition to changes in economic conditions, the commercial

innovation process can be initiated because of government intervention.

Federal regulations may require the firms in an industry to modify some
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part of their production process. Pollution controls are one example of

this type of legislation. Of course the effect of this type of control

is a function of the extent to which the regulation is enforced.

Changing technology in secondary markets can induce innovation in pri-

mary markets. The importance of this factor for the pulp and paper

industry is summarized by Styan (1980).

"Technological changes in press rooms and publishing houses and the
need to stretch fiber resources will be the driving factors for
innovation in North America's pulp and paper industry. This will
result in a trend to high-quality, high-yield pulps and a reduced

fiber usage per ton of pulp and paper produced." (p. 25)

Research, both basic and applied, is an important component of the

innovation process. It has been argued that the level of research and

development activity by firms has been too low (Nelson, 1959). And this

low level of applied R&D has retarded commercial innovation. The output

of R&D exhibits some characteristics of a public good--nonrival

consumption. The incentive to invest in R&D is reduced since it may be

difficult for the inventive firm to completely exclude other firms from

the information output of the research activity. This point may be a

relevant consideration for firms innovating to achieve a competitive

advantage within the sector. However, firms reacting to economic

pressures originating from outside the sector may have an incentive to

cooperate.

Terleckyi (1980) has investigated the role of industrial research

and development in the productivity growth of the manufacturing sector

finding that privately financed industrial research and development had

a significant effect, but that government financed R & D did not.

The flow of information from research can sometimes be enhanced by

government policy and regulations. Patent laws require detailed specifi-
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cations of new products and processes to be published providing a source

of information to other firms. However, the effect on innovation is

uncertain. Silberston (1975), in a study of the British patent system

found that while product innovations are influenced positively by the

presence of patent laws, process innovations are largely unaffected.

Silberston argues that this result is not surprising since product inno-

vations can be copied more readily by competing firms. Thus, the incen-

tive to innovate is reduced in the absence of a patent system since the

inventive firm cannot maintain a competitive advantage.

In a sense, the firm generates a schedule of needs and

opportunities for change based on the flow of information entering the

firm. This schedule of needs and opportunities depends on the goals and

objectives, stated or unstated, of the decision makers in the firm. The

process of identifying needs and opportunities is a continuous and dyna-

mic process over time. Goals and objectives may be closely tied to the

- stage of development and the current technology of the firm (Utterback

and Abernathy, 1975). An innovation that is incompatible with current

technology is less likely to be adopted by firms in the short term than

one which is compatible.

The current technology of a firm and its stage of development are

9 _closely related. Utterback and Abernathy (1975) identify three stages of

development for products and production processes. For production pro-

" -cesses these are: uncoordinated, segmental and systemic phases, and for

*products these are: performance-maximizing, sales-maximizing and cost-

minimizing. In the uncoordinated stage the production process is "loose"

and unstructured. As the technology progresses from this stage to the

segmental stage the production process becomes more specialized. The
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final systemic stage is characterized by an almost rigid, highly complex

and relatively efficient production process. As the firm progresses

through these stages of development, process innovations become increas-

ingly costly and difficult to institute. Product innovations in the form

of increasing product differentiation are frequent as a firm moves from

the performance-maximizing to the sales-minimizing stage. In the cost-

* ° minimizing stage, the product becomes standardized with the emphasis on

cost reduction. Product and process stages of development are

necessarily related. For example, a highly developed complex production

process is virtually impossible without a fairly standardized product.

In a highly competitive sector this process of development is a con-

tinuous one with new firms entering the sector and other firms leaving

(Hill and Utterback, 1980). With high barriers to entry the process of

development tends to stagnate at the costminimizing and systemic stages.

Restrictive government regulations may act as constraints on the

actions of firms. Environmental restrictions, for example, may

effectively preclude some innovations from consideration.

The innovation itself is also an important factor related to cost.

Two important characteristics are complexity and scale. Complexity is

the extent to which an innovation can be understood and implemented. A

more complex innovation involves a higher learning cost and is more

difficult to implement. Scale is the size of an innovation which can be

incrementally applied. The smaller scale an innovation is, the less

disruptive it will be in terms of the total investment.

Once a preliminary decision to act has been made, the innovation

must be "fit" into the production process. This involves thoroughly

evaluating the technical innovation(s) involved and suggesting any
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necessary modifications to the innovations and current production

operations. Communication between development teams, marketing and

production units within the firm is critical during this phase. O'Keefe

and Charkrabarti (1981) have found that the coordination between

research and marketing operations is critical to successful commercial

innovation. They suggest that "development of rather close personal

relationships among members of several departments, mutual understanding

- of the duties and responsibilities of each department and discussions of

the implications involved in the information to be transfered and

shared" is the key to successful commercial innovation. Cox (1974)

suggests the use of technical entrepreneurs or venture managers. The

venture manager provides the linkages between the different

organizational units. It is his job to effectively remove any

* communication barriers and coordinate the commercial innovation process.

The decision to accept and adopt an innovation may often be based

on a comparison of the observed results with expected results. Overly

optimistic evaluations may result in a substantial discrepency between

expectations and actual results. It is possible that this could

-i adversely affect the adoption of that innovation. Once the decision to

accept and adopt is made to apply the innovation on a larger scale.

*O Performance evaluations of an innovation after application may have

considerable importance in terms of diffusion of the innovation.

Summary

Productivity change has been examined within the context of economic

production theory. Within this framework, the mechanisms of productivity

F change were described and the underlying factors involved in the change
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were examined. Environmental factors influence productivity depending on

the degree to which firms can compensate for different supplies of input

configurations through input factor substitution. This depends primarily

on the physical nature of the production process. Changes in environmen-

tal factors, however, are not always manifested in input factor supply

changes. Changing quality of input factors, particularly the labor input

has been identified as an important source of productivity change.

Technological changes influence productivity change through their impact

on the technical configuration of the production process.
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Chapter III

SURVEY OVERVIEW

Given the nature of the questions to be considered and the

available resources, a mail survey appeared to be the most practical

approach to collecting the needed data. Although there are many short-

comings associated with mail surveys, the benefits associated with a

survey of this nature appeared to outweigh the costs. One of the most

frequently encountered problems with mail survey is the low response

rate often achieved. Among the most frequently cited responsible fac-

tors are: (1) sponsorship of the survey, (2) length of the question-

naire, (3) attractiveness of the questionnaire format, (4) nature of the

cover letter, (5) ease of returning the completed questionnaire, and (6)

the nature of the respondents (Dillman, 1978). Since surveys directed at

the business community frequently have the lowest response rates,

attempts were made to compensate for this in both the questionnaire for-

mat design, sample size and survey procedure. The "total design method",

an integrated survey procedure, was utilized (Dillman, 1978). The survey

was sponsored by the University of Minnesota Agricultural Experiment

Station.

Survey Design

The mail survey questionnaire used in this study was developed over

the summer of 1982. The questionnaire, cover letter, follow-up postcard

and second mailing cover letter are found in Appendix II.

As a consequence of the conceptual model developed in chapter II,

the sources of productivity change can be divided into two major
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categories--productivity changes as a result of technological changes

and productivity changes resulting from changes in environmental factors

which include cultural, institutional, legal and resource quality

factors. Within this broad categorization, specific examples of factors

were developed which apply to the forest products industries. The lists

of factors used in this survey in parts I, II, and III were developed

from discussions with industry representatives and from a review of the

research literature. The list of factors from part I of the survey--

factors contributing to the decline in the rate of productivity growth

can be considered in the framework of the conceptual model as follows:

Environmental Factors

Resource Quality Factors

-decreasing average log size

-increased proportion of inexperienced unskilled workers in the

labor force

Institutional/Legal Factors

-adversary labor(unions)-management relations

-cost of complying with environmental regulations

-cost of complying with worker safety regulations (OSHA)

-tax laws

-government harvesting policies on publicly owned timber lands

-rapid increases in the price of fossil fuels

Market Factors

-plants operating at less than full capacity as a result of volatile

product markets (cyclical markets)

Technological Change
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-limited commercial availability of new technology and equipment

- - -cost of new equipment

0 -barriers to diffusion of new technology through the industry

-finance cost of capital

inadequate expenditure on research and development

As discussed in chapter 11, resource quality factors such as

* - decreasing average log size and increases in the proportion of inex-

perienced unskilled workers in the labor force can result in produc-

tivity growth declines to the extent that firms are unable to compensate

for these effects. Unskilled, inexperienced workers may not be able to

handle complex production equipment as efficiently as their skilled

counterparts. Likewise, productivity growth rate declines are probable

where production equipment designed to handle limited ranges of log

diameters is being utilized when average log size is declining and

falling outside these ranges. Obviously the impact of these factors

* depends on the degree of flexibility in the production process, an

* industry specific characteristic.

Legal factors such as environmental and worker safety regulations

have required firms to divert some otherwise productive resources in

order to comply. Similarly, adversary labor-management relations can

result in significant resource diversions as well (Clark, 1980). And

these diversions of otherwise productive resources can decrease the

potential for productivity growth.

Factors such as government harvesting policies on public lands,

rapid increases in the price of fossil fuels and cyclical markets can

result in supply disruptions and adversely affect productivity growth
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to the extent that production processes cannot accommodate these

disruptions (i.e. input factors can only be substituted within the

constraints of existing production technology).

The factors listed under the technological change category relate

to possible sources of inefficiencies in the technological change pro-

cess. Since many forms of technological change in the forest products

industries are developed outside the industry and are manifested in the

forest industries in new equipment, the factors listed under this cate-

gory relate primarily to problems encountered in the transfer and adop-

tion of new capital embodied technology.

The list of factors from part II of the survey--factors stimulating

* an increase in the rate of productivity growth generally relate to dif-

ferent aspects of the innovation process. The factors: developing and

implementing specialized employee training programs, establishing finan-

cial incentives programs for employees, establishing company-wide pro-

ductivity improvement programs and increased mechanization induced by an

*inadequate labor supply are all innovations addressing factor input

quality problems--in this case labor quality problems. Incidence of

labor quality problems and the successes of these programs to alleviate

thes -roblems are well documented in the literature. (Anvik, 1979;

Bartholomew, 1977; Basken, 1979; Berger and Schwab, 1980; Greene and

Podsakoff, 1978; McCord, 1975; Pickering, 1977; Bryan, 1979; Carter,

1980; Denison, 1980). The role of industrial research in industry pro-

* ductivity growth has been discussed by Terleckyi (1980), Griliches

(1980) and Hart (1980). Cooperative research and development programs

between companies has been suggested as a potential solution designed to

UW overcome scale problems associated with the production of research and

the public goods problems associated with research results.
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Part III addresses public policy and program changes needed to

encourage increases in the rate of productivity growth. In addition to

the factor lists for parts I, II, and III of the questionnaire, space

was provided for respondents to list any additional factors they

believed to be important. Respondents were asked to indicate the degree

to which they believed each item to be important in the situation

described in each part by checking one of the four listed "levels of

Simportance"--very important, moderately important, slightly important or

not important and to rank the five factors they believed to have had the

greatest influence.

Pretest

The survey was sent to nine structural particleboard plants in

September 1982. In addition to requesting respondents viewpoints, they

were asked to include any comments regarding the content and style of

the questionnaire. Responses for this sample were generally complete.

At least half of the respondents provided additional factors under the

open-ended "other" item although no respondents offered any suggestions

for change in the questionnaire content and style.

Sample Design

The survey questionnaire was sent to plant and mill managers from

eight industry product categories--softwood lumber, hardwood lumber,

softwood plywood, hardwood plywood and veneer, particleboard, pulp,

* paper and paperboard, and fibreboard, hardboard and MDF. These eight

product categories roughly comprise the primary forest-based

manufacturing sector. Individual plants were chosen as the sampling unit

since industry viewpoints at the production level were desired. It was
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felt that production managers would be the most familiar with daily

operations and would be able to effectively judge the listed factors as

a sources of productivity change.

The sample was obtained from plant and mill listings from the 1982

Directory of Forest Products Industry and the 1982 Lockwood's Directory.

These directories are representative of the population of plants and

mills for all product categories except hardwood and softwood lumber.

Most states publish exhaustive directories of sawmills. However, the

0 directories are frequently dated. Since the industry is characterized by

rapid turnover, the use of dated directories would likely result in

lower response rates due to a higher proportion of closed mills. Sample

* sizes for each industry group were determined based on expected response

rates and available resources (table 6). The fibreboard, hardboard, t4DF,

the structural particleboard and the particleboard product groups were

sampled completely. The sample sizes for hardwood and softwood lumber

were larger due to expected lower response rates. The industry group

samples were stratified by geographical region--west, south and mideast.

A breakdown of these regions is provided in Appendix 1. Since the cost

of sampling is identical for all regions, the sample sizes for each

region were allocated proportionally according to population sizes for

* each region and product group (Cochran, 1963). The final sample was

chosen by assigning each plant in every product category and geographi-

cal region a number and then randomly selecting plants from the list.

Survey Procedure

All plants in the sample were sent a questionnaire, background

in forinat ion shee t, cover let ter explaining the survey and request ing



Table 6. Sample sizes

Region Number Sampling
Product Group West South Mideast Total Plants Rate

Hardwood Lumber 4 62 84 150 1525 0.10

*-Softwood Lumber 93 49 8 150 1222 0.12

Pulp, Paper, Paperboard 13 26 61 100 715 0.14

Softwood Plywood 60 38 2 100 178 0.56

Hardwood Plywood, Veneer 28 45 27 100 375 0.27

*Fibreboard, Hardboard, MDF 16 24 18 58 58 1.00

Structural Particleboard 2 5 11 18 18 1.00

Particleboard 22 31 9 62 62 1.00
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participation and a stamped addressed envelope for returning the

completed questionnaire. Two to three weeks later a follow-up postcard

was sent to all plant9 in the sample. And two to three weeks later

another questionnaire and cover letter requesting participation and a

stamped addressed envelope were sent to all non-respondents.

Returned questionnaires were checked for completeness and coded.

Four hundred and fifty-one of the 738 questionnaires were returned for

an overall response rate of 61 percent. Table 7 gives the response rates

by industry group and geographical region. Response rates for hardwood

and softwood lumber were considerably higher than expected and response

rates for the pulp, paper and paperboard, the softwood plywood and the

* hardwood plywood and veneer were lower than expected a priori.

The effective overall response rate of 52 percent is low relative

to other surveys using the total design method (Dillman, 1978).

Non-respondent Bias--A Sensitivity Analysis

A limitation of maii surveys is the possibility of biased results

arising from a sample that is not representative of the underlying

population in spite of a carefully chosen statistically sound sampling

scheme. This bias can occur if the survey non-respondents (or

respondents) as a group systematically exhibits a characteristic or set

of characteristics to a greater degree than the underlying population.

An obvious example is a situation where a canvasser samples households

from a predetermined sample list in the afternoon. In this case the

survey respondents as a group are likely to contain a much higher

proportion of unemployed persons than the underlying population since in

the afternoon it is unlikely that many employed persons would be home.
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'II
Table 8. Breakdown of Unusable Survey Responses

Reason Number Returned

Out of Business 32

Insufficient Information 23

Refused to Participate 14

Total 69

n

S
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In this case both the potential source of bias and the action for

alleviating the bias are quite clear--sample at a different time! In

many cases however, the nature of any potential bias cannot be directly

observed and the procedures for eliminating the bias are unavailable to

the researcher. However the importance of non-respondent bias decreases

as the response rate increases.

A somewhat limited analysis of non-respondent bias and the possible

effects of that bias on the productivity survey results was carried out

for part 1--factors contributing to the decline in the rate of produc-

tivity growth. Survey responses obtained after the first mailing and

reminder postcard were identified as "the first mailing" and coded

accordingly. Survey responses obtained after the second mailing were

similarly identified and coded. Since the second mailing was sent only

to those plants and mills that had not previously responded, the second

mailing can be considered as a sample of non-respondents relative to the

first mailing group. To determine the possible effects of non-respondent

bias, both groups from the first and second mailing groups were pooled.

Since the objective is to analyze any interactions between the impor-

tance level of factors with industry groups and geographical regions,

two-way frequency tables of importance levels by geographical region and

importance levels by industry group were constructed for the pooled

group and the first mailing group. The level of significance of the chi-

square test statistic for dependence is reported in tables 9 and 10 for

each factor. Comparing the first mailing group results with the pooled

group results show that for the importance level by product group

interaction analysis there are some inconsistencies; however, the impor-

tance level by geographical region interaction analysis results are con-

sistent. 50
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Table 9. Significance Levels of Factors Contributing to the Decline

in the Rate of Productivity Growth by Industry Group for the First

and Pooled Mailing Groups

p-values
Pooled First

Factor Mailing Mailing

Decreasing Average Log Size 0.000* 0.000*
Rapid Price Increases in Fossil Fuels 0.002 0.228

Inexperienced, Unskilled Workers 0.056* 0.199*
Adversary Mgmt-Labor Relations 0.023 0.365

Cyclical Markets 0.159* 0.449*
Limited Availability of New Technology 0.082* 0.428*

Cost of New Equipment 0.320* 0.347*

* Barriers to Diffusion of New Technology 0.251* 0.906*
Finance Cost of Capital 0.475* 0.782*

Low R&D Expenditures 0.034 0.451

Cost of Environmental Regulations 0.057 0.022
Cost of Worker Safety Regulations 0.005* 0.004*
Tax Laws 0.018 0.352
Government Harvesting Policies 0.001* 0.001*

* indicates consistent results (i.e. both are either significant or not

significant) between the pooled group and the first mailing group.
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Table 10. Significance Levels of Factors Contributing to the Decline

-in the Rate of Productivity Growth by Geographical Region for the

First and Pooled Mailing Groups

p-values

Pooled First
Factor Mailing Mailing

Decreasing Average Log Size 0.338* 0.390*

Rapid Price Increases in Fossil Fuels 0.658* 0.818*

Inexperienced, Unskilled Workers 0.007* 0.008*
Adversary Mgmt-Labor Relations 0.224* 0.466*

Cyclical Markets 0.840* 0.285*
Limited Availability of New Technology 0.057* 0.055*

Cost of New Equipment 0.054* 0.139*

* Barri2rs to Diffusion of New Technology 0.702* 0.810*

Finance Cost of Capital 0.649* 0.567*

Low R&D Expenditures 0.739* 0.606*

Cost of Environmental Regulations 0.257* 0.105*
Cost of Worker Safety Regulations 0.442* 0.622*

Tax Laws 0.422* 0.098*

Government Harvesting Policies 0.000* 0.000*

* indicates consistent results (i.e. both are either significant or not

significant) between the pooled group and the first mailing group.

S
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Inconsistent results between the pooled group and the first mailing

- - group could arise from (1) differences in the sample size and/or

(2) differences in respondent characteristics. To examine differences in

respondent characteristics for the first and second mailing groups, the

proportion of industry groups and the regional distributions were

tabulated. These data are presented in tables 11 and 12. With the excep-

tion of the softwood lumber industry group, the distribution of industry

groups for the first and second mailing groups are very similar. The

regional distribution of respondents for the first and second mailing

groups are close as well. Relative rankings of the important factors

were used as a rough indicator of differences in the characteristics of

* the first and second mailing groups. Characteristic differences between

samples such as the relative composition of large and small plants

and/or successful and unsuccessful plants in the two samples may be

manifested in respondent differences in the relative rankings of the

factors. Table 13 provides a breakdown of these relative rankings for

the pooled and first mailing groups. At this level there are no apparent

differences between the samples. However, if the relative rankings are

considered at the industry level, some differences can be seen. Three

industry groups, the hardwood lumber, the particleboard and the fibre-

9 board, hardboard and MDF groups exhibit differences in their relative

* rankings between the first and second mailing groups. These differences

are as follows:

-Hardwood lumber, three most important factors

first mailing group

(1) finance cost of capital
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Table 11. Distribution of Industry Groups for the First and Second
Mailing Groups

First Mailing Second Mailing
Product Group Number Proportion Number Proportion

Hardwood Lumber 48 0.20 29 0.21

Softwood Lumber 46 0.19 38 0.27

Pulp, Paper, Paperboard 31 0.13 14 0.10

Softwood Plywood 28 0.11 15 0.11

Hardwood Plywood, Veneer 29 0.12 15 0.11

Fibreboard, Hardboard, ?4DF 26 0.11 13 0.09

Structural Particleboard 4 0.02 2 0.01

Particleboard 32 0.13 12 0.09

*Total 244 138
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Table 12. Regional Distribution of Respondents for the First
and Second Mailing Groups

First Mailing Second Mailing

Geographical Region Number Proportion Number Proportion

. * West 84 0.34 41 0.30

South 82 0.34 53 0.38

Mideast 78 0.32 44 0.32

Total 244 138

n
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Table 13. Relative Rankings of the Important Factors Contributing
to the Decline in the Rate of Productivity Growth for the First,
Second and Pooled Mailing Groups

Relative Rank
Pooled First Second

*Factor Mailing Mailing Mailing

Decreasing Average Log Size 7 7 5
Rapid Price increases in Fossil Fuels 5 5 6
Inexperienced, Unskilled Workers 11 11 11
Adversary Mgmt-Labor Relations 6 6 7
Cyclical Markets 2 2 3
Limited Availability of New Technology 13 13 14
Cost of New Equipment 3 3 2

*Barriers to Diffusion of New Technology 14 14 13

Finance Cost of Capital 1 1 1

Low R&D Expenditures 12 12 12
Cost of Environmental Regulations 4 4 4
Cost of Worker Safety Regulations 10 10 10
Tax Laws 9 9 9
Government Harvesting Policies 8 8 8
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(2) cost of new equipment

(3) decreasing average log size

second mailing group

(1) cost of new equipment

(2) finance cost of capital

(3) tax laws

-Particleboard, three most important factors

first mailing group

(1) cyclical markets

(2) finance cost of capital

(3) cost of new equipment

second mailing group

(1) finance cost of capital

(2) cyclical markets

(3) cost of environmental regulations

* -Fibreboard, Hardboard, MDF

first mailing group

(1) cyclical markets

(2) cost of environmental regulations

(3) finance cost of capital

second mailing group

(1) finance cost of capital

(2) rapid price increases in the price of fossil fuels

* .* (3) cyclical markets

Based on the results listed in tables 9 and 10, these differences

have a small impact. Out of fourteen factors only five have inconsistent
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results and only when cross classified by product group. With the

exception of the factor: cost of environmental regulations, the factors

yielding inconsistent results were not listed in the top five important

factors contributing to the decline in the rate of productivity growth.
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Chapter IV

CATEGORICAL DATA ANALYSIS -- THEORY

introduc t ion

Categorical data analysis is a set of statistical techniques used

to investigate statistical relationships between multidimensional

discrete cross-classified categorical variables. In the U.S. forest

industries productivity growth survey there are three such variables --

industry group, geographical region and the level of importance assigned

by questionnaire respondents for each listed factor in questionnaire

parts 1, 11, and Ill. Each factor in questionnaire parts I, II, and ill

will be analyzed separately. Statistical relationships between the

* levels of importance for each factor, industry group and geographical

region were analyzed using the following basic approach:

(1) three-dimensional contingency tables were set up for each

factor with importance level cross-classified by industry

groLip and geographical region. Each cell in the contingency

tablo corresponds to the frequency counts for each level of

importance given the industry group and geographical region.

,. ioe there are four levels of importance, eight industry

grouip categories and three geographical regions, this 4x8x3

tablo has 96 cells.

(2) rhe three-dimensional contingency table of observed frequen-

* cies is then compared with a hypothetical table of expected

frequencies determined by assuming an hypothesis concerning

the statistical relationships between the categorical

variables.
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(3) A test statistic is then constructed based on the difference

between the table of observed frequencies and the table of

expected frequencies based on the proposed model in order to

determine if the observed data are statistically consistent

with the proposed model.

- -(4) Model components were then analyzed to ascertain the nature

of the relationships among the variables.

Definitions, Concepts and Notation

The following discussion is adapted from Fienberg (1981), The

Analysis of Cross-Classified Categorical Data. For each factor, a three-

* dimensional contingency table can be constructed with importance level

cross-classified by industry group and geographic region. of the three

categorical variables, importance level, industry group and geographical

region, industry group and geographical region can be thought of as

explanatory variables and importance level as a response variable. The

number of observations in both industry group and geographical region

were fixed by experimental design. The three-dimensional table has the

general form lxJxK where I refers to the importance level, J to the

industry group and K to the geographical region. Specifically, we have a

4x8x3 contingency table with four levels of importance -- very important,

moderately important, slightly important and not important -- eight

industry groups -- softwood lumber, hardwood lumber, softwood plywood,

* hardwood plywood and veneer, particleboard, structural particleboard,

pulp, paper and paperboard, and fibreboard, hardboard and MDF -- and

three geographical regions -- west, south and mideast. The following

* notation will be used throughout the subsequent discussion:
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Xijk refers to the frequency count of an

arbitrary cell of importance level i,

industry group j, and geographical region

k.

x+++ xijk=N sum of all cell frequencies.
ijk

xi ijk 4xl vector of marginal cell frequencies.ik

X+j+ = ik xijk 8xl vector of marginal cell frequencies.

X++k xijk 3xl vector of marginal cell frequencies.

x+k = xij k  8x3 matrix of marginal cell frequencies.

xij + = ''xijk  4x8 matrix of marginal cell frequencies.
J

Xi+k = kXijk 4x3 matrix of marginal cell frequencies.

mijk refers to the expected frequency count of

an arbitrary cell of importance level i,

industry group j, and geographical region

k under some hypothesis concerning the

statistical relationship between

importance level, industry group and

geographical region.

mij k  refers to the maximum likelihood estimate

(MLE) of the expected frequency count of

an arbitrary cell of importance level i,

industry group j and geographical region k.
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And, m+++, mi++, m+j+, m++k, mij+, mi+k, m+jk, are defined analogously

to x+++, xi++, x+j+, X++k, xij+ ' xi+k, x+jk. All models to be considered

are special cases of the general loglinear model:

log mijk = u + ul(i) + u 2 (j) + u 3 (k) + u12 (ij) + ul3 (ik) + u2 3 (jk) +

u 12 3 (ijk)

subject to the constraints:

Ul(i) u2(j) u3 (k) 0
iJ k

S'i U1 2 (ij) = ;.ul 2 (ij) = ;u13 (ik) = ul3 (ik) = u2 3 (jk) =

.u 2 3 (jk) = 0
k

.u123(ij123(i u 1 2 3 (ijk) = [u 12 3 (ijk) = 0

u=(1/96) 9 log mijk and represents the "grand mean"; the other
ijk

u-terms represent deviations from this grand mean. In the general model

above, subscript I refers to categorical variable importance level,

subscript 2 refers to categorical variable industry group and subscript

* 3 refers to categorical variable region. Then,

ut(i) = 1/24 log mijk - u
J i

u2 (j) = 1/12 ... log mijk - u

ik
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u 3 (k) = 1/32 '- log mik- u
ij

u 1 2 (ij) = 1/3 log Mijk - u
k

ul 3 (ik) = 1/8 log mijk - U

J

u 2 3 (jk) = 1/4 log mijk -u
i

u 1 2 3 (ijk) = log mij k - u

Since the number of observations in both industry group and

geographical region were fixed by experimental design (i.e. the sample

was exogenously determined based on survey cost), the relevant sampling

model is product multinominal (Fienberg, 1981). For each factor, the

level of importance can be thought of as a response variable and

industry group and geographic region as explanatory variables. Under a

product-multinominal sampling scheme, only models which include u-terms

corresponding to the fixed variables are considered (Fienberg, 1981).

Models

Three model types will be considered. These are (1) independence

of one variable from both of the two remaining variables, (2)

independence of two variables, conditional on the third variable, and

(3) no three-factor interaction. All models must include the u 23 (jk)

term since these two variables, 2 (industry group) and 3 (geographical

region) are fixed by experimental design.

Model Ty p -- joint independence

The only model of this type to be considered is, independence of

importance level with the industry group and geographical region
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jointly. This model corresponds to setting the terms ul 3 (ik) =Ul2(j)=

u1 23 (ijk) =0 in the general loglinear model. To determine the expected

frequency count, mijk, form the following marginal totals:

= eu . ul(i) + u 2 (j) + u 3 (k) + u2 3 (jk)M++ eijk e M I

mi++= eu + ui(i) ik eu2( j ) + u 3 (k) + u2 3 (jk) (II)

u + u2(j) + u3 (k) + u 23 (jk) L u(i)
m+jk =e 1e Ii

Recall that:

mijk = eu + ul(i) + u2 (j) + u 3 (k) + u2 3 (jk)

under the assumptions of the model. Then, multiplying (I) and (II) and

dividing the result by (III) yields:

mi++ m+jk
L mjk = M+++

mkk

Since 'xi++, x+jkf, and x+++ are the complete minimal sufficient

*''- statistics for jmi++, km+jk , and m+++ , the expected values can

be expressed as:

xi++ X+jk
mijk =

N
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Model Type 2 -- conditional independence

Two models of this type will be considered.

(a) given industry group, importance level is independent of region.

This model corresponds to setting the terms ul3 (ik) u1 2 3 (ijk) - 0 in

the general loglinear model. The expected frequency cell count under

this model is:

mijk mij+ m+jk

m+j +a

Since ixij +  ,X+jk, and x+j are the complete minimal

sufficient statistics for mij+ , im+j k 1, and im+j+ , the expected

values can be expressed as:

0 - x1.- x+~mi k ij+ +jk
mijk x j

x+j +

(b) given region, importance level is independent of industry group.

This model corresponds to setting the terms u1 2 (ij) u1 2 3 (ijk) = 0 in

the general loglinear model. The expected frequency cell count under

this model is:

m mi+k m+jk
mijk=

M ++k
Since {xi+k , {x+jk, and x++kl are the complete minimal

sufficient statistics for mi+k L, ',m+jk 1, and {m++k 1, the expected

values can be expressed as:

Xj+k X~j
mijk +jk

x++k

Model T [p_ 3 -- no-three-factor interaction

The third model type involves the following set of pairwise

relations between the variables:
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-importance level and product group

-importance level and geographical region

O-product group and geographical region
Each pair of interactions is independent of the excluded variable.

Under this model the expected cell frequencies mijk can only be

e )ressed as unspecified functions of the two dimensional marginal

totals {xij+L {X+jk and {xi+k 1t. (1) Expected cell frequencies are

estimated using an iterative procedure.

Model Selection

If the model under consideration is correct then both of the

* statistics:

"" (observed cell freq. - expected cell freq.) 2

• X2=

expected cell freq.

observed cell freq.

G 2
= 2 (observed cell freq.) log

expected cell freq.

are distributed chi-square with degrees of freedom (d.f.) equal to the

difference between the total number of cells and the total number of

fitted parameters (i.e. the u-terms in the model under consideration).

In this case, the null hypothesis is that the proposed model is "true."

That is,

H0 : observed cell frequencies = expected cell frequencies

* Ha : observed cell frequencies = expected cell frequencies

A "good fit", then, corresponds to a test statistic values consistent

with accepting the null hypothesis at a 95 percent confidence level--
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that is, test statistic values not in the upper 5 percent tail of the

corresponding chi-square distribution.

In some cases more than one model may fit the data. When one (or

more) of the acceptable models is a special case of another, i.e. model

(1) ul 3 (ik) = u1 2 3 (ijk) = 0 is a subset of model (2) u1 2 3 (ijk), a new

test statistic, G 2
2  - G21 can be constructed. This new statistic,

G2 2 1 is distributed chi-square with d.f.(2-1) = d.f.(2) - d.f.(),

-under the null hypothesis that model (2) is correct and is used to test

the following hypothesis:

H0 : ul3 (ik) = 0

Ha : ul3 (ik) 0

The difference between the models (1) and (2) is the inclusion, in model

(1), of the interaction term ul3 (ik). Large values of G 2
12 (i.e. values

in the upper 5 percent tail of the corresponding chi-square

..- distribution) are consistent with rejecting Ho--that is choosing model

(2). The following criteria were used to select a model (Everitt, 1977):

(I) only models with significant test statistic values for X 2 and

G 2 were considered.

(2) the simplest (i.e. the model with the fewest estimated

parameters) model that fits the data adequately will be selected.

(3) when more than one model yielded significant test statistics and

some models under consideration were special cases of others, new

test statistics were constructed and used to choose between the

mode Is.
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(4) Operationally these criteria were translated into the following

procedure. For example, suppose all the fitted models

yielded significant test statistics. The four models form sets of

hierarchial models:

(a) u1 2 (ij) = ul 3 (ik) = ul 23 (ijk) 0

(b) u1 2(ij) = u1 2 3 (ijk) = 0

and

(a) ul2(ij) = ul3(ik) = u1 2 3 (ijk) 0

(b) ul3 (ik) = u1 2 3 (ijk) = 0

Within each set of hierarchial models, model (a) is a subset of

* model (b). Using this information, a new "best" model can be

choosen from each set of models by constructing new test sta-

tistics G2ab = G2a - G2b for each set of models. Starting with

model (a), the test statistic G2ab is constructed. If this test

- istatistic is consistent with choosing model (a), than (a) is the

"' final choice. Otherwise check:

(b) u1 2 (ij) - ul2 3 (ijk) = 0

(c) u1 2 3 (ijk) = 0

and

(b) u1 3 (ik) u 12 3 (ijk) = 0

(c) u 123 (ijk) = 0

G 2 bc = G 2b - G2C. If G 2 bc is consistent with choosing either model

(b) then the appropriate conditional independence model will be

chosen otherwise the no-three-factor interaction model,

u1 23 (ijk)=0 will be selected.
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Estimated interaction parameters can be examined to determine which

effects are significant by checking their standardized values. A stan-

dardized

value is the ratio of the parameter estimate and its standard

error. This value is distributed asymptomatically normal with the sign

indicating the direction of the effect. A significant effect then, is an

effect whose standardized value is greater than or equal to the + 1.96--

the 5% normal deviate.

6
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Chapter V

SURVEY RESULTS

in troduc tion

Survey data for each factor in questionnaire parts 1, 11, and Ill

were fitted to each of the four models described in chapter IV. Results

from this fitting procedure are described in Appendix 11. Of the four-

teen factors listed in questionnaire part 1, the joint independence

model adequately described nine of those factors implying that for those

nine factors there was no apparent statistical relationship between fac-

tor importance level, product group and geographical region. Of the nine

* factors listed in questionnaire part 11, the joint independence model

adequately described five of the factors and of the eight policies

listed in questionnaire part III, the joint independence model ade-

quately described four of the policies. Other factors for questionnaire

parts 1, 1l, and III were fit to either of the conditional independence

models or the no-three-factor interaction model. The saturated three-way

interaction model was not found to adequately describe the survey data

results for any of the factors.

Questionnaire part I -- factors contributing to the decline in the rate-

of productivity growth

The factors: decreasing average log size, rapid increases in the

price of fossil fuels and the cost of complying with environmental regu-

lations were described best with the conditional independence model,

ul 3 (ik)=ul 2 3 (ijk)0O, where importance level is independent of geographi-

cal region controlling for product group effects. The product group
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effects can be examined by checking the estimated u 1 2 (ij) standardized

values. These values are shown in table 14 for the factor: decreasing

average log size. For the softwood and hardwood lumber product groups

the standardized values corresponding to the "very important" category

are positive and significant and the values corresponding to the "not

important" category are negative and significant indicating that respon-

dents in both of these product groups recognized this factor to be very

important. The results are inconclusive for the softwood plywood, the

hardwood plywood and veneer and the structural particleboard product

groups. The negative and significant standardized value in the "not

important" category under the softwood plywood product group suggests

that this factor is important but none of the other positive importance

level categories have corresponding significant values. None of the

importance level categories show significant standardized values for

both the hardwood plywood and veneer and the structural particleboard

product groups providing no information concerning the relative impor-

tance of this factor for these groups. Positive and significant

standardized values under the "not important" category for both the

particleboard and the fibreboard, hardboard and MDF product groups

indicate the lack of importance survey respondents in these groups asso-

ciated with this factor. Finally, the strongly significant and positive

standardized value under the category "slightly important" for the pulp,

paper and paperboard product group indicated that survey respondents in

this product groip viow this factor as having a low, but positive degree

of import atic . T ,, ,its are to be expected as the general manufac-

turing pr . .tw.,i iil hardwood lumber product groups

ut iliz, who , 1"0".
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The estimated ul2(ij) standardized values under the conditional

independence model for the factor: rapid increases in the price of

fossil fuels are shown in table 15. For both the pulp, paper and paper-

board and the fibreboard, hardboard and MDF product groups, the positive

and significant standardizcd values associated with the "very

important" category indicate that survey respondents in these groups

view this factor as important. Results for the remaining product groups

are inconclusive. For the softwood lumber, the hardwood lumber, the

softwood plywood, the hardwood plywood and veneer and the particleboard

product groups, all the standardized values are insignificant. The nega-

tive and significant value corresponding to the "very important" cate-

* gory for the structural particleboard product group suggests that the

survey respondents in this product group did not attach a high degree of

importance to this factor. However, since the standardized values in

the other three importance level categories are not significant,

inferences regarding the importance or lack of importance of this factor

cannot be made given these data.

The foetproducts industries can be generally characterized as

energy intensive industries. There has, however, been a steady trend in

the forest products industries of the substitution of wood residues as

* an energy source for conventional fossil fuels, Of all the industry

groups, the puip, paper and paperboard industry group is the most energy

intensive therefore, it is not surprising that this group is positively

* related to importance level. The positive relation of the Ifibreboard,

ha rdboard and MDF induist ry group with imnpo rtance level may be re lated to

the relatively l~arger number of ) ieI(r plant.- in this industry which have

* not vet converted to wood re s idue energy use.
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* The estimated ul2 (ij) standardized values under the conditional

* independence model for the factor: cost of complying with environmental

fl regulations are shown in table 16. The positive and significant stand-

ardized value corresponding to the "very important" category for the

hardwood lumber product group indicates that respondents in this group

consider this factor to be very important. The positive and significant

values associated with the "slightly important" category for the pulp,

paper and paperboard product group suggest that this factor has some

importance for this industry group as well. Results for the other six

industry groups are inconclusive. None of the standardized values for the

softwood lumber, the softwood plywood, the structural particleboard and

40 the fibreboard, hardboard and MDF product groups are significant. The

negative and significant standardized value under the "very important"

category for the particleboard product group suggest that survey respon-

dents in this industry group did not attach a high degree of importance

to this factor. However, since the values in the other three importance

level categories are not significant, inferences concerning the importance

or lack of importance of this factor cannot be made given the data.

Results for the hardwood plywood and veneer product group are ambiguous

as well. Standardized values for all categories except "slightly

* important" are insignificant. A negative and significant value for this

category would suggest that survey respondents don't regard this factor

as mildly important but no conclusions regarding the importance or lack

* of importance can be made given these data.

The high degree of importance associated with the hardwood lumber

profit margin together with steady but not increasing demand providing
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few opportunities for adoption ot new tet n) -, . Any factor then which

... . could potentially increase production costs would he viewed with concern.

a The pulp, paper and paperboard industry has been faced with a similar

situation but a strong and expanding demand and higher average profit

margins provided an opportunity for technological advances in process

technology. Increases in production cost brought on by the need to con-

form to environmental regulations has been offset to some degree by the

lower production costs associated with the new technologies (Hart, 1980

and Tomlinson, 1979).

The no-three-factor interaction model, u 1 2 3 (ijk)=0, was choosen as

the best model for the factor: increased proportion of inexperienced,

• unskilled workers in the labor force. Estimated standardized values for

both the u1 2 (ij) and the ul3 (ik) terms can be used to examine the

interactions between importance level, product group and geographical

region. The standardized values for the U1 2 (ij) terms in table 17 yield

inconclusive results. The values across all levels of importance for all

product groups except fibreboard, hardboard and MDF are not significant.

The positive and significant value corresponding to the "slightly impor-

tant" category for the fibreboard, hardboard and MDF industry group indi-

cates that survey respondents in this group view this factor as being

J mildly important. The standardized values for the geographical region

interaction terms, ul3(ik) are shown in table 18. A significant and nega-

tive value under the "very important" category together with a significant

* and positive value associated with the "not important" category indicates

that survey respondents in the west region considered this factor not to

be important. A positive and significant standardized value corresponding

* to the "moderately important" category for the south region suggest that
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Table 18. Standardized values for the parameter u13(ik) for the

factor: increased proportion of unexperienced, unskilled workers in the

labor force under the model u1 23 (ijk) = 0

Geographical Region

Importance
Leve I West South Mideast

Very Important -2.015* 0.627 1.700

Moderately Important -1.086 2.238* -0.753

Slightly Important 0.970 -1.355 0.237

Not Important 2.960* 0.237 -1.280

* Indicates a value in the 5% tails of the standard normal distribution.

7
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in this region survey respondents considered this factor to be somewhat

* important. Results for the mideast region are inconclusive. None of the

VI values in any of the four importance level categories are significant for

this region.

Survey data were fitted to the conditional independence model,

u1 2 (ij)=ul2 3 (ijk)=O (where importance level is independent of product

* group controlling for geographical region) for the factor: government

harvesting policies on publicly owned timber lands. The standardized

values for the estimated geographical region interaction term, ul3 (ik)

are shown in table 19. The significant and negative standardized value

under the "very important" category together with a significant and posi-

* tive value under the "not important" category indicates that the survey

respondents in the south region considered this to be an unimportant

factor. The positive and strongly significant value associated with the

"ivery important" category indicates that respondents in the west region

consider this factor to be strongly important. Results for the mideast

region are inconclusive as the standardized values associated with all

importance level categories are insignificant. These results are to be

expected since the large proportion of public timber lands are in the

west region.

Other factors contributing to the decline in the rate of productivity

growth

in addition to the fourteen listed factors in part I of the

questionnaire, space was provided for respondents to include any other

factors they felt were important. Approximately 10 percent of the survey

respondents provided additional factors. The following is a summary of

these additional factors.
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Table 19. Standariized values for the parameter, ul3 (ik), for the
factor: government harvesting policies on publicly owned timber lands

* under the model u1 2 (ij) = ui2 3 (ijk) = 0

Geographical Region

Importance
Level West South Mideast

Very Important 5.645* -3.600* -1.681

Moderately Important 1.557 -1.011 -0.568

Slightly Important -1.688 0.740 1.176

Not Important -3.608* 3.699* 0.898

* Indicates a value in the 5% tails of the standard normal distribution.

0
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Management, labor problems

-management philosophy regarding profits and long-term planning

-poor employee attitudes

Raw materials

-shortage of economical sawmill waste

-poor log quality

-competition for raw materials

Market factors

-increased product complexity

-unstable interest rates, inflation

Government

-federal involvement in construction standards

-wilderness and related land set-asides

Relative rankings of factors contributing to the decline in the rate of

productivity growth

Survey respondents were asked, to indicate the relative importance

of the listed factors by ranking the five factors they felt had the

greatest influence on the decline in the productivity growth rate. These

rankings were tabulated by product group and geographical region.

".. -Overall rankings and rankings by product group and geographical region

are provided in tables 20 and 21.

Among the eight product groups, there is a general consensus that

the finance cost of capital, the cost of new equipment and plants

operating at less than full capacity as a result of volatile product

markets are among the most important factors contributing to the decline

82
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Table 20. Relative rank of the factors contributing to the decline in
the rate of productivity growth

Relative Frequency

Factor Rank of Response

Finance cost of capital 285

Plants operating at less than full

capacity as a result of volatile
product markets (cyclical markets) 2 230

Cost of new equipment 3 225

Cost of complying with environmental
regulations 4 145

Rapid increases in the price of fossil
fuels 5 128

Adversary labor (uni,)ns)-management
relations 6 119

Decreasing average log size 7 114

Government !arvesting policies on
publicly owned timber lands 8 99

'Fax laws 9 78

Cost of complying with worker safety

regulat ions 10 66

Increased proportion of inexperienced

unskilled workers in the labor force 11 61

Inadequate expenditure on research and

deve lopmont 12 41

Limi ted commerc ial avai lability of new

technology and equipment 13 22

Barriers t, dittusion of new technology
through the industry 14 16
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in the rate of productivity growth. Of these three, only the factor:

the cost of new equipment exhibits any regional variation. However,

fl apart from these three factors which are common across industries, there

is evidence of some industry variation with regard to the important fac-

tors involved in the decline in productivity growth. For example, in the

particleboard, the pulp, paper and paperboard and the fibreboard, hard-

board and MDF product groups the factor: cost of complying with environ-

mental regulations was identified as an important factor but this factor

U was considerably less important in the other product groups. Decreasing

average log size was identified as an important factor by only the soft-

wood and hardwood lumber and the hardwood plywood and veneer product

groups. And, in the pulp, prier and paperboard product group, a par-

ticularly energy intensive industry, the factor: rapid increases in the

price of fossil fuels was listed as an important factor.

U
Questionnaire part II -- factors stimulating an increase in the rate of

productivity ro wth

The four factors not described by the joint independence model were

fit to both conditional independence models. The factors: developing and

implementing specialized employee training programs, cooperative

research and development programs between companies and the availability

of new (,r better) processing equipment were fitted to the conditional

independence model, 012( i)u23( i 1k)=() where importance level is inde-

pendent of product group controlling for geographical region. The other

factor, deve lopment of com- iter-based process control eqoipment. was

tfit ted to the conditional independence nodel , U1 3( ik)=u12 (ijk)=U where

importance level is independent of geographical region controlling for

|" - '7 *" - " ," • " "



product group. Standardized values of the estimated interaction terms

for these four factors are shown in tables 22, 23, 24, and 25. In

general the results from the analysis are inconclusive. F.r the factor:

developing and implementing specialized employee training programs, the

only significant estimated geographical interaction term (Ul3(ik)) val'Ie

is a negative value for the south region under the "moderately

important" category. This result implies that survey respondents did not

feel that this factor was moderately important but yields no information

regarding the relative importance that survey respondents in this pro-

duct group attach to this factor.

Results for the factor: availability of new (or better) processing

* equipment are similar. A negative and very significant standardized

valuie under the category "no important" for the west region suggests

that this factor is important but no inferences regarding the degree of

importance can be made. A negative and significant value associated with

the "slightly important" category for the south region suggests that

survey respondents felt that this factor was not mildly important but no

0 inferences concerning, the importance or lack of importance can be made.

Negative and significant values under the categories "not important" and

''moderately important" tor the mideast region sulggest that this factor

* is important bt aain, no interences regarding the degree of importance

kcan b). maid,.

For the tac tor: c(uoperat ive_- r setarch anli devt_ lopLr,.,nt programs he-

tweun (onp.in i ,i , a posit i.ve and . i it i-ant it A t-d i 7 1 A l nder the

''sli iht ly i'nportant" ct,,,ory sugg,'.t that ;uirvev respondl,,nts in the

souith ro'gion find this lactor to he only mi ldly important. Results f )r

* the other tw,) - l, u ir,- not as inlormat iv'. None )I the vale, in the

0;



AD-Ai56 685 FACTORS INFLUENCING PRODUCTIVITY CHANGE IN THE FOREST 2/3

PRODUCTS INDUSTRY(U) MINNESOTA UNIV MINNEAPOLIS
A STREES ET AL. APR 85

UNCLASSIFIED F/G 5/3 NL

lmhEEIIEllll IllllEElllllllI
EIIIIIEEEIIEI
EIIIIIIIEIIEII
llllhhlllllll
EIIIIIIIIIIIIl



q-

uli 111112.0

1111_.25 11111_.4 l11L .6

MICROCOPY RESOLUTION TEST CHART

NATIONAI RUPFAII nr "ANfPARl 'q6 A

q . . : , . ,. . , , .. . . : .- .: . . . , . . . . . - . .. . . . . . , , , ., . . . , . , .



Table 22. Standardized values for the parameter, u1 3 (ik), for the
factor: developing and implementing specialized employee training
programs under the model u1 2(ij) f u1 2 3(ijk) f 0.

Geographical Region

Importance
Level West South Mideast

Very Important 0.495 0.431 -0.861

Moderately Important 0.840 -2.404* 1.592

Slightly Important -1.600 1.043 0.632

Not Important 0.273 0.575 -0.778

* Indicates a value in the 5% tails of the standard normal distribution.
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Table 23. Standardized values for the parameter, ul 3 (ik), for the
factor: cooperative research and development programs between companies
under the model u1 2 (ij) = u12 3 (ijk) f 0.

Geographical Region
- "Importance
-  Level West South Mideast

Very Important 0.201 -1.155 1.055

Moderately Important -0.840 0.806 0.040

Slightly Important 0.855 2.366* -3.032*

Not Important -0.224 -1.090 1.427

* Indicates a value in the 5% tails of the. standard normal distribution.
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Table 24. Standardized values for the parameter, ul3 (ik), for the
factor: availability of new (or better) processing equipment under the
model u 12(ij) = u12 3(ijk) 0.

Geographical Region

Importance
Level West South Mideast

Very Important -1.595 -0.604 -0.959

Moderately Important -1.987 1.232 -2.224*

Slightly Important 0.379 -2.608* -0.044

Not Important -3.053* -1.951 -2.673*

* Indicates a value in the 5% tails of the standard normal distribution.
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four importance level categories are significant for the west region and
IL

the negative and significant value associated with the "slightly impor-

tant" category only indicates that survey respondents do not consider

this factor to be slightly important.

Results for the factor: development of computer-based process

control equipment are inconclusive as well. Negative and significant

standardized values under the "very important" category for both the

hardwood lumber and the hardwood plywood and veneer product groups indi-

cate the respondents in these groups do not consider this factor to be

strongly important. But information regarding the relative degrees of

importance for these product groups cannot be determined with these

data. A negative and significant value under the "slightly important"

category for the fibreboard, hardboard and MDF product group suggests

only that this factor was not considered by survey respondents in this

group to be mildly important. No information regarding the degree of

importance of this factor among the other five product groups is

*" available as all the standardized values under all four importance level

categories are insignificant.

. Other factors stimulating an increase in the rate of productivity growth

The following is a summary of the additional factors provided by

survey respondents:

Management, labor

-improve communication between management and labor

Market factors

-presence of market stability
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Political, legal and institutional factors

-ease environmental restrictions

-assurance of long term timber supply

Relative rankings of factors stimulating an increase in the rate of

productivity growth

Overall rankings and rankings by product group and geographical

region are provided in tables 26 and 27. There is strong agreement

across all product groups that the factors: availability of new (or bet-

ter) processing equipment and establishing company-wide productivity

improvement programs are among the most important factors stimulating an

increase in the rate of productivity growth. Development of computer

based process control equipment is an important factor for all product

groups except hardwood plywood and veneer and hardwood lumber. This fac-

tor exhibits regional variation as well. Developing and implementing

specialized employee training programs is an important factor for all

groups except the softwood and hardwood lumber and the structural par-

ticleboard product groups. Establishing financial incentives programs is

an important consideration for the softwood and hardwood lumber and the

hardwood plywood and veneer product groups. In both the softwood and

hardwood lumber groups the factor: increased mechanization induced by an

inadequate labor supply is particularly important.

Questionnaire part III -- policies or program changes needed to encourage

increases in the rate of productivtiy growth

The four policies not described by the joint independence model

were fitted to both conditional independence models. The policy con-

siderations: policies to accelerate the harvest of public timber, poli-
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Table 26. Relative rank of the factors stimulating an increase in the

rate of productivity growth

Relative Frequency
Factor Rank of Response

Availability of new (or better)

processing equipment 1 259

Establishing company-wide productivity

improvement programs 2 256

Development of computer-based process

control equipment 3 192

Developing and implementing specialized

employee training programs 4 179

Increased mechanization induced by an
inadequate labor supply 5 168

Establishing fihiancial incentives
programs for employees 6 141

Increased expenditures for research

and development by private firms 7 141

Cooperative research and development
programs between companies 8 105

Increased federal (state) expenditures

for research 9 45
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cies to stimulate the housing sector and policies to reduce the cyclic

boom to bust nature of the housing industry were fitted to the con-

ditional independence model, u1 3 (ik)=u1 23 (ijk)=O where importance level

is independent of geographical region controlling for product group and

the policy consideration: policies to stimulate research by government

agencies or universities was fit to the conditional independence model,

u1 2 (ij)=u 1 2 3 (ijk)=0, where importance level is independent of product

group controlling for geographical region. Standardized values for the

estimated interaction parameters are shown in tables 28, 29, 30, and 31.

Results for this questionnaire part are mixed. For the policy con-

sideration: policies to reduce the cyclic boom to bust nature of the

* housing industry, the negative and significant standardized values under

the "very important" category for the structural particleboard and the

pulp, paper and paperboard product groups indicate that survey respon-

dents in these groups do not consider this policy to be an important

one. However, the positive and significant value associated with the

"slightly important" category for the pulp, paper and paperboard product

group suggests that fo- this product group the policy is of mild con--

cern. The negative and significant standardized value under the "not

important" category indicates that respondents in the hardwood lumber

product group consider this policy to be important but the degree of

importance is uncertain as the other values associated with the other

positive levels of importance categories are not significant. Results

for the other five product groups are inconclusive. Standardized values

under all importance level categories for the softwooJ plywood, the

hardwood plywood and veneer, the particleboard and the fibreboard, hard-

ye board and MDF product groups are insignificant. The negative and signi-
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Table 31. Standardized values for the parameter ul3 (ik), for the
policy: policies to stimulate research by government agencies or uni-
versities under the model, u 1 2 (ij) - u1 2 3 (ijk) 0.

Geographical Region

Importance
Level West South Mideast

Very Important 0.006 -0.115 0.107

Moderately Important -1.564 -0.625 2.308*

Slightly Important 0.794 -0.371 -0.417

Not Important 0.855 1.077 -1.778

* Indicates a value in the 5% tails of the standard normal distribution.
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ficant value under the "slightly important" category for the softwood

lumber product group, while indicating that this policy is not mildly

important for this product group, provides no insight to the degree of

importance or lack of importance respondents assigned to this policy

consideration.

For the policy consideration: policies to accelerate the harvest of

public timber, positive and significant standardized values under the

"moderately important" category for the hardwood lumber and veneer and

under the "slightly important" category for the pulp, paper and paper-

board indicate that survey respondents in these product groups attach

some importance to this policy -- a relatively greater degree of impor-

tance for the hardwood lumber product group. Results for the other six

product groups are inconclusive. Standardized values under all impor-

tance level categories for the softwood lumber, the hardwood plywood and

veneer, the particleboard, the structural particleboard and the fibre-

board, hardboard and MDF product groups are insignificant. The negative

and significant value under the "slightly important" category for the

softwood plywood product group indicates only that this policy is not

considered to be mildly important to this product group -- inferences

concerning the degree of importance or lack of importance of this policy

cannot be determined given these data.

Results for the policy consideration: policies to stimulate the

housing sector indicate that both the structural particleboard and the

pulp, paper and paperboard product groups do not consider this policy to

be very important -- both groups show negative and significant standard-

ized values under the "very important" category. The negative and

significant value associated with the "not important" category for the
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hardwood lumber product group indicates that this policy consideration

is important for this group but the degree of importance cannot be

determined since the standardized values associated with the positive

importance level categories are not significant. Results for the other

five product groups are inconclusive. Standardized values under all

importance level categories for the softwood lumber, the hardwood

plywood and veneer, the particleboard and the fibreboard, hardboard and

MDF product groups are insignificant. The negative and significant value

under the "slightly important" category for the softwood plywood product

group indicates only that this policy consideration is not considered to

be mildly important -- inferences concerning the degree of importance or

* lack of importance of this policy cannot be determined given these data.

The mideast region identified the policy consideration: policies to

stimulate research by government agencies or universities as "moderately

important" as evidenced by a positive and significant standardized value

under this importance level category. Results for the other two regions

° .are inconclusive as the values in all importance level categories are

insignificant.

Relative rankings of the policies or program changes needed to encourage

increases in the rate of productivity growth

Overall rankings and rankings by product group and geographical

region are provided in tables 32 and 33. There is essentially no

variation across industries or regions with regard to the highly ranked

policy and program changes. These four policies are: tax changes to

encourage investment, policies to reduce the cyclic boom to bust nature

of the housing industry, policies to stimulate the housing sector and

policies to promote market stability.
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Table 32. Relative rank of the government policy or program changes
needed to encourage increases in the rate of productivity growth

Relative Frequency
Factor Rank of Response

Tax changes to encourage investment 1 285

Policies to reduce the cyclic boom to
bust nature of the housing industry 2 272

Policies to stimulate the housing
sector 3 268

Policies to promote market stability 4 268

Policies to stimulate research and
development within private firms 5 151

Policies to accelerate harvest of
public timber 6 145

Develop a national productivity

improvement plan to encourage

faster diffusion of knowledge 7 73

Policies and funds to stimulate
research by government agencies or
universities 8 66
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Summary

"%.% Summarized results from the categorical data analysis appear on

tables 34, 35, and 36. The symbol ?' indicates an inconclusive result

and the symbols 'V', 'M, 'S' and 'N' indicate that standardized values

associated with the importance levels represented by these symbols,

V-very important, M-moderately important, S-slightly important, N=not

*. important, were significant and positive. No entries for a factor

*- indicates that the joint independence model was selected and that there

is no apparent statistical relationship between importance level, pro-

duct group and geographical region. Entries across product groups or

geographical regions indicate that the appropriate conditional indepen-

* dence model (u1 2 (ij).u 1 2 3 (ijk)O or u 1 3 (ik)fu1 2 3 (ijk)=O) was selected.

Entries across both product groups and geographical regions indicate

that the no-three-factor interaction model was selected. In some cases,

inconclusive results may be reconciled by relative ranking results and

some tentative conclusions developed.

Among the most important sources of the declines in the rate of

productivity growth, both across industries and geographical regions,

are the factors: the cost of new equipment, the finance cost of capital,

and plants operating at less than full capacity as a result of volatile

product markets. The key factor is the reduction in plant utilization

rates as a result of cyclical product markets. Lower plant utilization

-. rates must be taken into consideration when estimating the benefits from

adopting and installing new technology and equipment, and these benefits

must be weighted against the costs. A profitable innovation could con-

ceivably become unprofitable under conditions of excess plant capacity.

U Increasing interest rates add unstableness to many of the forest
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industry product markets in addition to increasing the opportunity cost

- of financial resources. Again, the result is an effective increase in

the cost of new or replacement equipment.

Although there were few explicit factors concerning labor quality

in questionnaire part I -- factors contributing to the decline in the

rate of productivity growth, it is evident from both the additional fac-

* tors listed by many survey participants and the results from the labor

- related factors listed in questionnaire part II -- factors stimulating

an increase in the rate of productivity growth, that the apparent

decline in labor quality is an important factor contributing to the

decline in the rate of productivity growth for all industries sampled.

Survey responses suggest that the declines in labor quality are not the

* result of an increased proportion of inexperienced, unskilled workers in

- the labor force, as this factor was listed as relatively unimportant by

all sampled industry groups.

There is, however, considerable variation in industry views

- regarding the solutions to labor quality problems. Developing and imple-

menting specialized employee training programs was cited as an important

- factor by the hardwood plywood and veneer, the particleboard, the soft-

* wood plywood and veneer, the pulp, paper, and paperboard and the fibre-

I board, hardboard and MDF product groups while the softwood and hardwood

lumber product groups favor a substitution of capital for labor (as

expressed in the high rankings for the factor: increased mechanization

I induced by an inadequate labor supply), and to a lesser degree,I

*establishing financial incentives programs for employees. There are

* regional variations in these factors as well. Financial incentives

programs are favored in the west region while specialized employee

* training programs are favored in the mideast and south regions.
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In the softwood and hardwood lumber product groups the labor input

has a relatively larger share of the total cost. Past productivity gains

have occurred largely as a result of the substitution of capital for

labor through biased technological change. It is not surprising, then,

that firms in these product groups would advocate the continued substi-

tution of capital for labor. The labor requirements for these product

groups are generally of an unskilled nature. Therefore, financial incen-

tives programs are likely to be more effective in generating produc-

tivity increases in these product groups than specialized employee

training programs.

Decreasing average log size was cited as an important factor by the

40 softwood and hardwood lumber and the hardwood plywood and veneer product

groups. This factor exhibited no significant regional variation.

Apparently the regional trends evident in tables 3 and 4 from chapter II

were not perceived by survey respondents as resulting in differing

regional impacts. Rapid increases in the price of fossil fuels is an

important consideration in the pulp, paper and paperboard product group

-a particularly energy intensive industry.

Government harvesting policies on publicly owned timber lands were

cited as important sources of declines in the rate of productivity

* growth in the west region. Environmental restrictions on timber harvest-

ing practices on public lands, for example, restrictions on the maximum

size of clear cuts and the placement of and methods of constructing

* logging roads, can add considerably to the cost of the wood resource.

This factor is particularly important in the west region where much of

the public timber land is concentrated.

3 Complying with water quality standards has been a problem for the

pulp, paper and paperboard industries, eventually making large capital

outlays necessary for the adoption of new waste reducing technology.
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The cost of complying with worker safety regulations was not iden-

tified as an important factor contributing to the decline in the rate of

productivity growth by either the softwood or hardwood lumber groups (or

any other product groups) in spite of the relatively high incidence

rates of work related injuries (chapter I, table 4).

Among the most highly ranked factors stimulating an increase in the

rate of productivity growth is the factor: availability of new (or

better) processing equipment. This factor, considered together with the

important factors contributing to the decline in the rate of produc-

tivity growth: cost of new equipment and the finance cost of capital,

tend to suggest that lack of new equipment and technology is not the

limiting factor (in fact this factor was rated among the least important

in questionnaire part I) but rather the availability of new economically

feasible equipment and technology is critical to stimulating an

increase in the rate of productivity growth. New technology may exist

but economic conditions together with the characteristics of that tech-

nology (i.e. size of investment, complexity, etc.) may preclude adop-

tion. This may also explain the lack of importance the survey

respondents associated with increased research and development activity.

Another possible explanation for the lack of interest concerning R & D

activity is that technological change in many forest products industries

comes as a result of the adoption of new technology developed outside

the sector (i.e. from equipment manufacturers) rather than as a result

of inventive activity -- research and development -- from within the

sector (Bentley, 1970). Therefore, R & D may not be viewed by some

forest products industries as an important component in their tech-

nological change process.
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There is a general consensus among the forest products industries

that policies and programs targeted at stablizing product markets and

reducing the cost, to industry, of new and replacement equipment would

be successful in stimulating an increase in the rate of productivity

growth. Improving labor quality, a more insidious productivity problem,

must ultimately be solved from within the private sector through changes

and innovations in organizational structure and management techniques.
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Chapter VI

SUMMARY AND CONCLUSIONS

The major findings of the study may be briefly summarized as

follows. There is a strong consensus across all sampled forest products

industries and geographical regions concerning the most important fac-

* tors contributing to the decline in the rate of productivity growth.

* These factors are: the finance cost of capital, the cost of new equip-

ment and plants operating at less than full capacity as a result of

volatile product markets (cyclical markets). Some other important fac-

tors take on an industry group and regional significance. Rapid

* increases in the price of fossil fuels is an important factor in both

the pulp, paper and paperboard and the fibreboard, hardboard and MDF

* product groups and decreasing average log size is an important factor in

both the softwood and hardwood lumber product groups. Government harvest-

- ing policies on publicly owned timber lands is an important factor in

the west region.

There is a strong consensus across all sampled forest products

industries and geographical regions concerning the most important fac-

tors stimulating an increase in the rate of productivity growth. These

* two factors are: the availability of new (or better) processing equip-

ment and establishing company-wide productivity improvement programs.

The factor: establishing financial incentives programs for employees

* was also identified as an important factor although not uniformly across

all product groups. The factor: developing and implementing specialized

employee training programs is an important regional factor for the mid-

U east. Development of computer-based process control equipment is an
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important factor in the softwood plywood, the particleboard, the struc-

tural particleboard and the fibreboard, hardboard and MDF industry

groups. The factor: increased mechanization induced by an inadequate

labor supply was identified by the ranking process in the survey as a

particularly important factor for the softwood and hardwood lumber pro-

duct groups -- a result which is inconsistent with the results from the

categorical data analysis (where importance level was determined to be

not statistically related to product group and geographical region for

this factor).

In a sense, these survey results pose as many, if not more, ques-

tions than they answer. If this is so, one may ask then, of what value

* .is the analysis? Is the study little more than an intellectual exercise?

the answer is decidedly no. The study attempts to identify from the

labyrinth of possible production factors only the most important factors

and that objective is clearly satisfied. In the forest-based sector,

sources of published data at both a specific industry and regional level

are generally scarce. And results from sectoral studies may mask speci-

fic industry and regional effects. Certainly the forest-based sector (at

the two-digit level) is not homogeneous. Problems associated with data

collection include lack of adequate funds, lack of industry cooperation

and often a lack of clear consensus concerning the relevance of a par-

. ticular problem or issue. Often to study a broad issue like productivity

change from a regional and industry perspective quantitatively requires

an unrealistic level of funding if the necessary data are not readily

available and must be collected. To focus on a small component of a

broad issue like productivity change where data collection may be

Vfeasible is to risk taking the research effort in a possibly irrelevant
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direction. This study effectively bridges this gap. By identifying the

factors contributing to the decline in the rate of productivity growth

and the factors stimulating an increase in the rate of productivity

growth, one can construct sets of different scenarios which may then be

subjected to further analysis. The study answers some important broad

general questions concerning productivity change in the forest-based

sector and raises a different class of questions -- questions that are

considerably narrower in scope. For example, the study indicated that

both regional and product group effects are significant P- should be

considered. An unavoidable limitation of the analysis is the inability

to investigate factor interrelationships within the methodological and

statistical framework of this study. It is essentially this limitation

that gives rise to many of the additional questions.

From the survey results, both parts I and II, the important sources

of productivity change can be grouped into three categories -- those

dealing with the capital input, those dealing with the labor input and

those dealing with the resource input. With the exception of the factors

concerning the capital input, the other categories of factors have con-

siderable regional and product group variation. With regard to the

capital input, the survey results tend to suggest that lack of new

economically feasible equipment and technology is the limiting con-

sideration. The results also tend to support that this is an economic

phenomenon resulting from unstable demand brought on to some extent by

high interest rates. Since this factor was identified as very important

across all industry groups and regions, a quantitative sectoral study in

this instance would be appropriate to determine the contribution of this

factor to changes in the rate of productivity growth. Labor quality
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problems were identified as an important factor but the variety of

potential solutions advocated by different industry groups and across

geographical regions suggests that there may be certain inter-industry

differences in the manufacturing process and work organizations that

make one solution more viable than another. Cultural differences across

regions may also influence this factor as well. These questions need to

be considered more fully. Changes in the resource input (wood and

energy) were important considerations for only a subset of the industry

groups. However, this factor appears to have an institutional component

with regional implications (i.e. the impact of government harvesting

policies on federal lands). Again, this point needs to be investigated

further. Also, the study made no attempt to quantify productivity

changes and the contributions of these various factors to that change.
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Appendix I

MODEL SELECTION

Each factor from the questionnaire parts I, II and III was analyzed

separately using categorical data analysis techniques described in

chapter IV to investigate the relationships between importance level,

product group and geographical region. The factors for each questionnaire

part were then analyzed collectively in order to determine their relative

importance in productivity change both by product group and geographical

region.

Questionnaire Part 1--Factors Contributing to the Decline in the Rate of

Productivity Growth

Decreasing average log size

A summary of the questionnaire responses is provided in fig. Al.

The data were fitted to each of the four log-linear models and the

results are summarized in table Al. Using the criteria established in

chapter IV, the conditional independence model, u1 3 (ik)=u 1 23 (ijk)=O was

selected. Under this model, importance level is independent of geographi-

cal region controlling for product group. The model asserts that when

these "product group effects" are taken into consideration, any regional

variation in the level of importance is random.

Rapid increases in the rice of fossil fuels

A summary of the questionnaire responses is provided in fig. A2.

The data were fitted to each of the four log-linear models and the

results are summarized in table A2. Using the criteria established in

chapter IV, the conditional independence model, ul3 (ik)=u 1 2 3 (ijk)=O was

Al
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Table Al. Values of the chi-square goodness-of-fit statistics, X2 and
" G 2 , for the log-linear models for the factor: decreasing average

log size

Degrees

Model X2  G 2  of Freedom

u 13 (ik)=ul 2 3 (ijk)=0 30.33 30.97 48
(0.98) (0.97)

u1 2(ij)=u 1 2 3 (ijk)=O 105.25* 108.54* 63

(0.00) (0.00)

Ul2 (ij)=u 13 (ik)=u 1 2 3 (ijk)=O 108.57* 109.75* 69

* (0.00) (0.00)

u1 2 3 (ijk)=O 29.59 29.68 42

(0.92) (0.92)

-.i * statistic values in the upper 5% tail of the corresponding chi-square

-distribution with degrees-of-freedom as indicated.

C) critical value

A3
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Table A2. Values of the chi-square goodness-of-fit statistics, x2 and
G2, for the log-linear models for the factor: rapid increases in the
price of fossil fuels

Degrees

Model X2  G2 of Freedom

ul3(ik)=ul 2 3 (ijk)=o 39.06 37.36 48
(0.82) (0.87)

u1 2(ij)=ul23 (ijk)=O 67.71 65.32 63
(0.32) (0.40)

U U1 2(ij)=ul 3(ik)=ul 2 3(ijk)=O 72.23 70.45 69
(0.37) (0.43)

*ul 2 3(ijk)=0 35.35 33.91 42
(0.76) (0.81)

(critical value

A5



,- selected. Under this model, importance level is independent of geographi-

cal region controlling for product group. The model asserts that when

these "product group effects" are taken into consideration, any regional

variation in the level of importance is random.

Increased proportion of inexperienced unskilled workers in the labor

force

A summary of the questionnaire responses is provided in fig. A3.

The data were fitted to each of the four log-linear models and the

results are summarized in table A3. Using the criteria established in

chapter IV, the no-three-factor interaction model, u1 2 3 (ijk)=O , was

selected. (The three-way interaction model (saturated model) was examined

and rejected.) Under this model there are two sets of pairwise relations

between the variables: importance level and product group and importance

level and geographical region.

Adversary labor(unions)-management relations

A summary of the questionnaire responses is provided in fig. A4. The

data were fitted to each of the four log-linear models and the results

are summarized in table A4. Using the criteria established in chapter IV,

the joint independence model, u 12 (ij)=u 1 3 (ik)=u 12 3 (ijk)=0, was selected.

Under this model, importance level is independent of industry group and

geographical region jointly--that is, there is no apparent statistical

relationship between importance level, product group and geographical

region.

A6
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Table A3. Values of the chi-square goodness-of-fit statistics, X2 and
G 2 , for the log-linear models for the factor: increased proportion of
inexperienced unskilled workers in the labor force

Degrees

Model X2  G 2  of Freedom

u1 3 (ik)=u1 2 3 (ijk)=0 44.72 45.48 48

(0.61) (0.58)

ul2 (ij)=u 1 2 3 (ijk) =0 51.55 56.82 63

(0.85) (0.69)

ul2 (ij)=u 1 3 (ik)=ul 2 3 (ijk)=0 70.35 74.14 69

(0.43) (0.31)

* u 12 3 (ijk)=O 28.98 30.10 42

(0.94) (0.91)

() critical value
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Table A4. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the factor: adversary labor(unions)
management relations

Degrees
Model X2(2of Freedom

ul3(ik) ul2 3 (ijk)=0 35.85 35.53 48
(0.91) (0.90)

u 1 2 (ij)=ul 2 3 (ijk)=0 47.38 47.84 63
(0.92) (0.92)

*ul 2(ij)=ul3 (ik)=ul2 3(ijk)=0 55.90 56.01 69
(0.87) (0.87)

u 2(j)O27.15 27.33 42
(0.96) (0.96)

Ccritical value

A 10



Plants operating at less than full capacity as a result of volatile

product markets (cyclical markets)

A summary of the questionnaire responses is provided in fig. A5. The

data were fitted to each of the four log-linear models and the results

are summarized in table A4. The joint independence model,u1 2 (ij)=

u1 3 (ik)=u 1 2 3 (ijk)=O, was selected. Under this model, importance level is

independent of product group and geographical region jointly--that is,

there is no apparent statistical relationship between importance level,

product group and geographical region.

Limited commercial availability of new technology and equipment

A summary of the questionnaire responses is provided in fig. A6. The

data were fitted to each of the four log-linear models and the results

are summarized in table A5. Using the criteria established in chapter IV,

the joint independence model, u 12 (ij)=u 13 (ik)=u1 23 (ijk)=O, was selected.

Although the likelihood ratio statistic, G I - G 2 = 12.44 (with 6 degrees

of freedom) was close to a 95% significance level, (where model 2 refers to

the joint independence model and model 1 refers to the conditional inde-

pendence model, u 12 (ij)=u 1 23 (ijk)=O) the joint independence model was

selected after an examination of the standardized values for the ul3 (ik)

term estimates under the conditional independence model indicated no

values significantly different from zero. Under this model, importance

level is independent of product group and geographical region jointly--

that is, there is no apparent statistical relationship between importance

level, product group and geographical region.

All
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A. Vailltes of the chi-square goodness-of-fit statistics, X2 and

r t.. . 1.g-linear models for the factor: plants operating at less
!'i 1 " 1| capacity as a result of volatile product markets (cyclical

Degrees

Mo, I of Freedom

uI 3 (ik)=ul2 3(ijk)=0 30.35 27.74 48

(0.98) (0.99)

u 2 (ij)=u 1 2 3 (ijk)=0 50.07 44.71 63

(0.88) (0.96)

ul 2 (ij )=u 13 (ik)=u 1 2 3 (ijk)=O 51.35 46.79 69

(0.94) (0.98)

u 1 2 3 (ijk)=0 27.77 25.98 42

(0.95) (0.97)

() critical value

0

Al 3
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Table A6. Values of the chi-square goodness-of-fit statistics, X
2 and

* .G
2 , for the log-linear models for the factor: limited commercial

availability of new technology and equipment

Degrees

Model X2 G2  of Freedom

u3i)u2(j= 35.22 34.31 48

(0.91) (0.93)

u12 ( ij)=u123 ( i j k ) = O  42.32 42.02 63

(0.98) (0.98)

* u1 2 (ij
)=u 13 (ik)

= u 12 3 (ijk)
= O 52.90 54.46 69

(0.90) (0.92)

u123(ijk)=0 27.24 27.98 42

(0.96) (0.95)

() critical value

A

S
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Cost of new equipment

A summary of the questionnaire responses is provided in fig. A7.

The data were fitted to each of the four log-linear models and the

results are summarized in table A7. Using the criteria established in

chapter IV, the joint independence model, u 12 (ij)=u 1 3 (ik)=u1 2 3 (ijk)=O

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Barriers to diffusion of new technology through the industry

A summary of the questionnaire responses is provided in fig. A8.

The data were fitted to each of the four log-linear models and the

results are summarized in table A8. Using the criteria established in

chapter IV, the joint independence model, u1 2 (ij)=u 13 (ik)=u1 2 3 (ijk)=O,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Finance cost of capital

A summary of the questionnaire responses is provided in fig. A9.

The data were fitted to each of the four log-linear models and the

results are summarized in table A9. Using the criteria established in

chapter IV, the joint independence model, ul 2 (ij)= u 1 3 (ik)=u 12 3 (ijk)=O,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

A16
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* Table A7. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the factor: cost of new equipment

Degrees

Model XG2of Freedom

ul3(ik)=ul2 3(ijk)=0 26.48 26.81 48
(0.99) (0.99)

u12(ij)=ul2 3(ijk)=0 40.55 39.45 63
(0.99) (0.99)

ul2(ij)=ul 3(ik)=ul 2 3(ijk)0O 48.27 48.63 69

(0.97) (0.97)

u1 2 3(ijk)0O 20.30 20.61 42
(0.99) (0.99)

* () critical value

Al18
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Table A8. Values of the chi-square goodness-of-fit statistics, X2 and

G2, for the log-linear models for the factor: barriers to diffusion of
new technology through the industry

Degrees

Model X2  G2  of Freedom

ul3(ik)=ul2 3(ijk)=0 36.47 38.20 48
(0.89) (0.84)

ul2(ij)=ul2 3(ijk)=O 46.61 48.95 63
(0.94) (0.90)

*u 1 2 (ij)=u 1 3 (i.k)=ul 2 3 (ijk)0O 49.24 50.55 69

(0.96) (0.95)

ul 2 3 (ijk)=0 34.78 36.63 42
(0.78) (0.70)

(critical value

A 20
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Table A9. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the factor: finance cost of capital

Degrees

Model XG2of Freedom

u13(ik)=ul 2 3(ijk>0O 32.29 31.45 48
(0.96) (0.97)

u1 2(ij)=ul 2 3 (ijk)0O 43.57 40.44 63
(0.97) (0.99)

ul2(ij)=ul 3(ik)=ul2 3 (ijk)=0 45.98 43.90 69

*(0.98) (0.99)

ul2 3(ijk)=0 29.12 28.41 42
(0.93) (0.95)

(critical value

A 22
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Inadequate expenditure on research and development

A summary of the questionnaire responses is provided in fig. Al0.

The data were fitted to each of the four log-linear models and the

results are summarized in table A10. Using the criteria established in

chapter IV, the joint independence model, u1 2 (ij)=u 1 3 (ik)=u 1 2 3 (ijk)=O,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Cost of complying with environmental regulations

A summary of the questionnaire responses is provided in fig. All.

The data were fitted to each of the four log-linear models and the

results are summarized in table All. Using the criteria established in

chapter IV, the joint independence model, u 12 (ij)=u1 3 (ik)=u 1 2 3 (ijk)=O,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Cost of complying with wrker safety regulations

A summary of the questionnaire responses is provided in fig. A12.

The data were fitted to each of the four log-linear models and the

results are summarized in table A12. Using the criteria established in

chapter IV, the conditional independence model, u1 3 (ik)=u 1 2 3 (ijk)=O, was

selected. Under this model, importance level is independent of

geographical region controlling for product group. The model asserts
S

that when these "product group effects" are taken into consideration,

any regional variation in the level of importance is random.

A23
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Table AlO. Values of the chi-square goodness-of-fit statistics, x2 and

G2 , for the log-linear models for the factor: inadequate expenditure

on research and development

ModelX2 C2Degrees
Model C2 of Freedom

u13 (ik)=ul23 (ijk)=0 25.74 27.29 48

(0.99) (0.99)

u12(ij)=ul2 3(ijk)=O 47.50 50.41 63
(0.87) (0.93)

Iul 2 (ij)=ul 3 (ik)=ul 2 3 (ijk)=O 51.56 54.01 69

(0.94) (0.91)

u1 2 3 (ijk)=0 21.84 23.03 42
(0.99) (0.99)

(critical value

A 2'
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Table All. Values of the chi-square goodness-of-fit statistics, X2 and
G 2 , for the log-linear models for the factor: cost of complying with
environmental regulations

Degrees

Modet X2 2 of Freedom

u 13 (ik)=u 1 2 3 (ijk)=O 36.16 38.48 48

(0.89) (0.83)

ul 2 (ij)=u1 2 3 (ijk)=O 51.87 54.08 63

(0.84) (0.78)

u u12 (ij)=u 1 3(k)=u 12 3 (ijk)=O 57.87 60.27 69

(0.83) (0.76)

1123 (i k)=O 31.78 33.87 42

(0.87) (0.81)

() crit ical value
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Table A12. Values of the chi-square goodness-fitsasic, 2 and

(A for the log-linear models for the factor: cost of complying with
worker safety regulations (OSHA)

Degrees

Model XG2of Freedom

u1 -3 (ik)=ul 2'3 (ijk)=o 36.26 37 .25 48
(0.89) (0.87)

u12 (ij)=uij2 '(ijk)=0 68.79 71.45 63

(0.29) (0.22)

u u 1 2 (ij)=ul 3 (ik)=ul 2 3 (ijk)=0 7' 32 77.06 69

j.28) (0.24)

u1 2 3 (ijk)=0O 31.12 31.60 42

(0.89) (0.88)

(critical va-lue

A29



Tax laws

A summary of the questionnaire responses is provided in fig. A13.

The data were fitted to each of the four log-linear models and the

results are summarized in table A13. Using the criteria established in

chapter IV, the joint independence model, u1 2 (ij)=u 1 3 (ik)=u 1 2 3 (ijk)=O

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is there is no apparent

statistical reiationship between importance level, product group and

geographical region.

Government harvesting policies on publicly owned timber lands

A summary of the questionnaire responses is provided in fig. A14.

The data were fitted to each of the four log-linear models and the

results are summarized in table A14. Using the criteria established in

chapter IV, the conditional independence model, u 12 (ij)=u1 23 (ijk)=O, was

selected. Under this model, importance level is independent of product

group controlling for geographical region. The model asserts that when

these "regional effects" are taken into consideration, any variation in

the level of importance between product groups is random.

Questionnaire part l --factors stimulating an increase in the rate of

productivity growth

Increased federal (state) expenditures for research

A slimmary of the questionnaire responses is provided in fig. A15.
S

The data were fitted to each of the four log-linear models and the

results are oummarizod in table A15. Using the criteria established in

chapter IV, the joint independence model, u 12 (ij)=ul3 (ik)=u1 2 3 (ijk)=O,

was selected. Under this model, importance level is independent of pro-

A30
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Table A13. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the factor: tax laws

Degrees

Model X2C 2  of Freedom

ul3(ik)=ul2 3(ijk)=0 50.30 48.63 48
(0.38) (0.45)

u1 2 (ij)=ul2 3 (ijk)=0 73.03 71.10 63

(0.18) (0.23)

ul2 (ij)=u1 3 (ik)=ul2 3 (ijk)=0 79.01 76.69 69
*(0.19) (0.24)

u1 2.3(ijk)=0 45.26 43.77 42
(0.34) (0.40)

(critical value

A 3 2
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Table A14. Values of the chi-square goodness-of-fit statistics, X2 and

G2 , for the log-linear models for the factor: government harvesting
policies on publicly owned timber lands

Degrees

Model X2  G 2  of Freedom

u 13 (ik)=u 123 (ijk)=0 78.98* 84.27* 48

(0.00) (0.00)

ul2 (ij)=u 1 2 3 (ijk)=0 77.63 76.93 63

(0.10) (0.11)

" u 12 (ij)=ul3 (ik)=u 12 3 (ijk)=0 113.84* 122.94* 69

(0.00) (0.00)

ul23(ijk)=0 45.14 46.88 42

(0.34) (0.28)

statistic values in the upper 5% tail of the corresponding chi-square

distribution with degrees-of-freedom as indicated.

() critical value
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Table A15. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the factor: increased federal

(state) expenditures for research

Degrees

Model1 X2  C2  of Freedom

uj3i)"2(j)O36.51 36.53 48

(0.89) (0.89)

"2i=u2ij = 44.93 45.58 63
(0.96) (0.95)

*u 1 2 (ij)u 1 3 (ik)=u 12 3 (ijk)0O 49.66 51.43 69
(0.96) (0.94)

"2(k= 30.85 31.36 42
(0.90) (0.88)

Ccritical value

A30



duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Increased expenditures for research and development by private firms

A summary of the questionnaire responses is provided in fig. A16.

The data were fitted to each of the four log-linear models and the

results are summarized in table A16. Using the criteria established in

chapter IV, the joint independence model, u1 2 (ij)=u 1 3 (ik)=u 1 23 (ijk)=O,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Developin and implementing specialized employee training programs

A summary of the questionnaire responses is provided in fig. A17.

The data were fitted to each of the four log-linear models and the

results are summarized in table A17. Using the criteria established in

chapter IV, the joint independence model, u 12 (ij)=u 1 3 (ik)=u 12 3 (ijk)=O ,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Establishing financial incentives programs for employees

A suirnmmry of the questionnaire responses is provided in fig. A18.

The data were fitted to each of the four log-linear models and the

results are summarized in table A18. Using the criteria established in

\ 7
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Table Aib. Values of the chi-square goodness-of-fit statistics, X2 and

G2 , for the log-linear models for the factor: increased expendituires
t)r re.iearch and development by private firms

Degrees

MIde 1 X2 G_2 of Freedom

u 1 1 (ik)=u 1 2 j(ijk)=O 29.57 29.58 48

(0.98) (0.98)

U 1 2 ( i])= l 12 3(ijk)=O 31.57 32.07 63

(0.99) (0.99)

* " 12 (ij)= u l3 (ik) = u l2 3(ijk)=O 39.02 39.07 69
(0.99) (0.99)

u123(ijk)=O 23.06 23.33 42
(0.99) (0.99)

() critical value
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Table ,A17. Val aes of the chi-square goodness-of-fit statist ics, X2 and

G2 , for the log-1 inear mode Is for the fac tor: developing and
implementing specialized employee training programs

Degrees

Mode t (2 of Freedom

u 1 ( ik)=u 1 2 1( ijk = 35.i9 35.66 48
(0.92) (0.91)

12( )=u123( i 54.77 54.71 63
(0.76) (0.76)

'1 2 ( i )u 1 3 ( ik) 12 (i k)0 59.95 59.57 b9
(0.77) (0.78)

1i 23( i3 k ) =O  31.37 30.62 42

(0.88) (0.90)U

S) c r itica va I lIe
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Table A18. Values of the chi-square goodness-of-fit statistics, x2 and
G2, for the log-linear models for the factor: establishing financial
incentives programs for employees

Degrees

Model XG2of Freedom

*-ul 3 (ik)=ul 2 3(ijk)=0 49.87 49.62 48
(0.40) (0.41)

ul2(ij)=ul2 3(ijk)=0 59.20 54.74 63

(0.76) (0.61)

*ul 2 (ij)=ul 3(ik)=ul2 3(ijk)=0 64.69 67.62 69
(0.62) (0.52)

ul2 3 (ijk)0O 40.88 42.31 42
(0.52) (0.46)

- - ()critical value

A4 3



chapter IV, the conditional independence model, u1 2(ik)=u 1 23 (ijk)=0 was

selected. Under this model, importance level is independent of product

group controlling for geographical region. The model asserts that when

these "regional effects" are taken into consideration, any variation in

the level of importance between product groups is random.

Cooperative research and development programs between companies

A summary of the questionnaire responses is provided in fig. A19.

The data were fitted to each of the four log-linear models and the

results are summarized in table A19. Using the criteria established in

chapter IV, the conditional independence model, u1 2(ij) = u123 (ijk) =0,

was selected. Under this model, importance level is independent of pro-

duct group, controlling for geographical region. The model asserts that

when these "regional effects" are taken into consideration, any

variation in the level of importance between product groups is random.

Establishing company-wide productivity improvement programs

A summary of the questionnaire responses is provided in fig. A20.

The data were fitted to each of the four log-linear models and the

results are summarized in table A20. Using the criteria established in

chapter IV, the joint independence model, u1 2 (ij)-u 1 3 (ik)=u 1 2 3 (ijk)=0,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Increased mechanization induced b an inadequate labor supply

A summary of the questionnaire responses is provided in fig. A21.

The data were fitted to each of the four log-linear models and the

A44
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Table A19. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the factor: cooperative research and
development programs between companies

Degrees
Model X2  G2of Freedom

*-ul 3 (ik)=ul2 3(ijk)=O 43.05 46.13 48
(0.67) (0.55)

ul2 (ij)=ul 2 3 (ijk)=0 45.55 47.65 63
(0.95) (0.92)

*ul 2(ij)=ul3(ik)=ul23 (ijk)=0 55.48 59.15 69
(0.88) (0.79)

ul23 (ijk)=0 34.76 36.67 42
(0.78) (0.70)

* . 0critical value

A46
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Table A20. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the factor: establishing company
wide productivity improvement programs

Degrees
Model X2  G2  of Freedom

u1 3 (ik)fu1 2 3 (ijk)f0 34.12 35.56 48
(0.93) (0.91)

u1 2(ij)=u 1 23 (ijk)=0 49.64 52.16 63

(0.89) (0.83)

u12(ij)fu1 3 (ik) fu1 23 (ijk) fO 55.05 57.71 69

(0.89) (0.83)

ul 2 3 (ijk)=0 30.37 30.54 42

(0.91) (0.91)

0 critical value
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Table A21. Values of the chi-square goodness-of-fit statistics, X2 and

G2 , for the log-linear models for the factor: increased mechanization
induced by an inadequate labor supply

Degrees

Model X2  G2  of Freedom

u 1 3 (ik)=u 1 2 3 (ijk)= 40.68 41.84 48
(0.76) (0.72)

ul2(ij)=ul 23 (ijk)=O 52.71 52.98 63
(0.82) (0.81)

ul2(ij)fu1 3 (ik) fu1 2 3 (ijk)=0 58.47 59.77 69

(0.81) (0.78)

- u1 2 3 (ijk)=O 30.60 32.65 42

(0.90) (0.85)

(0 critical value
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results are summarized in table A21. Using the criteria established in

chapter IV, the joint independence model, u1 2 (ij)fu 1 3 (ik)fu1 23 (ijk)O,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Availability _f new (or better) processing equipment

A summary of the questionnaire responses is provided in fig. A22.

The data were fitted to each of the four log-linear models and the

results are summarized in table A22. Using the criteria established in

chapter IV, the conditional independence model, u1 2(ij)=u 1 2 3 (ijk)=O, was

selected. Under this model, importance level is independent of product

group controlling for geographical variation. The model asserts that

when these "regional effects" are taken into consideration, any

variation in the level of importance between product groups is random.

Development of computer-based process control equipment

A summary of the questionnaire responses is provided in fig. A23.

The data were fitted to each of the four log-linear models and the

results are summarized in table A23. Using the criteria established in

chapter IV, the conditional independence model, u1 3 (ik)=u 1 23 (ijk)f0, was

selected. Under this model, importance level is independent of

geographical region controlling for product group. The model asserts

that when these "regional effects" are taken into consideration, any

variation in the level of importance is random.

Questionnaire part Ill-government lic oprogram changes needed to

encourage increases in the rate of productivity growth

Tax changes to encourage investment

A51
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Table A22. Values of the chi-square goodness-of-fit statistics, X 2 and

G2, for the log-linear models for the factor: availability of new (or
better) processing equipment

Degrees

Model X2  G2 of Freedom

u 13 (ik)-u 1 2 3 (ijk)=0 32.47 31.57 48

(0.96) (0.97)

u1 2 (ij)=u 1 2 3 (ijk)=0 37.64 36.70 63

(0.99) (0.99)

ul2 (ij)= u1 3 (ik)=u 12 3 (ijk)=0 45.96 44.61 69

(0.98) (0.99)

u1 2 3 (ijk)=0 23.55 22.52 42

(0.99) (0.99)

) critical value

A53
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Tabe A3. alus o th ch-square goodness-of-fit statistics, X2 an

G2 , for the log-linear models for the factor: development of computer
based process control equipment

Degrees
Model X2 2 of Freedom

ul3 (ik)=ul2 3(ijk)=0 39.16 38.74 48
(0.81) (0.83)

ul2(ij)=ul2 3(ijk)=0 66.67 64.69 63
(0.42) (0.35)

ul2 (ij)=ul3 (ik)=ul 2 3(ijk)0O 75.98 75.82 69
(0.26) (0.27)

ul23 (ijk)=0 31.91 32.60 42
(0.87) (0.85)

* () critical value

AS5



A summary of the questionnaire responses is provided in fig. A24.

The data were fitted to each of the four log-linear models and the

*results are summarized in table A24. Using the criteria established in

chapter IV, the joint independence model, u 1 2 (ij)fu1 3 (ik)=u 1 2 3 (ijk)=O,

was selected. Under this model, importance level is independent of pro-

"* . duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Develop a national productivity improvement plan to encourage faster

diffusion of knowledge

* A summary of the questionnaire responses is provided in fig. A25.

The data were fitted to each of the four log-linear models and the

results are summarized in table A25. Using the criteria established in

chapter IV, the joint independence model, u 1 2 (ij)fu 1 3 (ik)fu 1 2 3 (ijk)=O ,

was selected. Under this model importance level is independent of

industry group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Policies to stimulate research and development within private firms

A summary of the questionnaire responses is provided in fig. A26.

" The data were fitted to each of the four log-linear models and the

results are summarized in table A26. Using the criteria established in

chapter IV, the joint independence model, u1 2 (ij)fu 1 3 (ik)=u 123 (ijk)f0,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

- . apparent statistical relationship between importance level, product

group and geographical region.

A56

3i X . .- .."-'- ..,.- - - .? Lf2. ..---- .."i. -- ': ." L' --." l ". i . i 2 i ---" -.?i -i . -"i'



4.4

£4a

4-) r. -i

£4 (U4 H4
.00 04 0

E 104 z

4-) E9 0) R_ _ _ _ £4 HI co 0)<

£4 00- ~0
0, QQ ) 0 H 0 0 04

041 a)
CPD

ME E C
4 L)

C) 0 - E J

o- 0o

U)H 401

£400

'0 >1

0 0)

01 'a 010.4 0a44 CO 4-440 0 1

4U) 4

. FM C
7o -014u

04 -W.

4.)U

01

- a'Lfl a Ln

* A5 7



Table A24. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the policy: tax changes to encourage
investment

Degrees
Model X2  G2of Freedom

ul3 (ik)=ul2 3 (ijk)0O 28.08 26.68 48
(0.99) (0.99)

ul2(ij)=ul 2 3(ijk)=0 38.47 34.93 63
(0.99) (0.99)

*ul 2(ij)=ul3 (ik)=ul2 3(ijk)=0 43.50 39.47 69
(0.99) (0.99)

ul2 3(ijk)0O 24.80 23.95 42
(0.98) (0.99)

(critical value
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Table A25. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the policy: develop a national

* productivity improvement plan to encourage faster diffusion of
knowledge

Degrees
Model XG2of Freedom

ul3(ik)=ul2 3(ljk)=O 44.72 46.17 48
(0.61) (0.55)

ul2(ij)=u 1 2 3(ijk)0O 52.33 53.19 63
(0.83) (0.81)

ul2(ij)=ul3(ik)=ul2 3(ijk)=0 57.05 58.22 69
(0.85) (0.82)

ul2 3(ijk)=0 39.56 40.62 42
(0.58) (0.583)

Ccritical value

A60
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Table A26. Values of the chi-square goodness-of-fit statistics, x2 and
G2, for the log-linear models for the policy: policies to stimulate
research and development within private firms

Degrees
Model X2 2  of Freedom

ul3 (ik)=ul2 3(ijk)=0 42.11 39.77 48
(0.79) (0.71)

ul2(ij)=ul2 3(ijk)=O 56.98 55.71 63
(0.69) (0.73)

*ul 2(ij)=ul3(ik)=ul2 3(ijk)=O 62.27 59.24 69
(0.70) (0.79)

ul2 3(ijk)0O 37.20 36.48 42
(0.68) (0.71)

Ccritical value

A62



Policies to stimulate research g government agencies or universities

A summary of the questionnaire responses is provided in fig. A27.

The data were fitted to each of the four log-linear models and the

results are summarized in table A27. Using the criteria established in

chapter IV, the joint independence model, u1 2 (ij)=u 1 3(ik)=u 1 2 3 (ijk)=O,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Policies to promote market stability

A summary of the questionnaire responses is provided in fig. A28.

The data were fitted to each of the four log-linear models and the

results are summarized in table A28. Using the criteria established in

chapter IV, the joint independence model, u1 2(ij)=u1 3(ik)=u 12 3 (ijk)=0,

was selected. Under this model, importance level is independent of pro-

duct group and geographical region jointly--that is, there is no

apparent statistical relationship between importance level, product

group and geographical region.

Policies to stimulate the housing sector

A summary of the questionnaire responses is provided in fig. A29.

* - The data were fitted to each of the four log-linear models and the

results are summarized in table A29. Using the criteria established in

chapter IV, the conditional independence model, u1 3 (ik)fu 1 2 3 (ijk)f0, was

selected. Under this model, importance level is independent of

geographical region controlling for product group. The model asserts

that when these "product group effects" are taken into consideration,

S.- any regional variation in the level of importance is random.
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U1

Table A27. Values of the chi-square goodness-of-fit statistics, X2 and

G 2 , for the log-linear models for the policy: policies to stimulate
research by government agencies or universities

Degrees

Model X2  G2  of Freedom

u 13 (ik)=u 1 23 (ijk)=0 38.34 38.64 48
(0.83) (0.81)

u 12 (ij)=u 1 2 3 (ijk)=O 50.64 50.66 63

(0.87) (0.87)

u 12 (ij)=u 1 3 (ik)=u1 2 3 (ijk)=O 57.78 58.60 69

(0.83) (0.81)

u 12 3 (ijk)=0 33.10 33.98 42

(0.84) (0.83)

() critical value

A65
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Table A28. Values of the chi-square goodness-of-fit statistics, X2 and
G2 , for the log-linear models for the policy: policies to promote

market stability

Degrees

Model X2  G2  of Freedom

u 1 3 (ik)=u 1 2 3 (ijk)=0 28.72 29.81 48

(0.99) (0.98)

ul2 (ij)=u 1 2 3 (ijk)=0 47.66 47.43 63

(0.92) (0.93)

ul2 (ij)=u 1 3 (ik)=u 1 2 3 (ijk)=O 48.49 48.70 69

(0.97) (0.97)

ul2 3 (ijk)=0 28.00 29.06 42
(0.95) (0.93)

() critical value
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Table A29. Values of the chi-square goodness-of-fit statistics, X2 and
G2, for the log-linear models for the policy: policies to stimulate
the housing sector

Degrees

Model X2  G2  of Freedom

u13 (ik)=u1 2 3(ijk)=0 29.39 28.97 48
(0.98) (0.99)

u1 2(ij)=u 1 23 (ijk)=0 59.76 58.94 63
(0.59) (0.62)

u12 (ij)=u l3 (ik)=ul23 (ijk)=0 67.98 68.03 69
(0.51) (0.51)

u12 3 (ijk)=O 25.72 24.09 42
(0.98) (0.99)

() critical value

A69
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Policies to reduce the cyclic boom to bust nature of the housing industry

A summary of the questionnaire responses is provided in fig. A30.

The data were fitted to each of the four log-linear models and the

results are summarized in table A30. Using the criteria established in

chapter IV, the conditional independence model, u 13 (ik)=u1 2 3 (ijk)=O, was

selected. Under this model, importance level is independent of

geographical region controlling for product group. The model asserts

that when these "product group effects" are taken into consideration,

any regional variation in the level of importance is random.

Policies to accelerate the harvest of public timber

A summary of the questionnaire responses is provided in fig. A31.

The data were fitted to each of the four log-linear models and the

results are summarized in table A31. Although the no-three-factor

interaction model, u1 2 3 (ijk)=O, appears to fit the data best given the

criteria established in chapter IV, the conditional independence model,

u 1 3 (ik)=u 1 2 3 (ijk)=O, was selected instead since the standardized values

for the estimated u 1 2 (ij) terms (under the no-three-factor interaction

model) indicated that no terms were significantly different from zero.

Under the conditional independence model, importance level is indepen-

dent of geographical region controlling for product group. The model

asserts that when these "product group effects" are taken into con-

sideration, any regional variation in the level of importance is random.

A70



%

0)4)

0 o -H ..
r.

01
444

01~ w'

0n -1 (
-4 C1 v-l :0

)0 44 Cen--
4~~ a4ii-H0U

6n H 04 z . 0)
4 2 en () enI 0~ UC

0- , ) H) 4o U) -
0.. H4 i-i c i 01 E

0. 0) :>: 44 4O
2~~: 41 H 4 0 00w

£-04 0 H )1 4

>-1 E0) 01 H
* i4 >0 H 41 .0n H 5

O 4 w0) 0 0 0 z 4 0)
Z 4> i ao 4 Z ) 4< U) -4)

H) Mc- o 0
04 C: H D

4 H - 04 E-

0)0 03

0 0

C0 02

HU 40 .'
a) 0 ~ 0a)n

$4 0 -HO

4

0 44 0 0U

-,> 40 C0
4 '0u : 00

0l en .
to 0)0

0)--4

-4 m 0 014-
Z0 Lm.0

* ri l u
134 0 l,

ri -i
0H 0

0) ?-1 v-4
A? 0

-4 -4 . - - - - - - - - - - - - - - - .



Table A30. Values of the chi-square goodness-of-fit statistics, X2 and

G 2 , for the log-linear models for the policy: policies to reduce the

cyclic boom to bust nature of the housing industry

Degrees

Model X2  G2  of Freedom

u13 (ik)=u 1 2 3 (ijk)=0 31.58 32.91 48

(0.97) (0.95)

u1 2(ij)=u1 2 3 (ijk)=O 75.64 70.13 63
(0.13) (0.25)

u 12 (ij)-u 13 (ik)fu 1 2 3 (ijk)=O 78.08 75.81 69

(0.21) (0.27)

u1 2 3 (ijk)=O 30.48 31.20 42

(0.91) (0.89)

() critical value
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Table A31. Values of the chi-square goodness-of-fit statistics, X2 and
G2 , for the log-linear models for the policy: policies to accelerate

- the harvest of public timber

Degrees
Model XG2of Freedom

ul3 (ik)=ul2 3(ijk)0O 45.37 48.37 48
(0.58) (0.46)

ul2 (ij)=ul2 3(ijk)0O 59.74 63.74 63
(0.59) (0.45)

iul 2(ij)=ul3(ik)=ul2 3(ijk)=0 75.93 78.65 69
(0.26) (0.20)

ul2 3(ijk)=0 34.61 35.72 42
(0.78) (0.74)

* C) critical value
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UNIVERSITY OF MINNESOTA College of Forestry
TINCITIES Department of Forest Products

Kaufert Laboratory
2004 Folweil AvenueSt. Paul. Minnesota 55108

The University of Minnesota, College of Forestry, is undertaking a
major research effort to identify policies and programs needed to stimulate
productivity growth in the forest industry sector. (We are concerned here
with productivity in the processing stage, not in timber growing.)

We would appreciate your views on this subject by completing the
enclosed questionnaire. This will involve about 20 minutes of your time.
The questionnaire deals with the likely causes of the recent decline in
the productivity growth rate and the actions needed to improve productivity.

Your participation as a production manager is critical to the success
of the study. Industry viewpoints provide direct and critical insights
into the problems involved and contribute the realistic actions needed to
improve productivity growth.

The final report of the overall effort will include a thorough review
of existing information on productivity in the forest products sector and
analysis of the 300 or so returns expected from this questionnaire. A
detailed case study of the structural particleboard industry, and a general
analysis of the impacts of utilization research will be additional reports.
If you would like a copy of the final report, please check the appropriate
box on the questionnaire "cover sheet."

We thank you in advance for your consideration of our request to
participate in the study.

A self-addressed, stamped envelope is enclosed for return of the
completed questionnaire. We would appreciate your response Dy

Sincereiy,

. :ohn 'Havgreen, Heaa Hans .regersen
Departrent )f 7orest ?roaucts ?rofessor

* Forest :conomics

nc A7osure5
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Two weeks ago a questionnaire was mailed to you seeking your
views about the important factors involved in productivity growth
in the U.S. forest products industry. Your name was drawn in a
random sample of mills in the United States.

If you have already completed and returned the questionnaire.
please accept our sincere thanks. If not, please do so today.
Because it has been sent to only a small, but representative,
sample of mills it is extremely important that yours also be
included in the study if the results are to accurately represent
industry viewpoints.

If by some chance you did not receive the questionnaire, or
it got misplaced, please contact u~s and another will be sent to
you imediately. 

S neey

John G. Haygreen
Head, Department of Forest Products
University of Minnesota
(612) 373-1205
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UNIVERSITYOF MINNESOTA Coilege ot Forestry

TWIN CITIES Deoartment of Forest Proaucts
i ,autert Laooratorv
2004 Folwel Avenue
St. Paui. Minnesota 55108

Several weeks ago we wrote to you seeking your views concerning the
important factors involved in productivity growth in the U.S. forest
products industry. As of today we have not yet received your completed
questionnaire.

Your participation as a production manager is critical to the success
of the study. Industry viewpoints provide direct and critical insights
into the problems involved and contribute to the realistic actions needed
to improve productivity growth.

We are writing to you again because of the significance each question-
naire has to the usefulness of this study. Because the questionnaire has
been sent to only a small, but representative sample of mills it is extremely
important that yours also be included in the study if the results are to
accurately represent industry viewpoints.

In the event that your questionnaire has been misplaced, a replacement

is enclosed.

. Your cooperation is greatly appreciated.

Sincerely,

John Haygreen I Hans Gregersen
Professor Professor

JH/HG:rd

Enclosure
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Backcrcird:

Forest Ldust--v Productivrit; Trends

Falling labor productivity g-rath ratesI for the U.S. econriay have
becaie a persistent problem. Fran 1973-1977 aggregate labor productivity
roth rates have averaged 0.4 percent annually falling fram an average

annual rate of 2.1 percent during th period 1950-1973. Althugh part of
this decline has been attributed to significant changes in the casition
of output (notably the rapid expansiun of the services sector), declines
in labor productivity growth are evident at the sectoral level as well.
Productivity growth for U.S. manufacturing increased at an average annual
rate of 2.2 percent between 1973 and 1979. Productivity groth rates for
the U.S. forest industries have followed a similar, but more pronounced,
pattern. Changes in the labor productivity growth rates for same selected
forest industries are indicated in Table 1.

Labor productivity is influenced by manry varied and often inter-
related factors. The objective of this survey is to gain same insight
into the relative iuortance of the factors involved in the process of
labor productivity change as viewed by the U.S. forest products industry.
With a clear definition of which factors are most ttvortant in each situa-
tion, it becaes easier to design solutions or prescriptions which
enphasize the key bottlenecks.

Table 1. Average annual change in output per employee-hour.

Industri 1958-73 1973-78
(percent) (percent)

U.S. manufacturing 2.7 2.2
Sawulls and Planing Mills 3.1 a1.4
Paner, Paperboard and Pulaills 4.0 2.1
Corigated and Solid Fiber Boxes 3.5 2.6
Veneer and Plvwod 5.0 2.7
Abd Household Furnishings 2. 7 b -0.6
Folding Paperboard Boxes 2.0 -0.1

a 1947-1973

L 963-1973

Source: ?roduc-,v2.t- indexes for 3elec-ed industrv, -979 Ed., 3S =2054.

Labor nroducti-it, is 7easured as ",miue added/man hour of .anor.

A78

6.



.- -= - - r'+ .. . . ., ., : . - .a _ . ,, .. r, j, . -. , - k .. 
' 

- -
-  

-- -- '"" " " "-

A

UNIVERSITY OF MINNESOTA
FOREST INDUSTRY PRODUCTIVITY GROWTH STUDY

QUESTIONNAIRE FOR
FOREST INDUSTRY REPRESENTATIVES

(time to complete: 20 minutes)

Do you want us to send you a copy of the final report on this study?
D Yes ONo

Your Name:

Name of Company:

Address:

(If you prefer not to have your company name associated with this response, please indicate below the
major product categones with which your firm is associated.)

softwood lumber
hardwood lumber

- softwood plywood
- hardwood plywood and veneer
- particleboard
- structural particleboard (OSB, waferboard)
- pulp, paper and paperboard
- fibreboard. hardboard. MDF

If you have any questions. please call one of the following persons:

Hans Gregersen (612) 373-1754
John Ha.green (612) 373-1205

Please return tne completed questionnaire to:

Ms. -\nne StreeN, Proiect Cooruinator
College of Foresr,,
L ni.ersitv of Minnesota
10 Green Hail

!530 Nortn Cleveianu Avenue
St. Paul. MN ._ Ut
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Part I. Factors contnbuting to the decline in the rate of productivity growth.

Instructions: A list of factors contributing to the decline in the productivity growth rate is provided below. Please
indicate the degree to which you believe each factor has been important in the decline in the productivity
growth rate in your specific Iorest products industry by circling the appropnate importance level.

Then please rank (in descending orcicr) the five tactors that you believe to have had tne greatest influence
on the decline in the productivity growth rate in your specific forest products industry (e.g., greatest
influence = 1. second greatest = 2. etc.).

Space is provided at the end of this section to list any other factors that you believe to be important.

Rank Factor Importance

- Decreasing average log size 23 Very 2 Moderately C Slightly 2 Not
important important important important

- Rapid increases in the price of fossil 2 Ver. 0 Moderately 2 Slightly - Not
fuels important important important important

- Increased proportion of inexperienced 2 Very 0 Moderately 2 Slightly 2 Not
unskilled workers in the labor force important important important Important

- Adversary labor (unions) - 2] Very 2 Moderately 2 Slightly 2 Not
management relations important important important important

- Plants operating at less than full 2 Very 2 Moderately 2 Slightly 2 Not
capacity as a result of volatile product important important important important
markets (cyclical markets)

- Limited commercial availability of new 2 Very 2] Moderately 7 Slightly 2 Not
technology and equipment important important important important

Cost of new equipment 12 Very 2 Moderately 2 Slightly 2 Not
important important important important

i Barriers to diffuston of new technology 2 Very. 23 Moderately 2 Slightly 2' Not
through the industry important important important important

Finance cost of capital 0 Very 2 Moderately 2 Slightly 2 Not

important important important important

Inadeouate expenditure on research and 2 Very 23 Moderately 2 Slightly 2 Not
development important important important important

Cost of complying with environmental 2 Very 2 Moderately Slightlv 2 Not
regulations important important important important

Cost of complying with worker safety 1 Very 2 Moderately 2 Slightly 1 Not
regulations (OSHA) important important important important

Tax laws 2 Very ] Moderately 2 Sligntiv 2 Not
important important imtoortant important

9.-- (it)ernment narxestine policies on 2 Ver' 2 \louerateiv L Sh,,ntl\ - Not
7unici,. o)%ned timoer tancis :moortant mortant moriant moortant

IC-, nt pease " necli.% I

_______________________ er 2 ldrt: lntt\ No

mnortant mnortani mnortant mnortant

._ _ _ __--_ \'er' - \louerateti -2 iiintl\ 2 Not

mnortant inlortant moortant monortant
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Part If. F-actors itimulating an increase in the rate of producti~it% -,ro%%tn

Instructions: Please indicate the deuree to % nich ' ou belie~e tne tolliikinu factors could be important in ltimuiatin2
an increase in tine rate of producnitl izro~ tn nour specitic torest product,, nuustr'. 0,. circiing trit
appropriate importance iesel.

Then. ptease rank (in descendina order) the fhetiactors, tniat %ou beliexe %%ould be most important inc
program to increase tnie rate or producti% it% -pro%% in in our specit ic f Iorest products industr% _Lee. reat-i
influence =I. econd areatest = . etc.).

Space is pro% ided at the end or' this section for an\ other (actors that %ou beliexe to be important.

Rank Factor Importance

Increased expenditures for research and 2Vet-v 2 \oderateiy Z Sliichtilv \ ot
*development by pt-isate firms important important important mporlant

- Icreased federal (state) exoenditures for 2Ver% 2 Noderatei\ : Slientis \ ot
research impotrtant important important !mportant

- Des elopingz and implementing specialized 2 Very EMNoderatel% Z Sliichrv N Not
employ.ee training programs important important important important

- Establishing financial incentives programs 2 \'er 2 Moderately Z1 Slightly 2 Not
for emplo~ees important important important important

- Cooperative research and development 2 Vet-v 2 Moderately L3 Slightiv 2 N ot
programs bets~een companies important important important important

6- Establishing companv-w ide productivity Very 2: Moderately C Sliehtiv Z Not
;mprosement programs important important important important

- Increased mechanization induced bv an 2Verv 2 \oderateiv 2 Slightly 2 Not
nadieutate aoor uom% important important important important

- \sailabilit% of net ior rnetteri trocessine 2 Vert 2 Moderately 2 Sligzhtly Z Not
eQuipment imp)ortant important important important

- Des eiopment or computer-basedi orocess 2 Ven- Moderately Sliehtlv 2 Not
: ontrot equipment important important important imoortant

SOther! piease specifsi

________________________ Z Vet-v Moderately Sitihtl\ 2 Not

important important important :mportant

______________________ 7__ Vet-v 2 Mloderatei% Z Sliehtls 2 Not
important important important important
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Part Ill. Government policy or program changes needed to encourage increases in the rate of productivity growth.

Instructions: A list of policies to encourage increases in the rate of productivity growth has been provided below.
Please indicate the degree to which you believe each policy could be instrumental in stimulating an increase
in the rate of productivity growth in the forest products industry by circling the appropnate importance
level.

Then. please rank (in descending order) the five policies that you believe could have the most influence n
stimulating an increase in the rate of productivity growth in the forest products industry (e.g.. greatest
influence = 1. second greatest = 2. etc.).

Space is provided at the end of this section for any other policies that you believe to be important.

Rank Factor Importance

_ Tax changes to encourage investment r Very C Moderately C Slightly C Not
important important important important

- Develop a national productivity improve- C Very C Moderately C Slightly C Not
ment plan to encourage faster diffusion of important important important important
knowledge

- Policies to stimulate research and C Very " Moderately C Slightly C Not
development within private firms important important important important

- Policies and funds to stimulate research by C3 Very C] Moderately C Slightly C Not
government agencies or universities important important important important

- Policies to promote market stability C Very C Moderately C Slightly C Not
important important important important

- Policies to stimulate the housing sector C Very C Moderately C Slightly C1 Not
important important important important

- Policies to reduce the cyclic boom to bust C] Very C3 Moderately C Slightly C Not
nature of the housing industry important important important important

Policies to accelerate harvest of public C Very C Moderately C Slightly C Not
timber important important important important

Other (please specify)

C] Very C Moderately C Slightly C] Not
important important important important

C Very C Moderately C Slightly C Not
important important important important

.8

A8 2

..
. ..



Len

0 0
4rJ

A8 3



* FILMED

8-85

DTIC
--- 7 7


