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ABSTRACT

A The appropriateness of a multidimensional scaling tech-
nigue (MDS) in attespting to guantify students perceptions
of teacher performance is investigated in the following
study. Data collected on an interactive computer survey and
from Student Jpinion Forms (SOF's) are used to determine if
satisfactory 1linear relationships for teacher performance
exist. Multiple 1linear regression and factor analysis
attempt to identify what appear to be the most important
characteristics in instructor performance according to the
perceptions of a control group. Spatial plots are created
reflecting these perceptions.
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A. PURPOSE

The purpose of this thesis is twofold:

1. To develop wmethodology that will help dJdiscover the
important characteristics of instructor performance
as perceived by each student group;

2. To develop user friendly software compatible with our
IBM 3033 system that facilitates the data collection
and processing in support of the foregoing. .

The @wsethnods designed herein request proximity data or

similarity/dissimilarity data on pairwise combinations of

professors in the Operations Research department., Also, the
respondents are requested to provide ratings on several

‘bipolar scales' of suggested instructor characteristics.

The methods for discovering the dimensions or relationships

that appear to characterize the professors utilize several

statistical tools including nultidimensional scaling,
regression analysis, <factor analysis and cluster analysis.

The data used in the analysis comes from those students in

the Operations Research curriculum graduating in March of

1985. _

An ipteractive computer survey is designed to guery the
students on their perceptions of the teaching effectiveness

of the instructors. Thus, data is ipput by the students
during a twventy minute session on the 3278 terminal.
Initially the student 1links to the software, and when

finished, transmits his responses to a central file.




B. SUBJECT

The subject of this thesis deals with quantifying
percertions. Specifically, we would like to obtain an
explapation as to why students perceive instructors as being
similar or dissimilar and discover the dynamic factors that
a particular class uses to discriminate among instructors.
The multidimensional scaling technique uses the information
froma the survey to create a ‘multidimensional map' of
points. Fach point represents the coordinate position of
the objects under investigation, in our case, professors.
Once this spatial [plot is produced, it remains for the
researcher to discover those factors that appear. to cause
the structural relationships.

Multiple regression analysis and factor analysis are two
techniques commonly wused to describe linear relationships
among dependent and independent variables. Each method is
given consideration here 4in attempting to interpret the
spatial plot produced by the nmultidimensional scaling
program, KYST [Ref. 1) Additionally, cluster ampalysis is
used to group the professors 1into disjoint clusters. This
cluster information is presented to the students during exit
interviews to help guide the researcher in his attempt to
find the underlying relationships.

C. SCOPE

This thesis is presented in four major chapters
excluding the introduction. The second chapter describes in
detail the background of multidimensional scaling methods.
A brief account of regression analysis, factor analysis and
cluster analysis is given as well., The tkird chapter speci-
fies the means by which the data was collected in the inter-
active survey. Chapter IV emphasizes the analysis of the
data. Finally, Chapter V provides a summary of the salient
points determined in the study.
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D. A BRIEF SUNHARY

A four dimensicnal interpretation was emphasized in
describing the dJdata obtained from the computer survey and
the SOF forams. These four factors included, 1) a student-
instructor interaction effect; 2) the degree to which a
professor was perceived as being organized or prepared for
class; 3) a comnbined effect of grading policy, effort
required outside c¢lass and pace of the course; and 4) a
composite effect combining class size and the degree to
which a course relied upon prerequisites. A high correla-
tion appears to exist among those bipolar scales used in the
current SOF form. Further investigation hopefully will lead
to discovering other factors that will help describe teacher
performance. The results obtained in this study are not
meant to ke predictive but explanatory. The value associ-
ated with an instructor for each characteristic may be
regarded as his score on that dimension. Thus, rankings of
instructors by characteristics are possible.




II. BACKGROUND

A. WHAT IS NMULTIDIMENSIONAL SCALING?

Multidimensional scaling involves the problenm of
depicting n points in multidimensional space such that the
interpoint distances correspond in some manner to measured
proximity data [Ref. 2: p. 1] The proximity data can be
similarities, dissimilarities, correlation coefficients or
any other measure of association as perceived by a set of
judyes participating in an experiment. Multidimensional
scaling techniques attempt to produce the structure or
interrelationships among the n objects Ly assuming a direct
correspondence between the measured proximity data, or
dissimilarity data A}; « in our case, and the interroirnt
distances d; . Several choices of multidimersional scaling
exist, the difference being the assumed relationship between
&; and 4; . The wultimate product of nmultidimensional
scaling (MDS) will be a spatial map that displays the asso-
ciation tetween the n objects under investigation. MDS has
found considerable application in the social sciences,
particularly in thke realms of psychology, sociology,
economics and education.

A significant point worth pursuing is this idea of
correspondence between the proximity data 4; , and the
distance data d;; . A fairly simple method of analyzing a
possitle relationship would be to observe a scatter plot
similar to the one given in Figure 2.1 . The vertical ¥
axis of the scatter plot contains the measured dissimilari-
ties 4, while the horizontal X axis shows the corresponding
distances, dg , computed from the derived set of character-

istic vectors.

10
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about the professors by having the students complete an
interactive computer survey at a Naval Postgraduate School
computer terminal with display screen. Although the data
collection in this panner was not entirely free from its own
brand of difficulties, it elirinated the requirement for any
papervork to be handed out or returned. All the results
were automatically sent to the researchers computer storage
at the completion of the survey. Also, the data was in a
ready~to-use state by being contairned on computer disk, angd
kernce the need to transcribe results disappeared.

Unfortunately, there are numerous contingencies for
vhich a computer programrmer must plan in order to design a
computer survey that is simple, thorough, and user-friendily.
The interactive computer survey designed <for this study
served its purpose vwell. An example of this progranm,
written in fortran, is included in Appendix D.

B. THE COMPUTER SURVEY

Several important requirements that had to be addressed
in designing the interactive survey included simplicity,
thoroughness and brevity. It was considered important to
collect accurate resgonses and to limit the workload as much
as possible. Each judge responded to ore huindred-seventy
items on the average. Fven with this many gJuestions to
answer, each student appeared to have completed the survey
on the order of twenty minutes. Zven still, nore work
should ke done to reduce the amount of informaticon asked of
each Jjudge.

The nature of the computer survey progressed as followus.
Each judge was required to 1link to the researchers computer
disk, and once accessed, 1issue a command to run the execu-
tive program that drove the survey. Immediately, a panel of

the names of the professors in the Operations Research

25




ITI. METHODOLOGY

—_— i ey . . e o —

A. LAYIEG THE FOUNDATION

The first step in this study to understand perceptions
wvas to decide upon a control group of students froa whom
data would be obtained. In this particular instance, the
judges were twenty-three Operations Research students fron
the section that graduates in March of 1985. The twernty-
three students included two foreign nationals, two Marine
Corps officers, four women naval officers and fifteen male
naval officers all with various educational and career
kack grounds.

The information that was to bLe gleaned from these
students was simply this: Bow do professors 1in the
Operations Resecrch department at the Naval Postgraduate
School differ, and in what ways are they similar in teaching
styles and methods? There were several methods available to
obtain this informaticn. Most simply, a hand written survey
with many questions ¢ .14 have been developed and handed to
each student to complete and return. The decision was made
to handle the data «collection via a computer interactive
survey in order to minimize the logistics and data manipula-
tion rroblems associated with a hand written survey. The
logistics problem was not a great problem per se, it just
meant that a hand written survey had to be distributed angd
collected with plenty of opportunity for the surveys to
become aisplaced. From a data manipulation point of view,
the data collected from a hand writtea survey would almost
certainly have to be recorded omn coumputer in order to be
able to use the results easily and gquickly. As a result,
the decision was made to attempt to collect the information

24
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[Ref. 6: p. 38]. The three types of problems that result
from wuncertainties about the covariance matrix and the
underlying causal structure are; 1) specific covariance
matrices can be created by factor models with the same
nunber of common factors but with different factor loadings;
2) specific covariance matrices can be created by factor
models with different number of common factors; 3) certaian
covariance matrices can be created by factor analytic causal
models as well as non-factor analytic causal models [Ref. 6:
p- 383

Two assumptions ccmmonly made in Zfactor analysis are the
postulate of factorial causation and the postulate of parsi-
mony. Basically, the postulate of factorial causation
requires that the researcher show that the originallv
observed variables are a linear combination of some causal
variables [Ref. 6: p- 43]. The postulate of parsimony
allows the researcher to assume a factor model with a
smaller number of factors, given that two factor models with
different numbers of £factors bhave the same covariance
structure {Ref. 6: p. U41].

G. CLUSTER AMALYSIS

A final topic used to assist in this study 1is cluster
analysis. Cluster analysis is a class of techniques that
typically place objects into groups or clusters suggested by
the data such that objects in a cluster tend to be similar
to objects in the same cluster and dissimilar to objects in
other clusters [Ref. 7]. The ¢type of cluster analysis
followed in thii study is disjoint cluster analysis whereby
objects may belong to ome and only one cluster as opposed to
hierarchical cluster analysis vhere one cluster might be
contained within another.

23
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dependent variable. The closer the value of R2 is to 0, the
more likely it 1is that the model is inappropriate in
accounting for the variation in the dependent variable. The
reasons for a low value of R2 are several. For one thing,
the relationship under investigation may not be a 1linear
one, If this is the case, linear regression modelling is no
longer a satisfactory method to use to describe the rela-
tionship. However, given that the relationship is truly a
linear relationship, the reason for a low value of R2 could
be the result of specification error. What is meant by this
is that the dependent variable for which an explanation is
sought, 1is being exrlained by an inappropriate set or an
insufficient number of independent variables.

The artwork in regression modelling as well as in alter-
native statistical mnodelling methods comes from being akle
to suggyest (or divine) the correct explanatory variables.
In this particular study, the explanatory variables used
came from current student opinion forms and suggestions from
frevious students in the Operations Research curriculum.

F. FACTOR ANALYSIS

As mentioned before, <factor analysis attempts to repre-
sent a set of observed variables in terms of a smaller set
of hypothetical variables. The hypothetical variables are
chosen to account for the covariation among the originally
observed variables. The number of common factors present
among the observed variables can be estimated from the rank
of the adjusted correlation matrix.

Difficulties in factor analysis arise when the factor
loadings are not known and have to be estimated from the
covariance or correlation matrix. The problem is that given
the correlation matrix for tae observed variables is known,
any one of many cavsal structures could have produced it

22
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It is not always possible to determine 4if the 1lccal
mipimum is also the global mipimunm, but some techniques
exist to kelp verify that this is so. For example, starting
the minimization process from several different initial
configurations and ccmparing the £inal solutions will indi-
cate if the same lccal wminimum is achieved. The firal
configuration with the best stress value is most likely the
global ainimum. There is nothing to guarantee that one will
always achieve the global minimum, but this is a common
problem typical of nop-linear optimization problems. In any
case, the configuration is only useful if in the end it
makes sense and gives insight to the experimenter [Ref. &:
p- 119].

E. BULTIPLE LINEAR REGRESSION

Once the multidimesional scaling algorithm computes the
confiquration with the lowest stress, the researcher would
like to determine the specific dimensions that underlie the
data structure. One vay to do this 1is to assume that a
linear relationship exists between a dependent variable and
several independent variables. Many linear regression
models assume that the proportion of explained variation of
the dependent variable is the sum of additive effects of
statistically significant independent variables [Ref. 5: p.
54]. Other regression models allow for interactive effects
between independent variables. The dependent variable is
said to be regressed over the independent variables. The
result of this reyression process is the coefficient of
pultiple determination, R2 . The value of R2 indicates the
apount of variation in the dependent variable explained by
the independent variables. The value of R? ranges between
0 and 1. The higher the value of R2 ,i.e., the closer it is
to 1, the better the model explains or ypredicts the

21




D. THE MULTIDINENSICNAL SCALING ALGORITHM

Since the mathematical technique for determining the
optimal configuration, and therefore optimal stress, is
somewhat complicated, only a brief description of what is
considered necessary will be described here. Suppose that t
dimensions are selected to describe a configuration of n
points. Then

(X,, ,...Iw ,.-.Xn; ,..-x,“._)

can be used to describe a particular configuration in multi-
dimensional space. For this particular configuraticen, a
specific value of stress exists. The overall objective is
tc make the stress value as small as possible. This turns
out to be a minimization protlem of nmultiple variables and
is handled by the method of steepest descent. Specifically,
the algorithm begins at an arbitrary configuration and
attenapts to improve itself by moving in the direction that
inproves or minimizes the stress value quickest. The direc-
tion of movement is Kknown as the negative gradient and can
be evaluated from the partial derivarives of the function

S=£{X,, sX.preeeXy.)
[Ref. 8: p. 118]. For exanmple,
("DS/ X“ '...'-as/ x.c 'o..,-BS/ Xng)

is the negative gradient. Once the configuration reaches
the point at which it can no longer improve in a particular
direction, the new negative gradient is calculated and the
process continues. Finally, wvhen a configuration <can no
longer proceed in any direction with iamprovement, it has
reached a local minimun. Hopefully, the local ginimum is
also the global nminimum, but this is not necessarily true
all the time.

20
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are methods, however, which help to indicate why one choice
of dimensionality would be more appropriate than others.
The most obvious of these is to compare how stress, the
goodness-of-fit nmeasure, improves as a function of dimen-
sion. One way to do this is to compute the best configura-
tion for several dimensions and create a plot of stress vs.
dimension to visually compare the results. It should be
pointed out that the more dimensions one uses to explain or
interpret the data, thke lower the stress Lecoaes. When the
nuaber of dimensions, t, exceeds the number of objects minus
one, n-1, the stress will always be zero {Ref. 2: p. 16].
What one wants to lock for is that dimension above which the
stress ihproves only slightly. If the data is good, a
noticeakle elbow will show up in the plot to indicate the
appropriate dimension. We were not so fortunate in our
present study. Figure 2.3 illustrates a stress versus
dimension plot.

Probably more than anything else, interpretability
should te considered a key criterion to use in selecting the
appropriate dimension for analysis. If it is possible to
interpret the results of an MDS configuration in two dimen-
sions more readily than in say three dimensions, even though
the stress is lovwer in three dimensions, one should consider
employing the two dimensional interpretation. A final
criterion suggested by Kruskal [Ref. 2: p. 16), depends upon
the accuracy of the data. If an independent estimate exists
to corroborate error free or near error free data, then one
is allowed to extract more dimensions than one would under
scre error prone comditions. W®hen all is said and done, the
choice of dimensionality rests largely upon the experience
of the experimenter.

18
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TABLE 1
Table of Stress VYalues According to Kruskal
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«+ 025 EXCELLENT
0.9 PERFECT
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Figure 2.2 illustrates an exaaple of what we mean by a
non-perfect match between the dissimilarity and the distance
data. Here, the deviations measured along the horizoatal
distance axis ,dﬁ + between the starred coordinates and the
circular coordinates, indicate the degree to which this
configuration does not meet the monotonicity regquireuent.
The values 3; are Jdefined to be those numbers measured fronm
the horizontal X axis that =minimize stress subject to the
constraint of monotopicity {Ref. 2: pp. 8-9].

C. DINENSIONAL REQUIREMENTS

The choice of how many dimensions are required to
completely specify the output from the amultidimensional
scaling program is certainly not intuitively obvious. There

16
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in greater than three dimensions becomes extremely difficult
for anyone trying to discover the meaning of the grcugpingys.
The stress, or goodness-of~fit measure, vwhich is described
in the next section, 1is usually expected to reveal the best
dimension for analysis.

B. GOODBESS OF PIT:THE STRESS

A performance indicator for each <choice of t is needed.
The customarily used function is known as the stress.
Stress incorporates a fitting technigue that measures the
degree of nonmonotonicity between the dissimilarities §, ,
and the distances d, . If a configuration of points
existed such that a fperfect monotone relationship prevailed
between the dissimilarity data and the distance data, thern a
perfect match would co¢ccur and the stress would be zero for
that particular dimension size and all dimensions greater.
Unfortunately, 2zero stress rarely if ever occurs naturally
in data samples. The best choice then is to determine that
confiquration of points which minimizes the stress for each
choice of dimension, t. The method used to deteramine stress
uses least squares monotonic regression, suitably normalized
to produce a non-dimensional value that indicates yoodness
of fit [BRef. 2: pp. 2-31. The lower the value of stress,
the tetter the fit. Kruskal [Ref. 2: p. 3], has been atbie
to associate a verbal description with some specific values
of stress Lased upon his experience. These values are indi-
cated in Table 1 . In almost every instance, by increasing
the number of dimensicns that describe the data, the value
of the stress decreases. However, one generally anticirates
that the amount of benefit associated with incrementing the
dimensionality is marginally imnsignificart. In other words,
a tradeoff exists between keeping the output in a lower
dimension to make interpretation easier, if the stress
improves only slightly.

15
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In this study the dissimilarity values Jh and dz; vere
assumed to be the same (symmetric matrix), and the values §
. Were ignored. This results in a partial matrix with upper
triangular or lower triangular form not inciluding +the main
diagonal, The total possible pairwise comparisons are then
n(n-1)/2.

The actual distance between professors i and j, denoted
dq ¢+ 1is calculated as a euclidian distance in the following
manner for t dimemsions

d.‘:\ = o ‘x:' -x;l )2+¢.¢ono* (x:t-xjg)z .

like the similarity/dissimilarity matrix, the end result is
and'd;; =0. We point

a matrix of distamnces such that dq =d;;
out here that although we bave specified the euclidean
distance as the method by whkich distances are computed in
the computer algoritha, it is possible to substitute non-

euclidean distances of tae forsm

- "
a (x,y)= (g;lxﬁ—yvli'r for r21.

In the field of mathematics, these l1istances are known as
Minkowski r-metrics and are true distances in the sense that
they satisfy the triangle inequality

de{x,2)< d; (x,¥7)*+3,(Ys2) -

Euclidean distances and Minkowski r-mettics share many prop-
erties, however, they do differ vhen it comes to rotating
the solution. When rotations are involved, any rigid rota-
tion .eaves euclidean distances unchanged. The only rigid
rotations that leave non-euclidean distances unchanged are
rotations that transform all permutations of coordinate axzes
into coordinate axes [Ref. 2: pp. 22-23].

Finally, the number of dimensions used to output the
final mapping is not restricted in any wvay mathematically
other than NTKN (N-1) /2. However, any visual interpretation
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judges. Each professor can be thought of as a point in
multidimensional space. If it takes t dimensions to accu-
rately describe this sultidimensional space, then the coor-
dinate describing professor x would be

x.=(x‘= '.QCX}S 'Q..x.‘)o

For n professors the coordinate system that results liooks
like

,-.-X\S geoe .X‘t)
xr=(xl_‘ ,...X'_s ,...XN‘)

xn= (XM '.-.xhs ,.-.xm) .

Thus, the entire space contains a configuration of n points
each of t components.

Each judge or student is asked to complete a survey that
requires him to provide a value corresponding to how similar
or dissipilar he perceives each pairwise combination of
professors to be. The scale used in the survey associates
the value 1 with the meaning very similar and the value of 9
with the meaning very dissimilar. In order to deteraine
rather than impose the relationships between professors, the
characteristics on which the professors are scored are not
specified at this time [Ref. 3: P 9]. The notation for
dissimilarity data in this study is Eﬁ . This value repre-
sents the perceived dissimilarity be'ween professor i and
professor j. The end result of the data collection is a
matrix of dissimilarity values for n stimuli that looks like
the fcllowing,

5. s,

. !
1‘ A X ° " 3.\.\_]5 -
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It can be seen that an ascending pattern is created between
the distances and the dissimilarities. One might even
suggest that the relationship is linear, and <could be
described by an equation of the form a+ Ex.
Multidimensional scaling methods that use a formula to
describe distance as a function of dissimilarities are kanown
as metric MDS, Metric MDS uses the numerical properties of
the proximity data to determine distances. Another aeans by
which distances are created from dissimilarity data without
using the numerical properties of the dissimilarity data is
known as nonmetric MDS. Nopmetric MDS relies totally upon
the rank ordering o¢f the dissimilarities to produce the
distance data [§ef. 3: p. 22]. One would normally expect
seall dissimilarities to correspond to small distances and
large dissimilarities ¢to correspond to large distarces.
Although this relationship is rarely a perfect one, the rank
orderings of the dissimilarity data is usually enoujgh to
create a good fit. Shepard and Kruskal [Ref. 2: p. 2], have
done a substantial amcunt of work in nonmetric MDS and this
particular method will be followed in this study.

A review of some notation might be appropriate at this
point. The n objects about which the investigator is trying
to ascertain some fundamental relationship, can really be
any set of stimuli. Por example, one might be interested in
discerning the perceived distances between political candi-
dates with hopes of discovering what issues or dirmensions
really set +them apart from each other in the minds of the
judges. or, one might be interested in discovering the
perceived distances Letween countries in order to exrplain
how some countries might react in some political or economic
situations. fFor this study, the n objects are the
professors ir the Operations Research department and we are
interested in determining what factors cause the professors
to be similar or dissimilar in the minds of a fixed set of
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department would appear, and the Jjudge would be asked to
indicate those professors from whom he had taken a course.
After selecting his own subset of professors, the judge was
asked to rate each rairwise combination of professors in
terms of similarity or dissimilarity of teaching style. I1f
the judge had observed n professors, this meant that a judge
would have to respond to at least n{(n-1)/2 prompts for this
proximity data. For this stﬁdy, the sixteen professors are
identified by using the letters A thru P. The scale
presented to the judge ranged from a value of 1 meaning very
similar to a value of 9 meaning very dissiamilar. The judges
were not limited to integer responses, but real responses
were restricted to omne decimal place. It was assumed that
the proximity scale was an interval scale meaning the
distance in similarity or dissimilarity values between say
values 2 and 3 was equal to tke distance in dissimilarity
tetween values 8 and 9.

Once all the proximity data had been collected, the
judges were then asked to score the professors with respect
to several bipolar scales. In the case where students had
taken a professor for more than one course, the student was
instructed to respond to the bipolar scales based on the
last course taught by the professor. The scales used in the
survey appear in Table 2 and were suggested by previous
Operations FPesearch students. The Lipolar scalies also
ranged in value from 1 to 9. Once each judge completed the
survey, his or her results were automatically sent to the
researchers computer disk for subsegquent evaluation.

In addition to the data collected from the computer
interactive survey, information Jathered from student
opinion forms (SOF's) were used to try to interpret charac-
teristics of the different professors. Only those student
opinion forms from those classes taught by the professors
selected in the interactive survey were considered. The
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TABLE 2
Bipolar Scales Used in the Computer Survey

1+ CLASS SIZE

2. THEQRETICAL VS. APRLIEC

3. GRADING POLICY

4. PACE OF COURSE

S. EFFORT REQUIRED CUTSIDE OF CLASS

6. COURSE RELIED UPQON PRERECUISITES

bipolar scales used in current SOF forms appear in Table 3 .
One probleama encountered in the evaluation of these forms
dealt with maintaining the purity of the control group. For
the most part, the SOF's were coapleted by the twenty-three
students in the control group. ilowever, there were some
instances where other students either from other Operations
kesearct: sections or from other curriculuas were included in
the evaluation process. The information collected from the
SOF's represented different scales upon vwhich to measure
teacher perforaance. The SOF data was originally converted
to an interval scale on a range different from the scales
used in the interactive survey. Because linear
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TABLE 3
Bipolar Scales Bsed in the SOF Foras

1. COURSE ORGANIZATION
2. TIME IN CLASS SPENT EFFECTIVELY

3. INSTRUCTOR KNOwS WHEN STUDENTS DONT*T UNODERSTANO
MATERL AL

4. DIFFICULT CONCERPTS MADE UNDERSTANDABLE

Se CONFIDENCE IN [NSTRUCTGRS KNGWLECGE [N SUBJECT

6. FELT FREE TO ASK QUESTIONS

7. INSTRUCTOR PREPAREQ FOR CLASS

B. INSTRUCTORS GCBJECTIVES MADE CLEAR

e INSTRUCTOR MMADE COURSE WCRTHwWHILE LEARNMNING EXPERIENCE
10« [NSTRUCTOR STIMULATED INTEREST [N SUEJECT AREA

11« INSTRUCTOR CARED ABOUT STUDENT PROGRESS AND DIOD mIS
SHARE [N HMELPING TC LEARN

transforaations of the form a+bx are allowed on interval
scales, the scale used for the SOF's vas changed to match
the scale used in the interactive survey. In the case of
each set of scales, a separate regression analysis and
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factor analysis was done. One key parameter we were
interested in measuring was the correlation betweer how the
judges evaluated the professors overall performance at
different times in the curriculum. SOF data was only avail-
able through the end of the summer dquarter of 1984 (the end
of the judge's sixth quarter). Since the judges coapleted
the computer survey at the beginning of the eigth quarter,
only those professors taken through the end of the sixth
guarter were evaluated. This meant that a few professors
were not included in the final evaluation.

C. OUTPUT FROA HDS

The proximity or dissimiiarity Jdata obtained from the
interactive survey was used as a direct input to a pultidi-
mensional scaling algorithm KYST, partially developed by
Kruskal [Ref. 1: p. 1]. The proximity input values for this
study appear in Appendix A. The output from the multidimen-
sional scaling program includes visual plots or spatial maps
depicting the professors positions in amultidimensionral space
projected down to two dimensions for visual display. Also
included as output are coordinates for each professor in
multidimensional space. The task that repained was to
define the variables that best explained the location of
each professor.

One method available for determining what characteris-
tics explain the orientation of the professors from the
multidimensional scaling output is multiple linear regres-
sion. The median value from each bipolar scale is regressed
over the coordirate positions of each professor. From the
stress versus dimension curve it wvas decided to concentrate
on a four dimensional interpretation, although three and
five dimensional interpretations were considered also. The
values of stress, the goodness-of-fit function, turned out
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to be 0.249 for four dimensions and 0.293 for three
dimensions. Neither of these values indicate a very good
fit according to Kruskals' own personal experience. This
large value of stress was an early indication that this
linear model might not be appropriate in explaining teacher
performance.

Figure 3.1 shows the resulting regression weights or
direction cosines corresponding to each multiple correlation
for the four dimemsional solution. The direction cosines
are regression weights normalized so that their sum of
squares equals 1.0 for every scale [Ref. 3: p. 37]. For
example, when regression weights of 0.4178, 0.895S%, -0.1508,
and -0.0026 are given to dimensions 1,2,3 apnd 4 respec-
tively, the multiple correlation between the resulting coor-
dinate positions and the respective bipolar scale is 0.581.

A bipolar scale will provide a good interpretation of a
dimension when its multiple correlation coefficient is high.
A value above .90 is desired. The values achieved in this
study were low. Values of R?2 close to 0.5 were typical.
Also a reguirement for good dimensional interpretation is a
high regression weight on the dimension it most &nearly
explains. The results obtaired from the bipolar scales used
in this study are examined in the next chapter.

" De OUTPUT FRON FACTOR ANALYSIS

Having looked at regression modelling as an approach to
interpreting dimensions, factor analysis was also considered
a possible aeans of identifying 1linear factors that would
help describe teacher performance from the data sample. The
statistical analysis package, SAS, was used to generate two
separate factor analysis outputs. One factor analysis was
coapleted for the Dbipolar scales associated with the
computer survey and another was done on the additional
bipolar scales from the SOF forus.

30




PUSITIVE POLES OF

RaATING SCALES

{DIRECT ION COSINES)

NORMAL L ZED REGRESSION COSFFICILENTS

MU T IPLE
CORRELATION

COMRPUTER BIPOLAR SCALES DI} ogr2 oim3 Oime COEFFICIENT
. CLASS S12E 0.3954  0.0190 0.9172 =0,043e .262
2 THEQRETLCAL VS, 02603 ~0.8367 =~0es40816 -0,0096 510
APBLLED
3. GRADING POLICY 03197 ~0.6784 “~0e3689 «0.5409 ALY
4, PACE OF COURSE 0.2%27 ~0.5951 “~0.4877 -=nN.586% 053
S. EFFURY REQUIRED 0.1391 ~0.9182 «0a3253 =0.197% 376
OUTSIOE QF CLASS
- 19 COURSE REL [ED=-UPIN 0.0696 -0 .305%5 -~Q0e5769 =0,7270 «501
PREREQUISITES
SCF 91POLAR SCALES 3
T COURSE ORGANTZATION 05942 Oeba74a ~Qae8223 Q.2219 «502
A, TIWE [N CLASS SPENTY 0.6435 Q6118 «-0.002% 0.4597 «593
EFFECTIVELY
Qe INSTRUCTOR KNOWS wHEN Ce9337 03301 0e0111 0.1375% «28%
STUDENTS DONT UNDER-
STAND MATERL AL
10. DIEFICULT CONCEPTS 0.8412 0.1880 ~Q.nub612 02103 ch &4
MAOE UNDERSTANDARALE
11« CONFIODENCE IN INSTRyYC- 00,2928 O.1832 0.08%9 -0.6404 « 098
TORS XKNOWLEDGE IN SyB- .
JECT
12. TELY EREE TQ ASK 0. 0872 ~0.0887 DeDB66 =-0,1238 «6 0%
QUESY [ ONS
13. INSTRUCTOR PREPARED Q.72€3 05747 =C.3012 0.2265% Y Y4
FOR CLASS
1ee INSTRUCTORS OBJECTIVES 0.4178 0.89%9 -0.1508 =0.,0026 581
MAQE CLEAR
15. INSTAUCTOR MAQE COURSE 0.706% Den218 =0.4327 =0.368a 478
4ORTHUMILE LEARNING
EXOER [ ENCE
160 INSTRUCTOR STIMULATED 0.635%2 02174 =046073 ~0.424% .298
INTEREST (N SUBJECT
ARE A
17. INSTRUCTOR CARED a®QUT 0.33t0 0.2991 -Uebla -0.,219) «532
STUQENY PROGRESS ANC
OID HMIS SHARE [N MELP~
ING TO LEARN
Figure 3.1 Regression Weights for the
Four Diaensional Solution.
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Initially, a correlation matrix was produced froum the
rav input data. Additionally, the common factors and the
factor loadings for each observed variable or bipolar scale
wvas produced. Orthogonal rotations wvere effected to produce
simple structure. A total of two common factors vere
created from the bipclar scales of the interactive survey,
and ome common factor was produced from the SOF data. The
specifics of the factor analysis output are discussed in the
next chapter.

E. OUTPUT FROH CLUSTER ANALYSIS

As a final npeasure, a disjoint gluster analysis was
performed on the NIS data. The clustering routine,
Fastclaus, was availlable from the statistical analysis
package, SAS. The number of clusters into which the grcup
of instructors were subdivided was specified ky the
researcher to range from 2 to 6. Membership in a particular
cluster was determined based upon the distance from each
professors position to the mean value of the cluster. The
output from the cluster analysis included identification of
the cluster to which each professor belonged.
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Iv. DATA ANALYSIS

A. INTENT OF THE ANALYSIS

The scope of this chapter will be to analyze the results
obtained from the completed interactive survey in the
context of multiple linear regression and stepwise regres-
sion, factor anaiysis and cluster analysis. Additionally,
information gathered from student opinion forms (SOFs), will
be evaluated in so far as what characteristics or bipolar
scales appear to have been most important in describing
students perceptions of teacher performance.

An issue that requires explanation before the analysis
begins concerns a vital assumption made dealing with the
scale of the data. Specifically, can an arkitrarily chosen
numerical scale with fixed upper and 1lower bounds enable
correct statistical inference from the data sample? In our
study, vwe provided the judges with a numerical scale ranging
in value from 1 to 9. The judges were allowed to rate each
professor in every category with respect to this scale. Ic
essence we are imposing an interval scale, with -equally
spaced intervals. let's consider a judge's response to the
guestion of grading policy. It may be that the judges can
rate the different objects, in our case professors, at best
on an ordinal scale. The Jjudge may be able to say thLat
professor A is a harder grader than is professor B, but not
how much bharder. We are assuming that the judges, +when
responding to these bipolar scales, realize that we are
infering an interval scale on their resnonses. Fe assume
that when they complete the survey, that they realize that
each integer value on the scale divides the scale into equal
intervals. We assume that a judge will rate each professor
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knowing that the distance between say a score of 3 ard 4§ is
equal to the distance between a score of 5 and 6. We find
ourselves doing this in order to follow the example of
Xruskal as closely as possible and because the statistical
methods used to evaluate the data require at least an
interval scale. Given that we are assuming an interval
scale, ve feel comfortable in transforming the iata with any
linear transformation of the form a + bx. The major point
being made here is that the researcher should keep in mind
the scale of the data when interpreting the significance of
the output.

B. WHAT DID WE LEARN FROM MDS?

As mentioned in Chapter II, multidimensional scaliny
attempts to determine the structural relationships between n
objects from a matrix or halfmatrix of proximity data. A
major result of the process is the spatial. mapping cf the rn
objects, usually projected down to the planes of each pair
of dimensions for easy visual interpretation. The final
configuration of points represents the best fit of the n
objects according to the stress criterion. Table 4 contains
the fipal configuraticns for all sixteen professors in four
dimensions.

In order to determine which dimensionality scheme best
suggests the characteristics that set the professors apart
from one another, it helps to review the spatial maps
created from the data. Appendices B and C contain the
spatial plots of the siiteen professors for four and five
dimensional solutions. Each pairwise combination of axes is
plotted against each other. This spatial orientation can
sometimes suggest from mere inspection those characteristics
that cause some professors to be more alike than others.
Fowever, ve do not usually rely upon visual inspection

34




TABLE 4
Final Conflgnratlon for the 16 Professors

4 Dlmen51ons

PROFZS SR Dive L DIM. 2 CIM. 3 DiM. 4
l. A -0.737 0.249 0.482 0.150
2. B 1.2CS 0.369 -J.517 0.172
3. C =0.355 =0.207 -0.430 0.094
4. 0 -Q0.648 -0.382 -0.063 0.566
S5« g ~0.724 =0.509 Q.314 -0.113
6. F 0.63% 0.267 0.042 -0.056
Te G ~0.70¢ -0.085 =-0.154 =Q0.416
8. H 0.45C -Q0.574 0.265 =0.279
9. ! -Qd.310 C.642 -0.306 0.434
10. J -0.252 0.364 0.312 -Q.336
11. K l1.328 =0.205 Q.197 -0.030
1z2. L -C0.922 -0.223 -0.311 =-0.370
13. M 0.772 0.391 Q.775 =-0.113
ie. M =0.047 =0.254 0.477 0.381
18. 2 -C.155 1.2C8 =J.611 -0.104
16. P 0.517 =0.693 -0.743 -0.030
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alone. Very often a plot indicating how stress imfproves as
a functicn of dimension gives the dimensional interpreta-
tion. Figure 4.1 is such a plot for the data collected in
this study. It can be seen that a one dimensional interpre-
tation yields a very high stress value of 0.463. This would
suggest that a one dimensional interpretation alone would be
inappropriate. FWe would like a noticeable elbow to occur in
the stress vs. dimemnsion plot, for this normally indicates
the most suitable level of interpretation. He observe that
this plot does not exhibit the noticeable elbow. Instead,
the slope of the curve decreases gradually and we are left
to look for other means to help determine dimensionality.

Kruskal ard Wish offer an alternate method or rule of
thusb in choosing dimensionality [Ref. 3 p. 34]. They
suggest that the number of stimulus objects minus one, in
our case fifteen, should exceed four times the dimension
chosen for interpretation. This would offer a choice of
dimension no greater than 3.7S. They caveat this statement
by saying that this rule bhas only been found to hold for
three dinensions, and that further study is needed to see if
it is approiriate for higher dimensions as well. We chose
to emphasize a four dimensional interpretation, however a
three and five dimensional interpretation were considered
also.

C. TBE USE OF REGRESSION

Once the choice of dimensionality had been made, the
next task was to determine which characteristics represented
those dimensions best, To do this, we decided, as do
Kruskal and others [Ref. 3: pp. 35-36)], to wuse multiple
linear regression as a means of clarifying this issue.
Again, we reiterate that a separate regression apalysis was
conducted for the scales used in the computer survey as well

36




It

3Z1S NOISNIMIA
v 1

(s»1709)

(cs170°¢)

(zvz'oy)

1 ¥ -

(oig°oc)

(rs€°02)

{c9%0°4)

J‘-' -
€0 z0

INIVA SS3HLS

0

Stress vs. Dimension Plot

8.1

Figure

37




as the scales obtained from the SOF forms. Specifically, we
regressed the median value of each bipolar scale over the
coordinates of each professor, and recorded a multiple
correlation coeificient. If the value of the rmrultigle
correlaticn coefficient was high, i.e., close to 1, then we
felt inclined@ to believe that this scale was important in
distinguishing professors. If the value of the multiple
correlation coefficient was low, i.e., close to 0, then that
particular scale was not perceived as being important.
Tables 5, 6 and 7 illustrate the two sets of bipolar
scales used in the study, the corresponding normalized
regression weights or direction cosines, and the multiple
correlation coefficients associated with each scale for
dimensions 3, U4 amd S. It can be seen that for the most
part, the multiple correlation coefficients hover near 0.5
and typically 1increase as the the dimension increases.
Figure 4.2 depicts the changes in the amultiple correlation
coefficient for each bipolar scale as the dimension for
intergretation changes. In the table, bipolar scales 1 thru
6 refer to the scales from the computer survey and bipolar
scales 7 thru 17 refer to those scales from the SOF form.
Since none of the scales exhibited truly high correla-
tion coefficients, we chose those that had the highest
values and used them to interpret the dimensions in our
study. The regression analysis on the computer survey
Scales suggested that these scales were inappropriate indi-
cators for this set of judges. For the four dimernsional
analysis, we see that the bipolar scales ‘'theoretical vs.
applied course' and ‘'course relied upon prerequisites' have
the highest correlation coefficients for that group of
scales. Specifically, the correlation coefficients are .510
and .501 respectively. The scale 'applied vs. theoretical
course' loads heavily on dimension 2 with a rnormalized
regression weight of -0.8367. Tkus, it would seem that the
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TABLE S

sion Weights and Multiple Correlation.
Coefgggggits for tge Bipolar Scages in 3 Dimensions

PISITIVE or 25 F

r MORMALIZED 2EGAESSTION CCERFICIZNTS
RATING SCALES {(DIRECTICMH CGIINRS] AULTIPL®
. CORRTLATION
CCMPUTER BIPCUAR SCALSTS JIML D112 DIM3 ClEFFICIZwT
le CLASS 53712% -0.3830 0.0124 3.7237 <245
2. THECRETIZAL VS. =0.2537 =CaT4bl =Q.8144 «557
APPLIED
3« GRACINMG PILICY ~0.3794 -=C.0005 =~(C.7039 «313
4. PACT OF COURSE =0.2970 ~C.5141 =0.4047 «338
5. SFFCRT_2AFZLIRE] =01553 =0.7963 ~Q.53866 «313
QUTSIDE 37 CLa3S
6. CNURSE ITLIED=yPCM -0.0859 =C.3056 =~0.9483 «329
PRLREQUT S1TEs :
SCF BIPCLAN SCALZS
7+ CQURSE APGANIZATION ~J.8138 Ca7432 =0.2731 076
8es TIME IM CLASS sSPENT -0.T417 C.56238 02464 «%28
SFFECTIVELY
9. INSTRUCTOA KHNOWS WHEN =04 9032 J.4038 0.1098 «235
STUCENT 3 JGNT UNCER -
STatD 4aTERIAL
1Ce DJIFFICULTY COMNERTS -0.49633 0e2921 =0.4115 Y
MAOE JNOERSTANOARLE
Lls CONFIDE“CE IN ~-Q.2873 C.0078 0.9577 376
INSTRUC TGS KMGBWLENGT
Tis SUBJEC™
L2. FELT SES TO ASK =Je 7975 =(.d345 C.d61l4 « 394
QUESTINNS .
13. INSTRUCTCR PREPARTE -Je 7507 Ca8372 ~=C.l461l «Q7
FCR ClASS
14, INSTRUCTZRSI DBJEC- “Qe b0k Ce3983 Tella2 «503
TIVES MADE CLEAR
LS. IMSTRUC TQR MADE -J. 7098 C.5354 =Q.3918 %63
CCURSE wiRThwHILE
SARNING SXPERIZNCE
L6 INSTWECTOR STIMULATRD =Q.5470 Ce3921 -0.0539 «289
IMTEREST [N SUBJECT
ARZ A
17+ INSTRWCTCA CaREC -0.3042 Gev645 =C.3707 «527
ABOUT STUCINT 2RrnGreEss
AM3 CID wiS JHARE N
HELPING T3 LEAQM
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whom the workload was a concerrn to the judges. Professors
B, H, K, 1, and P all have high median factor scores with
respect to this common factor. Factor 2 might regresenr a
composite effect between the scales 'class size' and ‘'couirse
relied upon prerequisites’. Professors B, I and N had high
factor scores with respect to this indicator. Factor 3
encompasses a general student-professor interaction effect.
Most c¢f the professors had the same spread of factor scores
except for professor K. Here the judges exhibited a higher

level of controversy for this characteristic,

E. RESULTS OF CLUSTER ANALYSIS

A final means of looking at the groupings of preofessors
focused on a cluster analysis. In this technigue,
professors who were [fperceived to be similar to one another
were grouped together in the same cluster. Other professors
were likewise grouped in other disjoint clusters so that no
professor belonged to more than one cluster. The fprofessors
were assigned to «clusters based upot their interpoint
distance from the cluster means. An initial cluster seed is
selected and the iterative process continues uptil the
ckservations become stable, 1i.e., each observation settles
down into a steady state ciuster. It remains Ior the
researcher to decide upon the number of clusters that Ltest
describe the groupings of professors. One strategy that was
employed in determining the appropriate numker of clusters
resulted from interviews with the students. Tables 13 and
14 display the clusters to which each professor bhelonged
from the four and five dimensional solutions.




TABLE 12
Table of Pactor Anmalysis Results on SOF Data

SCFI32COURSE ORGANIZATICN

SOF2=T[ME [N CLASS SPENT EFFACTIVELY

SOF 3= INSTRUCTOR XKNOWS #rEn STLOENTS OONT UNCERSTAND MATEQL AL

SOFezDIFF [CULT CONCEDTS MAQE UNCERSTANDABLE

SOFS=CONF [DENCE N INSTRUCTORS KNOWLEDGE (N SUBJECT

SOFE=FELT FREE TO aSx QUEST!IAONS

SUF 7= INSTRUCTCR DRERARFD FOR CLASS

SOFS8=INSTRUCTURS OB JECTIVES MADE CLEAW

SOFQa [NSTRULCTOR VADE COURSE w@RTHwRHILE LEARNING EXPER(ENCE

SOFLO0=INSTRUCTOR STIMULATED INTEREST [N SUBJECT aREas

SCFRLIISINSTRUCTOR CARFD aBCUT STLDENT PRQGRESS ANOD O(D M(S SHARE
HELRING TO LEAAaN

CAQRRELATION MafRIX

In

SOF\ SOF2 SOF3 SCFa SOFS SgFe SCF?7 sSQF3 SOF9  SOFLO SOF 1L

SOF 1 100 0.70 0.60 0.68 0.42 0.49 0,68 0.63 0.69 0.57
SCF2Z Q.70 1.00 0462 0.67 0,603 0.23 0.60 0.959 0.70 Q.59
SOF ) 0.60 0.62 1400 072 0432 0.%6 Q0,538 0.9%92 Q.86 4.57
SCFuw 0,68 0.67 0a.72 1.0¢ 3J.43 0.59 0,62 0.%5 0.7”0 0.%8
SOFS 0,42 0443 Q.42 0.43 Le00 Q.37 0.88 0.35 Q.50 0. 34
SAF6 0.89 0,43 0.58 0.55 Q.37 1.00 0,57 O.06 0.5 Qeab
SGF? 0.63 92.60 0453 0,62 0.48 0.57 1t.00 0457 Q.63 0.55
SOFd 0,69 N.59 (052 0.55 0,35 0O.4a 0.57 1.00 Q.60 GC.50
SOF9 0.69 0470 0460 070 0,50 0853 0G.62 0.60 1.00 0O.7a
SOF 10 0,57 0.59 0.957 0.5d 0.4 0.46 0.%50 0.30 0Q.7a t.00
SOFLI1 0.86% 0,60 0.72 0.7y 0,486 Q.61 0.66 0.%8 0.7Q 0.53

FACTOR PATTERN 3 EIGENVALUES OF THE CORKELATION MATRIX
£ TOTaL= {1.00000 AVERAGE= 1.00000
FACTOR 1 s
s 1 2 3
SOF 0.83906 3 EIGENVALUE 6.75680.72%00.57860.592y
¥ OIFFERENCE 5.0718 Qegaba Qd.0858 Q
SarF 2 0.a80779 ¢ PROPCRYION 0.0179 U689 d.0617 Q
3 CUMULATIVE 0.6179 0.6838 0. 7455 ]
SAQF3 0.41009 3
L] E) 5 ?
S5CFa 0.36420 3 ELGENVALUE 0.4886 J.3802 0.3a30 Q
& OIFFERENCE d.1C21t Je6 32 0.0568 Q
SGFS 059563 & PQAPGCRTION C.Na84 Q3351 Q.0312 [¢]
S CUMUYLATIVE 0.3438 Y«a37839 QeI 0L 0
SCF6 0.0A709 &
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TABLE 11

Table of Factor Analysis Results on Survey Data
SCALE 1= CLASS SIZ€S
SCALE 2= A9PLIED vS. THECRETICAL COURSE
SCALE 32 WwRADING SOLICY
SCALE = PACE CF COURSE
SCALE S: EFFORT REQUINEC QUTSIDE CLASS
SCALE /3 CCOURSE RELIED LPCN ORERECUISITES
CORRELATION VATRIx
SCALE 1 SCALE 2 sCaLe 3 SCALE « SCALE 5 SCatc o
SCALE I 1.0000 -9.1327 2.1800 0.3€67 0.0459 -0.2815
scaLs * -0.1327 t.0c00 n.3110 0.2€71 2.1911 0.2753
SCaLE 1 0.1800 0.3110 12000 0.512¢« s ¥ So X 0.3357
SCALE a N.06a7? Ne2671 0.5124 1.0C00 0.5251 00,4924
SCaLE 8 Q.0665 0.1931 Na.5104 0.57S1 t.0000 0.5040Q
sCaLsE & =~0.2819 D.2762 N.3357 0.a062¢8 0.5040 1.9000
FACTOR PATTESRN
NQ WOTATION QR TROGONAL 0TATION
FACTCR FaCcTNR 2 FaCTOR | FaCTQR 2
scaLz 1 -0.02155 0.71926 0.24550 0.3561a
ScaLs 2 JaasS19 -0,30547 0.37%4a -0.43299
SCaLE 3 De?760871 0.22861 0.82%05H QeNob12
SCALE 4 Ne30asS3 0.110986 Q.RQ215 -Ne12K97
SCALE S N.82597T Q013145 033442 -04798473
scaLs 6 Q.7201% -n.al122 3.56349 -0.60620
CLGENVALUYES OF THE CORRELATICON MATR([X: TAQTAL=5.00000 AVEQAGE =1 .30000
1 2 3 . 5 6
SIGENVALUE 2:03006 Le2437 Q.«dl61 G.a343 Q.»032 Q0.32383
OLFFS RENCE Lew 347 Qeal136 Q.3379 Ced952 Jed 769
BROFIAT [ON O.aar’a 0.2087 0+1393 Ce0331 3.05672 0+05a7
CUMULAT[VE Dswa?o 0+.0557 0.7950 Ge27d1 Qedas] 10000
-
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separate factor analyses were conducted, one or each set of
bipolar scales. Each will be discussed separately.

The factor analysis conducted on the six bipolar scales
used in the computer survey yielded the results shown in
Table 11 . In addition to the correlation matrix, the unro-
tated factor 1loadings and the orthogonally rotated factor
loadings appear in the table. Variables with factor load-
ings that are close numerically suggest a common interaction
Or measure. It seems as though two common factors are
present in the six variables based upon the factor loadings.
The first factor explains 44 percent of the variation in the
data. This factor seems to combine the affect of 'grading
policy*, teffort reguired outside class!?, and 'pace of
course'. The second factor appears to be a composite effect
of 'class size' and ‘course relied upon prereguisites'. The
scale ‘'class size' has a high positive factor 1loading
whereas the scale ‘course relied upon preregquisites' has a
fairly high negative loading. This would seem to make sense
since those classes taken early in the curriculum tended to
be large and the earlier courses did not usually require a
significant amount of prerequisite courses.

The results of the factor analysis on the SOF data
yielded the correlation matrix and factor loadings in Table
12 . From this factor analysis, we see that only one comnon
factor accounts for the variance in tke data. This is
reasonable since most of the bipolar scales from the SOF
forms are highly correlated. This factor could describe the
student-professor interaction effect discussed earlier.

Figures 4.3, 4.4, 4.5 illustrate boxplots of factor
scores for each professor for all three factors. Factor 1
again is an indicator of the cosmbired effect of 'grading
policy', ‘'pace of courset, and 'effort required outside
class'. It might be condensed into a general workload index
with a high factor score indicating those professors for
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TABLE 10

Table of Values for BR2 Due to High Multicollinearity

A CHECK FQR MUTICOLLINEARITY ANCNG [NODEPENDENT vaARTABLES RESULTED

FALLOWING VALUES QF R-SCUARED.
CQVYPUTER BIPALAR SCALES
ODECENDENT vAQ(ABLE
333333TITTTITTIITEI

CLASS SIZE

THEQRETICAL Vi. APPLIED
GRADING POL!ICY

OACE UF COQURSE

EFFORY REQUIRED QUTSIDE CLASS

CQURSE RELIED UPON PREREQUISITES

RESULTING R-35CUARED

TT=SITaI=s; =z S=====

0.526
Q.26S
Q.9%1
0.978
0.826
G.391

IN TwE

FTLVLTSIYTLTVEIETIT SOV IBSLH TSIV ST TA TRV IVITT [ ELSTLSSTSEAYI I AT AT TD

SOF 3 IPOLAR SCALES

DEOENQENT VAR{ABLE
ITSITSITIIZITZI=TIIS

COURSE ORGANT ZATION

TIME [N CLASS SPENT EFFECTIVELY

INSTRUCTOR XKNQWS WwHEN STUBENTS CON'T
UNOERSTAND MATERI[AL

DIFFICULT CONCEPTS MAQE UNDERSTANOABLE

CONFIDENCE [N INSTRUCTORS XNQWLEDGE IN
SUBJECT

FELT FREE TO ASK QUESTICNS
INSTRUCTOR PREPARED FOR CLASS
INSTRUCTORS QBJECTIVES MACE CLEAR
INSTRYCTOR MAOE COURSE «ORTHMwH{LE
LEAANING EXPERIENCE

INSTRUCTNR STIMULATED [NTEREST (N
SUBJECT AREA

INSTARUCTOR CARED ABOUT STUDENT
PROQGRESS AnO OID H1S SHARE IN
HELP ING TO LEARN

RESULTING R-SCUARED
0.961
0.9al

0.90%

G.547
0.762

Q.91
Q.9413
0.848
0.986

0.930

0.980
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TABLE 9
Output from Stepwise Regression Procedare

RESULFS FRNM STEPWISE REGRESSION OF BIPOLAR SCALES FROM [NTERACTIVE
SLAVEY ON INSTRUCTOR QVERALL RPERFQORMANCE.

X JF

ORDER (N wMICH VARIABLE REGHESSICN STANCARD T=vALUE VAR{ATION
EMTERED THE MODEL COEFFICIENT EARAR EXPL A[NED
THEQRETICAL VS. APPLIED Qe214 Ge267 G.Sas 0.064
GRADING POLICY ~QeS517 L.401 ~0.J68 0.016
EXFORT REQUIRED QUTSIDE 0.43% Q.87 ~0.7%0 0.02s
CLASS

PACEZ OF COURSE 24392 3.22%5 Q762 0.012
COURSE RELIED UPON PRE~ ~0.483 0. 24a -0.573 0.041
REQUISITES

CLASS SIZE N.028 G, e9S 0.082 0.00t

VIS IH IS ATUIVITI VLS IILA OV ST IVYTL IS IIVATZIIC ISAISIALSHALSTASLIIS TS

X QF INSTRUCTOR (OVEQALL FERFORANMANCE EXPLAIANED BY SCALES 0.138

o TRIFTAIV IS VS IVVIAT ISV IV AIVIAS L] B E ]

RESUL TS FRUM STEPVWISE REGRESSICN OF AIPOLAR SCALES FRCM SOF FORMS
ON INSTRUCTOR OVERALL FERFORAMANCE

X OF
QROER IN WwHICHM VARLIABLE AEGRESSIAON STaNDanO T=VALUE VARIATIQON
ENTERED TWE MQOEL COEFFICTIENT ERROK EXPLALNED
CAQURSE OCRGANT ZATION 1070 Q.all 2.6uU5 0.737
INSTRUCTOR XNOWS WwHEN 1234 Q0e22s S.498 0.067

STUOENTS UNOCERSTAND

MATER[AL.

FELT FREE TO ASK QUES- -{ 819 0.339 -%.363 0,036
T{ONS

CONIDENCE IN [NSTRUCTCRS 2.062 Qeas0 8,891 0,031
KNDWL.EDGE IN SUBJECT .

INSTRUCTQR STIMULATED [N- ~0.41lS Qe.ald 0996 0.01%5
TEIEST (N SURJECT AREA

TTWE IN CLASS SPENT EFFEC- «~1.000 Q.3%0 -2.859 0,031
TIVELY

INSTRUCTQR CARED ABOUT STU- 1.539 0.629 FIY Y Y 0.020
OENT PAQGRESS AND DID ™IS

SHARE [N HMELPING TO LEARN

INSTRUCTQOR MYADE COURSE -l 799 Q.79 -2.0641 0.033
WORTHWMILE LEARNING .

EXPER ENCE

INSTRUCTOR PREPARED FOR 0.679 0.40Q0 1+.696 0.004
CLASS

DIFFICULT CONCEPTS MaAOE 0.57% Qe2340 169t a.01 1
UNDERSTANDABLE

INSTRUCTORS QBJECTIVES vaO0E g.107 Q.227 Q.a70 G.001
CLEAR

202 TV TS ACALL IV AVTLTL ST AS YIS S TAAIILAR VIRV ITCALMEVVIVASSVSRTYEB A
X QF INSTRUCTOR QVERALL FERFORMANCE EXPLAINED 8Y SCF SCALES 0.986
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multicollineatity. Multicollinearity simply means thkat one
or more so called independent variables are highly ccrre-
lated with another independent variable or is a linear
combination of a number of the independent variables. The
problem with high multicollinearity is that the estimates
for the regression ccefficients become unreliatle from one
sanplé to the next. Our confidence in our ability to deter-
mine the effect of an independent variable withers. To show
tkat high multicollinearity exists, we need to regress each
independent variable over all the other independent vari-
ables to see if any are a linear combination of the others.
Table 10 shows the values of R2 obtained by regressing each
independent variable over the others for both models.

Several options are available when confronted with high
multicollinearity as we were ip this study. One solution is
to increase the sample size. This turned out not to be a
useful alternative since our sample size was fixed. Ancther
strategy is to comkine several variables that are highly
correlated into a single indicator as 1long as it nmakes
sense. This is possible for several scales on the SOF fora
which are highly correlated. A third alternative is to
discard those variables which are linear combinations of the
others and are the cause for the high muiticollinearity.
After discarding the offending variables, a new regressior
equation can be created and a check for statistical signifi-
cance made anew.

D. RESULTS OF FACTOR ABALYSIS

Factor analysis supposes that some common factors
smaller in number than the originally observed variables,
account for the covariation of the originally observed vari-
ables. Factor analysis assumes a linear causal relationskip
sizilar to linear regression analysis. For this study, two
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TABLE 8

Median Valames of Overall Teaching Performance for the
Sixteen ProfessSors

P FOLLOWI NG SCTIRES FOR QVERALL PEAFOR:
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Stepwise regressicn was utilzed ia order to determine
which scales or independent variables explained the greatest
proportion of variance in teacher performance. The APL
function STREG, was used to compute the order in whick the
independent variables were to enter into the regression
model. The output from STREG is displayed in Table 9 for
both the six scales asked in the computer survey as well as
the scales from the SOF forms. The output indicates the
order in which the variables entered the model, the coeffi-
cients associated with each independent variable, the stan-
dard error associated with each coefficient, the
corresponding t-value and the proportion of the variation of
the dependent variable accounted for by the independent
variatle. We see that the coefficient of multiple deterni-
nation, R2, 1is low for the six bipolar scales used in the
computer survey. In all, these scales account for only 13.8
petcent of the variation in the depenient variable, overall
instructor performance. However, the stepwise regression
rerformed on the eleven bipolar scales from the SOF forms
indicate a coefficient of multiple determination of .986.
This set of scales explains more of the variation in the
judges responses to overall instructor performance than does
the previous set of scales, In particular, ‘course organi-
zation' appears to have a significant impact on students
percertion of teacher performance since it accounts for over
73 percent of the variation alone.

One problea that concerned us dealt with the fact that
for the SOF data, even with a value of R2 equal to .986,
most of the independent variables were statistically imnsig-
nificant. 2ven the scale ‘course organization', which
accounted {or 73 jpercent of the variation in overall
performance , proved to be statistically insignificant at
the 0.05 level. A high wvalue of R2 and statistically
insignificant variables usually is symptomatic of high
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TABLE 7

egression Weights and Multiple Correlation
Coeff1 ients for the Bipolar Scales in 5 Dimensioas

POSITLVE POLES NORMAL | ZED R
CFE RATING SCALES ICIRE

COMPUTEA B8IPOLAR SCALES

GRESSINN CQEFFICIENTS YULT IPLE
TION CNSINES) CCIPELATION
CAeFF ICTENT

3
<

Clmy Din2 cimd 1 Mma D13
le CLASS SI1ZT D259 ~JeuUhLS oINS TV [ ~Jetula -0.6250 sats
¢ THEDRETICAL 0.1920 ~0.5889 =0,6¢2> 0.3%%3 0.5372 .,578
VSe. ASPLIEC
Je GRADING POLICY 0.2073 ~Q.5519 -0.3cN9 -0.,3502 -0.h% 33 -1 0]
&, PALE OF CDURSE 0.1653 ~0.43d7 =0,8¢735 =~D.,0840 =3,7126 5%
S. ERFORT REAUIREY 00086 <G,5312 =0.2543 «0,e173 =0,.5712 774
UUTSIDE CLASS
€. COURSE RELIED F0ubi ~0e 354 ~0.6669 OellusS «0.6429 Y- 11¢]
UPON ORENELUISITES
SUF 9IPOLAR SCALES
7. COURSE OR%GAN=- 0.5623 Ce570%8 =0.8971 =0.23793 =0.1373 .53

LZarian
Ae. TIME v CLASS SPENT  0.547¢ Q5644 =0.2139 <~0.3940 90,0393 «Sle
EFFECTIVELY

De INSTRUCTOR xNNWS J.2279 Ve 1894 =0,7Q33 ~3.3379 ~0.2971 + 321
wHEN STULENTS DONT
UNDZRSTAND WATEO AL

(0.OIFFICULT CNNCEDTS 0.3a5y Ve08Q9 =-1,%0%4 =y.a831 -0.6011 025
MADE UNNDERSTANGARLE

11, CONFINEMCSE IN O0.7193 UedJall N.e527 Je3829 -0.7333 2098
INSTRUCTURS
KNOWLEQGE I[N
SUyJeCT .

12.FELT FAge 1O 0.%480 =G.16U08 20,2297 «GeallN =9,%743 537

ASK QUESTIUNS

13.INSTHUCTOF PREPARED O.T14U G.0928 ~0,8223 ~0.2308 =0,1u2% se?3
FOR CLASS

16,INSTRUCTIORPS D2JEC~ e Y'Y P9 Ced3517 ~Q. 2985 =y.0272 =0,1¢85 * S
TIVvES MAUE CLEaR

19 INSTRUCTUQ “aDe O.85%a3 0.314% ~0.5z40 ~0elHeI -0.6163 «52¢
COURSE wWUW ImdmLE

LEARNING SxPERIENCE

10, INSTRUCTIR ST My~ 0.+5d04 Qel206 ~C.63 G.4n32 =0,1123 R
LATEY IMIEIEST IN

SUGJECT aLgaASUB~-

17.INSTRUCTUO CaleD NeB75a Ue 1565 ~0.,6400 =~Q.1634 =-0.32901 ,613%
ANQUT STUDENT PAU-
GHESS ANV OIL miIS
SMARE [n HMELRPING TU
LEARN
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felt free to ask guestions; 4)instructor made course a
vorthwhile learning experience and 5) instructor cared about
student progress and did his share in helping to learn.
Dimension 2 seems to describe information concerning how
instructors are perceived as being organized or prepared for
their course. The scales with high multiple correlation
coefficients that 1load heavily upon this dimension are 1)
course organizatioan; 2)time imn class spent effectively and
3) instructors objectives are made clear.

In addition to the bipolar scales used for the interac-
tive survey and the SOF forms, each judge was asked to
provide a rating of overall teaching performance for each
professor. The median values for each professor were
obtained and are tabulated in Table 8 . Although we have
kept the analysis of the interactive survey separate from
the SOF data, we were interested in the correlation Letveern
professor's overall performance judged on two separate
occaisions. The first occaision occurred when the judge
comnpleted the SOF form for the course taught by the
professor. The second occaision was in corjunction with the
interactive survey. The correlation between ratings of
overall performance for the professors was .58, 1lower than
expected. Suggestions as to why this correlation is low
include the effect of tine. Judges may be less able to
evaluate a particular instructors overall performance as
time goes by. Also, students may change their opinionms of
teachers overall performance after having seen a professor
teach a variety of different classes. Fur example, a
student who enjoys applied courses aight rate a professor
differently after having had him for a Stochastics Models
course than he would for say an applied course like Test and
Evaluation. In any event, we did expect the correlation on
overall rerformance to be higher than it turned out to te.
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TABLE 6
Regression Weights and Multiple Correlation

Coefficients for tge Bipolar Scales in & Dimensions

POSITIVE POLES QF MGRMALIZED QEGRESSION COEFEICIENTS

RATING SCALES (DIRECTION COSINES) rQHSIEQ#ic“

CCMPUTER BIPOLAR SCALES DML D12 DINM3 OIM6 C€ISFEICIERT

L. CLASS SIZE 0.3954  3.0190  0.9172 -0.0434 e262

2. THEORETICAL VS. 0.2603 -C.8367 -0Q.481l6 =-0.0096 .510
APPLIED

3. GRADING PCLICY 0.3197 -0.6784 =-0.3689 =0.5489 2414

4. PACE JF COURSE 0.2527 =C.5951 =-0.4877 -3.3865 0453

« EFFCRT REQU!P.ED 0.1391  -=0.9142 -0.3253 =0.1975 «376

JUTSIDE 07 CLASS

6. COURSE RELIRD-PCN 0.3696 =0.3655 ~0.5769 ~0.7270 «501
PREREQUI STTES

SOF BIPGLAR SZAL:S

T« COURSE QRGANTZAT ION 045942 Qe 6474 =0.4223 Q.2219 «562

8. TIME IN CLASS SPZNT 046435  C.6Ll18 -0.0025 0Q.4597 .493
EFFECTIVELY

9. INSTRALTOX KNDWS WHEN 0.9337  £.3301  0.0113  Q.L375 «285
STUDENMT 5 aGKT UNCER-
STANC MATERTAL

1C. ZIFFICULT CONCEPTS 048412  €.1830 =0.4612 0.2103 VA
MLDE UMOERSTANGAELE

Li. COMEIDRMCE IN INSTAUC~ 0.2928  C.1332  Q.4859 ~Q.6404 095
TCRS KNOWLEEGE TN V8-
JECT

12. FELT RREE TQ A3K 09872 ~C.0837 Q.J466 ~0.1238 «405
QUE STIONS . ‘

13. INSTRUCTOR PREPARED 0.7263  0.5747 =-Q.3012 0.2265 b4l
FCR CLASS

14. IMSTRUCTCRS QBJECTIVES 0.4178  (.8959 -C.1508 -0.93026 .581
“ADE CLEAQ

15. INSTRUCTIR nioE GQURSZ 2.7065  C.4218 -0.4327 -0.3684 .478
WORTHWHILZ LZASMING
EXPERIENCE

lé. IMSTAULTOR STIMULATED 0.6352  (.2174 -0.6073 ~0.4245 «293
INTEREST [N SUBJECT
AREA

17. INSTRUCTOR CARZO A3QUT 048310  0.2991 -0.4143 -0.2193 «532
STUCENT 33ICGREES NG
01D HIS SHARE 1IN Melp-
NS 1o LEraN
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fact that a course was perceived as being theoretical or
arplied most closely describes the effect of the professors
ultimate positioning with respect to dimension 2, Likewise,
the scale ‘'course relied upon prerequisites! loads heavily
on dimension 4 with a regression weight of -0.7270. This
appears to suggest that dimension 4 is most nearly explained
by how the judges fperceived how each course relied upon
other prerequisite courses. The regression weights have a
geometrical interpretation as the cosine of the angle
between the dimension upon which it loads, and the associ-
ated scale. Unfortunately, the tvwo scales with the next
highest multiple correlation coefficients, ‘pace of course'
and ‘grading policy', 1ioad heavily upon dimensions 2 and 4
as well. They probably contribute to the explanation of
those dimensions also. Not one of the scales with a high
multiple correlation coefficient loads heavily upon dimern-
sions 1 or 3. These dimensions are left unexplained and new
scales are needed to deteraine an appropriate explaratiorn.

A similar analysis was conducted for the bipolar scales
used in the SOF foras. Here +the scales with the highest
maltiple correlation coefficients were 1) instructors objec-
tives made clear; 2) instructor cared about student progress
and did his share in helping to learn; 3) course organiza-
tion and 4) time in class spent effectively. Again, the
same problem occurred here as in the amalysis of the
previous set of scales. Almost all those scales with the
highest multiple correlation coefficients load heavily on
only two of the four dimensions, namely dimension 1 and 2.
Dimension 1 appears to convey information about how each
frofessor cares or interacts with his students on a personal
level. The bipolar scales witk high multiple correlation
coefficients that 1lcad heavily on this dimension are, 1)
instructor knows when students don't understand the
material; 2) difficult concepts were made understandable; 3)
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TABLE 14
Table of Clusters for Pive Dimemsional Solution
GRQUP INGS OF PROFESSORS FOR CLUSTEWR SIZES 2 THRU 6
USING A FIVE DIMENSIONAL SQALUTION
CLUSTER CLUSTER CLUSTER CLUSTER CLUSTER
SL2E=2 SIZE=} SIZE=a STLE=S Sl Z2E =0
oRQs, CLUS. PRQF . CLuUS. PROF. CLusS. PROF . CLUS. OROF . cLuUS
i A 1 4 1 L 1 t 1 € 1
' 1 o] i ~ 1 a 3 - ]
[»] 1 € i < t a 2 ) 2
i € t G A . t x 2 3 2
\ G 1 L 1 n 1 c 3 c 3
{ 1 -4 1 -] 2 [ 3 e 3
J 1 A 2 P 2 1 - L] LY
L 1 t 2 { 3 o L3 A S
N 1 9 2 3} 3 - - 0 -
8 2 ] 2 A L3 L S € S
F 2 a 3 C Ly 2] S G S
: ] 2 F 3 c L3 E S ) -1
x 2 ] 3l € L3 G -] [ S
L L] 2 L 3 G . 2 -] ~ S
g 2 - 3 J o L S H ]
1] 2 ~N 3 .L LY N S a 6
\
}
58
£
~ T T o

-




V. SUMMARY OF RESULTS

A. REVIEW OF THE ESSENTIAL ITENS

The purpose of this study was -to uncover information
about students percerptions of teacher performance from data
gathered via a computer interactive survey and SOF feras.
The «contrcl group for the interactive survey was the
Operations Research section graduating in March of 1985.
The data consisted of proximity information, how similar or
dissimilar professors were perceived as being, and rankings
on bipolar scales. Bipolar scales were chosen from SOF
forms and suggestions from previous Operations Research
students. Separate analyses were conducted on both sets of
scales. The level of the data was assumed to be interval
scale in order to utilize the statistical methods. involved
in the analysis.

Multidimensional scaling was used as the primary means
of evaluating characteristic differences among professors.
A nmonotone relationship among similarity data was the
primary constraint used in determining a final spatial
mapping of professors coordinate positions in wmultidimen-
sional space. The goodness-of-fit criterion used to measure
the degree to which the data conformed to the monotonicity
requirement is known as stress. In essence, a value of
stress between .05 and .1 would indicate a very good fit.
Unfortunately, the stress value associated with a four
dimensional interpretation of our data was .242, indicating
a less than good fit. Other methods helped juide the choice
of dimensionality.

Aside from visual inspection of the spatial mappings,
multiple linear regression analysis was used to determine
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the most important characteristics that appeared to set the
professors apart Ifrom one another. This was done by
rejressing the median values of the bipolar scales over the
coordinate positions of each professor in four space,
obtained by the MDS program, KYST. The choice of the most
important characteristics follows from the bipolar scales
with high multiple correlation coefficients. The multirle
correlation coefficients associated with all bipolar scales
were lowver than what was hoped for. The correlation coeffi-
cients were typically around .5. For those characteristics
deemed important, high regression weights determined exactly
which dimension the associated scale most nearly repre-
sented. For the bipolar scales used ir the interactive
survey, the scales ‘applied vs theoretical course' and
tcourse relied upon prerequisites' proved to have the
highest correlation coefficients. These scales most nearly
explained dimensions 2 and 4. The other two dimensions were
more difficult ¢to explain since no scéle with a Ligh
multiple correlation coefficient loaded heavily on thea.

For the set of scales obtained from the SOF forms, a
similar result occurred with the scales having high multijle
correlaticn coefficients loading heavily on only two dimen-
sions. The scales with the highest correlation coefficients
here were 1) 1instructors objectives made clear, and 2)
instructor cared about student progress and did his share in
helping to learn. There seemed to be two indicators coming
from the SOF foras. One indicator seemed to focus on
instructor organization and preparation. The other irndi-
cator involved a student-instructor interaction effect.
Basically, how did the judges perceive the instructor as
caring atout the students progress in the course? This
effect seemed to be corroborated in the factor analysis.

In addition to the bipolar scales, students were asked
to rate the professors on an overall performance scalé.

60




Multiple and stepwise regression efforts were done using the
overall rerformance evaluations obtained from the SOF forms
and at a later date coincident with taking the conmfuter
survey. The impportant information gleaned frow the regres-
sion analysis suggested that the six bipolar scales used in
the computer survey did a poor job in explaining students®
pecceptions of instuctor overall performance. The coeffi-
cient of multiple determination for the regression model was
a mere .138. Stepwise regression analysis indicated that
the scale ‘applied vs. theoretical course' accounted for
most of the variation in the dependent variable, overall
performance, for its set of scales. Thus, it would seen
that whether students perceived a course taugkt by a
professor as being applied or theoretical had a more siganif-
icant bearing on the overall performance of the professor
than the other scales in that set. 1In any case, none of the
scales proved to be statistically significant at the .05
level.

The stepwise regression performed on the SCF data
yielded a coefficient of multiple determination, E2 , of
.986. This rather high value of K2 seemed to suggest that
the scales used in the SOr forms more nearly explain the
variation ir overall performance than do the scales used in
the computer survey. ‘Course organization' accounted for 74
percent of the explained variation. Even with this high
value of R2 , most of the coefficients of the independent
variaktles turned out to be statistically insignificant at
the .05 level. This indicated that hig4h multicollinearity
existed among the scales. A check for multicollinearity
proved positive in both sets of scales. Bach independent
variakle was regressed over the other independent variables
and high values of R2 resulted. The @nmulticollinearity
problem suggested that a number of the scales, particulariy
on the SOF forms, be combined into one scale or measure.
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In addition to regression analysis, a factor analysis
‘was done on both sets of scales and three separate factors
were obtained. Pactor 1 was composed of the three scales,
tgrading policy?!, ‘'effort required outside class' and 'pace
of course'. Apparently, the judges found these scales to
interact consistently. Factor 2 appeared to describe a
composite effect between ‘*class size' and f'course relied
upon rreregquisites®, The factor 1loading was positive on
'‘class size' and negative on 'course relied upon prerequi-
sites'. One might infer that the larger the class size, the
less thkat course was perceived as requiring prerequisite
courses in Operations Kesearch. This appeared to Le true
since most of the larger classes occurred in the beginning
of the curriculun. Factor 3 seemed to describe a student-
professor interaction effect. The correlations among tlhLe
variatles in this set were aigh contributing to high factor
loadings on nearly all variables.

A disjoint cluster analysis was conducted or the coordi-
nates generated from the multidimensional scaling algorithn.
Each professor was grouped into one and only one cluster.
Exit interviews with students suggested that five clusters
appeared to be an appropriate number of groups.

B. CONCLUSIONS AND RECCOMENDATIONS

The multidimensional scaling technique seemed to provide
a weak explanation of instructor groupings. The reasons for
this may be several. First, a linear causal relationship
may not be appropriate in describing students' perceptichns
of instructor performance. Certainly the six bipolar scales
used in tke intaractive survey were not powerful explanatory
variables. However, there seem to be one or two strong
indicators among the scales used in tle SOF forus.
Specifically, a student-instructor interaction effect and an
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instructor organizational and preparation effect afgpear
dominant. What needs to be dcone in the fuature is to ottain
further scales or characteristics from Operations Research
students possibly during exit interviews. Also, one aight
suggest that another 1look be given to <changing the current
SOF form as it stands by combining some of the highly corre-
lated variables aad adding characteristics that later
prove meaningful, However, it should Le noted that what
night be considered an important characteristic in
describing instructor performance for one student group may
prove to be less important for another groug.

63




64

INPUT VALUES FOR MULTIDINENSIONAL SCALING PROGRAN KYST

L} )
. ~N
~
oo e
v "o
-
ono “ e
v e NSO
e deelod ~N
20 LI
¢ e NN
on-or~ 0 ~Ney
PNANO R
REEX ZJJ67
N~ Oromn ~Neie
[glealalu-le 1) RN
BN ER ~AT £ 0
w r~ UL e~ 1B e
.
-t laliialade k] ve o0 qe
1 XEXEER] AN SN
:: R [Tl T R 2K ] NetIng
w ©NDODIDM NEEEEER
(o] ev e g o KA1 AR I, Lglls}
o”w - D ANOANNLON -t d Ay et
(5] DOININDID * e s gr e
- TR ] BN NN T
mAu OF $ =N NN
~ O FOIOM I PR L B RN I Y
o REREAXERXE] FTAR AN ACE B Lol 2
-’ WP TIPS WY
7]
Q [TaluTols T4 1T Te Fole ] LN B A I )
[1Ad vy P9 000 0% g Lol o d S o o T T
Bﬂﬁ d =0y $10 $ VNOND O B e T
RZH -xZ VUV—~QOUMIT VD LI A B R NI A
Ly MY ——r R EEREEEE I & S OLATITMUIMIMIeNN
¥ U Oues & WO DN OIS NN O PP e e e
(=% L A e
it 4 RQOAN O QN LONN oA YQ B EREEREXSXEENR
—OU > VIg2ila MR TR . 0G0 O—~TIMNGAM T
a o= N Al gk~ SN SERANS OO N et N TN NN
®xo0q = LDgJCa -~
WAT © reg@WC = ONODQ-RVONOWMINY 80 880 e 90w Ny

“FX— NN Xw e EEEREEREREE XK
U O 2. A sty F rees-gowetg onnLL
[(ZER X4 L X 4JUDTE L BTN ~ [T}
PR A R E L IR L L it s Tole Lo 104 (o I U I R I ) . [ 33
—LRWC.G»H.?-»XCAM-MI os‘ 2000000 -\w .\&.J o;.ﬂn‘:li.....b-leéﬁuﬁuﬁ‘n..h‘n.u.ﬂ“
O OUUANSDIOT  ~ME NN OIN T PN IO OP Rttt | ot it el g ek o R v

P O AN D~ NI S
et NN NN ped



APPENDIZ B
FOUR DINENSTIONAL SPATIAL MAPPING OF PROFESS0ORS POSITIONS

0 Nr_
«
g
!
e
g v 3F u
a A F
& 5
=
Q
i ) ; , . , . 81
[ -Q.5 0.5 1.0 B
L C xF X
0 hd
(=% =3
H
£
- |
P
DIMENSION 1
65

h 4

-~




A N
hy
€ J °
L]
L3} -
r4
] .
(éi L L i . L
té.« 0 ~0.5 0.5
c G
L
-
¢ S
]
0 .
p
DIMENSION 1

66

4
.




DIMENSIGN 4

0.6

x4

0.2

-0.2

~-0.4

DIMENSION 1

67




/

CONMPUTER SOURCE CODE POR INTERACTIVE COMPUTER SURVEY

zY

MOTE ABCUT THE SURV

ABFRRIM ST BBARBASIF A ISR XX XARKSIRXRTXFEX TARKKE AR A AR KX ARTKE X8
A LITTLE

RRRRRRAES BFRRRRRERN

»
Tw
[ Vit
IR 1,17 ~UrqQ
PV >T XY
W JNZF 0 Ak <
Syt it gt e} > T

o-0on
T WwOOIAN >
3 e L V0L TV =t ST 0 O d
(St AL (el s R LT
Ol OO0 i
vit- 0

AZTX)—~0 U

Z OGO DWW U -<a
W Qro>Zve wi
—-QZ D0 ma>mo V
O OUVID = -t
[STL IRV I |\ W ) ~0 WL )~
TS MOV D og
= o WSIIVIULN
Fosd>=Xathl) CF
NS> MU DTV «da™ D
qd QW= LT T
Ep T NO OO0 QI

Fa e, Ao LU-
WO—2 Z2ritn2 NOaAO-
O & Ot ItaWO ML
CUlgC U JI¥co o

F Cuvy vvneaiodld) o
D0 NOINC OGN~ a >
QA MO we={m  Mee
F OO~ OX o J0Z

GOANTIOIW HUA>0
O >QoUOLWwy oo
u -1 CL gb-—aat
X W - X A
Zwi-prma Uouaiy
- g C D >A-ULT
h LR 5 FITI, ] S s
OO0 WYO wvnidaua) of
SqUE O > AN
4 Z 0w Zv)
voOvIU J WwW-IwZ<aas
WYY =ENMNIT . g U B
- -l VIarity > -
TN YO T T MU e

48T o .nmwmmmm
*

REFEXBEBERERRXEREBEXE FEEE R SR AR R EXEXEE X PEZKE XS

L4
t“‘tt“““"“t”

QUUIVVLVLVVULVLLVVVL (]

I EE A3 I I IR R E R AT I T XTI ST I TATIIIIIEIIZITITIIRATIIIISSZIZSSITI IR

PROGRANM MAS

CLTIvE

Xz

THE

MACHTM®

£ OISPLAY MANAGEMENT SYSTEM (DMS)

s

ACC

ETRACE ERR

L]

-
r
'8
[%)
x
v
>
[ 4
<t
.4
. (]
had -8
- X
> w
o -
2
[%] -4
~ -
3
v) st} w1
oI
cue 9
vy v
wviej1n w1
vy W
w o uw u
Qe O
x0Oa o -
avinn 0
vy
wuo oO
Cuur
Ok
3t O
win.w
Z Jd S
aviw w
arn
<
viLne  w
o O
S
Lot~ I
Lan o
(7]
L
b d
>
3
1%2]
vy ~N
X [B)
(=} v
b
(5 w
w
X 3
WeR®wWeEL

13

u
H L]
- w
[ %18
U2t
R
e Z0
>un-
wycd
I~
Jwa X
ATk
w
o I
—Imt
>
O a®
[T L}
+ Zn-
<t
- w» -
U Al
O uTaW ’ e
=t L4 [ala]
- V-0 e
ZO (OO~ oo
(&3 o | M ]
it aw (7 3%
[ —_ W o>
Vi Wz
M) LW i
D= OO -y
aouw 03 O L
C % =4
wo suve [
> 7 [=1
[ nIW) e
Fin >0J0 Ow
OF- e~ 0.
a-d U o [%1]N
wD vy ¥ Lvia
w ~r0o o~
g OOV
Zo W < | e
Wre aJX2 oX
© - Duau) (& 1
e Datuaw
[Nl gl (23 4
Qg T Z+
Z-Dax «ON) o
—~NC ol 2 ux
- x '
v
bt — «
- (] -
8 i)
o
. 3 o
o w, o
w
- Q mw
- fre] >0
<
g = %o
XERUEBPBEANULS AR

& TIME IN

ERID

v
=1 X X

- (%]
"
2] v
L] -4 M
» o « o
[T} a
- wn X w
z 20w
2 o« o
[=] v
15 o w s
(] w own
- I w b
(& 2. 4 "o
> | o < 4
< o 4 < O g
0 uwWo w =1 wo- w
9 O+ o (& %] (7]
o 14 W o =
w ower 2 e o W Xz
¥ Ta v cun x -
[l i dE00 W Q
t- S - S o 7 -
w (%) [ Jes ] jon] [aln)
-0 o w44 o un
W =2 U IOY | v
W ex Oz s
< viaE v xI Z S
Q v Xga % oua o Q.
w 0D TIm® Fu
SJEOY oyl uy 0 or
» D ad>w O ut O
X VN wo Y0
% rtEwna O v © wE
D oZe - vn )
a o ownk-ul [ o
W QA I Qo) v >u
DZI WV o=+ uw
0 o Um_: w >0
e A Wiioexy @i
=17k IO S L a1 Dn
w oOw quOne- W ung
v) cho AT N T B .3
D W M~ STt Zul
W DN DULIEYM_In. W
Lttt O o~ U ITNUL
> O Wit oOUOW XD
T ~N a - =0 a
X, < - o. o
2 — rex "L
(=] w w QU N o
[x] w Z IF -
s
! Y 329 K
o - a (%]
b w w4 WL .W
> - 0 Q
w - 0 DO
oQ x u o a w
- < > v xw v
ad (%]
& o Y a fa -1
IRRRBRRTE VRLROLRRW

PR oo EEREEI LI ERFIRELZEEL I AL EELLLE L SIS EL R EL ERE L LR £

81

Y



1]

Q.4

G NO'SN2NC

yo-

DIMENSION 4

80




2%
(=]
.
b4
w A
o
N -
w
1 3 PP |
0 v'0-
[+]
b
10
i
o
IA -]
s
i

G NOISN3INIO

DIMENSION 3

79

e -

.~.



0.8

oc

2

-3

+ NOISNINIO

0~

- DIMENSION 3

78




DIMENSION 5

4]
<L
[~]
i
c
H £ B F
Q
1 « N L ) uJ I | f
-0.4 8 0.4 0.8 1.2
L
3 A
et
or
1
J -
DIMENSION 2
77
e i g e - .- . -
. P :




I

1.2

0.8

0.4

~-0.4

& NOISNIWQ

DIMENSION 2

76

-

— '.‘r..-_,.,—.,.v.._...—‘.._. PR

\

"




)

1.2

0.8

0.4

€ NOISNING

OIMENSION 2

75

b T A o W W TS

i et




@
de

=

- .
, ‘ "
o
x
1 L [ 1
»O z »0-
o
Q

w

4o

o i

<
o
w o
G NOISNINIA
L ]
.

DIMENSION 1

74

oo e f




13

!

il

»
@
Je
la
o
a
-
3 1 1
r¥o yox
«
Ho
' a

¥ NOISNIWMO

OIMENSION 1

73

Bt
}
¢
i
t
i
i




DIMENSION 3

0.8

04
— T

1]

S

it
ok
]

DIMENSION 1

ot sttt S

R

\ .‘[
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