
A A56 240 USING MULTIIMENSIONAL 
SCALING TO DESCRIBE TEACHER I

()Al5 24 S " PERFOIACEIUI NAVAL POSTGRADUATE SCHOOL MONTEREY CA
IICASIF lEO F/G S/9 NL

MENMhhhhhmhhhl
mhhhhMhhhhhhlM
MhhhhhhmhhhhlM



1.0 MI'

U-U_

M4CROCMP RESOUTMO TES (I4AR
MATIOWt JMM OF !~ l9-.-

4,



NAVAL POSTGRADUATE SCHOOL
Monterey, California

THESIS
USING MULTIDIMENSIONAL SCALING

TO DESCRIBE TEACHER PERFORMANCE

by

John F. McCourt DT IC
March 1985._1JUL 8 19851'1'1 i

Thesis Advisor: R. R. Read

Approved for public release; distribution is unlimited.

85 06 25 A095

-- ~ 7



SECURITY CLASSIFICATION OF TH4IS PAGE Mho&eIM ZZu Eaau4

REPORT DOCUMENTATION PAGE BEFORE COMPLETING FORM
I. RE1PORT NUMBER aOTrC;O RECIPIENT'$ CATALOG NUMBER

4. TITLE (end Subtitle) weS YEorRPR1 ERO OEE

Using Multidimensional Scaling to Master's Thesis
Describe Teacher Performance March,______1985__

S. PERFORMING ORG. REPORT NUMBER

1. AUTI4ORMa S. CONTRACT OR RNT NUMSIER(a)

John F. McCourt

S. PERFORMING ORGANIZATION NAME AND ADDRESS IQ. PROGRAM EL.EMENT. PROJECT, TASK
AREA & WOP0IC UN IT NUMBERS

Naval Postgraduate School
Monterey, CA 93943

I I. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE

Naval Postgraduate School March, 1985
Monterey, CA 93943 13. NUMBER OF PAGES

14. MONITORING AGENCY NAME 9 ADORISS(II diifetlt free Zotoie office) iS. SECURITY CLASS. (of this faotet)

So. DE9CLASSIFICATION, DOWNGRADING
SCHEDULE

19. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribution is unlimited.

17. DISTRIBUTION STATEMENT (of the abstract entered in, Block 20, It different freom Report)

IS. SUPPLEMENTARY NOTES

19\ EY WORDS (Continue on faors@ side It necessary and Identify by block rnumber)

Multidimensional Scaling (MDS),' Student Opinion Form (SOP),'

20. EkSTRACT (Continue on revere aide It necesary med Identify by block numbeu

The appropriateness of a multidimensional scaling technique
(MDS) in attempting to quantify students perceptions of teacher
performance is investigated in the following study. Data
collected on an interactive computer survey and from Student
Opinion Forms (SOF's) are used to determine if satisfactory
linear relationships for teacher performance exist. Multiple
linear regression and factor analysis attempt to identify what
appear to be the most important characteristics in instructor

DO I rJR7 1473 EDITIN or I Nov so is OBSOLETE
S/'N 0 102- LF 0 14. 6601 1 SECUOUTY CLASSFICATION4 OF TNIS PAGE (ften Date Snfest)



SECURITY CLASSIFICATION OF TMIS PAGEz MUm..~ 0a £at

S20. ABSTRACT

performance according to the perceptions of a control grpip.Spatial plots are created reflecting these perceptions. j-'ie~wv

c 0

S, N 0 102. LF- 0 14- 6601

2SECURITY CtLAUPICA~TON OF TMIS Dat~en Bet towd)



Approved for public release; distribution is unlimited.

Using Sultidimensional Scaling

to Describe Teacher Performance

by

John F. Mccourt
Lieutenant, United States NavyB.S., United States Naval Academy, 1978

Submitted in partial fulfillment of the

requirements for the degree of

MASTER OP SCIENCE IN OPERATIONS RESEARCH

from the

NAVAL POSTGRADUATE SCHOOL
March 1985

Aut hor:

Ap proved by:__.--_

Department of O1 perations Research

Dean of Information and PolI Sciences

3

.



ABSTRACT

The appropriateness of a multidimensional scaling tech-

nique (HDS) in attempting to quantify students perceptions
of teacher performance is investigated in the following
study. Data collected on an interactive computer survey and
from Student Opinion Forms (SOF's) are used to determine if
satisfactory linear relationships for teacher performance

exist. Multiple linear regression and factor analysis

attempt to identify what appear to be the most important

characteristics in instructor performance according to the

perceptions of a control group. Spatial plots are created
reflecting these perceptions.
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I. INROD CTION

2. PURPOSE

The purpose of this thesis is twofold:

1. To develop methodology that will help discover the

important characteristics of instructor performance

as perceived by each student group;
2. To develop user friendly software compatible with our

IBM 3033 system that facilitates the data collection

and processing in support of the foregoing.
The methods designed herein request proximity data or
similarity/dissimilarity data on pairwise combinations of

professors in the Operations Research department. Also, the

respondents are requested to provide ratings on several

'bipolar scales' of suggested instructor characteristics.

The methods for discovering the dimensions or relationships
that appear to characterize the professors utilize several

statistical tools including multidimensional scaling,

regression analysis, factor analysis and cluster analysis.

The data used in the analysis comes from those students in

the Operations Research curriculum graduating in March of

1985.

An interactive computer survey is designed to query the

students on their perceptions of the teaching effectiveness
of the instructors. Thus, data is input by the students
during a twenty minute session on the 3278 terminal.

Initially the student links to the software, and when
finished, transmits his responses to a central file.

7



B. SUBJECT

The subject of this thesis deals with quantifying

perceptions. Specifically, we would like to obtain an

explanation as to why students perceive instructors as being

similar or dissimilar and discover the dynamic factors that
a particular class uses to discriminate among instructors.

The multidimensional scaling technique uses the information

from the survey to create a 'multidimensional map' of

points. Each point represents the coordinate position of

the objects under investigation, in our case, professors.
Once this spatial plot is produced, it remains for the

researcher to discover those factors that appear. to cause

the structural relationships.

Multiple regression analysis and factor analysis are two

techniques commonly used to describe linear relationships

among dependent and independent variables. Each method is

given consideration here -in attempting to interpret the

spatial plot produced by the multidimensional scaling

program, KYST [Ref. 1]. Additionally, cluster analysis is

used to group the professors into disjoint clusters. This

cluster information is presented to the students during exit

interviews to help guide the researcher in his attempt to

find the underlying relationships.

C. SCOPE

This thesis is presented in four major chapters

excluding the introduction. The second chapter describes in

detail the background of multidimensional scaling methods.

A brief account of regression analysis, factor analysis and

cluster analysis is given as well. The third chapter speci-

fies the means by which the data was collected in the inter-

active survey. Chapter IV emphasizes the analysis of the

data. Finally, Chapter V provides a summary of the salient

points determined in the study.

8
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D. A BRIEF SUNARY

A four dimensicnal interpretation was emphasized in

describing the data obtained from the computer survey and

the SOF forms. These four factors included, 1) a student-

instructor interaction effect; 2) the degree to which a

professor was perceived as being organized or prepared for

class; 3) a combined effect of grading policy, effort

required outside class and pace of the course; and 4) a

composite effect combining class size and the degree to

which a course relied upon prerequisites. A high correla-

tion appears to exist among those bipolar scales used in the

current SOF form. Further investigation hopefully will lead

to discovering other factors that will help describe teacher

performance. The results obtained in this study are not

meant to be predictive but explanatory. The value associ-

ated with an instructor for each characteristic may be

regarded as his score on that dimension. Thus, rankings of

instructors by characteristics are possible.

9
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II. BACKGROUND

A. WHAT IS SULTIDIREBSIONAL SCALING?

Multidimensional scaling involves the problem of

depicting n points in multidimensional space such that the

interpoint distances correspond in some manner to measured

proximity data [Ref. 2: p. 1]. The proximity data can be

similarities, dissimilarities, correlation coefficients or

any other measure of association as perceived by a set of

judges participating in an experiment. lultidimensional

scaling technigues attempt to produce the structure or

interrelationships among the n objects by assuming a direct

correspondence between the measured proximity data, or

dissimilarity data -. , in our case, and the interpoint

distances d'; . Several choices of multidimensional sealing

exist, the difference being the assumed relationship between

and d, . The ultimate product of multidimensional

scaling (ADS) will be a spatial map that displays the asso-

ciation between the n objects under investigation. MDS has

found considerable application in the social sciences,

particularly in the realms of psychology, sociology,

economics and education.

A significant point worth pursuing is this idea of

correspondence between the proximity data % , and the

distance data d . A fairly simple method of analyzing a

possible relationship would be to observe a scatter plot

similar to the one given in Figure 2.1 . The vertical Y

axis of the scatter Flot contains the measured dissimilari-

ties 6. , while the horizontal X axis shows the corresponding

distances, d. , computed from the derived set of character-

istic vectors.

10
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about the professors by having the students complete an

interactive computer survey at a Naval Postgraduate School

computer terminal with display screen. Although the data

collection in this manner was not entirely free from its own

brand of difficulties, it eliminated the requirement for any

paperwork to be handed out or returned. All the results

were automatically sent to the researchers computer storage

at the completion of the survey. Also, the data was in a

ready-to-use state by being contained on computer disk, and

hence the need to transcribe results disappeared.

Unfortunately, there are numerous contingencies for

which a computer programmer must plan in order to design a

computer survey that is simple, thorough, and user-friendly.

The interactive computer survey designed for this study

served its purpose well. An example of this program,

written in fortran, is included in Appendix D.

B. THE COMPUTER SURVEY

Several important requirements that had to be addressed

in designing the interactive survey included simplicity,

thoroughness and brevity. It was considered important to

collect accurate responses and to limit the workload as much

as possible. Each judge responded to one hundred-seventy

items on the average. Even with this many questions to

answer, each student appeared to have completed the survey

on the order of twenty minutes. Even still, more work

should be done to reduce the amount of information askcd of

each judge.

The nature of the computer survey progressed as follows.

Each judge was required to link to the researchers computer

disk, and once accessed, issue a command to run the execu-

tive program that drove the survey. Immediately, a panel of

the names of the professors in the Operations Research

25
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III. METHODOLOGY

A. LAYING THE FOUNDATION

The first step in this study to understand perceptions

was to decide upon a control group of students from whom

data would be obtained. In this particular instance, the

judges were twenty-three Operations Research students from

the section that graduates in March of 1985. The twenty-

three students included two foreign nationals, two Marine

Corps officers, four women naval officers and fifteen male

naval officers all with various educational and career

back grounds.

The information that was to be gleaned from these

students was simply this: How do professors in the

Operations Reset-rch department at the Naval Postgraduate

School differ, and in what ways are they similar in teaching

styles and methods? There were several methods available to

obtain this informaticn. Most simply, a hand written survey

with many questions c .1d have been developed and handed to

each student to complete and return. The decision was made

to handle the data collection via a computer interactive

survey in order to minimize the logistics and data manipula-

tion problems associated with a hand written survey. The

logistics problem was not a great problem per se, it just

meant that a hand written survey had to be distributed and
collected with plenty of opportunity for the surveys to

become misplaced. From a data manipulation point of view,

the data collected from a hand written survey would almost

certainly have to be recorded on coaputer in order to be

able to use the results easily and quickly. As a result,

the decision was made to attempt to collect the information

24



[Ref. 6: p. 38]. The three types of problems that result

from uncertainties about the covariance matrix and the
underlying causal structure are; 1) specific covariance

matrices can be created by factor models with the same

number of common factors but with different factor loadings;

2) specific covariance matrices can be created by factor

models with different number of common factors; 3) certain

covariance matrices can be created by factor analytic causal

models as well as non-factor analytic causal models [Ref. 6:

p. 38].
Two assumptions ccmmonly made in Lactor analysis are the

postulate of factorial causation and the postulate of parsi-

mony. Basically, the postulate of factorial causation

requires that the researcher show th-at the originally

observed variables are a linear combination of some causal

variables [Ref. 6: p. 43]. The postulate of parsimony

allows the researcher to assume a factor model with a

smaller number of factors, given that two factor models with

different numbers of factors have the same covariance

structure [Ref. 6: p. 44).

G. CLUSTER ANALYSIS

A final topic used to assist in this study is cluster

analysis. Cluster analysis is a class of techniques that

typically place objects into groups or clusters suggested by

the data such that objects in a cluster tend to be similar

to objects in the same cluster and dissimilar to objects in

other clusters [Ref. 7]. The type of cluster analysis

followed in this study is disjoint cluster analysis whereby

objects may belong to one and only one cluster as opposed to

hierarchical cluster analysis where one cluster might be

contained within another.

23
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dependent variable. The closer the value of R2 is to 0, the
more likely it is that the model is inappropriate in

accounting for the variation in the dependent variable. The

reasons for a low value of R 2 are several. For one thing,

the relationship under investigation may not be a linear

one. If this is the case, linear regression modelling is no

longer a satisfactory method to use to describe the rela-

tionship. However, given that the relationship is truly a

linear relationship, the reason for a low value of R2 could

be the result of specification error. What is meant by this

is that the dependent variable for which an explanation is

sought, is being explained by an inappropriate set or an

insufficient number of independent variables.

The artwork in regression modelling as well as in alter-

native statistical modelling methods comes from being able

to suggest (or divine) the correct explanatory variables.

In this particular study, the explanatory variables used

came from current student opinion forms and suggestions from

Frevious students in the Operations Research curriculum.

F. FACTOR ANALYSIS

As mentioned before, factor analysis attempts to repre-

sent a set of observed variables in terms of a smaller set

of hypothetical variables. The hypothetical variables are

chosen to account for the covariation among the originally

observed variables. The number of common factors present
among the observed variables can be estimated from the rank

of the adjusted correlation matrix.

Difficulties in factor analysis arise when the factor

loadings are not known and have to be estimated from the

covariance or correlation matrix. The problem is that given

the correlation matrix for the observed variables is known,

any one of many causal structures could have produced it

22
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It is not always possible to determine if the local

minimum is also the global minimum, but some techniques

exist to help verify that this is so. For example, starting

the minimization process from several different initial

configurations and ccmparing the final solutions will indi-

cate if the same local minimum is achieved. The final

configuration with the best stress value is most likely the

global minimum. There is nothing to guarantee that one will

always achieve the global minimum, but this is a common

problem typical of non-linear optimization problems. In any

case, the configuration is only useful if in the end it

makes sense and gives insight to the experimenter [Ref. 4:

P. 119].

E. MULTIPLE LINEAR REGRESSION

Once the multidimesional scaling algorithm computes the

configuration with the lowest stress, the researcher would

like to determine the specific dimensions that underlie the

data structure. One way to do this is to assume that a

linear relationship exists between a dependent variable and

several independent variables. Many linear regression

models assume that the proportion of explained variation of

the dependent variable is the sum of additive effects of

statistically significant independent variables [Ref. 5: p.

54]. Other regression models allow for interactive effects

between independent variables. The dependent variable is

said to be regressed over the independent variables. The

result of this regression process is the coefficient of

multiple determination, R2 . The value of R2 indicates the

amount of variation in the dependent variable explained by

the independent variables. The value of R2 ranges between

0 and 1. The higher the value of R2 ,i.e., the closer it is

to 1, the better the model explains or predicts the

21

-F.



I'. I f

D. THE MULTIDIMENSIONAL SCALING ALGORITHM

Since the mathematical technique for determining the

optimal configuration, and therefore optimal stress, is

somewhat complicated, only a brief description of what is

considered necessary will be described here. Suppose that t

dimensions are selected to describe a configuration of n
points. Then

can be used to describe a particular configuration in multi-

dimensional space. For this particular configuration, a

specific value of stress exists. The overall objective is

to make the stress value as small as possible. This turns
out to be a minimization problem of multiple variables and

is handled by the method of steepest descent. Specifically,

the algorithm begins at an arbitrary configuration and

attempts to improve itself by moving in the direction that
improves or minimizes the stress value quickest. The direc-

tion of movement is known as the negative gradient and can

be evaluated from the partial derivarives of the function

S= f x. X O ... Xt

[Ref. 4: p. 118]. For example,

(-)S/ x11 ,...,-as/ x,',...,-Is/ xn)

is the negative gradient. Once the configuration reaches

the point at which it can no longer improve in a particular
direction, the new negative gradient is calculated and the
process continues. Finally, when a configuration can no
longer proceed in any direction with improvement, it has

reached a local minimum. Hopefully, the local minimum is

also the global minimum, but this is not necessarily true
all the time.

20
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are methods, however, which help to indicate why one choice

of dimensionality would be more appropriate than others.

The most obvious of these is to compare how stress, the

goodness-of-fit measure, improves as a function of dimen-
sion. One way to do this is to compute the best configura-

tion for several dimensions and create a plot of stress vs.
dimension to visually compare the results. It should be

pointed out that the more dimensions one uses to explain or

interpret the data, the lower the stress becomes. When the
number of dimensions, t, exceeds the number of objects minus
one, n-1, the stress will always be zero (Ref. 2: p. 16].

What one wants to look for is that dimension above which the
stress iAproves only slightly. If the data is good, a
noticeable elbow will show up in the plot to indicate the
appropriate dimension. We were not so fortunate in our

present study. Figure 2.3 illustrates a stress versus

dimension plot.

Probably more than anything else, interpretability
should be considered a key criterion to use in selecting the

appropriate dimension for analysis. If it is possible to

interpret the results of an NDS configuration iL. two dimen-

sions more readily than in say three dimensions, even though
the stress is lower in three dimensions, one should consider

employing the two dimensional interpretation. A final

criterion suggested by Kruskal [Ref. 2: p. 16], depends upon
the accuracy of the data. If an independent estimate exists

to corroborate error free or near error free data, then one

is allowed to extract more dimensions than one would under

more error prone conditions. When all is said and done, the
choice of dimensionality rests largely upon the experience

of the experimenter.

18
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II

TABLE I
Table of Stress Values According to Kruskal

SrqESS VALUE G.OODNSS OF FIT

.20 OOOR

.10 FAIR

e 05 GOOD

.025 EXCELLENT I

0.0 PERFECT

Figure 2.2 illustrates an example of what we mean by a

non-perfect match between the dissimilarity and the distance

data. Here, the deviations measured along the horizontal

distance axis ,d- , between the starred coordinates and the

circular coordinates, indicate the degree to which this

configuration does not meet the monotonicity requireent.

The values d,; are defined to be those numbers measured from

the horizontal X axis that minimize stress subject to the

constraint of monotonicity [Ref. 2: pp. 8-9].

C. DIMENSIONAL REQUIREMENTS

The choice of how many dimensions are required to

completely specify the output from the multidimensional
scaling program is certainly not intuitively obvious. There

16
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in greater than three dimensions becomes extremely difficult
for anyone trying to discover the meaning of the grcupings.
The stress, or goodness-of-fit measure, which is described
in the next section, is usually expected to reveal the best

dimension for analysis.

B. GOODNESS OF PIT:THE STRESS

A performance indicator for each choice of t is needed.

The customarily used function is known as the stress.
Stress incorporates a fitting technique that measures the

degree of nonmonotonicity between the dissimilarities S.; ,
and the distances d . If a configuration of points

existed such that a perfect monotone relationship prevailed
between the dissimilarity data and the distance data, then a

perfect zatch would cccur and the stress would be zero for

that particular dimension size and all dimensions greater.
Unfortunately, zero stress rarely if ever occurs naturally
in data samples. The best choice then is to determine that

configuration of points which minimizes the stress for each
choice of dimension, t. The method used to determine stress

uses least squares monotonic regression, suitably normalized
to produce a non-dimensional value that indicates goodness

of fit [Ref. 2: pp. 2-3]. The lower the value of stress,

the better the fit. Kruskal [Ref. 2: p. 3], has been able
to associate a verbal description with some specific values
of stress based upon his experience. These values are indi-

cated in Table 1 . In almost every instance, by increasing
the number of dimensicns that describe the data, the value
of the stress decreases. However, one generally anticipates

that the amount of benefit associated with incrementing the
dimensionality is marginally insignificant. In other words,

a tradeoff exists between keeping the output in a lower

dimension to make interpretation easier, if the stress

improves only slightly.

15
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In this study the dissimilarity values C- and were

assumed to be the same (symmetric matrix), and the values

, were ignored. This results in a partial matrix with upper
triangular or lower triangular form not including the main
diagonal. The total possible pairwise comparisons are then

n(n-1)/2.
The actual distance between professors i and J, denoted

d. , is calculated as a euclidian distance in the following

manner for t dimensions

= -x ) 2 +e. .. .+ X 2 .

like the similarity/dissimilarity matrix, the end result is
a matrix of distances such that di =d, and d: =0. We point

out here that although we have specified the euclidean

distance as the method by which distances are computed in

the computer algorithm, it is possible to substitute non-

euclidean distances of the form

d (x ' Yr /r for r_1.

In the field of mathematics, these distances are known as

iinkowski r-metrics and are true distances in the sense that

they satisfy the triangle inequality

dr (x,z)S dr(x,y)+ d r (yz).

Euclidean distances and Minkowski r-aettics shace many prop-

erties, however, they do differ when it comes to rotating
the solution. When rotations are involved, any rigid rota-
tion Leaves euclidean distances unchanged. The only rigid

rotations that leave non-euclidean distances unchanged are
rotations that transform all permutations of coordinate axes
into coordinate axes [Ref. 2: pp. 22-23].

Finally, the number of dimensions used to output the

final mapping is not restricted in any way mathematically

other than NT<N(N-)/2. However, any visual interpretation

14
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judges. Each professor can be thought of as a point in

multidimensional space. If it takes t dimensions to accu-

rately describe this multidimensional space, then the coor-
dinate describing professor x would be

X, = (Z) ,. .. X~ ..x d. .X ).

For n professors the coordinate system that results looks

like

X,=(X is ,...xk5 ,...x%+)

x.i=(x. I. . ,. ..*Xr )

x , =: (x ,, , . ..X - , . . . .,*

Thus, the entire space contains a configuration of n points

each of t components.

Each judge or student is'asked to complete a survey that

requires him to provide a value corresponding to how similar

or dissimilar he perceives each pairwise combination of
professors to be. The scale used in the survey associates

the value 1 with the meaning very similar and the value of 9
with the meaning very dissimilar. In order to determine

rather than impose the relationships between professors, the
characteristics on which the professors are scored are not
specified at this time [Ref. 3: p. 9]. The notation for
dissimilarity data in this study is of . This value repre-

sents the perceived dissimilarity be-.ween professor i and

professor j. The end result of the data collection is a

matrix of dissimilarity values for n stimuli that looks like
the fcllowing,

L13
13



it can be seen that an ascending pattern is created between

the distances and the dissimilarities. One might even

suggest that the relationship is linear, and could be

described by an equation of the form a+ bx.

Multidimensional scaling methods that use a formula to

describe distance as a function of dissimilarities are known

as metric RDS. Metric MDS uses the numerical properties of

the proximity data to determine distances. Another means by

which distances are created from dissimilarity data without

using the numerical properties of the dissimilarity data is

known as nonmetric NDS. Nonmetric NDS relies totally upon

the rank ordering of the dissimilarities to produce the

distance data [ief. 3: p. 22]. One would normally expect

small dissimilarities to correspond to small distances and

large dissimilarities to correspond to large distances.

Although this relationship is rarely a perfect one, the rank

orderings of the dissimilarity data is usually enough to

create a good fit. Shepard and Kruskal [Ref. 2: p. 2], have

done a substantial aucunt of work in nonmetric NDS and this

particular method will be followed in this study.
A review of some notation might be appropriate at this

point. The n objects about which the investigator is trying

to ascertain some fundamental relationship, can really be

any set of stimuli. For example, one might be interested in

discerning the perceived distances between political candi-

dates with hopes of discovering what issues or dimensions

really set them apart from each other in the minds of the

judges. Or, one might be interested in discovering the

perceived distances between countries in order to explain

how some countries might react in some political or economic

situations. For this study, the n objects are the

professors in the Operations Pesearch department and we are

interested in determining what factors cause the rofessors

to be similar or dissimilar in the minds of a fixed set of

12
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department would appear, and the judge would be asked to
indicate those professors from whom he had taken a course.
After selecting his own subset of professors, the judge was
asked to rate each Eairwise combination of professors in
terms of similarity or dissimilarity of teaching style. If
the judge had observed n professors, this meant that a judge
would have to respond to at least n(n-1)/2 prompts for this
proximity data. For this study, the sixteen professors are
identified by using the letters A thru P. The scale
presented to the judge ranged from a value of 1 meaning very
similar to a value of 9 meaning very dissimilar. The judges
were not limited to integer responses, but real responses

were restricted to one decimal place. It was assumed that
the proximity scale was an interval scale meaning the

distance in similarity or dissimilarity values between say
values 2 and 3 was egual to the distance in dissimilarity
between values 8 and 9.

Once all the proximity data had been collected, the
judges were then asked to score the professors with respect
to several bipolar scales. In the case where students had
taken a professor for more than one course, the student was

instructed to respond to the bipolar scales based on the
last course taught by the professor. The scales used in the
survey appear in Table 2 and were suggested by previous
Operations Research students. The bipolar scales also
ranged in value from 1 to 9. Once each judge completed the
survey, his or her results were automatically sent to the
researchers computer disk for subsequent evaluation.

In addition to the data collected from the computer
interactive survey, information gathered from student
opinion forms (SOF's) were used to try to interpret charac-

teristics of the different professors. Only those student

opinion forms from those classes taught by the professors
selected in the interactive survey were considered. The
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TABLZ 2
Bipolar Scales Used in the Computer Survey

to CLASS SIZE

2. rHEORETICAL VS. APPLIEC

3. GRADING POLICY

4. PACE OF COURSE

5. EFFORT REQUIRED CUTSIDE OF CLASS

6. COURSE RELIED UPON PREREQUISITES

bipolar scales used in current SOF forms appear in Table 3
One problem encountered in the evaluation of these forms
dealt with maintaining the purity of the control group. For
the most part, the SOF's were completed by the twenty-three
students in the control group. However, there were some
instances where other students either from other Operations
Researcl sections or from other curriculums were included in
the evaluation process. The information collected from the
SOP's represented different scales upon which to measure
teacher performance. The SOF data was originally converted
to an interval scale on a range different from the scales
used in the interactive survey. Because linear
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TABLE 3

Bipolar Scales Used in the SOF Forms

1. COURSE ORGANIZATION

2. TIME IN CLASS SPENT EFFECTIVELY

3. INSTRUCTOR KNOWS W"EN STUDENTS oaNT*T UNOERSTANO
MaTER I AL

4. DIFFICULT CONCEPrS MAOE UN0ERSTANOASLE

5. CONFIDENCE IN INSTRUCTCS KNG'LECGE [N SUBJECT

6. FELT FREE TO ASK QUESTIONS

7. iNSTRUCTOR PREPARED FOR CLASS

8. INSTRUCTORS O8JECTIVES AO E CLEAR

9. INSTRUCTOR MAOE COURSE WCRTHwHLLE LEARNING EXPERIENCE

10. NsTRuCTOR STIMULATED INTEREST 1N SUEJECT AREA

It. INSTQUCTOR CARED AEQUT STUDENT PROGRESS AND 010 HIS
SHARE IN HELPING TC LEAQN

transformations of the form a+bx are allowed on interval

scales, the scale used for the SOF's was changed to match

the scale used in the interactive survey. In the case of

each set of scales, a separate regression analysis and
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factor analysis was done. One key parameter we were

interested in measuring was the correlation between how the

judges evaluated the professors overall performance at

different times in the curriculum. SOF data was only avail-

able through the end of the summer quarter of 1984 (the end

of the judge's sixth quarter). Since the judges completed
the computer survey at the beginning of the eigth quarter,

only those professors taken through the end of the sixth

quarter were evaluated. This meant that a few professors

were not included in the final evaluation.

C. OUTPUT FRON RDS

The proximity or dissimilarity data obtained from the

interactive survey was used as a direct input to a multidi-

mensional scaling algorithm KYST, partially developed by
Kruskal [Ref. 1: p. 1]. The proximity input values for this
study appear in Appendix A. The output from the multidimen-
sional scaling program includes visual plots or spatial maps

depicting the professors positions in multidimensional space
projected down to two dimensions for visual display. Also
included as output are coordinates for each professor in
multidimensional space. The task that remained was to

define the variables that best explained the location of
each professor.

One method available for determining what characteris-
tics explain the orientation of the professors from the
multidimensional scaling output is multiple linear regres-
sion. The median value from each bipolar scale is regressed
over the coordinate positions of each professor. From the
stress versus dimension curve it was decided to concentrate
on a four dimensional interpretation, although three and

five dimensional interpretations were considered also. The

values of stress, the goodness-of-fit function, turned out
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to be 0.249 for four dimensions and 0.293 for three

dimensions. Neither of these values indicate a very good
fit according to Kruskals' own personal experience. This

large value of stress was an early indication that this

linear model might not be appropriate in explaining teacher

performance.

Figure 3. 1 shows the resulting regression weights or

direction cosines corresponding to each multiple correlation
for the four dimensional solution. The direction cosines

are regression weights normalized so that their sum of

squares equals 1.0 for every scale [Ref. 3: p. 37]. For
example, when regression weights of 0.4178, 0.8959, -0.1508,

and -0.0026 are given to dimensions 1,2,3 and 4 respec-

tively, the multiple correlation between the resulting coor-

dinate positions and the respective bipolar scale is 0.581.

A Lipolar scale will provide a good interpretation of a
dimension when its multiple correlation coefficient is high.

A value above .90 is desired. The values achieved in this

study were low. Values of R2 close to 0.5 were typical.

Also a requirement for good dimensional interpretation is a

high regression weight on the dimension it most nearly

explains. The results obtained from the bipolar scales used
in this study are examined in the next chapter.

D. OUTPUT FROR FACTOR ANALYSIS

Having looked at regression modelling as an approach to

interpreting dimensions, factor analysis was also considered

a possible means of identifying linear factors that would
help describe teacher performance from the data sample. The

statistical analysis package, SAS, was used to generate two

separate factor analysis outputs. One factor analysis was
completed for the bipolar scales associated with the
computer survey and another was done on the additional
bipolar scales from the SOF forms.
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II

POSITIVE POLES OF NORMALIZED REGRESSION COEFFICtENTS
NATING SCALES IODQECTION COSINES) 

M
ULTIPLE

CORRELATION
COMPUTER BIPOLAR SCALES DIMI 0102 0103 01u4 COEFFICIENT

I. CLASS SIZE 0.3954 0.0190 0.9172 -0.0434 .262

2. TmEOpEriCAL VS. 0.2603 -0.8367 -0-.4816 -0.0096 .50
APPLIED

3. GRAOING POLICY 0.319? -0.678^ -0.3689 -0.549 .614

4. PACE OF COURSE 0.2527 -. sqS& -0.4877 -0.5865 453

5. EFFORT REQUIREO 0.1391 -0.9142 -0.3253 -0.1975 .376
OUTSIOE OF CLASS

6. COURSE RELIEO-UPN 0.0696 -0.3655 -0.5769 -0.7270 .501
PREREQUISITES

SCF q1POLAR SCALES

?. COURSE ORGANIZATI0N 0.5942 0.6474 -0.4223 0.22t9 .502

1. TIME IN CLASS SPENT 0.6435 0.6118 -0.0025 0.4597 49.1EFFECTIVELY

9. INSTRUCTOR KNOW$ WHEN 0.9337 0.3301 0.0113 0.1375 .295
STUDENTS OONT UNOER-
STAND MATERIAL

10. OIFFICULT CONCEPTS 0.8412 0.1860 -0.4612 0.2103 .444
NAOE UNOeRSTANOARLE

It. CONFIDENCE IN INSTRUC- 0.,928 0.1832 0.8a59 -0.6404 .095
TORS KNOWLEDGE IN SUB-
JECT

12. WELT FREE TO ASK 0.0872 -0.0887 0.0466 -0.1238 .405
OUESTIONS

13. INSrmuCToR PEPARqEO 0.7263 0.5747 -C.3012 0.2265 .447
FOR CLASS

14. INSTRUCTORS OBJECTIVES 0.4178 0.89S9 -0.1508 -0.0026 .Set

AGE CLEAR
15. tNSTRUCTQR KAOE COURSE 0.70"5 0.4216 -0.4327 -0.3684 .&?8

W0RTU441LE LEARNING
EARER IENCE

16. INsrauCrOR STIMULATEV 0.6352 0.2t74 -0.6073 -0.4245 -2qS
INTEREST IN SUBJECTA RE A

I?. INmSrUCTOR CAREO AROUT 0.d310 0.2991 -0,41*3 -0.2193 *532STUDENT PROGRESS AMC

010 "4S SHARE IN HELP-
ING TO LeARN

Figure 3.1 Regression Weights for the
Fo~ut Diaeusional Solution.
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Initially, a correlation matrix was produced from the
raw input data. Additionally, the common factors and the
factor loadings for each observed variable or bipolar scale

was produced. orthogonal rotations were effected to produce
simple structure. A total of two common factors were
created from the bipolar scales of the interactive survey,
and one common factor was produced from the SOF data. The
specifics of the factor analysis output are discussed in the
next chapter.

E. OUTPUT FROD CLUSTER ANALYSIS

As a final measure, a disjoint cluster analysis was
performed on the MDS data. The clustering routine,
Fastclus, was available from the statistical analysis
package, SAS. The number of clusters into which the group
of instructors were subdivided was specified by the
researcher to range from 2 to 6. Menbership in a particular
cluster was determined based upon the distance from each
professors position to the mean value of the cluster. The

output from the cluster analysis included identification of

the cluster to which each professor belonged.
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IV. DI ANALYSIS

A. INTENT OF THE ANALYSIS

The scope of this chapter will be. to analyze the results

obtained from the completed interactive survey in the

context of multiple linear regression and stepvise regres-

sion, factor analysis and cluster analysis. Additionally,

information gathered from student opinion forms (SOFs), will

be evaluated in so far as what characteristics or bipolar

scales appear to have been most important in describing

students perceptions of teacher performance.

An issue that requires explanation before the analysis

begins concerns a vital assumption made dealing with the

scale of the data. Specifically, can an artitrarily chosen

numerical scale with fixed upper and lower bounds. enable

correct statistical inference from the data sample? In our

study, we provided the judges with a numerical scale ranging

in value from 1 to 9. The judges were allowed to rate each

professor in every category with respect to this scale. In

essence we are imposing an interval scale, with equally

spaced intervals. let's consider a judge's response to the

question of grading policy. It may be that the judges can

rate the different objects, in our case professors, at best

on an ordinal scale. The judge may be able to say that

professor A is a harder grader than is professor B, but not

how much harder. We are assuming that the judges, when

responding to these bipolar scales, realize that we are

infering an interval scale on their responses. Fe assume

that when they complete the survey, that they realize that

each integer value on the scale divides the scale into equal

intervals. We assume that a judge will rate each professor
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knowing that the distance between say a score of 3 and 4 is

equal to the distance between a score of 5 and 6. We find

ourselves doing this in order to follow the example of

Kruskal as closely as possible and because the statistical

methods used to evaluate the data require at least an

interval scale. Given that we are assuming an interval

scale, we feel comfortable in transforming the data with any

linear transformation of the form a + bx. The major point
being made here is that the researcher should keep in mind

the scale of the data when interpreting the significance of

the output.

B. WHAT DID WE LEARN FROM NDS?

As mentioned in Ch ,pter II, multidimensional scaling

attempts to determine the structural relationships between n

objects from a matrix or halfmatrix of proximity data. A
major result of the process is the spatial mapping of the n
objects, usually projected down to the planes of each pair

of dimensions for easy visual interpretation. The final

configuration of points represents the best fit of the n

objects according to the stress criterion. Table 4 contains

the final configurations for all sixteen professors in four

dimensions.

In order to determine which dimensionality scheme best

suggests the characteristics that set the professors apart

from one another, it helps to review the spatial maps
created from the data. Appendices B and C contain the
spatial plots of the si. teen professors for four and five

dimensional solutions. Each pairwise combination of axes is

plotted against each other. This spatial orientation can
sometimes suggest from mere inspection those characteristics

that cause some professors to be more alike than others.

Powever, we do not usually rely upon visual inspection
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TABLE 4

Final Configuration for the 16 Professors
in 4 Dimensions

PROFrS0 0 Dr'. I DIM. 2 rIM. 3 01M. 4

1. A -0.737 0.249 0.482 0.150

2. 8 1.2C5 0.069 -0.517 0.172

3. C -0.359 -0.207 -0.430 0.094
4. D -0.648 -0.382 -0.093 0.666

5. C- -0.724 -0.5o9 0.314 -0.113

6. F 0.639 0.267 0.042 -0.056

7. G -0.706 -0.085 -0.154 -0.416

8. H 0.450 -0.574 0.265 -0.279

9. i -0.31.0 0.642 -0.006 0.434

10. J -0.252 0.364 0.312 -0.336

11. K L.328 -0.205 0.L97 -0.030

12. L -C.923 -0.223 -0.311 -0.370

13. M 0.773 0.391 0.775 -0.1L3

14. N -0.047 -0.254 0.477 0.38L
15. 3 -C.155 1.208 -0.611 -0.104

16. P 0.517 -0.693 -0.743 -0.030
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alone. Very often a plot indicating how stress improves as

a function of dimension gives the dimensional interpreta-

tion. Figure 4.1 is such a plot for the data collected in

this study. It can be seen that a one dimensional interpre-

tation yields a very high stress value of 0.463. This would

suggest that a one dimensional interpretation alone would be

inappropriate. We would like a noticeable elbow to occur in

the stress vs. dimension plot, for this normally indicates

the most suitable level of interpretation. We observe that

this plot does not exhibit the noticeable elbow. Instead,

the slope of the curve decreases gradually and we are left

to look for other means to help determine dimensionality.

Kruskal and Wish offer an alternate method or rule of

thumb in choosing dimensionality [Ref. 3 p. 34]. They

suggest that the number of stimulus objects minus one, in

our case fifteen, should exceed four times the dimension
chosen for interpretation. This would offer a choice of

dimension no greater than 3.75. They caveat this statement

by saying that this rule has only been found to hold for

three dimensions, and that further study is needed to see if

it is approiriate for higher dimensions as well. We chose

to emphasize a four dimensional interpretation, however a

three and five dimensional interpretation were considered

also.

C. TB! USE OF REGRESSION

Once the choice of dimensionality had been made, the

next task was to determine which characteristics represented

those dimensions best. To do this, we decided, as do

Kruska. and others [Ref. 3: pp. 35-36], to use multiple

linear regression as a means of clarifying this issue.

Again, we reiterate that a separate regression analysis was

conducted for the scales used in the computer survey as well
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as the scales obtained from the SOF forms. Specifically, we

regressed the median value of each bipolar scale over the

coordinates of each professor, and recorded a multiple

correlation coefficient. If the value of the multiple

correlaticn coefficient was high, i.e., close to 1, then we

felt inclined to believe that this scale was important in

distinguishing professors. If the value of the multiple

correlation coefficient was low, i.e., close to 0, then that

particular scale was not perceived as being important.

Tables 5, 6 and 7 illustrate the two sets of bipolar

scales used in the study, the corresponding normalized

regression weights or direction cosines, and the multiple

correlation coefficients associated with each scale for

dimensions 3, 4 and 5. It can be seen that for the most

part, the multiple correlation coefficients hover near 0.5
and typically increase as the the dimension increases.

Figuze 4.2 depi:ts the changes in the multiple correlation

coefficient for each bipolar scale as the dimension for

interpretation changes. In the table, bipolar scales 1 thru

6 refer to the scales from the computer survey and bipolar

scales 7 thru 17 refer to those scales from the SOF form.

Since none of the scales exhibited truly high correla-

tion coefficients, we chose those that had the highest

values and used them to interpret the dimensions in our

study. The regression analysis on the computer survey

scales suggested that these scales were inappropriate indi-

cators for this set of judges. For the four dimensional

analysis, we see that the bipolar scales 'theoretical vs.

applied course' and 'course relied upon prerequisites' have

the highest correlation coefficients for that group of

scales. Specifically, the correlation coefficients are .510

and .501 respectively. The scale 'applied vs. theoretical

course' loads heavily on dimension 2 with a normalized

regression weight of -0.8367. Thus, it would seem that the
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TIBLZ 5
Regression Weig~hts and Multiple Correlation

Coefficients for t e Bipolar Scalies in 3 Dimensions

POS TTI17 -- L=3 (IF N0RMAL:ZEQ ;EG;S5 CIN ZCF~r.T;AT
R AT ING scAL~s (01RiECTICN CISi 'AUL!PL.
CC'4PUTEP eip'Z..Aq SCA LrS 0!M1 DI42 RIY3 LA 7 011~~
I- CLASS SZZ -0. 3830 0.0124 0.'?237 .245
2. 7HEORFT :L VS. -0.2557 -C.74,b4 - 0.6144 .557APP LIED
3. GPACIN'G POLICY -0.3794 -C-t005 -C.7039 .313
4. Pt.CZ OF CgUq-S5 -0.2970 -C.5141 -0.6047 .338
5. EFr-C;r FU -0.1553 -0.7963 -0.5846 .313OUTSID - J~ CLAiSS
6. CflUASC :LTED-JPCI' -0.0859 -C.3054 -0.9483 .329

PRL RE U I -- Ta.;

SCF 01PCL~rn SCALUS
'?COURSE ;)FAN!ZAT3nN -0.6108 C. 7432 -0.2731 .'7

1. CtNTDEUCO KfP1 w-1 -0. 9o a 0.038 0.98 .275
IS ETS TJCN U10-L:fl.t

Ili SUBJEC-
12. FSLT ;:EE TO ASK -J.')975 -C.0345 0.3614 .394CUE ST!fltiS
13. IN S T P r T P RE!- . ,P :C -0. 75 t)7 G.6372 -C.146 1 .4.07FCR CLjSS

14. IllS T;;LtX - OBJEC- -0.4.2'44 C.8983 C.11.42 .503TIVES IADE CLEAR
15. IMSTR~LtTOR MADF -J.7098 C.5354 -0.39L8 .463CCURSE WCR7TI-HILE

LZ-ARNtNG :XPERIZNC _
16. I!ISTIU~r0Ri ST '4ULA';:C -0.6470 0.3921 -O.a539 0239IST REST IN SUB.iFCT.

17. TNSTIU0Tc,,, CAR 4C -0.3042 0.4645 -C.3707 .527ABflUT STU0h!-l PorG;SS

HCLPI'iG TO LEAqt.
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whom the workload was a concern to the judges. Professors

B, H, K, I, and P all have high median factor scores with

respect to this common factor. Factor 2 might repreFenr a

composite effect between the scales 'class size' and 'coyirse

relied upon prerequisites'. Professors B, I and N had high

factor scores with respect to this indicator. Factor 3

encompasses a general student-professor interaction effect.

Most of the professors had the same spread of factor scores

except for professor K. Here the judges exhibited a higher

level of controversy for this characteristic.

E. RESULTS OF CIUSTEB ANALYSIS

A final means of looking at the groupings of professors

focused on a cluster analysis. In this technique,

professors who were perceived to be similar to one another

were grouped together in the same cluster. Other professors

were likewise grouped in other disjoint clusters so that no

professor belonged to more than one cluster. The Frofessors
were assigned to clusters based upon their interpoint

distance from the cluster means. An initial cluster seed is

selected and the iterative process continues until the

observations become stable, i.e., each observation settles

down into a steady state cluster. It remains for the

researcher to decide upon the number of clusters that best

describe the groupings of professors. One strategy that was

employed in determining the appropriate number of clusters

resulted from interviews with the students. Tables 13 and

14 display the clusters to which each professor belonged

from the four and five dimensional solutions.
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TABLE 12 -- _ _ _

Table of Factor analysis Results on SOF Data

SOFI=COURSE OPGANIZArICN
S002=rime IN CLA SS SPENT 6F~rF!TVELY
SOP I=LNSrQUCIOR KNOUs ape5N srL0E-4rS 0ONr uNCErSr&K.O MArEQIAL
SQFUz(IFFI1oLr CqN C ag1,S . 0OE UMCFAS1.ANDA aL E

S0F63=PLT r'.EE TO ASj( CUESTIONS

s0G6~2NI NfUCrUP' OBJECTIVES 'ADE CLEAW

SOF9;INSTQUCrQQR AOE05COUQSEz .OOT.,,nULE LEADNINq SXPECO1ENCE

t OFOINSTRUCTOR STaIMULA8ECr mrE9Esr INSJ.CL5
SCIV14fNST~uctON CA4 0 A CUr SrLOE4T PQCGRESS ANO40 I HS SHARE IN

MELPIN4G To LE QN

SOI .0 060 COrPELAO 10mAIqlX

Soft SOP 2 SOP 3 SCF4 SOPS SOP* SCF7 Saird SOFq SOPIO SOPI I

SOI .0 07 0600-d0.42 0.44 0.66 0.69 0.64 0.57 0.o5
SCF2 0.70 1.00 0.62 0.6? 0.o3 O.A3 0.60 0.59 0.70 0.59 0.60
SOP3 0.60 0.62 1.00 0.72 0.42 0.54 0.5d 0.1a 0.66 0.5? 0.72

SCF. 0.6d 0.67 0.72 1.00 0.43 0.55 0.62 0.55 0.70 0.58 0.70

SOPS 0.42 0.43 0.52 0.&5 .3 1.00 .3 7 0.4 .. 0.53 0.46. G..6

SQF6 0.42 0.43 0.52 0.43 .1 1.00 .7 .46 0.44 0.50 0.46 0.'6L

SOP? 0.6d 0.60 0.56 0.62 0.48 0.5712.00 0.57 0.6.3 0.55 0.b6

sofa 0.69 1.59 0.52 0.55 0.35 0.4a 0.57 1.00 0.60 0.50 0.5A

SOF9 0.69 0.73 (1.60 0.70 0.50 0.53 03.6J 0.60 t.00 0.74 0.71

SQF20 0.57 0.5y 0.5? 0.58 0.44 0.46 0.50 0.50 0.74 E.00 0.59

SOFIa 0.65 0.60 0.72 0.7%1 n.46 0.61 0.66 0.58 0.70 0.59 1.00

FACTOR 041TEON 0 EIGEN',.LuES OF THE COQUELkTION waTQiJI
4 TOTAL= 11.00000 AWFOAGES 1.00000

FACTOR I
1 2 3 4

SOP 1 0.83906 4 EICENVALUE 676075066052
0 1 FFERE NCI 6 .0a7216 0.J464 0. 08s5 0.10'.6

Sofa 0.60779 4 PO0COTtON 0.0119 U.0659 0.0827 0.0539

4O3 o~to CUMULATIVE 0.811% 0.683 0. 7455 0.d436

*5 05 7 9
SOP'. 0.d4420 4EIGENVALue 0.4806 0.3802 0.3430 0.28bt

0 02P6EECE a.2021 3.0432 0.0566 0.3320

SOPS 0.59563 4PQOPC97TION 0.040.4 0.0351 0-03t2 0.0260

SOP6h 0.09709

09 10 11ScoP 0.d0055 * EIGENVALUE 0.2552 0.2356 0.212.1
* DIFFEQENCE 0.01q6 0.0232

Sofa 0.41 * PRoRc~rTo# (3.0232 0.021% 0.0193
* CUUL A T IVE 0.9593 0.91107 t.31000

sopq 0.67031 U

SOP 11 0.76053 0
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TIBLZ 1 1

Table of Factor Analysis Results on Survey Data

SCALE tz CLASS SIZE

SC.ALE 2:AD.LE 'S IECEt COuOQSE
SCALE 3- ;AO 1NG POLiCV

$CALE , AC- CF COURSE

;CALE 5z EPF.OLr PEOU[I EC OUTSIODE CLASS

SCALE 6z CCG.PbE QEL1E0 .PCM o;aWEULSIrES

C0CQ.L&I10N -ATtIA

SCALE I SCALE 2 SCALt 3 SC SCAL 5 S.L o

SCALE
=  

1 1.0000 -0.1327 3.18n0 0.3e ,7 0.0469 -0.261i

S3CAL 7k -. -0.1.32 7 1.0000 0.Sito 0. 2:71 3 . 1)3k 0.2763

SCALE 3 O,.1800 0.3110 1 .00U 0.5124 0. 05O4 0.3357

SCALE A 0.06'7 1.2671 0.51..' I.OCOO 0.57051 0.'Q23

SCALE 5 0.04b. 0.193t 0.6104 0.5751 t.0000 0.50'0

SCALE 6 -0.2bt5 0.2762 0.3357 0.A92c 0.500 1.3000

FACTORQ 0TT6QN

NO wOTATtON OQT-OGONAL QOTArIC,4

SCALE I -0.021d5 0.7t926 0.2.550 0:9614

SCALE 2 a.'519 -0.3014.7 0 .3 7Ed- -0.-'3299

SCALE 3 0.776.4 0.32I41 0.82506 0.0o612
SCAL 4 1. .40453 0.LI0g6 0.P0215 -q° 12697

SC 3t..-E 0 . 8259r 0. 1 I'5 0 .834- 2 -11. l&, 3

SCALE 6 0.?ZOLIS -n0. ,1 22 . Sbq..'-a -0.604.20

EIG.NVALUES OF 7 E CORRELATION mAUA"x: TOTAL:.':.00000 AvEqAGEL.=JOOOO

I 2 3 A 5
E_ I GE14V LUE- 2. o,344 L .2 44 7 O~d3(31 O. Aq-3 0 .4032 0.,32d.3

oE[ FF ENCE .. 347 0.1 J6 O.J37- C . 34132 J .O1 7.
€9CF1RfL0N 0.'.474 0. 0113 0.1393 C.03t1 0.0672 0 .J 7

CU'uL AIVe 0 .. 74 0.o557 0.7950 0.e7d1 0.4453 L0000
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separate factor analyses were conducted, one on each set of

bipolar scales. Each will be discussed separately.

The factor analysis conducted on the six bipolar scales

used in the computer survey yielded the results shown in

Table 11 . In addition to the correlation matrix, the unro-

tated factor loadings and the orthogonally rotated factor

loadings appear in the table. Variables with factor load-

ings that are close numerically suggest a common interaction

or measure. It seems as though two common factors are

present in the six variables based upon the factor loadings.

The first factor explains 44 percent of the variation in the

data. This factor seems to combine the affect of 'grading

policy', 'effort required outside class', and 'pace of

course'. The second factor appears to be a composite effect

of 'class size' and 'course relied upon prerequisites'. The

scale 'class size' has a high positive factor loading

whereas the scale 'course relied upon prerequisites' has a

fairly high negative loading. This would seem to make sense

since those classes taken early in the curriculum tended to

be large and the earlier courses did not usually require a

significant amount of prerequisite courses.

The results of the factor analysis on the SOF data

yielded the correlation matrix and factor loadings in Table

12 . From this factor analysis, we see that only one common

factor accounts for the variance in the data. This is

reasonable since most of the bipolar scales from the SOF

forms are highly correlated. This factor could describe the

student-professor interaction effect discussed earlier.

Tigures 4.3, .40, 4.5 illustrate boxplots of factor

scores for each professor for all three factors. Factor 1

again is an indicator of the combined effect of 'grading

policy', 'pace of course', and 'effort required outside

class'. It might be condensed into a general workload index

with a high factor score indicating those professors for
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TABLE 10
Table of Values for R2 Due to High Eulticollinearity

A CHECK POP MUTICOLLINEARITY AMCNG INOEPENOENT VARIABLES RESULTED IN THe

FOLLOWING VALUES OF Q-SGUAREO.

COMPUrER BIPOLAR SCALES

OEaE.0oNr VARIA-LE RESULTING Q-SOUAREO

CLASS SIZE 0.526

rHEOQETICAL V'. APPLIED 0.245

GRADING POLICY 0.9si

OACE UF COURSE 0.978

EFWOQT REQUipED OUTSIOE CLASS 0.826

COURSE RELIED UPON PREREQUISITES 0.891

SOF 9IPOLAR SCALES

OEOE4oENr VARIABLE RESULTING P-SQUARED

COURSE ORGANIZATION 0.q61

TIME IN CLASS SPENT EFFECrIVELY 0.4i

INSTRUCTOR KNOWS WHEN STUOENTS CaN'T 0.905
UNDERSTAND MATERIAL

DIFFICULT CONCEPTS MADE UNDERSTANOAeLE 0.947

CONFIOENCE IN INSTRUCTORS KNOILEOGE IN 0.762
SUBJEC T

FELT FREE To ASK QUESTIONS 0.441

INSTRUCTOR PREPARED FOR CLASS 0.963

INSTRUCTORS OBJECTIVES MACE CLEAR 0.8,%

INSTRUCTOR MADE COURSE &ORTHUNILE 0.986

LEARNING EXPERIENCE

INSTRUCTOR STIMULATED INTEREST IN 0.930
SUBJECT AREA

INSTRUCTOR CARED ABOUT STUDENT o.qO
PROGRESS £ N4O ItD HIS SHARE IN

HELPING TO LEARN
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TJBLE 9
Output from Stepwise Regression Procedure

Res6Lrs wRam STEP*ISE REGRESSION CF BIPOLAR SCALES FROM INTERACTIVE
SI.AvEY ON 1NSTRUCTOR OVERALL P9RFORMANCE.

ORDER IN WP4CH VARIABLE QEGaESSICN STAKDARO T-VALUe VARIATION

TRE THE MODEL COEFFICIENT Eanan EXPLAINED

rmEOREricAL VS. ARPLIEO 0.214 0.267 0.Sd& 0.044

GRADING POLICY -0.51.7 .401 -0.368 0.016

EWFORT EOUtpeo OUTSIOE 0.485 0.e47 -0.750 0.024
CLASS

PACE Of COURSE 2.392 3.225 0.742 0.012

COURSE RELIED UPON PRE- -0.4a83 0.84 -0.573 0.041
REQUISITES

CLASS SIZE 0.028 0.e55 0.042 0.00t

X OF INST'RUCTOR OVeRALL FERPORNANCE EXPLAINED By SCALES 0.13

RESULTS FQ0M STEPMISE REGRESSiCN OF a(PoL a SCALES FRCM SOF FORMS
ON INSTRUCTOR OVERALL PERFORM*.CE

% OF
OROER IN WHICH VARIAaLE REGRESSION STAOA O T-VALUE VARIATION
ENTERED THE MOQEt COEFFICIENT ERRk EAPLAI NED

COURSE ORGANIZATION 1.070 0.411 2.605 0.737

INSTRUCTOR KNOWS WHEN 1.234 0.22. 5.498 0.067
STUDENTS UNOERSTANO
MATERIAL.

FELT FREE TO 4SK QUES- -t.et 0.339 -9.363 0.036
TIONS

CONFIOENCE IN INSTRUCTCRS 2.062 0.440 4.691 0.031
KNOWLEDGE IN SUbJeCT

INSTRUCTOR STIMULATE0 IN- -0.41ts 0.4t6 -0.996 0.015
TE4EST IN SURJECT AREA

rTs- IN CLASS SPENT EFEC- -1.000 0.250 -2.659 0.031
rIVELY

INSTRUCTOR CARED ABOUT STU- |.5.39 0.629 2.4A4 0.020
Oe"T POOGRESS AND DID HiS
SHARE IN HELPING TO LEARN

INSTRUCTOR MAOE COURSE -1.795 0.e79 -2.041 0.033
WORTHWHILE LEARNING
rXPEQIENCE

INSTRUCTOR PREPARED FOR 0.679 0.400 t.696 0.00A
CLASS

DIFFICULT CONCEPTS MADE 0.575 0.210 1.69t 0.01.
UNOESTANOASLE

INSTRUCTORS OBJECTIVES MA E 0.107 0.22? 0.A70 0.00t

CLE A R S

X OF INSTRUCTOR OVERALL PERFORMANCE EXPLAINED 87 SOP SCALES 0.086

48



multicollinearity. Multicollinearity simply means that one

or more so called independent variables are highly corre-

lated with another independent variable or is a linear

combination of a number of the independent variables. The

problem with high multicollinearity is that the estimates

for the regression coefficients become unreliable from one

sample to the next. Our confidence in our ability to deter-

mine the effect of an independent variable withers. To show

that high multicollinearity exists, we need to regress each

independent variable over all the other independent vari-

ables to see if any are a linear combination of the others.

Table 10 shows the values of R 2 obtained by regressing each

independent variable over the others for both models.

Several options are available when confronted with high

multicollinearity as we were in this study. One solution is

to increase the sample size. This turned out not to be a

useful alternative since our sample size was fixed. Ancther

strategy is to combine several variables that are highly

correlated into a single indicator as long as it makes

sense. This is possible for several scales on the SOF form

which are highly correlated. A third alternative is to

discard those variables which are linear combinations of the

others and are the cause for the high multicollinearity.

After discarding the offending variables, a new regression

equation can be created and a check for statistical signifi-

cance made anew.

D. RESULTS OF FACTOR ANALYSIS

Factor analysis supposes that some common factors

smaller in number than the originally observed variables,

account for the covariation of the originally observed vari-

ables. Factor analysis assumes a linear causal relationship

similar to linear regression analysis. For this study, two
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TABLE 8

Median Val-es of Overall Teaching Performance for the
Sixteen Professors

T IP F(LLC OT 'IG SC'RES F;IR OVERALL PE7FnP:4,Nc3 AF= CAS-DO N A ."CA Lz. CF
L TO 9 w 1l4 I Bi:NG A H!GH SCJR- a: CVrRALL P-F' AIJO 9 3IJNG
A LOW SCORF.

aRtlFISSOR, SU. FC-4 SJF DATA nCOP " FRiUq :3Mpj-ER su;v:Y

A 3 4

a 3 7

C 3 3

0 2 4

E 1 2

F 3 5

G 2 2

H 3 5

3 4

J 3 4

K 5 a
L

1 6
N 3 4

C 5

P 2
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Stepvise regressicn was utilzed in order to determine

which scales or independent variables explained the greatest

proportion of variance in teacher performance. The APL

function STREG, was used to compute the order in which the

independent variables were to enter into the regression
model. The output from STREG is displayed in Table 9 for
both the six scales asked in the computer survey as well as
the scales from the SOF forms. The output indicates the

order in which the variables entered the model, the coeffi-
cients associated with each independent variable, the stan-
dard error associated with each coefficient, the
corresponding t-value and the proportion of the variation of
the dependent variable accounted for by the independent
variable. We see that the coefficient of multiple determi-
nation, R2 , is low for the six bipolar scales used in the
computer survey. In all, these scales account for only 13.8
percent of the variation in the depenlent variable, overall
instructor performance. However, the stepwise regression
performed on the eleven bipolar scales from the SOF forms

indicate a coefficient of multiple determination of .986.

This set of scales explains more of the variation in the

judges responses to overall instructor performance than does
the previous set of scales. In particular, 'course organi-

zation' appears to have a significant impact on students

perception of teacher performance since it accounts for over

73 percent of the variation alone.
One problem that concerned us dealt with the fact that

for the SOY data, even with a value of R2 equal to .986,
most of the independent variables were statistically insig-

nificant. !ven the scale 'course organization', which
accounted -'or 73 iercent of the variation in overall
performance , proved to be statistically insignificant at

the 0.05 level. A high value of R 2 and statistically
insignificant variables usually is symptomatic of high
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TABLR 7
Regression Weights and Multiple Correlation.

Coefficients for the Bipolar Scales in 5 Dinensions

POSIr~ve POLES, NOPMALIZEO REGPfSSLnt COEFritCttNT-,.J7IL
CF RAJING SCALES JIIACTI~t. CrIiES) C2E;ro

COMOUTSR BIPOLAR SCALES C OmF I C I NT

1. CLASS SIZT 0159 -U. At- .,63 -0J.'I?& -0.6250 .4t,

2. T 4E0Er !IC AL O.IY2O -0.5paq -0 .'2 &,e5 0.37 .
VS. APPLIEU .0- 057 ~

3. G440IN4. POLICY 0.2073 -O.z.5is -0.3.0w -0.350? -0,S3 .541

4. PACE OF COUPSE 0.IbSJ -O.4867 -0.4tj
7
3 -0.0M9rI -O.'i29 t,94.

5. 29FOPT REnUIRSU 0.'Th5 -0.5Q12 -0.!3 -0'.1 3 -0.5712 .77.
UtITSZOE CLAS

6. COURPSE PELIE) 1.3'.6j -0.35.4. -0 .6t.69 G0.Ua5 -0.6429 .. o 0%u
UPON DREWEUISITES

SUF 9uIDOLAP SCALES

7. CUUPSE OftrAt4- 0.5923 0.57015 -0.4v7l -O.,e3g9 -0.1376 .53.

~.TIME IN CLASS SPt-JT O.6op7d 0-56,4 -n.2 1 34 0.39N0 0.0~~ .51'.

Q . ISTW4LCTUNQ KNflWS 3.a,2?y U. 149* -0.'33- -2..3374 -0.291t .321WMEN STvi4FNTS OcNT
WN0=_STANI IATCOIAL

10.ofpICuLr COINCEPTS 0.505,) U.0604 - 13.'.%i Q Is'si -0.'.f1 .025
MADE 'JNOeRSrANOAdLE

I1.0~N5IN 0.3143 U.J4?t 0).4,30? J.342R -0.7333 *Uqe
iNSTAUCTUFPS

,(NOWLEIOGF IN
sudje C T

12.PELT gazE ro O.64.au -C.16061 -0.2247 -. U1-rI.5761, .537
ASK OUESTIUNS

I3.1NtkuCTOc DREPAPED 0.lu 710W qz0. -)Z&-.'223 -0. 23t.,A O126 *
IO CLASS

I4-.INSTRUCTOPS 09jec- 1.4444 O.d5I? -0.2%^S~ -V.02?A -0.14A5 .5,4
TIVES MAIJE CLFAQ

Ic,..'4bTaJCT0R STIMU- 0.5dI0'. 0.1206 -C.6131 0.4002 -n.1123 .353
LA&TEL ImrEQIFT IN

I?.1XJSINUCTCJO CA.4LO n.6F7%4 0.I561 -0.4400. -O.i6:a -0.5003 .615.&Nuur ,ruoENt PQU-

SMARE IN HkLOING TLi
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felt free to ask questions; )instructor made course a

worthwhile learning experience and 5) instructor cared about

student progress and did his share in helping to learn.

Dimension 2 seems to describe information concerning how

instructors are perceived as being organized or prepared for

their course. The scales with high multiple correlation

coefficients that load heavily upon this dimension are 1)

course organization; 2)time in class spent effectively and

3) instructors objectives are made clear.

In addition to the bipolar scales used for the interac-

tive survey and the SOF forms, each judge was asked to

provide a rating of overall teaching performance for each

professor. The median values for each professor were

obtained and are tabulated in Table 8 . Although we have
kept the analysis of the interactive survey separate from

the SOF data, we were interested in the correlation between

professor's overall performance judged on two separate
occaisions. The first occaision occurred when the judge

completed the SOF form for the course taught by the

professor. The second occaision was in conjunction with the

interactive survey. The correlation between ratings of

overal] performance for the professors was .58, lower than

expected. Suggestions as to why this correlation is low

include the effect of time. Judges may be less able to

evaluate a particular instructors overall performance as

time goes by. Also, students may change their opinions of

teachers overall performance after having seen a professor

teach a variety of different classes. Ft7 example, a
student who enjoys applied courses might rate a professor

differently after having had him for a Stochastics flodels

course than he would for say an applied course like Test and

Evaluation. In any event, we did expect the correlation on

overall Ferformance to be higher than it turned out to be.
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TABLE 6

Regression Weights and Multiple Correlation
Coefficients for the Bipolar Scales in 4 Dimensions

POSITIVE POLES OF PIGRMALIZFO REGRESSION CCEFFICI.:.JTSRATING SCALES (OrRECTION COSINES) '4UL71PLTrC r 'I =L ATPL S CL!
COMPUTER 01POLAR SCALES D! 1 Di42 01N3 01,4 C3OFPICIEN-L. CLASS SIZE 0.3954 0.0190 0.417Z -0.0434 .262
2. THEORETyCjL VS. 0.2603 -C.83o7 -0.4d16 -0.d096 .APPLIED 5L 0
3. GRADING PCLICY 0.3197 -0.6784 -0.3689 -0.5489 .414
4. PACE OF COURSE 0.2527 -C.595L -0.4877 -Q.5R65 .453
5. EFFORT O* CuLP.E 0.13ql -0.9142 -0.3253 -0.L975 .376OUTSIDE. 0,- CLASS
6. CQURS- RELIFO-UPCN 0.0696 -0.3655 -0.5769 -0.7270 .501

PREREQUI S[UES

SOP BIPOLAR S ,AS-$
7. COURSE ORGANIZATION1 0.5942 0.6474 -0.4Z23 0.2219 .502

8. TIME It$ CLASS SPENT 0.6435 C.6118 -0.0025 0.4597 AP93EFFECTIV ELY

9. INSTRtJ§TOA KNOWS WHEN 0.9337 C.3301 O.OL13 0.1375 .285STU4E ; S 3OINT UNCEP.-

StTANC 4A7TP!JAL
IC. TIFFIJLT CCNCEPTS 0.8412 C.1880 -0.4612 0.2103 .444PADE UOIDERSTANCAeLf
Ll. COlI0F, NCE IN 1NSTfUC- 0.2928 C.133Z 0.6859 -0.6404 .095TOPS KNOW.ECGE I,% LU8-

12. FELT FREE TO ASK 0.9672 -C.0837 0.0466 -0.1238 .405OUr STIONS
13. IFSTRIU.T7o PPEPARED 0.7263 0.5747 -0.3012 0.2265 .447FC.q CLASS.4,7

14. IHSTRUrC.3 OBJECTIVES 0.4178 C.8959 -C.1508 -0.0026 .581!ADE CLEA.5

15. INSTRLCT31 MAO 5JOUReS," 0.7065 C.4218 -0.4327 -0.3684 .478WORTHWH I LZ L--.A NNG
SXP=R I:CE

L6. INSTIUCTOR STIMULATED 0.6352 0.2174 -0.6073 -0.4245 .298111TEREST IN SUBJECT
AREA

17. INSTRUCTOR CARO A30UT 0.8310 0.2991 -0.4143 -0.2193 .532STUICSNr :1CGRESS AN
010 HIS 5lAPE IN HELP-
ING TO L= RN
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fact that a course was perceived as being theoretical or

applied most closely describes the effect of the professors

ultimate positioning with respect to dimension 2. Likewise,

the scale 'course relied upon prerequisites' loads heavily

on dimension 4 with a regression weight of -0.7270. This

appears to suggest that dimension 4 is most nearly explained

by how the judges perceived how each course relied upon

other prerequisite courses. The regression weights have a
geometrical interpretation as the cosine of the angle

between the dimension upon which it loads, and the associ-

ated scale. Unfortunately, the two scales with the next

highest multiple correlation coefficients, 'pace of course'

and 'grading policy', load heavily upon dimensions 2 and 4

as well. They probably contribute to the explanation of

those dimensions also. Not one of the scales with a high

multiple correlation coefficient loads heavily upon dimen-

sions I or 3. These dimensions are left unexplained and new

scales are needed to determine an appropriate explanation.

A similar analysis was conducted for the bipolar scales

used in the SOr forms. Here the scales with the highest

multiple correlation coefficients were 1) instructors objec-

tives made clear; 2) instructor cared about student progress

and did his share in helping to learn; 3) course organiza-

tion and 4) time in class spent effectively. Again, the

same problem occurred here as in the analysis of the

previous set of scales. Almost all those scales with the

highest multiple correlation coefficients load heavily on

only two of the four dimensions, namely dimension I and 2.

Dimension 1 appears to convey information about how each

professor cares or interacts with his students on a personal

level. The bipolar scales with high multiple correlation

coefficients that load heavily on this dimension are, 1)

instructor knows when students don't understand the

material; 2) difficult concepts were made understandable; 3)
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TABLE 13
Table of Clusters for Four Dimensional Solution

GRLPTNGS OF PqJiF'S. IRS FC, CLUST-R STZFS 2 THRU 6USING A ICUR Ol4T.SIONAL SOLUTION
C LuST-R CLU;7TR C LUST!:R C LUSTFE R CLUS-2.S Iz IE- SILE-3 S I Z - 4 SIZ: -S2 5 S I Z

P W- Fo CLU S PROF. CLU,. PROF. CLUS. PRCF. CLU, . PROF. CLUS
A I B I A I I L F I
C I F I C I 0 L 4 1
0 1 H I D L B 2 B 2
E L K 1 5 1 K 2 K 2G I m I G 1 F 3 0 3
I L A A 2 I 1 1 3 H 4
J I Z J 1 H 4 P 4
L J 2 L L P 4 C 5

L 0 2 N I A 5 D 5o C 3 8 2 C 5 5
' 2 0 3 H 2 0 5 G 5
F 2 E 3 P 2 E 5 L 5
H 2 G 3 F 3 G 5 N 5

2 L 3 K 3 J 5 A 6
2 3 3 L 5 L 6

P P 3 0 4 5 J a
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TABLE 14"

Table of Clusters for Five Dimensional Solution

GROUPINGS OF OROFSSSOaS FOR CLUSTIe SIZES 2. TmfU 6
USING A FIVE OIWENSIONAL 5..UrION

CLUSTER CLUSrER CLUSTER CLUSTER CLUSTER
SIZE22 SIZE23 SIZE=4 SIZE213 SIZESo

OQOP. CLUS. PROF. CLuS. PROF. CLUS. PRO . CLUS. OQQF. CLUS

A I C I i I I I F I

c 1 0 1 N (3 L ,4

O 1 E & IC 81 2 2

a I ' l e 2 p 3 P 3
A NI 2 2

LI L 2 N 3 C , A

I J 2 0 * 0 5

5 2 0 2 A A A S E 5

F a C A 0 5 G S

2 F 3 C A E S J 5

K 2 N 3 E A G L 5

N 2 K J 6 A J N

P 2 N3 J A N 5 0 6

p 2 U 3 L N £ 6 j
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V. SUMNARY OF RESULTS

A. REVIEW O? THE ESSENTIAL ITEMS

The purpose of this study was to uncover information

about students perceltions of teacher performance from data

gathered via a computer interactive survey and SOF forms.

The contrcl group for the interactive survey was the

Operations Research section graduating in March of 1985.

The data consisted of proximity information, how similar or
dissimilar professors were perceived as being, and rankings

on bipolar scales. Bipolar scales were chosen from SOF

forms and suggestions from previous Operations Research

students. Separate analyses were conducted on both sets of

scales. The level of the data was assumed to be interval

scale in order to utilize the statistical methods. involved

in the analysis.
Multidimensional scaling was used as the primary means

of evaluating characteristic differences among professors.
A monotone relationship among similarity data was the
primary constraint used in determining a final spatial

mapping of professors coordinate positions in multidimen-

sional space. The goodness-of-fit criterion used to measure
the degree to which the data conformed to the monotonicity

requirement is known as stress. In essence, a value of
stress between .05 and .1 would indicate a very good fit.
Unfortunately, the stress value associated with a four

dimensional interpretation of our data was .242, indicating

a less than good fit. Other methods helped guide the choice

of dimensionality.

Aside from visual inspection of the spatial mappings,
multiple linear regression analysis was used to determine
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the most important characteristics that appeared to set the

professors apart from one another. This was done by

regressing the median values of the bipolar scales over the

coordinate positions of each professor in four space,

obtained by the MDS program, KYST. The choice of the most

important characteristics follows from the bipolar scales

with high multiple correlation coefficients. The multiple

correlation coefficients associated with all bipolar scales

were lower than what was hoped for. The correlation coeffi-

cients were typically around .5. For those characteristics

deemed important, high regression weights determined exactly

which dimension the associated scale most nearly repre-

sented. For the bipolar scales used in the interactive

survey, the scales 'applied vs theoretical course' and
'course relied upon prerequisites' proved to have the
highest correlation coefficients. These scales most nearly
explained dimensions 2 and 4. The other two dimensions were

more difficult to explain since no scale with a high
multiple correlation coefficient loaded heavily on them.

For the set of scales obtained from the SOF forms, a
similar result occurred with the scales having high multikle
correlaticn coefficients loading heavily on only two dimen-
sions. The scales with the highest correlation coefficients
here were 1) instructors objectives made clear, and 2)
instructor cared about student progress and did his share in
helping to learn. There seemed to be two indicators coming

from the SOF forms. One indicator seemed to focus on

instructor organization and preparation. The other indi-
cator involved a student-instructor interaction effect.

Basically, how did the judges perceive the instructor as

caring about the students progress in the course? This

effect seemed to be corroborated in the factor analysis.
In addition to the bipolar scales, students were asked

to rate the professors on an overall performance scale.
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Multiple and stepwise regression efforts were done using the

overall performance evaluations obtained from the SOF forms

and at a later date coincident with taking the computer

survey. The important information gleaned from the regres-

sion analysis suggested that the six bipolar scales used in

the computer survey did a poor job in explaining students'

perceptions of instuctor overall performance. The coeffi-

cient of multiple determination for the regression model was

a mere .138. Stepwise regression analysis indicated that

the scale 'applied vs. theoretical course' accounted for

most of the variation in the dependent variable, overall

performance, for its set of scales. Thus, it would seem

that whether students perceived a course taught by a

professor as being applied or theoretical had a more signif-

icant bearing on the overall performance of the professor

than the other scales in that set. In any case, none of the

scales proved to be statistically significant at the .05

level.

The stepwise regression performed on the SOF data

yielded a coefficient of multiple determination, F2 , of

.986. This rather high value of R2 seemed to suggest that

the scales used in the SO? forms more nearly explain the

variation in overall performance than do the scales used in

the computer survey. 'Course organization' accounted for 74
percent of the explained variation. Even with this high

value of R2 , most of the coefficients of the independent

variables turned out to be statistically insignificant at

the .05 level. This indicated that high multicollinearity

existed among the scales. A check for multicollinearity

proved positive in both sets of scales. Each independent

variable was regressed over the other independent variables

and high values of B2 resulted. The multicollinearity

problem suggested that a number of the scales, particulariy

on the SOP forms, be combined into one scale or measure.
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In addition to regression analysis, a factor analysis

was done on both sets of scales and three separate factors

were obtained. Factor 1 was composed of the three scales,
'grading policy', 'effort required outside class' and 'pace

of course'. Apparently, the judges found these scales to

interact consistently. Factor 2 appeared to describe a

composite effect between 'class size' and 'course relied

upon prerequisites'. The factor loading was positive on

'class size' and negative on 'course relied upon prerequi-

sites'. One might infer that the larger the class size, the

less that course was perceived as requiring prerequisite

courses in Operations Research. This appeared to be true

since most of the larger classes occurred in the beginning

of the curriculum. Factor 3 seemed to describe a student-

professor interaction effect. The correlations among the

variables in this set were high contributing t3 high factor

loadings on nearly all variables.

A disjoint cluster analysis was conducted on the coordi-

nates generated from the multidimensional scaling algorithm.

Each professor was grouped into one and only one cluster.
Exit interviews with students suggested that five clusters

appeared to be an appropriate number of groups.

B. CONCLUSIONS IND RECCOMENDATIONS

The multidimensional scaling technique seemed to provide

a weak explanation of instructor groupings. The reasons for

this ay be several. First, a linear causal relationship
may not be appropriate in describing students' percepticns

of instructor performance. Certainly the six bipolar scales
used in the intaractive survey were not powerful explanatory

variables. However, there seem to be one or two strong

indicators among the scales used in the SOF forms.
Specifically, a student-instructor interaction effect and an
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instructor organizational and preparation effect appear

dominant. What needs to be done in the future is to obtain
further scales or characteristics from Operations Besearch
students possibly during exit interviews. Also, one might

suggest that another look be given to changing the current

SOF form as it stands by combining some of the highly corre-

lated variables and adding characteristics that later

prove meaningful. However, it should be noted that what

might be considered an important characteristic in

describing instructor performance for one student group may

prove to be less important for another group.
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ApP111 DIX A

INPUT VALUES FOR BUTIDIMENSIONAL SCALING PROGRAN KYST

T CS S C.1
0g 1 MAX6&T 001 i-3I
0 IM M AL8 0S -41TI

tC :CR rHa LA TR T T
cl CZ

ODAA PEGR-S SIJN.ASC ND0ING,CUrOF.=-1..C

16 1 L
( 15F4.1)
7.1
5.2 7.0
4.8 7.2 4.0
5.7 7.6 5.J 4.C
7.o !. 0 4.o 6.C 7.5
5.7 7.6 4.3 6.C 2.3 6.0
6.3 6.1 , O.I 4.9 4.. 6.j
5.5 6.9 .4 5.0 5.4 4.5 4. 7.0
4.1 t.5 5.0 6.C 4..9 5.. 4.j 6.3 5.1
7.3 4.0 7.5 7.C 8.C 2.3 7.2 5.0 7.1 7.3
5.3 7.7 4.5 5.3 2.5 7.C 2.0 6.6 6.2 4.9 7.9
7.3 6.0 6.o 7.C 6.5 4.3 7.5 5.0 5.4 5.3 5.2 3.9
5.J e)- .8 5.) 5.S 5.J !.. 5.U 5.8 4.7 4.d 6.1 6.1 6.0
6.5 7.0 6. .j 7. 3.1 5.c 7.. 6.7 4.,3 5.3 .2 7.U 8.8 l.a
7.3 2.0 2.0 6.8 6.0 6.: 6. 5.3 7.d 7.3 5.9 t.0 7.0 5.9 7.3WX'. GFTS
Lis.

17. 17. 18.
12. 17. 16. 14.

2. 6. 6. ,. 3.
16. 21. 23. 1.!. 17. 6.11. 15. ib. ii. 11. 5. 16.
1. 20. 21. Ld. 17. 4. 21. L,.
It. il. 2Z. U-. L7. 5. 22. 15. 21.
16. 22. 23. 13. LT. 6. 23. L6. 21. 22.
1. 21. 22. 1-. 16. 6. 22. 15. 24. z. , .
16. 22. 23. 13. 17. 6. 23. I-. 21. i2. 23. 22.
1. 22. 23. 1 . 17. 6. 23. 16. 22. 22. 23. 22. 22.

2. 4. 4. !. 3. 1. 4. 3. 4: 4. 4. 4. 4. 5.
4. 7. 7. 5. 1. 4. 7. 5. 5. 6 7. 7. 6. 6. Z.

CUIPUTE
s~)p
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FOUR DIaESSIONAL SPATIAL MAPPISG OF PROFESSORS POSITIONS
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APPENIX D

COapuTzR SOURCE CODE FOR ISTERACTIVE COMPUTER SURVEY

C *A LITTLE IIOTl A8CUT 'HE SURVEY
C
C * TH:_ mCLLOWING CC4PU'rEP CIDE WAS WRITTEN AND Im'FLE-
C MgN~TIOD FOR THr PUPPIS,* OF OE-rTINING PFCOXL417Y DATA, *
C, * t. SIIMILAFTTY/DfSSIMILA017Y OATA --\ ST\JDEAT PSR-
c CEPTIcN OF TFACH!i.G ?ERFrPkyAAlCE. STLIDF.'ITS ARE ALS. *

CA.SK(E TC RATE PROFESSORS OiN SEVERAL 9IPOLAR SCAL=S.
CE TH T ILRVEY Is COM4POSED PR.qlw.RILY OF FGUR COMPON=&TS.
C * THES% I!ICLUCS THE CONTROLLING EXECUTIVE PRDGR4.4 'AS,*
C A PAiEL OF FRIFESZORS NAMiS (SUP.VL PAN -Ll CRZATID
C * E4TIIEL.Y BY THE DISPLAY MAYAGENT SYSTE4l (DMS). A *
C FILE Ta STACK STUr-CTS' RESFP.~SZS (SUPV'lAS OISPLAY)
C * An) THE ACTLAL FC7TRAN PROGRAM, SURV3 FCRTR;AN'. THE
C * CHOI'E 'F FCR-RAN AS THE LArGUAfE FOR THE S'JRV-Y WA *
C OP~fVEN. PRIMARILY By TH'_ PRCC A.'4ERS' FAMILIARITY WITH

* TH: '.ANGUAGE AND ITS ABILITY TO SATISFACTORILY HANDLE
* THE ASK.

C, ******* *.*********s*~*********** *******

C THE EXECUTIVE- PROGRA'V MAS

CT* E R ACCZSS DISPL.AY MANACEMENT SYST EM (DMS1 M.ACHPI):
EXEC DM5

* CALLS PANSL IF PROFSSS (SURVLJ.
* DISPLAY! ?QCFCSSDRt PANFL.
* STACKC SELECTED RPPOESSCSZR.
EUDXEC SRV'ASPLACE SEL!CCTED PROFF-cSOS IN TSMPORARY CMS FILE_

XEDIT OR DATA A (NOPPOF
* STAPT :NT=;ACrIVE QLZSTICNfIG.
* JUtPUT Pzi uLT S TO N lE ;:O2FOICI

FILEDEF 01 DISK IR DATA A
* A l400ULE (SURV3 41OLL=) .4AS CREATCD TO ALLEVTATS THE
* PRCBLEM OF EACH STUCENT '10T HAVING THE% NZCSSEARY
*FORTRAN CCMPTLER. THF. PROGRAMd SURV3 FOOTRAN) IS
* LOADED Atig aEGUM MORE EFFICIENTLY WITH THIS DEVICE.

SUR V3
ERASE OR DATA

* FTNC CUT Rf:SP9PO-irT'S US,!RTD.
* WITH THE IPF FUNCTICN US--RIO.

*SAT PLACE USERID. DATE, & TIME IN
* EX9C2 VARIABLFS.

ERVAD 'IARS CDUMMY CUSERID EDUM14Y &DATE &TIME &DAY

* GIVE OUTP'r R"!SULTS FIL7MAM= OF
* THE RESPCNDENT AND SEND FILEJ TO
* 307P WITH DISK DUMP.
* 3177P IS THE PRGRAMIMCRS' CUFPNT ACCOUNT S.

RgJAME FILE FT02FOOl A &US"RID) PROFS A
* !ACH FILE TS GIVI7) FTX!ED LOGICAL

RS'O!RO LENGTH OF 80 COLUMNS.
CCPY9ILE &WSE110 gr.Fs A (RECEFM P L RECL 80

* ** REMPR TC; SPOOL PUNCH To RESEARCHERS USERID #
CP SPOOL PUN4CH TO 3177P

* FTL.:S ARE SPTIOLED ANC PUN)CHED TO RESZARCHER
DISK DU14P 6USI:970 PPCFZ
' P SPOOL PUNCH CFF

*WHEN SURVEY rS $OMPL"TSO, THF FIL-- OF RSSPO'lSES
* IS ERASED FROM THE PSPQOOENTS A DISK

ERASE CUSS2ID PRCFS

.sa ~ ........s.S~~ .... . ......... .......SSW=
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APPENDIX C

FIVE DIBENSIONAL SMATIAL MAPPING OF PROFESSORS POSITIONS
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CC SUP.V'AS- CALLS THw PANE~L OF OPOFES- pS c PviPNLAC TACKS 
F NUMe.-.R F tUV'L.)

C HOLDERS J~p=-tnS UP't THE 4UiER IF pRqrFES q
c LISTEC IN THi PAMEL. IN OUP CASE rHERE WE"C
C
US: PANEL SUR-i.

&0 -
& C2 .-

C03 -

Cr8 •-
£09 a -

&C4
&07,

&-'s

6012 -

&O21

&013

6014 = -
&C14

&Z15 -

C216 = -

6018 a -

& C2 2

& C2 -
&020 -

603 : -

&02!-
6C26-
6C2

6038 - -

&C29-
&. 3c
&C3L
6C32 -
CM3 3-
&034 -
60C35 -
6036 -

&C38

0ISPLAY~
&STACK I 01601V.STACK I 02tn?
&STALK I 0.&D!
&STACK 1 04,04
&STACX 1 05&D
&STACK I 06&D6
&STACK I 07&6r
&STACK I 08D9
&STACK 09 o ;
6ST1CK I 1O&O
6STACK 1 11&0L1
CSTACK I 12&OL2
EST A(1 I 3&OL3
CSTACK 1 146014
&STACK 15&Di_
&STACK t6&DL6
&STACK I 17OL7
&STACK 1 18&018
&STACK I 196.01SCSTACK 1 20&DZO
&STACX I 22.1021
& TACK I 2&D 22
TA CX 1 236023
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~A CK 1 24402 4
&STA~CK I 25ZO25
CS7ACK 1 2 Z&02 t
&TACK 1 27 F .7
&STACK I 28&z!S
&STACK I 29FZ
CSTACK I 30 .n30
&STA~CK 1 31&031
&STACK 1 32CO32
&STACK 1 33&'33
C.STACK 1 34&534.
&!7 ACK I 35F&D!
&STACK 1 36&0 3 6
&:7ACK 1 37FD37
CSTACK I 3a&038
&.STACK I 39f.03 9
&STACK FIL

C
C SURVI PANEL
C
C THi --CLLOWING P NCL CONfrAINSA LIST OF 39 PROF=-eSZOPS

C
,T14r FOLLOWING SURV7'v IS D':SIGtjC TO COLL-C 04%A -N 5TUG NTS'

-PFRCEP ,l-J I5 F !t!STPUC'fR EFFCVE75!. ENT1 rF THE VALQE I
-IN THF UNI) SCOREC PCSrrlnr! T). TFC L-FT OF .-ACH PRQF-SS3O . qO?4
-wW"OM YOU -4AY:. TAKOII AT LEAlST ON-' C024PSF-

-. IAN lAA3H0URN -4~LVI ' ANC;US ,a-OONAL) BA~RR
_3-Gr-RALD 4POWN 3i-JA.MEi. EAGLE a&-JimEs S sAy
:-,FAIJL ; i;C).6ECK l-,fcAGLE FCPPF7- :a-J&%CK ;AFFCPO,
_a-OONALD Av R :-JA.41S HAFTMAN &,;3AS 40IVIK
-i-GILSE7 iCWA.RD a-dA YN 7- HUGK-S 2-CHARLZS HUTC.4111!
A-PATRT

Cli JACOBS :a-HArLO LAP'SON -A- ,7R .'4I SK a'i;L'"41 L INCZlY .i-.L: l C:4A !Ti~lS )AL4LCH
:-&-iOUGLAS NEIL :&-AMUFL PAPRY -4ARCHMAf PERRY
_i-GARY 30'CK -- 4;Y POR~TER &-4GBERT AzAD
.aAUSS R!-HARS a PT SA:JDCZ :2-99UNO SHUBFRr
:;-REX OHUICE a&-PMAiD) SCLYS @-.4ICHAZL SVERSIG.N

-JCESPH jT2WART a-IM SULLt'VAN &_-JA' --S TAYL^R
i-I(EVIN W.1Cc :&-JAMES YEE -P=-TER LEHPN

-CEPPESS THF 2I:"TFP KEY WHI.M rtNIS%-F'3

C
C SUaV3 FORTRANJ
C
C VARIABLES CECINE.C
C
C lt4- THES= INTEGER VARIABLES ARi USCD AS SIMPLE COUNTERS THROUGHZU'r
C THrzA RA
C N - RfF IS TO TF.9 NUMBIR OF ;)RCFiSSORS UV:1.) ON THE PAN7 (SURV1)
C C - REFEIS TO THF T'AL 'IUMBER CF PckFESSCRS IN1 THE SUBS:Fr PERTAIN-
C. 1MG TC :jACIA ICIVIDUAL q 5 fCOrF.IT
C Cl - :-QuAlES TEO TH= VALUE C-1 FC? EtCH CSPONDSNT. USED TO HELP
C LUQP TI-E 1 :S9NOE'!T 'rHRU Th-E PAIRWISE COMPARISONS
C Z - tr - WT1JN SI'iILA; To I AND J.
C E(39)- DEFTENES TH-E Q=S?ON,'DEt:TS UNIQUz SUB8S%:T OF PRlFSSiSIR
C INO,5PCflNO - VAP IABL5ES USZ-D IN AV4 F.PXcp HANDOL!NG SUA-UTIN-c
C RRSc- rlUN0 IN VS FORTRAN MANUA~L- HELoS ro

MAKE THE SURVFY USER FPIENDLY 8Y CATCHI'IG IN-
CCQrCT q2SPO JSCS, I.E. HITTING THE ENT:*R K7Y

C j- )U?'1:RIC WAS ;QU&;ST;:O
C Rc39,3.9i- 7HF Twt' DI FNZI1MAL ARRAY OF REz CNZSi TO SIMILAPRI7-YC )~~]TA r-OP TKt. RESPONDENT TH ;RSO.JI SDI~S~E
C IT 39 15 BECAUSE OF THP NUMBER CF PROF5SSSORS IN" THnE
C PANFL
C 8PS(7,39J-'lMiLAR TC .39CWVE :XC'PT THAT IT STORES THW- ASSPINS.S *'0
C f)-E'SIPCLAR SCALES
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C
C LIST39- i CHAPACTZP A~RRAY ' I T)" P~tQFCOSS-CPS JA.9'S
C A(39)- I~ ciP.,.C~c ARRAY TH4AT STCP=S 'HF r)JARPC':r* I OP A BL-JJK
C DSPINOIN~ UPrN WCW THEE RES5lOOIT dCPIPL:TFW THE PANEL OF
C P~c;%ssoRS
C Y- A CHk4; 0 vAp.!.%eLT THAT CHTCKS Tl St IF THE RrSPc!NOENqT AkrW5cRP
C CCRPFCTLY TO CCN7INU - ON AITA 'HF :Uavi-'Y
c

REAL pk(Jq,39) 5Pj(7,39)
CHARACT:R*Z0 LIST(391
CIIARA-':-*4 A(391
C14ARACT':I*t Y
CC.4MCpN/ MRCC/ N
EAT'7RPAL P'VERR

C CALL E;SETI2i5,Z56t-lti,"YSRRO)
C R-PlEMBER wF. USED 39 PRO)FESS.:RS 11 OUP PA:V L (SURVLI
C

N0*39
C
C I'4I7!ALIZE ARRAYS P AND OPS TO 0.C
C

DC 5 IsbN
CO * JsIN

R (" , JI -C. 0
6 C CNT" MJ E
5 ChTI , U I

00 8 taL,7
D0 9 .1:

9 C CXT iJN
8 CONTIMU:

C OzFItle THE CHARACTER ARR.AY OF PROFESSORS LIST

LIST( 1-,SH8LFNv ALAN R.'
LIST( 2)*fA)RUS ALVT.4 r.
LISTC3wi.'5RR 6fALO q.'
L Sr (4) .g~'WN9 GCRA.LD G'
LiSt 15 E'jGLE , JAtrM.~ .'
LIST( 6WFSARY, JAM"E.: 0.1
LIST( 7)-IF!SCHe!rCX4PAUL S.'
LST( 83s'FC~RsSTv f. N-AGLE I

LIST(9 I *GAFFCPD# JACK'
L!STt 101 aGA~Vzp, DCALD P.'
LIST( jj)mlHARTA, JA4E S K.'
LrPT 1_23.'HCIVIK, THOMiAS H.'
LI T ( 3)-'HOWAP[D, GILBERT T.1
LIST( 14)HUGHES, WAY'IE P.'
LIST(15Is'HUTCHINSP rHARL7S W.0
LIST( 1.6)n'JACOES, i-1I A.'

-LISTI 19W~LINOSAYj GLEMN F.'
LIST( 20O)MCM4ASTERS ALAN W.0
LIST(ZL2u'4ILCHl, PAUL R.'
LIST(Z2)-:"l6ILt OC-UGLAS E.'
L ST 23)sUPARRy, SAPUM-L H.'
LIST( 24)0'FEH't, F. MARCHMAN'
LIST M5~~Ol GARY K.

LIS~C2)u'PO T, GARY i.'
L ffri 27).:"REAO, P.CBEFRT R.
L ST(Z 8)'4C*C F RUSSFL L'I
L ISTC 30 )a SHJSERi v~N 0ots .'
LrST( 3L I .SHUOC--- PFX H.*
L1ST( 32) ':OL!c, APMM00O 0.'
LI+ (33Ial0VrAElGNv 14ICH4L G'
LIST 34 .ST!-'-ART, J0S7PH B.'
LjISTI35)-SULLIVANv V14fTHY J.'
L ST (36)=ITAYLCR, JA4ES G.'
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L IST 38) aY JAME~S R. I
LISTC39SDZaHN49 PEVra~ i.'

OJTAIN -3..S SUBSET OF PPCFESSt7RS SSEN BY EACH RESP)ONDENt4

cc .

C I-[
C- +

C 1-c- I ~ S~!
C

48 CALL FR iC1411 ( 'CLPSC.[i I

11 F RAT(LAI
wAIT 17(6,123

1.; FCRMA T ( L
WRI-F(6, 12)

13 FCQ4'AT([A)
WPIT- (6,3C)

30 JOR"IT (Lx *:U Age Jr~w READY TO ENITER. TN VALUES FOR SIMILARITY C9*0155' MILAa-TY FCAR'
"iRITE (bv 21)

31 FR LA ;-VFPY COMBINATrI CF TWO PRO'FESSORS ACCOROTING -0 YCUR PC R SO A~ LIST. CNCE')
WRIT16,32)

32 FC9'4t.TljX 'AGAIN, PL-zAS2 EPNTER 1IN1 A VALUF qEFLlCTTING Y9UR PERC!PTIWIN OF ShI'!LAR!lY Cpui
33 FCRtmAIIX ITlACHINC. =FPECTIVEP!5SS USING TH2 SCALE PROVTD'--D. L.!MT

RESPO~3i~ TO AT 1)
WRITF:(6.34)

34 FORMAT( IX,1.4ST C.PI DcCIMAL PCINT. FOR YOUR CDV71NETHE S!MILAR1 TV/OtSS!M ILAP-' 3
TLR t(6,33)

3! FORf4&T~iA'ITY,5C3LC APP :RS BELOW. FOR FXAMPL-:t IF YOU P!-RCSIVL-
'PPCF'. 3RCWN AND')
WRITE (6.26)

36GH CGMTlX,'WCCO TC St VERY SIMILAR IN TIACHING EFF"CT1V=?NESS, YCU

WPITn (6,37)E r)
37 FORMIL1-LWASIGI, TH,4r PAIR A SCORE OF 2.2 TO .REFLECT A HIGH CEG~i*E QF S ,,ILARIY..)

WRITE (6,41)
41 F CRMAT(xlA

WRITE (6942)
42 FOR'45 TI T20pl s)~I

WR ITE (6, 431
42 FCPM&T(r~o,'I, ,T25,'2',T30,'3'tT359'4',T40,'5',T45,'6',TS0,'-r.,T55

44 FCRMAT(TZOI 'P'T60,':@3
WRITE (6,45)

45 FORMAT( '189'VERY' T599'VERtY')
hPI'r(6 46)I

46 FORM t f17,'SINILAQ'?,T5b# DISSIM4ILAR'I
WRIT! (84l I)

47 FO8R;4i&"T( IA I
WR!T7(bp41)

49 FCR.*4.T(LA)
WRT'r- (6#53)

53 FORMAT~rL,'Ttl C04TIMUE, DEPRESS THE LETTER R.')

85



C
C TH: qFAQO!. iOV;.'lCZS TO CCIN:O PA!!WISZE COMPARISON1S :)F
C PlCFeS_7CRS
C

R r-AD( 51521 Y

GO TO 4e
E LSE
ENO IF
DO 50 IaIC1

CC 60 JmzjC
CALL 2AIi.(Z,JtPCP8,LIST)

C
C THIF SUPRCU71NE PAI. CnNTPOL3 404P0~G~ ALL PATrWISt
C C314PARtSChS FOR~ SIMI L.A1Y ')ATAp"
C
6c CCNTNUZ
SO CCNT1'IU I
65 C AL _ R TIS (CLRaSCRl I

66 tR.A-II )
WRITF (6,671

67 FORMA T( LX)
WRV'7 (6,701
WRI:P (6,P80)

'R 1(6, 003

W017 ( 6,r120)

WR!Tr! (6, 130 1
c T-3! PESPCND'NTS ARE SPIEFED IN THE BIPOLAR SCALPS
C

70 FOFMjLLX.'Wt: API: NOW INT7P.ESTED Iff COLLECTI1:G ADDITI1l'AL INFCRtMATOlCh OJN :TlEP)
ac 0OA?AT(LX.lASPEC73 OF YOUR PRCFESSORS AND THE COURSES -HSY T~tJGH-.* THFBICA)
90 P :;7!Tl Px..SAE S0FRT4SPR OF THE SURVEY AR! STMILIR 14

1 00 FGRI4bkT(IX 'SIMILARITY/DISSI'41LARITY SCALE. PLEASE LIMTT RESPONS:S* 71T '4Ci
110 FO*L~X0cIJLPLACE' EXCZOT F'rR THE FIRST BIPOLAR 5CALE WHICH
123 FO3R#.T(LX#'FQLP IhN7zGZR R:SPC0;S2S. IF YOU HAVS HADO N:! PROFI.SS0P.
130 FORA04?(1XvIONCE, YCUP RESPONSE SHOULD REFLECT "HE LAST COURS-' TAUG

*HT TO YIL BY')
L40 F('RiAT (I ,'THAT PRoPrss.fR. LET US BEGIN.')

S WPITF 6. 50]
WPITF(6, 160)

L.60 FORMATC3.XtPLZAS'_ TYVPE TH= LZT7'R R TO CONTINUZ.')
REA(S,17C Y

'o IFfY.Mti.lR') T14N
GO 'rG 6!

E LS::
ENO iF
CALL F:DTC4E ('CLPSCRN S
C LBO I11,C

WR I rp (6 9171 J
171 FORP4AT( IA)

W AI-t (6,9172)
L7Z FOR144 T( LX I

WRITE (6t 173)
13 FORMAT(LX6 THTS SCALF DFALS WITH T46 T 4EFRAM4E I'l THE CURRICULUM W*I4EN YlU 7 CK T H5')

WA t'~(6,1L741
174 FORMAT (LX9 COUPS': TAUir4T BY THE'- PqOF!SSOR LISTSO. FOR _4!S SCALZ
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WRIT((, Ili)
175 FCSlIAT(LA,'3 PiUA V.ALUPS (1,203 -R 4).')

176 FORM4AT( Ix )
Wtr (6,177)

177 F(rR:41Ar'(Lx1
WRAT" (6,171

19 WRITIF 6, 179)
WRT-,F (6,181)

WRI r- (6 ,182)

183 FORAATcr2p4cZv'cCCUrSZ TAUGHT'))
WRIT-(6, 18')1

L8of FCRATr(IXt-i b p' ST CA 2?1DT3 I v'3F0 OR 4TH',T46, 5TH OR 6THt761,'
*7TH 1R. jTH11

WRtdpE( 6, 1 E5)
185 FCqM*kT(t9,4(dX,'CLARTFRl))

WRI-7(6,186)
186 FCR'1&T CLX)I

187 FRA(X
WRIT? (6, L90)L!S7(U1 1))

190 FORa4.T(Lx'V)Ti 'VCLR SOI. O.,XA O2,<'
161 RONT'INU=

RAO( 5 2CC.Vt0* L62) SPS (I1 1 1H
zco FORAT( F 3.2)

I F(8PS (1 9 (rf)l1.'.r.4 J) THF-i)
GO rO L62

ELSE

.Ft 1!0. !C.01 GC TC 163
162 WIT -- (6 9L641
164 FGR'T (IX, -IPCCPr~tCT IN)PUT# PLEAS'-: NTER API IN1TCGER VP.LUE',9

k FR3?# I TO 4.*)

p~Ir P4O 5
GO 70i 1

163 CCNTI'IU.:
CALL Pqrcms ('CL.ISCRN 6)

OC 210 tuLC
WAIr. (6,151)

191 FORMAT(LX1

192 FORMA CLX)
WP IT ( 69 193)

193 FORMAbT(tX,'THE FfGLLCW1ING SCALF C-32ALS WYTH CLASS SIZE.')
W I TV ( 6. 194)

154 FCMA T (IX I
WR 111 (6,v195)1

195 FORMA T (Ix I
WR(Tr; 6,L961

197 F f4A t(T20, 1* YTZ5Sv V tT30 t 3',J35,v'4 40 q 5 9 5.,r '6' p T0 7 pT55
*,' ',% 76J, 996)
W FU':(6 1

158 FORMA T( fl" *:'T55,')

159 FCR,4h7(r2I,'VCPY SMALL',tT51,'V!RY LARGE')
W~lr(6, 1)

2 CI FP1~TF2ONICA SIZE I T51, 'CLASS SIZE J
2CZ FCRMT(1)

WRIT T ( 6, 203)
2 C3 FORMA T IX I
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WRrW (6920IL!ST(eaczn
220 F0Rm6-( IX,.ETER YVtJP RE.F0tjS= FR,:q19IXv A 2092X, '<---I 1231 CON"." W

INOUO ,
lk AO 5 1C.VM232J PSQZ98( 111

23 h-A T (c32
238 1 POR .4A (,' LU IP G- .9.C 'H.'I

G(O . - )~ GC3123
2 ALL hR I4 T TCLSCR d 4 )

21 CP P'" ? 9CRI EW

238 FOR'4?( W AU x)MLJTOS01

WAY (NO14
24 FR.4T[A LC ATJ~'

216 FRC CS (CArC(1x 1
217 FflNT ItU

WR !TI (1218t)
218 FOR'AATITZ 1 T 5'',3 ,3,3,4*T OsI4)6.~as,.

WRITh C6,219)
21 PZ ORMA4~rt ,' I X):s

Wr!ITi-- 6,211
213 F FMAi6(X THC.IAP LLWMG ST3'CPc DEAL IH-')Z TS:US A
222 t FCA~f-WTICU RIr3.cUS

223 PCR*4 T (IXJ
WRI E(6,224)

216 FCR'AAT(LX)

20WRITE (6,2501LX(8I
29 F0RM4jT( rA, o TI p 1CU :1) 0N~
251ROTVE,2)

22 FR Ar 22lPS(~lT 3,8(IR~)

223 FORMA .C. X I25
22 WRTE 16v224)

254 FORATiX9'!NC0q YCC7 INSPOTNSAS F ENTER A2OvNTEGER VlUE
I Ono NI ~9C ARA'
R A (t62,8) 5JOP(38(

260 F RAT(1A,.)VAU:Ft? . O90'
a t 5130 lJ mse5@8 1j L .
RENO

251O.'C3)G T 5
253 CCNT=6254

CALLRMA X~c' ('CL,-RC7 N P i PLA:ETRA INZE AUI

I PRM TZ 9 R A E 88
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244J CCT T1,'U-
00 ?-T70 1,
WR ITr- 6 9261)

261 FORMATtIA)

WRIT".[6,262)
z63 FoRme r(X Ix'HIS .tALZ7 REFLECT H~w DIFF:CULT A GRAE-R Ylu P5PC!1V:

*0 THF PlCA7SSQF TV '
WlrT' (6,2641

264 FOR4TUx,5E.v)
WRTT:-(69265)

265 FCRmA T 11.%WRITh (6,266)
266 FOR,4AT(LI

267 FCRA,TC zl----------+--- 4-
wfRI Tr f 6,F268)

z68 FOR(A t Z0 'LlTZ5 2' 3 '3',r35 '4' T4a , , T45'6' v75 007 ,T 55

269 FOR1.Ti StlIr55,1:' I
WFIT: 1 6,271)

27L Foam4T Ti A SY'154 t I A Ro I

72 FtR:4 r t0RT53,;RA0'-:R)
WA 1 -1 (6 .273 1

213 Fr A!(3 I X)
WR I16 (.274)

274 FORIr.T i1")W I T,- (6 230)1 L IT I E 11)

RZAO( 5.24CoI09Z95) BPS(4 ,at:)
290 FRA~6 -i -3 .2) .'

ELSE
END IF
IF(I'I0.iC.0) GC TC 29b

295 WRr ITC. (i 297
257 F0Rt4A T(LU9 ' rCOPPRC7 I UPUT9 OUAS- EPMTP AN INT --GZR V LUrCI,

I FCZ & I 'PO 9 CR A REALN)
298p FORMAT(L.X,'ALUC F.G.4 1.0 TO 9.0.')

REWTND 5
28 GO .0 4
Z6 CONTINU-:

CALL F~RCMS ('CLPSC.Rt 1)
270 CC T7 rlUf

WRIT (69 291
251 FC;IMA7(LX#'THIS SCALC ME.ASURiS TM-- PACT AT WHICH TilF CLASS W-*S TiU

*GMT.')
w4fi!7II6.292)

292 FDR4A T( LI
WRIT (611931

293 FUMAT(LA)
WARIT * !E3)8

WR(6,zas)
285 FCRMAI T25'

WA ITS (6,286)
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286 FCI.4AT(T3,LCW@,T54,';AST')
WA 1r, ( 6. 2e7)

287 FCRMAT(r23. 'PACE',T54,lPACE')
wAITh (6,238)

Z28 FCAMAT(LX)
WRIr (6,289)

Ze9 FflR'4AT(lX)

310 FCP.'4AT(lXp'EVITZA YCUP RESPONSE FOR', I~AZO,2Xt J--'
321 C ON T?- 4uI

INDSO
R EA)( 5,320 9END 22 j ps (5 , a(I )

320 F ORMT(;3.2)

sPsC,,I)jaepS(5,8(rfl/1O.G

ENC IF
ICIN0.ZC.3) GC TC 323

322 wR IT =( 324)
324 FO'4A0 671 .' 'CCRRECT 114PIJT PLEAS4 ITEP. AN INTEGER VALUV'

I ' RIP L. fri 9 CR A RFAL'3

mRIT= (6,328)

328 FCRtmiT ( LX9VALUE FRC' 1.0 TO S.O.')
110
a~ JO21

3 Z3 0Ntte Imu -.
AL FR.TCV'S 1'CLRSCR?. ')

3CO CCN NU:
06 330 f-1,C:
WRITE(693011

3C1 FORM'T(LX)

302 FCAM~t- ( X)
WAIlT -(6v3C3)

303 P,RM6TILX'1HE r--5LLC~.1G SCALE MF.*ZURFE THE A43UNT CF EFORT REQUI
*RED 8y rHF STUM2T1
w R!Te ( 6,9315)

315 F0fsLRM?( L X.0UTSIDE OF CLASS.')
WA!lth(6,3C4)

304 FORMT I )
WRITE (6,305)

3 C5 FORMA T1 LX)
WR TT' (6 9306)
WRIT-' ( 6v3C7)

3C7 FORM4AT(r20,''T2!t'2'tT30,'3',T35.'4',T40,*''45,'6',r50,*7',T55

WR ','f f C81
3C3 FORMAT( 5vp:'tT55v':')

WR!TFh(6f3 09)
3 C9 FOR'4TI 19 , LIITLZ SFFORT' T50,'NUCH EFFORT')

W R I 7(6,1 311)
311 F0RMATMr790qECUI!RED OUTSIDE' ,T4av'RZQUIP.E3O UTSIDi'l

WRITE (6, 216)
316 FCAMAT(?p~ 'CLASS',T53v'CLASS')

wAIT(6,31
31L2 FORMAT(I X)I

WPIVPi 16 313)
313 FORML.T(LJ.)

wRIT!-(6, 340J11 STI 8(1)
340 FQR &T(LX9'5iT2R 'fCUR RSSPO1SZ: FfR'lXA202X'<--')
351 CONTINUE

FAD(5 .50iVD32 SPS(683'Z
350 FCAMAT(;3. ) -J S(,()

I F(3P S ( 12( 11..9.0 1 rH *-N
BPS( 6 3 11) au~s (6 #8 ( IJ I/ i0.

NO IFP
F(INO.-C.01 GC TC 353

352 WR-Z(6.354)
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354 F1R4A-( IX IthC!AEC' lNPlUT, OLBA S ENTER AN IPMGIOzP VALUE',

I 0AJP L TC 9 I * AFlL'

35!8 FCR!4A'(IA,IVALArh FRC'4 L.0 TO..'
fet wr'0 5

3 G3 CO 1fN 5:
CALL Pqrc~vs I(C LSC.M

330 CONTNU--00 360 Iw1,C
wRZ1T (6,331)

33L FORMA ( L X
WRIT-7 (8, 332)

332 FCOAfT (I XI
wR t T. ( 6.3331

333 FOpMO4?(LXv'tHE LAST 3CA&LE ASKS To wHAT EXTE.-JT THE COUR~SE RFLIEC UP
*ON THS 3RRQ~'75*S)

WRITE (6,335)
335 FORMA'11X)

uprT~n (6t336)
336 FORMT(LX)

WRTTE(6,337)

w 1711:(6t;38

339 FC7PA(. TS:,75,1*11
WR!T77(6,341)

34L ~FORMAITL9,'CCUR!E RELIED t T49t'CCURS'4 RELIED')
'1T 6 342)

34Z FORMAT(ZLT C.*A,TSL,'H-AVILY ON't)
WRITc( (8,343)

343 r-OR 4T( 9,' RF 'IC!SITsS,T49,'PPi.:EUISITC3S')
WRI Tr f t 3441

344 FCR& (I X )

345 FOR1'4TI1A)

370 FC M.(CXv"'vl %;R Y L%~ O.EPONSE COP' lXvA2GvZXvl<--' J
381. CONTINUE

PFA0( 5,380,E'iC%383) 5PS(7 ,811
3 Ou FORMAT(73.2 )

E LSE

!F(!?IO.'C.O) GC TC 383
38Za AS ~E 1!2 34)
3 44 F0P4%(1X.'NCCRCCT tINPUT, F(.EASZ ENTIER AN INTEGER VALUr-',

* I rR IM I TO 9 CR -1 REAL')
WRtT Z(~ S t38 61

3848 FaqRPAT( IX i'V-'LUz FRC4 L. 0 TO 9.0.')
R EwIND0 5

GO T -7 j
383 CONTttIU48

CAL ~R tCPS I C L PSC FN
360 HAN $~c . lgfCSCLS ~SC:'

WA!7Z (6, 3861
WPMT (6,'387)

'' FORMAT(LX)

C THE OATA IS COLLSCTCD AVC STGRIEZ 3) SACH Ak4RY

00 400 t-ItfN
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4%;U CONT' ,U'.
WRITEF (2,415)

415 FCOt.4r( LX)
U A I r (Zs4'L ?

417 FOA:2 441iLA,

420 rCTIW
STCP
F NO

C
c RIQU1FSTS F2R STMILAatUYICISSIV41LARITY SCOR' ' AR9 MADF H, 9

CU ZRRI~QC34/ INC

RlEAL 0 (!939 1
C I-A.kCT-R*20 LIS' (3q)
CALL FRt~7'S (-CL3SCRN '
WRIT' (6, C)
WRIT'. (6,113 LTS7(E(1)

LC F0AtMf.Ttf2,' .l-hSr 3' : i YnLUP VALUE FCR SIMILARITY !'J' r:A~i
*F FECT !V zME'13 CAPAR I;;G'I

LI PClt?46 ( iX, -'O IA,'AGAINST THE FPOF:SSOF l-j0ICA4T.?D bY TH,; I~RRLIW4. I
IF(J.LT.C) TU4N

KOJ+ I
wAIR''-:S5 2S) L!ST(2(J))
CCI 30 LK

WA! 1(6#a53LIS?(8 (Li)
35 Fr.V4A T(ZOX 94Z20
3C CC,%T InJJE

FLSE
KvJ

4C rORMAT( CX ,.2CZX,'<--' 3
F.NQ IF
wAiTe (6,421

WR I " (6, 421
43 F C A"AT IZ1' 09',T.5 .'Zp T3O0, 3 9,T 3 54 0 T4 0, 5 74 5 , 60T 5O, 7 ,T5 5

., 8 5 e T6Jt* 9')

44 FrP47C 2,:,TC'

55 FflMA ( 7 lee IVF3Y IT!Y,'VERY')
WRI T: 16 t46)

46 , M0 i( 7, ' Sl 1 .P ' 6 TS SII L-1R
so CONTINUi

I NOSO
k 2A ( 5,.5,NM ) ((1S,8 (J)

45 F C P.r (43 .2)

" B(l)te(J)l-R(-3(lHv(JI)/1G.o

GC TC 70

62 FCPNi -.(IX. -!tC0QFFCT ! NPUT, FLEASEi VN7 AN IMT--G.:P V4LJ~',
I OR IM L TC 9 C, 4% R.EAL11

WRIT S3CS 9631
63 FCRrAT( LX,'IVALUE FP.LM 1.0a TO 9.0.)

POW1)O 5
PEWI 1O 5
GG 'Mf SC

TO C nNT I4UE

ENC
C
C EIACR NHNCLING SUBRrCIJTINE USFO TO HZLP WFE=O OUT 'NCORA.iCT
C RAESPGN.SES
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