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WP2353/KAC44CR2
1. INTRODUCTION/SUMMARY

1.1 INTRODUCTION

This final report, submitted by the Communications
Satellite Corporation (COMSAT) under Contract MDA 903-79-C-0308,
describes COMSAT's technical activities and accomplishments from
March 1980 to June 1980, ‘under three tasks: Task 1, Transition
of SATNET to Operational Status; Task 2, Internetworking Experi-
ments; and Task 3, Wideband Domestic Network Coordination/
Integration. It also summarizes the activities and accomplishments
under the three tasks during the total contract period (March
1979-June 1980).

During this reporting period, an internetting/SATNET
meeting was held at MIT where COMSAT reported on progress under
Tasks 1 and 2 of the contract. Progress was also reported on the
installation of the third PSP terminal in Tanum, Sweden, during
the first half of May 1980.

1.2 TASK SUMMARIES

1.2.1 TASK 1: TRANSITION OF SATNET TO OPERATIONAL STATUS

During the early part of the contract period, COMSAT's
participation in the Task 1 activities was limited by other higher
priorities. For example, the checkout, delivery, and installation
of the three Packet Satellite Program (PSP) terminals, which were




completed October 31, 1979, under a previous contract, overlapped
this period and thus delayed the start of some Task 1 activities.:
Preparations for the National Telecommunications Conference (NTC)
demonstration in November 1979 also made it necessary to postpone
upgrading the prototype PSP terminal that is used with the unat-
tended earth terminal (UET) at Clarksburg. In addition, command
and monitoring (C&M) module calibration was delayed until after

the NTC demonstration.
Tne highlights of Task l-related activities during this

period are as follows:

June 1979
September 1979

September 1979

December 1979

March 1980

March 1980

PSP terminal delivered and installed at ETAM
PSP terminal delivered and installed at
Goonhilly

Decision to retain third PSP terminal
(scheduled for delivery to Tanum) at COMSAT
Laboratories for an indefinite period; this
terminal would be used to support the NTC
demonstration and afterward to measure and
calibrate the C&M functions including the T&M
parameters

Plan developed for the PSP terminal
maintenance, including the formation of a
facility at COMSAT's Maintenance and Supply
(M&S) Services Center, and the procurement
and/or fabrication of spare parts; this plan
was submitted as a proposal to DARPA.

Filing submitted to the FCC for SATNET transi-
tion from experimental to operational status
commencing at approximately mid 1980.

C&M calibration completed on the Tanum PSP
termir

.
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During the final contract reporting period (March-June 1980),
the major effort in Task 1 was devoted to the delivery and installa-
tion of the third PSP terminal, which was shipped on April 18, 1980,
and installed May 8 to 16. During installation, problems were
discovered which required the return of a terminal osci.lator to
the original supplier. After about a week of erratic operation
of the Tanum PSP terminal, the original SPADE system was restored
in early June. However, additional complications arose which
caused the erratic behavior to continue. A continuous effort
involving frequent direct contact with the Tanum earth station
has been necessary to the end of the reporting period to isolate
and resolve these problems. *

After the Tanum~installation was completed, COMSAT
personnel visited Goonhilly to examine the C&M module. The most
obvious problem, the inability of the SIMP to communicate with
the C&M module, was traced to a broken wire which was repaired
quickly. Afterward, the same symptoms were observed at Goonhilly
as at the other stations, namely, a high packet miss rate by the
SIMP on certain links when the T&M parameters were enabled. A
test performed at Goonhilly isolated the problem to an incompatible
format between the T&M words and the SIMP hardware. Alternative

soluticus to this problem are presently being reviewed (see Sub-

section 2.2).

Another major effort during the reporting period was
the integration and checkou* of the C&M module into the prototype
PSP terminal being used with the UET at Clarksburg. This equipment
was used during early experiments and was generally incompatible
with the addition of the C&M module and its interconnections.

*As of the end of July 1980, the repaired oscillator has been
returned to Tanum and reinstalled in the PSP terminal. This
coincided with SIMP maintenance by BB&N and resulted in normal
operation of the Tanum PSP in SATNET.




Thus, a complete rework of the prototype terminal was required.
The checkout of this refurbishment was completed near the end of
the contract period.

One major long-term subtask under Task 1 was the evalua-
tion of C&M functions which are now part of the new PSP terminals.
Section 5 describes the available C&M functions and states con-
clusions concerning the relative usefulness of the different cap-
abilities. Recommendations are also made about the initial
processing of the T&M parameters which are an important subset of
the C&M capability. It should be recognized that this evaluation
is perhaps premature, since very little operational experience
has been collected. The potentially most useful part of the C&M
module, the T&M parameters produced by the modem on each packet,
has not been available because of the data format incompatability
noted above.

1.2 .2 TASK 2: INTERNETWORKING EXPERIMENTS

A major effort during the first half of the contract
period was devoted to preparations for a demonstration of the
SATNET technology which was to culminate at a session at the NTC
held in Washington, D.C., on November 27-29. The demonstration
included packet speech and facsimile transmission between the con-
ference site and University College London (UCL). COMSAT co-
ordinated the necessary hardware and software development between
the major participants. The NTC demonstration followed many months
of preparation and the resolution of a variety of technical and
non-technical problems. The goal of the demonstration was to
present a live demonstration of SATNET technology including packet
speech, facsimile, and record traffic in a network including earth
stations of widely different capabilities. Most of the original

1-4
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goals for the demonstration were achieved, and both the demonstra-
ticn and the brief live presentation at the NTC conference were
judged to be successful.

Preparations for the demonstration and the NTC conference
revealed several problem areas in SATNET. A large part of the
SATNET frame was and still is taken up by a direct dedicated
connection between London and the U.S. ARPANET. This dedicated
channel reduces the total data rate available for the SATNET demand-
assigned traffic; however, this is ordinarily not a problem for
transmissions between the large INTELSAT earth stations. When
the UET participates in the network, however, all control packets
and those data packets intended for the UET must be sent as mode 2
packets (rate-1/2 coded BPSK which gives an information bit rate
of 16 kbit/s). Also, the headers of all packets must be sent as
coded BPSK, requiring mode 4 transmission. These transmission
formats consume a larger segment of the TDMA frame to transmit a
given number of information bits as compared to mode 1 (64-kbit/s)
packets, and thus reduce the average capacity of SATNET. A "buddy
controller" strategy, in which one large station interprets the
control packets, performs the scheduling, and informs the small
earth station, has been proposed to minimize this capacity loss.
To date this has not been implemented in SATNET.

In preparing for the demonstration, experiments were
run in a mixed mode in which packets were sent as either mode 2
(rate-1/2 coded BPSK), or mode 4 (part rate-1/2 coded BPSK, part
uncoded QPSK). These modes allowed the UET to receive all or part
of the packets, respectively. For mixed-mode experiments which
used CPODA in the control subframe, an unexpected problem arose
when collisions occurred among the control packets. Ordinarily,
in this "slotted-Aloha" utilization of the control subframe, it
would be expected that overlapping control packets




e
= =
'y
tv:
A

v
G ;L‘
-

would be lost at all receiving stations. Attempts to use CPODA,

however, showed that a surprisingly large fraction of the con- ) 4

tending packets were acquired, demodulated, decoded, and accepted

as valid by one (but not all) of the stations. When this occurs,

different receiving stations have different scheduling information

to work with and the frame scheduling quickly gets out of

synchronization. A possible solution to this contention problem,

which has been observed only for mode 2 control packets, relies

- on processing the T&M data and rejecting packets with abnormally

e. low Eb/NO values. Although this technique seems promising, it

has not yet been evaluated fully in the network environment.
Because of the problems with CPODA, this method of

utilizing the control subframe was abandoned prior to the

il

° demonstration, and each station was assigned fixed control slots
in the control subframe (FPODA). The FPODA technique results in
a slight loss of control subframe utilization efficiency as com-
i pared to that of CPODA.

. The combination of these factors resulted in relatively j
low SATNET capacity during the demonstration. This situation
required some compromises both in the demonstration configuration
X and in the choice of experiments to the presented at the con-

C) ference session. 1
| Following the NTC demonstration, Task 2 activities con-

. centrated on extending demo terminal capabilities in the area of

. facsimile transmission. Alternative configurations for a general
o electronic mail capability were reviewed and a general experimental
- plan was developed for continuing the investigation. The hardware
o in the existing demo terminal will need to be upgraded to achieve

4 some of these goals. This will not occur until the second half

Ti of 1980. The delay is due partly to the lead times for ordering
k. certain equipment that will be ordered under a follow-on to the

;f: present contract.

.................




Additional activities have included the successful
decoding and interpretation of the data stream transmitted by the.
DACOM 450 facsimile terminal. A thorough understanding of this
data format is necessary for archiving, editing, and format con-
version (i.e., to CCITT format).

TASK 3: WIDEBAND SYSTEM COORDINATION/INTEGRATION

COMSAT's participation in the wideband system, under
Task 3, began at an initial coordination meeting in March 1979,
where information was requested from Western Union concerning
transmission parameters for the wideband link. Parameters such

as gain/group-delay characteristics of the earth station and

satellite filters and earth station and satellite nonlinear
characteristics were requested along with details of the modem
filtering and modulation/demodulation technique. Frequency plans
were also requested to define the exact placement of the wideband
carrier in a particular transponder of one of the WESTAR satel-
lites, and to identify the other signals that would share that
particular transponder. This information was used to perform
computer simulations of candidate frequency plans for the wide-
band carrier. Meetings were held at Western Union in April and
again in July 1979, to receive the most recent planning informa-
tion for the wideband communications link. This information was
incorporated into the simulation model and additional simulation
experiments were performed. These simulations showed only small
additional losses due to channel impairments for the channel
configurations that were simulated. It was concluded that the
wideband link would operate as expected at the operating point of
5 x 10”3 error rate.




COMSAT's participation in the wideband domestic network
continued during the fourth quarter of 1979. A coordination
meeting was held at DCA in October 1979, followed by visits to
Scientific-Atlanta and the Linkabit Corporation. During the
visit to Linkabit, a system issue related to network timing ac-
curacy was raised. Based on this issue, work was started on

modeling the network timing functions and sources of error.

The wideband systea coordination activities continued
during the first quarter of 1980 and included several integration
issues between Linkabit, Western Union, and BB&N. Information
was also collected and transmitted to Information Sciences Insti-
tute (ISI) about the physical installation at that particular
site. Work continued on the simulation model for wideband net-
work timing. Simulation results were obtained assuming that the
PSAT (Pluribus SIMP) would implement ideal second-order tracking
algorithms. At this point, the simulation experiments were sus-
pended awaiting specific information from BB&N on implementation
of the tracking algorithms in the PSAT. The results obtained to
date give lower bounds on the timing errors to be expected in the
wideband system. Plans were made for a wideband coordination
meeting at DCA, Reston, in mid-June 1980. This meeting was held
June 19, 1980.

1-8
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2. ACTIVITIES UNDER TASK l: TRANSITION OF
SATNET TO OPERATIONAL STATUS

2.1 INTRODUCTION

Activities under Task 1 have included experiments with
the operational PSP terminals and the prototype terminal used with
the UET at Clarksburg, in preparation for the transition of SATNET
from experimental to operational status scheduled for mid 1980.
The three PSP terminals to be installed at Etam, Goonhilly, and
Tanum were developed under a previous contract with DARPA, which
was completed in October 1979. The PSP terminal at Etam was in-
stalled in June and July 1979, and at Goonhilly in September and
October 1979. Except for minor problems (power supply failures
following equipment relocation at Etam and a broken wire on the
C&M connector at Goonhilly), these two terminals have operated
continuously in the SATNET network.

It was decided in the fall of 1979 to keep the third
PSP terminal (scheduled for delivery to Tanum, Sweden) at COMSAT
Laboratories for an extended period to support preparation for
the NTC demonstration, and to allow checkout and calibration of
the C&M functions, which were recently added to the terminals.
These calibration measurements were completed in March 1980, and
the results are documented in the third and fourth quarterly
technical reports under this contract (dated February 1980 and
May 1980, respectively). The terminal was shipped to Tanum in
late April and installed as described in Subsection 2.2 during

the first two weeks of May.
Following the NTC demonstration at the end of last year,
work began on upgrading the prototype PSP terminal to include the
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C&M module and various interconnections to the other subsystems.

This work was completed recently, and test results over the satel-

lite channel are included in Subsection 2.3.
During the past quarter (March 15-June 1980), initial \

C&M testing was conducted in conjunction with BB&N. Anomalous . Lj

i behavior was noted when the T&M parameters were enabled at cer- S ¥
tain earth stations. The same behavior, i.e., high missed packet '
rates on only one link, was noted first at Etam, then at Tanum ) S
after PSP terminal installation, and finally at Goonhilly. The : -
cause of the behavior was isolated to an incompatibility between b
the format of the T&M words and the SIMP hardware. This was ver- 9
ified during tests at Goonhilly and later by tests made with the ' .
UET at Clarksburg.

; A final activity under Task 1 was the continued moni- i_

. -l
3

toring of SATNET performance data. Subsection 2.4 contains sum-
maries for April, May, and June 1980.

5 2.2 INSTALLATION OF THE PSP TERMINAL AT THE TANUM, SWEDEN
X EARTH STATION

ST

4 When the PSP terminal arrived at Tanum on May 8, a visual
inspection showed that no mechanical damage was experienced during
: shipment. The terminal was installed, power was supplied, and

A the IF input/output cables were connected to the IF subsystem in :h ~$
the SPADE terminal. Tests performed in the data and IF loopback i
low bands revealed that the terminal was operating normally. [The B
data test set (DTS) was used as the data source.] However, when ~:f:
8 tests were made in the high band*, no reception was possible. g X

*The SPADE transponder is divided into two bands, transmission on
the low band is from 52-70 MHz, with reception from the SPADE IF
subsystem at 98-116 MHz, and on the high band from 70-88 MHz, with
reception at 116-134 MHz.

2-2




The problem was traced to the 45-kHz oscillator used for reference

into the two synthesizers; it was off frequency by approximately
b 2 Hz. This caused a frequency difference of about 800 Hz between
E the two synthesizers, and an offset transmit frequency near 3 kHz
{ on the high band.

The 45-kHz oscillator was removed from the terminal,
and a 9-MHz signal from the NEC SCPC equipment located next to
y ‘& the PSP terminal was used as a signal reference. The 9-MHz sig-
; nal was divided by 200 to obtain the necessary 45-kHz reference.
With this new reference signal, reception on both high and low
bands was achieved. Tests also showed that the terminal operated
normally in the network.

Bit-error-rate (BER) measurem:nts were made with the
two modems. The carrier-to-noise ratio, as measured at Etam, was
set to 17.3 dB. Using the DTS as the data source and transmit-
ting 9999 packets with a packet length of 229 sixteen-bit words,

‘ [' the bit error rates for the two modems were measured as follows:
Modem A (S/N-3) . . . 6.0 x 10”7
Modem B (S/N-2) .. . 6.1 x10°5

Because of the better BER performance of Modem A (S/N=-3), the

é modems were switched in the rack, so that S/N-3 is located in the
B-channel unit, and S/N-2 in the A-channel unit. Channel Unit B
is the normal operating channel unit. The frequency offset ad-
justment in the modem was set to minimum with Tanum receiving its
own carrier. The frequency offset from the Etam carrier was ap-
proximately 1 kHz, and from Goonhilly, approximately 500 Hz. The
frequency offset measured on the pilot was approximately 100 Hz.

E 1 With the terminal operating on the test channel, tests
t = were made to confirm C&M module operation. All commands to the
E channel units via SIMP commands proved satisfactory. However,
o
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with the T&M word enabled and the terminal orerating in the net-
work, some packets received from Goonhilly were being lost; i.e.,.
the reception of packets from Goonhilly dropped to 95 percent,
whereas the reception of packets from Etam and Tanum remained
close to 100 percent. This was the same phenomenon noticed at
Etam when the T&M words were enabled; that is, Etam lost approxi-
mately 5 percent of its own packets while receiving Goonhilly and
Tanum at 100 percent.

The Tanum PSP terminal operated in the net for two days,
and the light display on the SIMP front panel indicated normal

operation (close to 100-percent reception from all three stations).

On the third day, a power outage momentarily interrupted system
operation. The system came back up immediately and appeared to
be operating normally. Monitoring of system performance con-
tinued through May 15 when COMSAT personnel left the earth
station.

After leaving Tanum, COMSAT Laboratories personnel
visited Goonhilly to perform tests with the C&M module. Reports
from BB&N showed that the T&M parameters could not be turned on
via a SIMP command. Investigation showed that no command strobe
signal was being received by the Linkabit interface. Other C&M
commands could be activated, for example, data loopback and
DTS commands. It was determined that the wire carrying the
command signal from the C&M module to the Linkabit inter-
face had either fallen off the backplane connector or had not
been installed during fabrication. The connection was made to
the backplane and the T&M words could now be enabled. With this
correction, the PSP terminal at Goonhilly was completely
operational. *

*The Phase I interface units have not yet been installed in the
Goonhilly and Tanum PSP terminals. This will be done when the
SPADE channel units are restored. The transmit and receive
interface units presently used in SPADE will be converted for
use in these terminals.
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The same T&M tests were performed at Goonhilly after
the PSP terminal backplane was repaired. Wwhen the T&M words were

enabled at Goonhilly, the same phenomenon was again observed;
however, Goonhilly received only Etam at 100 percent, whereas
reception of hello packets from Goonhilly and Tanum was reduced
to 95 percent. At all three stations, prior to the enabling of
the T&M words, reception was 100 percent. Afterward, burst
reception from one or two stations dropped to 95 percent; di=ab-
ling the T&M words restored reception to 100 percent.

To verify that the structure of the T&M words causes the
missed packets, an experiment was performed at Goonhilly using
the following procedure:

a. With the T&M words disabled, sufficient time was
allowed for the SIMP front panel lamps to register 777,
indicating 100-percent reception from all sites.

b. The T&M word was then enabled, and sufficient time was
allowed for the lamp display to drop to 7xx (x = 3 or 4).

C. The T&M words from the modem were then forced to be all
zeros. The lamp display returned to 777, even though
the T&M words were still enabled.

d. 1Items b and c were repeated. The lamp display again
dropped to 7xx with T&M words normal, and 777 with T&M
words all zero.

It appears that when T&M words are enabled, at least
one byte of data contains the DLE data sequence (020 octal),
which is detected by the Honeywell 316 interface. If the DLE is
not followed immediately by an ETX data sequence (203 octal), the
byte is discarded by the SIMP software; however, the software
continues inputting data. When the true DLE ETX is detected by
the Honeywell 316 interface, the SIMP software then examines the
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total packet for proper length. Since the packet does not con-
tain (N + 4) 16-bit words between SYN DLE STX and DLE ETX (one
byte was discarded after DLE detection in the T&M words), the
entire packet is discarded. The T&M byte most likely to generate
the DLE sequence is the byte which estimates frequency offset. A
frequency offset of +250 + 7.8 Hz corresponds to 020 octal in the
T&M word. A frequency offset of this magnitude is not unreason-
able or uncommon.

There are three possible solutions to this problem.
The first is to have Linkabit restructure the PROMS for all of
the modems so that the first bit of each byte is "1" rather than
"0". This will ensure that the DLE sequence will not appear in
the three T&M words generated by the modem. Also, the CRC bit in
the fourth T&M word generated by the Linkabit receive interface
would have to be inverted from its present value, i.e., changed
to CRC GOOD = 1, BAD = 0.

The secor1 solution would require BB&N to reconfigure

the hardware and software in each SIMP so that it does not search
for a DLE ETX until after the T&M words have been received. This
would require modifications to both the hardware and software.

The third solution would be to have the COMSAT receive
interface (SSIC Rx) invert only the T&M words transferred between
the modem and the Linkabit interface, SSIL Rx. This would require a
relatively simple modification of the existing interface hardware.
This does not guarantee that the fourth T&M word would not contain
the DLE data sequence, however, and this fourth word can create
problems for transmission modes using BPSK. In these modes, the
4-bit word indicating disagreement in the correlation of the BPSK
SOM sequence takes on specific (relatively low) values. One value
(2) will create "DLE" in the second byte of the fourth T&M word.
This will cause a problem primarily at the UET where two disagree-
ments are expected about 5 percent of the time.




To summarize, the "quick fix" described above should ARy
solve the T&M problem at the three large earth stations. This
problem may remain at the UET during the reception of BPSK trans-

]

missions (i.e., Mode 2 or 4 when the network is operated in mixed
mode).

"o -
4

After the 45-kHz oscillator from the Tanum PSP terminal
arived at COMSAT Laboratories about 2 weeks after the installation,
it was tested and found to be off frequency by approximately 2 Hz.

v .
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The oscillator was returned to the manufacturer for repairs.

After repairs were completed, the oscillator was checked at COMSAT
Laboratories before it was shipped back to Tanum for reinstallation

in the PSP terminal. Figure 2-1 shows the output spectrum of the ~~
oscillator. It can be seen that any phase noise is almost 80 dB

I

below the main lobe for frequencies further removed from the
carrier than 80 Hz. The manufacturer also added a tuning
capacitor so that the oscillator output can be set exactly to
frequency.

2.3 UET TERMINAL MODIFICATION

The prototype PSP terminal used with the UET at COMSAT
Laboratories, Clarksburg, Md., was modified during the second
quarter of 1980. The modifications included the addition of the
C&iM module and a SSIC Rx identical to the ones used in the PSP
terminal at the standard earth stations. These changes required
that the entire backplane of the terminal be refabricated and
rewired to accommodate the extra connectors required by the various
modules. New switch matrix and end-of-packet generator modules
were also needed. In addition, the DTS, which was returned from
Linkabit, had to be rewired to work with the C&M module. This
task was completed near the end of the contract period. Tests
performed through the satellite with both the DTS and the SIMP
were successful.
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Additional tests were made with the UET operating in SATNET with
Etam and Goonhilly.

The basic link budget relationships for the SPADE trans-
ponder used in SATNET are as follows:

(C/NO)UP: 68.3 = Lu (dB-Hz)
(C/NO)IM: 69.0 (dB-Hz) assumed worst case
(C/NO)DN: 64.2 - Lu - LD - 40.7 + (G T)ES (dB-Hz)

where
Lu and LD = abnormal up- and down-link losses (for
example, rain loss or losses due to
antenna pointing errors) which are assumed
to equal 0
(G/T)ES = gain-to-noise temperature ratio of the

receiving earth station (the UET in this
case which has a G/T ratio of 28.5 dB/K).

The combined values for (C/NO)T, i.e., the reciprocal
of the sum of the reciprocals of the three contributors, yield
overall (C/No)T values of 61.8 dB-Hz into a large, Standard A
station. If intermodulation noise is neglected, (C/No)T in-
creases to 62.7 dB-Hz. For a noise bandwidth of 38 kHz, these
two values yield C/N ratios of 16 dB (worst-case intermodulation)
and 17 dB (neglecting the intermodulation). An intermediate
value of C/N = 16.5 dB* (in a 38-kHz bandwidth) appears to be a
nominal operating condition for SPADE carriers received at Stan-
dard A earth stations. For 64-kbit/s operation, the nominal
operating Eb/No value for the large stations is 13.7-14.6 dB; the
lower number assumes worst-case intermodulation noise.

*Much of the earlier SATNET work was based on this reference value
being 17.5 dB. The lower value (16.5) is correct as of mid
1980--a change was evidently made by INTELSAT early this year.
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Using the nominal value of 28.5 dB/K for the G/T ratio
of the UET, a down-link C/NO ratio of 52.0 dB-Hz can be obtained. .
The UET is almost completely "down-link limited" with overall
(C/NO)T values predicted in the range 51.8-51.9 dB-Hz (with and
without worst-case intermodulation noise, respectively). 1In a

38-kHz bandwidth, the C/N ratio at the UET is approximately 6.0 dB.

For reception at information bit rates of 64, 32, and 16 kbit/s,

the nominal Eb/NO ratios would be 3.8, 6.8, and 9.8 dB, respectively,

at the UET.

Figure 2-2 shows measured bit-error rate versus energy
per information bit-to-noise density ratio (Eb/NO) for the UET
modem/system for transmission of Mode 2 packets (BPSK-coded rate
1/2 giving an information bit rate of 16 kbit/s). At the nominal
operating point of Eb/NO = 9.8 dB, the BER is considerably less
than 1077 and cannot be measured. The figure also shows BER
versus Eb/NO for uncoded QPSK (Mode 1), and the theoretical curve
of BER vs Eb/NO. Figure 2-3 shows the missed packet rate vs Eb/No
for Mode 2 packets. At the nominal operating point, the missed
packet rate is approximately 7 x 10™% (99.93 percent receptions).

Bit-error-rate measurements were also performed with
Mode 3 packets, which are QPSK-coded rate 1/2 (information bit
rate of 32 kbit/s). Mode 3A has a short, 64-symbol, preamble and
Mode 3B has a long, 96-symbol, preamble. The nominal operating
point for both Modes 3A and 3B is at Eb/NO = 6.8 dB. Figure 2-4
shows the results of these tests. Figure 2-5 shows the bit-error
rate for Mode 3B when operating on the test channel through the
satellite. The results compare favorably with the back-to-back
tests in Figure 2-4.

Along with the high bit-error rate (3 x 10" 3) for Mode 3
operation at nominal operating points, Figure 2-3 indicates that
20-25 percent of the packets are "missed". The missed packet rate
is high at the nominal operating point because the quadrature SOM
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Figure 2-2.

BER vs Eb/No--UET Modem in

Prototype PSP Terminal
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sequences (unique words) used to resolve phase ambiguities are
only 16 bits long for each channel, and these words are being
received at a very high "raw" channel error rate. For operation
at an Eb/No of 6.8 dB with rate 1/2 coding, the binary elements
comprising the in-phase and quadrature unique word sequences are
being received at energy contrast ratios of 3 dB less, or 3.8 dB.
The raw channel error rate on these elements is approximately 0.02,
and possibly a little higher due to modem implementation losses.

The probability that the unique word is missed (three
or more disagreements in either or both of the 16-bit unique words
on the I and Q channels) can be approximated as*

SOM

MISSED} ~ 496 p2 + 11040 p3 + 96960 p*

Pr{

where p is the raw channel error rate. Assuming p = 0.02, this
expression gives a miss probability of 0.3 if the threshold is

set at two disagreements. This value agrees roughly with the
observed miss performance in Figure 2-3. Increasing the number
of allowable bit errors in the SOM from two to three (i.e., de-
creasing the detection threshold) increased the number of packets
received (i.e., SDS detection) by a few percentage points as shown
in Table 2-1.

In addition to the problem with SOM detection, which
appears to account for the missed packet behavior, the Linkabit
interface must also detect and corrzctly interpret the 24 bits of
SYN DLE STX sequence and the 32 bits (2 words) of header infor-
mation. At the nominal operating point, although these data are
coded, they are being received at a decoded bit-error rate that

*Final Report, "COMSAT participation in ARPA Packet Satellite
Program," Contract No. F04701-C-0240, COMSAT Labs, October 1979,
pp. 6-7.
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is relatively high, 3 x 1073. Thus, bouth the SDS and header se-

quences would be expected to contain bit errors a relatively high.
percentage of the time, possibly 5 percent each. These errors

would cause erratic packet detection (and they cause problems in

making bit-error-rate measurements with the existing test set).

Thus, although SOM detection could be improved by a redesign to pe
add longer unique words, this single step will not solve com-
pletely the missed packet problem in mode 3. The link conditions
are such that the UET is approximately 3 dB short of achieving
reliable mode-3 operation.

Table 2-1. Percentage of Packets
Received vs Eb/No

Percent Reception
Eb/No . -
Two-Bit Errors Three-Bit Errors
2.6 5.1 6.4
4.8 46.6 49.0
7z 82.6 84.9
2.4 SUMMARY OF SATNET PERFORMANCE DATA

d

Tables 2-2, 2-3, and 2-4 summarize SATNET performance
for April, May, and June 1980. The nine links are identified as
follows (E = Ftam, G = Goonhilly, T = Tanum):

Receiving

E G T

1 2 3
4 5 6
7 8 9

Transmitting G




Table 2-2. Missed Hello Packets--April 1980

Missed Hello Packets
Daily Outage
Average Correction E*

Factor

13.2 1.03 43

17.7 22

13

o}

18

40

61

19

36

11

29

38

46

54

378

16

17

18

19

20

21

22 16

23 5 37

24 11

25 16

26 23

27 35

28 84 36

29 14 9 26
30 29 S 7 57

Monthly 100 €8 73 41
Average

*Total hardware checksum errors.




Day

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

Monthly
Average

59
77
62
54
44
60
65

52

29
21
24
58
12
857
50
37
34
22
62

66

165
29
27

464
14

107
14
41

85

Table 2-3.
2 3 4
4 3 63
4 41 70
4 6 60
5 3 69
13 28 34
19 11 50
18 18 71
25 67 71
5 20 9
9 57 24
21 29 23
10 40 22
64 126 81
13 19 15
196 11 8
12 29 55
14 407 24
18 1067 72
44 1108 274
173 825 189
99 363 213
22 499 279
6 73 192
33 130 0
17 315 83
21 412 88
485 1844 503
5 445 166
17 17 3
3 62 150
= 11 112
46 261 929

Missed Hello Packets--May 1980

Links

11
46

26

94

24

72
17
80
223
301
283
305

231

25
37
36
27

88

Missed Hello Packets

Daily
Average
6 7 8 9
4 92 11 12 27.9
86 155 91 92 71.4
7 99 14 13 30.2
4 26 12 13 29.0
2 79 11 17 26.6
2 200 39 24 50.1
£ 95 18 23 37.7
2 79 15 20 37.8
16 8 9 8 10.0
49 80 84 8l 46.8
17 13 8 11 16.7
19 52 49 46 30.2
167 155 5.8 602 209.,2
111 123 287 338 104.7
82 106 4 14 142.0
212 396 788 1223 315.2

540 812 1472 2920 693.7
1222 492 1153 2565 744.8
1434 275 609 2058 671.9
1177 112 783 1044 518.4
684 148 1352 768 441.8

731 48 462 2208 506.4

230 219 662 2814 492.3

8 18 28 44 47.4

377 278 739 1963 439.1

506 85 251 557 243.4
1824 1060 3496 7341 1952.0

560 706 4122 5927 1330.0

7 10 27 10 26.1

117 322 2071 2514 586.7

40 102 489 664 165.1

330 210 635 1159 324

*Hello packets received with hardware checksum errors.

2-18

Outage
Correction
Factor

N/A

E

37
24
37
30
55
54
56
74
15
29
58
48
105
22
113
49
219
527
560

430

242

40
161
165
247
191
184
102

38

8

39
36
36
43
28
64
69
49
15
24
25
28
134
71
12
237
305
674
918
659
485

597

398
39
196

92

47
43
48
41
33
52
36
35

658

366

1020
1896
1679

1550

1534

701
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ﬁ Table 2-4. Missed Hello Packets--June 1980 ;4

Missed Hello Packets

Links Oaily Outage N . N -
Oay Average Correction E G T .
] 1 2 3 4 5 6 7 8 9 Factor !
1 - - - .
2 16 2 52 79 30 82 161 403 391 135.1 1.01 18 169 96
q 3 194 66 96 149 235 121 368 675 1,398 366.9 - 134 315 286
4 S 36 76 79 285 84 225 545 1,591 325.1 - 63 295 186
5 99 83 123 46 S0 97 97 - 259 106.8 1.06 79 79 114

6 67 43 145 98 69 201 248 694 956 280.1 N 87 136 227

7 69 6 1,592 258 37 3,369 327 1,710 2,814 1,131.3 - 956 2,105

8 33 S 437 L39 33 852 313 1,240 1,506 506.4 - 220 505 416

( 10 27 4 271 108 30 798 477 927 1,177 424.3 1.16 135 518

406

11 54 23 2,437 117 35 3,189 1.887 2,407 4,119 1,585.3 = 1,703 1,567 1,732

Y 12 14 0 15 43 18 16 88 177 78 49.9 2.87 16 62 85

3 y 13 79 72 59 137 49 54 173 370 = 124.1 = 59 155 les
h‘ b .

14 78 26 2,096 142 44 2,174 2,428 2,207 2,783 1,330.9 =) 1,730 1,730 1,851

15 297 10 20 178 40 49 191 593 176 172.7 - 126 188 155
' r' 16 279 208 108 381 290 196 1,936 9,606 897 1,544.6 - 183 422 290

5 17 2 1 3 8 3 26 111 1,776 34 218.2 6.40 3 19 16

18 S 110 57 58 189 138 782 8,097 279 1,079.4 - 49 193 206

5 19 4 0 7 2 1 7 183 3,097 62 373.7 2.98 6 S 53

i = 20 12 138 44 9 63 66 524 6,788 204 872.0 - 40 80 183

21 3 3 37 0 1 36 399 14,938 195 1,734.7 - 17 12 165

. 22 12 - - 3 0 51 488 15,945 141 2,377.1 - 21 17 149

’ o 23 3o 18 8¢ 10 6 111 S8l 21,162 240 2,471.6 - 58 42 177
I 24 7 26 33 1 5 48 406 11,331 153 1,334.4 1.43 38 19 151
25 937 10 54 3 4 54 177 8,610 341 1,154.4 - 261 38 307

26

27 27 317 42 7 127 40 353 16,434 156 1.944.8 - 346 116 132

28 24 84 32 9 4 27 841 17,288 347 2,072.9 - 83 15 177

3 29 31 L5 43 29 8 45 606 8,317 286 1,042.2 o 37 33 104

A 30 323 298 J66 351 315 348 96! 2,945 594 722.3 = 180 229 333

" Monthly 86 62 320 N 73 455 590 6,088 B15 943.7 N/A 246 333 337
. . Average

*Total hardware checksum errors.
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v 3. ACTIVITIES UNDER TASK 2: INTERNETWORKING EXPERIMENTS |

3l INTRODUCTION -

During the first half of the contract period, activities
under Task 2 focused on the NTC demonstration. This milestone is
summarized in Subsection 3.2. Since the NTC demonstration, work
has continued on developing the hardware and software capabilities
of the demo terminal, which is located at COMSAT Headquarters, in
Washington, D.C. Subsection 3.3 outlines concepts for internet-
- working experiments, and Subsection 3.4 gives details related to
DACOM 450 facsimile decoding. The results of delay measurements
made in the internet environment are summarized in Subsection 3.5,
and hardware and software developments related to the internetting

. activity are documented in Subsection 3.6. Appendices A and B
contain software details.

) 3.2 NTC DEMONSTRATION

3.2.1 BACKGROUND

The NTC demonstration was originated in November 1978
as a vehicle to demonstrate the capabilities of SATNET and assess
its performance. Two aspects of SATNET technology were believed
to have maximal impact in a live demonstration: the capability
of SATNET tc handle simultaneous transmission of perishable data
such as live speech along with other packet data traffic, and the
Capability to operate effectively in mixed-rate systems including

. earth terminals of disparate performance.
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During the planning phase, it was considered desirable
to highlight those aspects of the SATNET design which advance the -
state of the art vis-a-vis current systems. Probably the most
important is the integration of real-time speech, which must be
delivered subject to critical delay limitations, and record data,
which can be delayed for efficient channel utilization. The equip-
ment installed at the various experiment sites provided the capa-
bility to support real-time speech and record data between domestic
U.S. gateways and University College London (UCL), and between
these sites and the U.S. and European ARPANET. As an example of
record data, a facsimile capability was available and work proceeded
on implementing appropriate interface software. Although the demon-
stration probably could have been conducted without the facsimile
capability, real-time speech was considered necessary and hence
was given first priority.

Another important goal was the capability to demonstrate
Zull SATNET connectivity via the Clarksburg gateway and the UET;
however, the present SIMP software can provide only marginal support
because of two factors. First, a special temporary connection
had to be made via SATNET to support older protocols until they
could be phased out. Second, control information coordinating
the channel scheduling process is sent at the rate of the lowest-~
rate earth station in the network, 16 kbit/s when Clarksburg is
active. Accordingly, at least for the demonstration, Clarksburg
could not be used for speech.

The scenario planned to verify the live-speech capa-
bility was simultaneous operation of a linear predictive vocoder,
built by Lincoln Laboratories and called the LPCM, and a com-
mercially available DACOM 450 digital facsimile machine. The
LPCM data represented the perishable data, because playback
delayed more than an established maximum detay would be useless.
Conversely, the DACOM facsimile data represented an example of

3-2
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data which could be queued and delayed for relatively long times.
For the demonstration, both of these devices were operated at

2400 bit/s, although transfer of prerecorded facsimile data from
the DACOM facsimile machine occurred at substantially higher rates.

The scenario designed to verify the capability of oper-
ating in mixed-rate modes involved the UET at Clarksburg, and two
of the three standard INTELSAT stations in SATNET, namely, Etam
and Goonhilly (Tanum was not equipped to operate at mixed rates).
In the demonstration, the Clarksburg station at COMSAT Laboratories
could receive at 16 kbit/s, and the two large earth stations could
receive at both 16 and 64 kbit/s. Therefore, all traffic sent to
Clarksburg, including packets addressed to the station and the
header portion of all packets, was transmitted at 16 kbit/s.

Only the data portion of the packets sent to the two large earth
stations could be sent at 64 kbit/s.

In addition to demonstrating the usefulness of SATNET,
the NTC demonstration illustrated the mechanisms for SATNET moni-
toring and control, as well as its connections to neighboring
networks on both sides of the Atlantic. The demo terminal, a
small computer system, allowed all of these functions to be inte-
grated, managed, and displayed. Additional equipment for presen-
tation aids included a number of terminals connected to the demo
terminal as a host as welil as to other hosts on the ARPANET, and
a G.E. light valve, which was used to project selected terminal
displays on a large screen.

The demo terminal includes interfaces for the Lincoln
Laboratories LPCM vocoder and DACOM 450 facsimile scanner/printer,
and a number of peripheral devices. The software for this system
1s compatible with recent internet protocols developed within the
ARPANET community, including TCF-4, TELNET, and special protocols
developed for real-time speech.

. .




For the demonstrations and experiments, the demo terminal

was conrected to a PDP-11 gateway computer at COMSAT Laboratories.
This machin:, which functions as an interface to SATNET, is con-
nected t» the Clarksburg SIMP in a manner similar to other gate-
ways, inc!ading those at BBN (Etam), NDRE (Tanum), and UCL
(Goonhilly). However, at Clarksburg, the earth station of
receive cnl; at a 16-kbit/s rate, rather than the 64-kbit/s rate
used by the other stations. This complicates the channel schedul-
ing algorithm used to determine which station transmits at a par-
ticular e, and the software to support this mixed-rate operation
is not y ° completely developed.

'he overseas partner for the demonstration was YUCL, which

had a siy .ar complement of LPCM, DACOM, and demo terminal equipment.

Their co 'iguration was more complicated since the equipment was
shared with other activities and was only a part of a large col-
lection of hosts, networks, and gateways. A number of hosts on
the ARPANET were also used for support, including machines at Bolt,
Beranek, and Newman (BBN) in Cambridge, Massachusetts, and Infor-
mation Sciences Tnstitute (ISL) in Marina del Ray, California.

3.2.2 SYSTEM CONFIGURATION

Figure 3-1 shows the detailed system configuration.
The apparent complexity is due to several factors, including pro-
vision of backup paths, coordination between the various partic-
ipants, and requirements for real-time monitoring and configuration

control. The demonstration site, a meeting room in the Shoreham
Hotel in downtown Washington, D.C., contained the demo terminal,
LPCM and DACOM devices, utility terminals, and dial-up and
dedicated data circuits.
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Of the three dedicated data circuits, one 2400-bit/s
circuit terminated at BBN, another 4800-bit/s circuit terminated
at COMSAT Laboratories, and the third at the Naval Research Labora-
tories (NRL) in Washington, D.C. The first was used for transmitting
LPCM data to the BBN Gateway, which connects to SATNET via a line
to the Etam SIMP. The second was used to connect the demo terminal
to the Clarksburg SIMP and the UET via the COMSAT Gateway, whereas
the third was used as a backup path for demo terminal connection
to the ARPANET via NRL. This path would be used to send traffic
to SATNET via the ARPANET and the BBN Gateway if the Clarksburg
station became inoperable.

Of the five dial-up circuits, one was used for voice
coordination with Lincoln Laboratories and BBN during equipment
setup and checkout. The remaining four were used with 300- and
1200-bit/s data sets for access to nearby ARPANET TIPs; for co-
ordination with UCL, Lincoln Laboratories; for real-time status
reporting from SATNET monitor programs on BBN and ISI hosts; and
to operate various control programs for speech, facsimile, and
utility file-transfer.

The two 4800-bit/s dedicated data circuits were operated
on an ARPANET 1822 transparent basis. This is the normal proto-
col for connecting a host to an ARPANET IMP or TIP and is normally
used over distances not exceeding hundreds of feet. To p nvide
connections on this basis over the distances required, a set of

error control units (ECUs) were required for each circuit. These

devices, manufactured by Associated Computer Consultants under
DARPA contract, provide for 1822 bit-serial operation with self-
contained retransmission and supervision features using standard
data sets. The four ECUs, one at each end of the two data cir-
cuits, operate with an HDLC line protocol with messages of lengths
to the ARPANET maximum of about 8,000 bits.
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The configuration at Clarksburg consisted of the COMSAT
Gateway connected to the Clarksburg SIMP and UET. The interface .
between the SIMP and radio-frequency circuitry of the UET, the
PSP terminal, is a highly sophisticated collection of microproc-
essors, modems, and codecs specially designed for SATNET service.
The PSP terminal can operate in several mixed-rate modes and
formats and uses state-of-the-art burst modems built by Linkabit.
PSP terminals of identical design were also used at Etam and
Goonhilly, and a terminal was subsequently installed at Tanunm,
Sweden (see Figure 3-1).

The configuration at UCL consisted of a demo terminal,

a linear predictive coder module (LPCM) and DACOM devices nearly
identical to those in Washington. However, the UCL Gateway is
colocated with other equipment which simplifies the configuration,
since no special data circuit was needed to connect the LPCM to
the gateway. The port expander and TIP shown in Figure 3-1 were
necessary in certain configurations during setup and checkout,

but were not used in the demonstration when the demo terminal was
connected directly to the gateway.

One key issue during demonstration planning was whether
to connect the LPCM via the demo terminal or directly to a gateway.
The reasons for the decision to connect directly to the BBN Gateway
are complex and involve numerous tangential issues; however, the
principal consideration was that software was available to service
the chosen configuration. Furthermore, this configuration avoided
the buffering and possible retransmission delays of the ECUs on
the other paths. Also, it used only the high-speed (64-kbit/s)
SATNET stations, providing the best performance achievable.
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Bm2e8 CONDUCT OF THE DEMONSTRATION

Besides demonstrating the intrinsic worth and perform-
ance of SATNET, it was necessary to monitor and control the net-
work during the potentially disastrous disruptions that occurred
in supporting systems. For instance, on the morning of the con-
ference session, all of the ISI supporting hosts were disabled by
a motor-generator failure. Transmitter power adjustments were
being made at both Etam and Goonhilly until just before the con-
ference session; this rendered Clarksburg inoperable. In addition,
disruptions apparently due to faulty equipment at BBN forced all
monitoring and control functions to be switched to ISI, which
further complicated the restoral of operation.

Coordination at UCL was especially difficult, since no
alternate path other than SATNET was available. Until shortly
before the demonstration, a path from UCL to the U.S. ARPANET was
available via a 9.6-bit/s line to the NDRE TIP at Kjeller (see
Figure 3-1) and the NORSAR satellite link to the SDAC Pluribus
IMP at Arlington, Virginia. This link, which was separate from
SATNET, was available only as far as Kjeller. However, for other
reasons, a special facility has been built into the SATNET
control programs in the SIMPs. That is, a portion of the SATNET
channel capacity has been provided in the form of a full-duplex
dedicated portion of the TDMA frame connecting the London TIP at
UCL and the U.S. ARPANET via the SADC Pluribus IMP. This connec-
tion uses lines, not shown in Figure 3-1, between the London TIP
and the Goonhilly SIMP, and between the Etam SIMP and the SADC
Pluribus IMP. Conceptually, provision of this service, which
extends the U.S. ARPANET to the London TIP, does not affect
SATNET operations or performance, except to reduce the number of
available time slots in the frame and increase the jitter.
However, maintaining this important connectivity while conducting
experiments and demonstrations was a delicate process.
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The conference session scenario consisted of two main 2y
parts. In the first, James Forgie of Lincoln Laboratories con=~
versed in real time with Hugh Gamble of UCL. Voice quality was g
generally judged quite good, considering the relatively low
2400-bit/s data rate used and the nature of the LPCM equipment.
Handover delays were seconds long primarily because of the
accumulation of excessively conservative fixed delays at various
Places in the system to allow for worst-case variance in actual
delays. In any deployment of this technology, the handover delay
should be much less.

In the second part of the conference session, Hoi Chong
of COMSAT linked with Steven Treadwell of UCL via keyboard and
video display using the demo terminal and the Clarksburg station.
Then connection was made to an ISI host via Clarksburg, SATNET,
and Etam to demonstrate access to an ordinary service host. The
scenario was designed to illustrate the delays actually encoun-
tered as well as some of the remaining problems, mostly congestion.
Since simultaneous facsimile transmission and duplication for all
members of the audience (numbering well over a hundred) was not
possible, the facsimile transmissions were performed early on the
morning of the conference session and copied for distribution.

The documents transmitted included various greetings, drawings,
and timely material from London newspapers. It had been planned
to transmit this material during the conference session; however,
due to the transmitter adjustments mentioned previously, the UET
at Clarksburg could not operate reliably in SATNET during that
part of the conference session when the speech demonstration was
conducted.

3.2.4 EXPERIENCE GAINED

Besides representing a useful checkpoint in the imple-
mentation of SATNET, the demonstration revealed a number of problem
areas and issues in the internetworking effort. The main concern

3-9
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was the severe performance problems with TCP-4 as used with

|

ARPANET hosts, due to packet congestion at points joining links

of widely dicfering bandwidths, such as the SATNET gateways and

SIMPs. In the typical scenario, an ARPANET TCP-4 host would emit

a pulse of possibly many packets covering the current receive

window space. Some of these packets might then be discarded as 7 .

gateway queues exceeded specified bounds, typically on the order s

of eight packets. The long transmission delays for individual

packets, which then must be funnelled down relatively low-bandwidth

circuits, in turn cause the host to retransmit the pulse, often

resulting in complete collapse of the circuit and a disconnect

for the host. Mechanisms have been built into the gateway system

to help avoid these problems, but the current TCP-4 host imple-

mentation does not respond to them. "
Some congestion problems have been found to originate

in the gateway themselves. Although end-to-end FTP traffic, using

mostly full packets, experienced few disruptions, interactive

TELNET traffic with relatively large numbers of mostly empty q

packets experienced frequency losses in the gateways, even in

simple configurations involving SATNET fake-echo hosts at 4800 bit/s.

The cause of these losses has not been determined, but is believed

to be related to the very distant host (VDH) or host-SIMP protocol A

implementation. =
The critical impact of the above problems on the end-

to-end performance of SATNET is among the most important experi- *

ences gained. The problem of TCP-4 performance is endemic in -

such cases of bandwidth mismatches. Effective and general solu- B

tions will be required for TCP-4 to be viable in an internetworking

context. However, it is believed that the gateway performance

problem involves implementation and should be correctable during
development.
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3.3 INTERNETWORK FACSIMILE AND MULTIMEDIA MAIL

3.3.1 POSSIBLE CONFIGURATIONS

Presently, two models of Dacom machines are capable of
sending and receiving digitally coded facsimile data. One Dacom
500 in the INTELPOST system operates at 50/4bit/s using the CCITT
code, while the DACOM 450 used for the recent NTC demonstration
operates at speeds ranging from 2,400 to 14,000 bit/s (depending
on interface equipment) with a proprietary code. The demo terminal
system supports the lower speed machine and provides point-to-point
transmission with similar systems. Another DACOM 450 system (at
UCL) already has the required characteristics, and three more are
being constructed.

The purpose of these systems is to gain experience on
the use of facsimile in the internet environment and to develop
and evaluate suitable protocols. Scenarios in which facsimile
transmission can be important include the following:

a. Electronic mail systems which are primarily intended to
augment ordinary mail service with a high-speed document trans-
mission system. Documents are scanned, queued for transmission,
and printed at the receiving end. The only input and output are
hard copy, and no particular data structure is imposed or implied.

b. An adjunct to existing electronic mail systems such as
HERMES or MSG, which exist primarily to record, send, and store
messages in ordinary text form between mailboxes attached to the
catenet. One application could involve simply incorporating the
coded facsimile image directly into the text, perhaps in a coded
envelope, so that the receiver could separate the text from the
facsimile data and process it accordingly. This is generally
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an easy process and can be used for embedded digital speech or
other components of multimedia mail.

Cc. Components in a data base to be used for information
archival and retrieval systems. 1In this case, a well-developed
structural component would be necessary to bind the various docu-
ments in the data base and provide for their retrieval. Multi-
media considerations would not be as crucial, since the binding
mechanisms could easily be extended. The catenet would exist
primarily to store and retrieve the items in the data base,
although its external appearance could resemble case a or b, or a
combination of the two.

Of the three scenarios, the second was chosen as most
appropriate for study. Valuable experience with scenario a is
available from the INTELPOST experiments and demonstrations. The
technology to develop an on-line library (case c) would seem to
be diversionary with respect to the computer network emphasis of
the DARPA project. Further development of case b requires con-
sideration of both transmission techniques and data base manage-

ment.

3 a8r2 SYSTEM ORGANIZATION

After the decision has been made to emphasize multimedia
mail applications of facsimile, the questions remain of how to
organize the system and how to integrate it with present systems.
For example, it would be desirable to interwork with a system such
as INTELPOST and to provide for long-term archiving in a large
data base. It can be assumed that catenet resources (e.q.,
ARPANET service hosts) are readily avilable on an internet basis
with suitable server programs installed; however, it must be
assumed that the facsimile machines are located at arbitrary yet
accessible locations.

.........




The most useful configuration for the near term would
include a facsimile machine directly connected to a small mini-
computer or microcomputer by suitable interface electronics. The
computer would then be connected to the catenet. This is the
approach chosen in the present effort. However, the facsimile
machines can be operated on dial-up or leased lines using suitable
modems, and it is expected that remote control of the system and
the machines, at least for receiving, is completely feasible. 1In
fact, in normal operation, the machines are often operated unat-
tended at the receive site.

3.3.3 POSSIBLE SCENARIOS

Two possible scenarios are offered, based on the assump-
tion that a message composéion, transmission, and storage system
similar to HERMES or MSG is available.

In the first, a mechanism exists to store and retrieve
facsimile documents at the originating site. Each document has a
unique name which can be referenced in an ordinary text message
sent to the internet addressee. Upon receipt, the addressee uses
ordinary file transport protocols to retrieve the document and
print it on the local machine. The document can be queued for
transmission at the same time that the text message is sent, as
long as distinct connections (in the TCP sense) are used.

The second scenario is the same as the first, except
that the document is transmitted along with the text message,
perhaps incorporated directly into the text. This procedure 1is
simpler to implement and use, but the transmission time is con-
siderably increased. It is assumed that the text portion of the
message is more time-critical and that the facsimile portion can
be queued for later transmission.
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3 3.3.4 EXPERIMENT STATUS

; Until considerable operating experience accumulates, it b T
N would seem prudent to adopt an architecture and implementation = fj
k- strategy which does not preclude either scenario. For instance, j
i the facsimile interface modules should be capable of remote con- i
3 trol via a TELNET stream, and appropriate hooks should be provided E

in message composition and playback modules to permit required kY
manipulations. Prudence dictates the use of as much existing
software as possible including TCP-4 and internet FTP and mail
servers.
It seems logical to start with either the present UCL
(MOS) or demo terminal (DCN) systems on the LSI-11, since they
(] have already been developed to demonstration status. Both sys-
8 tems are built on internet protocols, including TCP-4, and both
support the DACOM 450 using the same hardware interface. It is
) not necessary to decide the type of system at this time, it is
important to identify software that can support multimedia opera-
tions within the general LSI-11/floppy disk orbit.
During the last year, COMSAT's activity has concentrated .}
on developing foundation software for the demo terminal to support
(] facsimile operations with other catenet hosts. The software under
development provides the following functions:

a. Support of the DACOM 450 at the device-driver I :avel for 3
the operating system in use. This generally requires sufficient

buffering to cope with latencies elsewhere in the system, unless 4
the interface clock is stopped, which cannot be accomplished with
a modem. fi
’ b. A mechanism to store and retrieve documents on disk,
o for example, the ordinary file system supported by the demo term-
f' inal. Some enrichment of the file system was necessary to accom-
' modate building queues for deferred transmission. ‘
|
‘ 3-14
) ol

N
g . . E . S, » 2 . " g 5 o T S ST
= S TR P T T L IR e TP Rl S S S oany s . Lo A TR Soa-d 2 e - Ao T N U T T WO TP ML LWt Ty



D

........

o DAL MY
v N .
.............

----------

c. An implementation TCP-4, including an internet layer
capable of multiple connections on a per-process basis. The demo:
terminal already has such an implementation.

d. A simple facsimile server program (PIP) that can be
used to control DACOM 450 operation and to supervise data trans-
mission to and ifrom the file system. For unattended playback,
this program can be controllable by a TELNET stream.

e. A file-transport server capable of operating within the
current internet configuration. This presently consists of "old"
ARPANET FTP operated on TCP-4, as controlled by a companion FTP
user process.

The current implementation provides point-to-point serv-
ice only, and does not include provisions for deferred delivery
or multimedia integration. Deferred delivery is assumed to be a
feature of a planned facsimile user program, which might perform
such transmission with a background process. This feature would
be desirable for ordinary text mail.

The next step presupposes an operating internet mail
system in the LSI-11. This assumes that it is available and pro-
vides capabilities to construct and edit messages, forward them
using internet protocols, receive and store them, and finally,
decode and print/display/speak them. It is further assumed that
one of the developmental goals is to provide all of these func-
tions in the LSI-11, without depending on a service host elsewhere
in the catenet, except for the internet mail functions.

To effectively manage the limited file storage capabil-
ities in the floppy disk based LSI-11, facsimile files will prob-
ably be integrated with ordinary text by storing pointers in the
message suitably isolated by appropriate syntax. The facsimile
file at the indicated point would be inserted by the mail for-
warder as the message is transmitted to TCP. The particular
syntax used is thus invisible to the recipient. On the other
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hand, the sender could elect to transmit the message and the
pointer, and the recipient could request an FTP transfer later.
Still another alternative would involve the mailer forking an FTP
transfer for the facsimile file when the original message is
transmitted. The recipient would then have to collect the fac-
simile file from its local storage at the time of playback.

These mechanisms have been discussed previously and the
problems are well known. This study recommends an approach that
provides maximum flexibility and experimentation without excessive
implementation difficulties. The only data structure obvious on
an end-to-end basis is the syntax of the facsimile file pointer
specification as part of an ordinary message. This can be simple
and straightforward (e.g., standard file name), and can be changed
readily.

A sketch of an implementation plan now underway is as
follows:

a. A simple mailer is to be constructed as a user program,
which accepts a file containing the message text, adds the header
as per appropriate dialog, calls FTP, and initiates the transfer.
Initially, it is assumed that the facsimile file specification
has already been embedded in the text.

b. It is anticipated that unattended mail retrieval func-
tions cannot be provided when the LSI-11 is being used for other
purposes; that is, mail can be received only when the operator
specifies. The issue of rendezvousing and the possible use of an
intermediate staging host will be deferred. The mail receiver
program is a variant of FTP which runs as a user program as
specified by the user. It stores received messages as separate
files indexed by a master file. This would probably be necessary
because of the size of the messages and resulting fragmentation,
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as well as to avoid scanning througjh a single file, as for larger
hosts. This also allows message deletion, disk compaction, etc., .
using standard utilities.

c. A mail reader is constructed again as a user program,
which would allow regular selective reading and printing of mes-
sages, but would be sensitive to the facsimile-file specification
syntax. If a message is detected, the reader signals the local
“acsimiie server to print it, possibly copying it into a separate
scratch file so that reading of the original message can continue.
Alternatively, if the file were transmitted separately, the mail
reader could search for it. If not found locally, it could start
an FTP and later request the facsimile server to print.

In summary, the suggested architectural outline does
not involve extensive software and can be implemented easily as
user-level programs in systems such as the demo terminal. The
implementation is straightforward and should be easily modifiable

with additional experience and insight.

3.4 DACOM 450 FACS MILE DATA DECODING

3.4.1 INTRODUCTION

As part of COMSAT's effort to support DARPA Internet
activities, an algorithm has been developed to decode the data
transmitted by the DACOM 450 facsimile machine. This algorithm
is intended to allow these data to be represented in other forms
foi editing, archiving, and transcoding to codes such as the CCITT
format. The decoding algorithm is represented as a program written
in PDP-11 assembly language suitable for the RT-11 or demo terminal
operating systems. This subsection describes the coding technique




used by DACOM, and the decoding algorithm and its performance on

ti typical pages of data. E.A. Poe of DACOM is acknowledged for his. -
i assistance in this effort.

3.4.2 DACOM ENCODING ALGORITHM

The encoding algorithm for the DACOM 450 is described
by Weber*; however, this article contains a number of errors and
il omissions, many of which were discovered only after considerable

analysis and experimentation. The machine operates over a co-
ordinate space of 1,726 by approximately 1,100 pels when in the
high-resolution (detail) mode. In the normal (quality) mode, the
® vertical resolution is halved, so that about 550 lines are trans- e
ey mitted. Finally, in the express mode, about 367 lines are trans-
AL mitted with missing lines filled in on playback by replicating
previous lines.

Data are encoded two rows at a time using a 2-dimensional e
run-length code. Each row-pair is scanned from left to right and
the line-pairs are processed from the top to the bottom of the
document. Figure 3-2 shows how the pels are represented. For )
each i, the vector (le’ ij) represents the contents of the jth ]
columns, where Xij can assume values of zero (white) or one (black).

$$: Each of the four possible vectors ranging over these values will -~
o be termed a state (DACOM refers to them as "modes"), with the :}

® succession of transitions between these states determined by the

picture content of the particular line-pair. The line-pairs are
‘ﬁf scanned in sequence with no special end-of-line code in the data
] itself. For later discussion and comparison with published data,
b' the following conventions will be used:

*Weber, D.R., "An Adaptive Run Length Encoding Algorithm," ICC-75.
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Pels

(top-bottom) Vector State v
W-w (0, 0) 0 '
B-w (1, 0) 1
wW-B (0, 1) 2
B-B (1, 1) 3

The algorithm used by DACOM to generate the transmitted
data as the columns are scanned can be described as the nondeter-
ministic finite-state automaton (NFSA) shown in Figure 3-3.

Conceptually, the NFSA starts at the beginning of a page
in a designated state, and at a point just after scanning the jth
column is in the jth state. It then scans the (j + 1)th column
and enters that state while emitting successive bits.

In the states corresponding to W-wW (0) and B-B (3), a
special run-length encoding technique is used. Two state vari-
ables are associated with each of these two states; one variable
is used as a run-length counter and the other as the field length
(in bits). Upon each entry into either of these two states, the
counter is initialized at zero and counts up for every additional
column of the same state. At the end of the run, the counter value
is transmitted, extending with high-order zeros, if necessary, to
fill the specified field length. If, however, the counter exceeds
on
emitted and the counter is reinitialized at zero with a field
length of n + 1. Thus, if n = 3, a run length of three is trans-
mitted as 010; of seven as 110; and of eight as two words, 111
followed by 0000. The field-length variables are maintained
separately for both the W-W and B-B states, and at each reentry
to either of these states the previous values are used.

- 1, where n is the field length, then a sequence of n ones is

Field-length values are constrained not to exceed seven,
so that runs exceeding 127 with n = 7 will be encoded as - separate
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7-bit word of all ones for each run of 127 except the last, which
must always contain at least one zero-bit. The field length n is.
decreased if the current run has been encoded as a single n-bit
field; for n in the range 4-7 when the two high-order bits are
zero, and for n = 3 when the single high-order bit is zer The
field length must not be reduced below two bits.

SYNTHESIS OF A DECODING ALGORITHM

The decoding algorithm must be synthesized on the basis
of the specified encoding algorithm, since deducing it from the
machine circuitry is impractical. However, for speed and simplic-
ity it is desirable that the decoding algorithm be modeled accord-
ing to the deterministic finite-state automation (DFSA) shown in
Figure 3-4. This machine makes one transition for each input bit
except for the W-w (0) and B-B (3) states, which must be treated
specially. The states are labeled to correspond to those of
Figure 3-3, which are numbered from zero to three. The decoded
output symbols, which in this case are the columns corresponding
to each state, are represented by the states themselves. Upon
entry into B-W (1) or W-B (2) a run-length counter is initialized
to one. Each traversal of a loop back to the same state increments
this counter, and upon exit to any other state, the value of this
counter represents the number of columns to be produced. Upon
entry into W-w (0) or B-B (3), the run-length counter is initial-
ized to zero and the associated field-length state variable n is
established. For each successive n bits of all ones, the counter

1s increased by 2" - 1 and then n is increased by one, but not

above seven. If the next n bits are not all ones, the counter is
increased by the value represented by the n-bit field plus one.
Finally, if upon entry into either state, the next n bits are not




b

Figure 3-4. State Diagram
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all ones; n 1s decreased by one according to the rule in the pre-
ceding subsection.

3.4.4 FORMATTING CONSIDERATIONS

Data are encoded for transmission in 585-bit frames,
consisting of a 24-bit synchronization code, a 37-bit header, a
512-bit information area, and a 12-bit checksum. Two kinds of
frames are distinguished by the header format: one for setup or
initialization, and the other for the data. Serial binary data
produced by the encoding algorithm are placed in successive data
frames without considering frame boundaries, except that run-
length words used in states W-W (0) and B-B (3) are not divided
between frames. The header of each data frame, as shown in Fig-
ure 3-5, contains the current state values and field-lengths for
both black and white runs, along with a count of the bits in the
data portion of the frame. It also contains a field specifying
the current X position on the page.

These variables, although redundant, help in reestablish-
ing correct decoding if a data frame is lost or mutilated. One
of the most delicate and difficult problems encountered while con-
structing the decoding algorithm was correct synchronization of
the header information as the algorithm crossed the frame boundary.
To maintain synchronization, the operation of the algorithm must
follow exactly that described in the previous subsection.

The algorithm is initialized as the first data frame
received after the sequence of setup blocks at the beginning of
transmission. The first data frame has a count of zero, indi-
cating that no data bits are in the frame. The second data frame
begins the actual document; however, its X position appears to be
irrelevant. Instead, it is assumed that the initial X position
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is one pel to the left of the right margin (-1 mod 1726). With
these assumptions, succeeding X positions of the algorithm and
the frame headers agree.

3.4.5 A DECODING PROGRAM

The decoding algorithm described above has been imple-
mented in PDP-11 assembly language for the RT-11 operating system.
This program contains extensive features for selectively dumping
frames and tracing the operation of the algorithm. It is designed
to operate on the raw data stream generated by the machine and
does not depend upon any prior reformatting of the data. The
input data would normally be in a field which is recorded using
the existing DACOM interface software; however, there are no
intrinsic factors prohibiting input data from being processed
directly from the DACOM machines, except processing-rate
limitations.

In operation, the program scans the input data one bit
at a time and searches for the synchronization pattern. Note that
all data processed are inverted from the natural interface con-
ventions. When a synchronization pattern is found, the header
and data positions are extracted and the various state variabiles
are checked and reset, if necessary. Checksum verification is
performed according to the polynomial 1 + X3 + X5 + X7 + X8 + x12,
In the case of setup frames, the format (detail, quality, and
express), page length (14, 8-1/2, 5-1/4), and multiple-page in-
dicators are extracted from the data area. Finally, under control
of specified options, the header and data portions of the frame
are printed with appropriate headings.

The decoding algorithm itself is called for each data
frame. It produces an output consisting of a sequence of columns
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!l and run-length pairs which can be used to form bit maps and other T
: representations of the data. Optionally, a printed trace of the
operations performed by the algorithm can be produced. With all
debugging machinery turned off, the algorithm processes about
- 4000 bit/s of raw input data on an LSI-11 processor. 9 .
A simple bit-map display printout was built into the :\4
program to provide a quick-check capability. This display utilizes S
the 132-column by 102-line space provided by an ordinary line :
printer and provides for scaling, windowing, and clipping the i ]
image in this space. The technique provides for magnifications O
up to 13 times a window that can be specified anywhere in the
page.

3.4.6 DACOM 450 SUPPORT FOR THE DEMO TERMINAL

l The DACOM 450 facsimile machine is connected by the demo
terminal system with DEC DUV-11 synchronous line interface, and a
null modem. In addition, a special software driver for the demo

- teimiral opera'ineg svat-m (BUS) has been: constructed. The DUV-11

M 1s a puiscred, program-controlled, single-line communications inter-
‘ face device and is used to establish a data communications line

§ - between a LSI-11 bus and a synchronous modem. The modem eliminator
connects the DACOM machine RS-232C port to the DUV-11l interface
card. The software drive supports the DACOM machine control pro-
cedures, including stripping the duplicate setup blocks and re-
packing the data into a record compatible with UCL format, as

described below. On playback, it unpacks the data from the file

and reformats them for transmission, as required. The driver in-

cludes features for controlling the timing of the various pro-

cedures to provide multiple-rate transmission.




For block transfer to dish or serial devices, the fac-
simile driver operates with the remainder of the demo terminal

system in the same manner as other drivers. Currently, there is

no special application program to support facsimile data storage
and retrieval other than the standard RT-11 operating system
utilities such as PIP (Peripheral Interchange Program). Using

PIP, facsimile data are normally transmitted to and from standard
system files as formatted by the driver.

3.4.7 FACSIMILE FILE FORMATS

The DACOM 450 facsimile machine uses a 585-bit block.
There are two types of blocks: setup blocks and data blocks,
which are distinguished by the SUB flag in the block header. The
setup block contains information used by the receiver to establish
page length, detail, and similar functions. The data block con-
tains the compressed image data. In operation, the DACOM 450
sends a selected number of setup blocks, then the data blocks,
and finally a selected number of setup blocks. The tailing setup
blocks differ from the leading blocks only in certain bits which
indicate whether the system is operating in single- or multiple-
bpage mode and ‘hether paper is present in the scanner.

The file format used by COMSAT is compatible with that
used by UCL and has this form:

== one leading setup block,
-~ all data blocks, and

== one tailing setup block.
Each 585-bit block has the following format:

0 1 2 LEN
LEN CMD DATA

g



Each record is 76 bytes long and has three fields: LEN, CMD, and
DATA. LEN and CMD fields occupy one byte each, and the DATA field
occupies the remaining 74 bytes of the record. In the LEN field,

LEN is always set to 114 (octal), which designates that the length
of the record is 76 bytes. The CMD field has the following values:

CMD 70 (octal): the DATA field contains a setup block;
CMD = 71 (octal): the DATA field contains a setup block;
CMD 72 (octal): the DATA field contains a tailing
setup block, and this is the last record in the file.

The DATA field contains 585 bits followed by 7 bits of zero-

padding at the end. The padding bits are inserted to make the
DATA field an integral number of 74 bytes.

CATENET PERFORMANCE MEASUREMENTS

INTRODUCTION

During the development of TCP and internet protocol
(IP) modules for the demo terminal and the evaluation of their
performance with other hosts on the catenet, there were require-
ments for a variety of software measurement techniques and capa-
bilities. These requirements were met in two ways: by instrumenting
the protocol modules and certain system components directly, and
by constructing special measurement programs for end-to-end meas-
urements. This subsection describes the construction of this soft-
ware and 1its operation.




3.5.2 SYSTEM INSTRUMENTATION

Facilities for system monitoring and instiumentation
have been built into the demo terminal software in many places
consistent with the test-bed orientation of the system. These
facilities include configuration status, hardware error record-
ing, and resource accounting. In the area of protocol modules, a
comprehensive array of packet tallies is recorded and can be dis-
played at any time. For TCP, a special trace feature provides a
continuous record of arriving packets and their interaction with
receive-window and sequencing operations.

Figure 3-6 shows an example of packet tallies as recorded
by each of the gateway/bridge processes. In general, these proc-
esses are responsible for receiving packets, verifying the internet
format and checksum, and sending them to the internet process in
the local host or relaying them to another host. Three sets of
tallies are recorded by the internet process, one by the common
processing module and one each by the real-time protocol (RTP)
module and the TCP protocol module, as shown in Figure 3-7a through
3-7c. The common processing module is responsible for routing
packets to one of the two protocol modules, and for decoding cer-
tain gateway-originated packets (source-quench and destination-
unreachable) and generating appropriate software signals on the
associated RTP or TCP connection. The protocol module taliies
reveal the disposition of packets sent to the module, including
format and error checking, connection opening and closing, and
related events. In the case of TCP, additional information is
recorded on packet composition, assembly/disassembly sequencing,
and user-interface signals.

For TCP, a special trace feature has been provided, as
shown in Figure 3-8. As each packet arrives, the time received,
packet identifier, position in receive sequence space, and length
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are recorded in a circular buffer along with the receive window
size after processing. This display has been extremely valuable
for detecting network congestion and identifying its causes. An
example of this use follows.

Each line in Figure 3-8 corresponds to the arrival of a

v v i
il s s

single packet. The position of the first octet of data, relative
_%1 to the current receive-sequence number, is shown along with the
‘ number of data octets in the packet. Under ideal conditions,
with correct sequencing of packets and no losses or duplications,
the position of the first data octet will be zero and the number
of octets will be subtracted from the receive current window size.
(Note that the value shown will be that of the previous line less
‘ the number of octets of the current line, increased by the number
@ of octets withdrawn by the user from the reassembly buffer.) Lack
of correct sequencing is immediately apparent when the position

entry is nonzero. If negative, the packet contains at least some
duplicate data; if positive, some data have been lost or received
out of order.

From the time-received entry and knowledge of how the
remote transmitter packetizes and retransmits TCP data, it 1is
possible to deduce useful information about the characteristics
of the network path between the transmitter and the receiver
‘ where the trace is made. Additional information primarily for
o0 debugging can be extracted from snapshot dumps of control blocks,
packets, etc. The multiple-process architecture of the demo
ZO, terminal system allows this information to be printed locally or

transmitted remotely via a TELNET connection as testing proceeds.
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3%5 .8 MEASUREMENT PROGRAMS

The application programs normally dependent on TCP or
IP typically include an intrinsic monitoring and measurement
capability for the TCP/IP connections maintained. These programs
currently include TELNET, XNET, Server FTP, User FTP, and a special
measurement program called PING (Packet Internet Groper). Infor-
mation recorded by all programs 1includes connection status, internet
addresses, and certain internet options such as timestamps. XNET
and PING also contain facilities to measure round-trip transmission
times and individual packet counts. Since these programs interface
directly with the IP layer and are not dependent on TCP, the
intrinsic protocol provides for sequence checking and checksum
verification, and the programs themselves record the operational
status. All programs provide for connections to arbitrary catenet
hosts as well as to well-known or named hosts, including fake-echo
hosts 1in gateways, SIMPs, and other catenet hosts.

PING 1s designed specifically to measure transmission
characteristics over catenet paths containing cooperating fake-echo
hosts that are incorporated into the gateways, SIMPs, and other
catenet hosts, 1ncluding those running demo terminal software.

Four models describe these fake-echo hosts:

a. Certain hosts, including those of the demo terminal,
echo all packets with a specified port (usually port 7), where
ports are defined in the packet protocol, such as TCP and UDP.

b. Certain nets, including SATNET, echo all packets to a
specified local net address.

Cc. Certain gateways and hosts, including the SATNET and
PRNET gateways and the demo terminal hosts, echo specific gateway-

gateway protocol (GGP) packets.
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d. Some programs dependent on TCP or IP, including the demo
]r! terminal programs listed above, contain echo mechanisms for testing
' and evaluation.

All demo terminal programs dependent on TCP, including

TELNET, Server FTP, and User FTP, can use fake-echo host types a,
L b, and d. XNET can use b and d while PING can use b, ¢, and d.
}}f In addition, PING can operate using GGP-format packets, but with
arbitrary protocol numbers. This feature is now being implemented
in cooperation with UCL for SATNET measurements.
_ The architecture of the existing catenet fake-echo hosts
4 has evolved spontaneously, and without adhering to a particular

: standard. However, there are two natural mechanizations in which
@ the source and destination internet addresses are simply inter-
f changed, one in which the remainder of the packet is unchanged;
and the other in which the internet header is reconstructed accord-
ing to the current internet option specification. The former
FQ@. mechanization preserves existing options, notably source timestamps,
while the latter allows insertion of destination timestamps.
Demo terminal fake-echo hosts of types a, b, and ¢ do
not reconstruct internet headers as part of the echo operation;

() | however, type d does. This has been adequate for tests so far,
but should be regarded as an incomplete implementation. Specif-

71.{ ically, a mechanism is planned with which an existing set of
: options can be preserved while others are inserted during the
L echo operation. Thus, destination timestamps can be solicited by
; a sender while source timestamps are preserved.

The PING program operates on both a user and server
; basis and can send packets to itself via a remote fake-echo host,
o either using timestamped packets or end-to-end measured delays.
- In operation, the program emits a packet, waits for its return,
and then transmits another one, so that no more than a single

o e SR i e T e il B B, e et e



packet can be outstanding. As each packet arrives, the total
round-trip delay is computed and used to update a set of running
statistics, which include mean, maximum, and minimum values as
well as a histogram showing the number of measurements for each
value. These data can be displayed at any time during or after

the experiment.

3.5.4 PRELIMINARY RESULTS

A number of baseline measurement runs were performed,
both to validate the tools and to gain experience in catenet mea-
surement techniques. The results reported in this subsection
should, however, be treated as preliminary, and are expected to
be extended and refined as more experience 1s gained with the
complex and sometimes unreliable catenet.

The COMSAT measurement facility, shown in Figure 3-9,
consists of various hosts on the COMSAT local network, called the
distributed computer network (DCN), connected by up to three paths
to the catenet. Each of the DCN hosts, identified as the Playpen
(Washington, D.C.), Backroom (Hyattsville, Md.), and Laboratories
(Clarksburg, Md.) i1s a PDP-11 compatible machine with various
peripherals, which run the demo terminal operating system (BOS).
The Playpen host serves as the hub of the DCN and includes 1822
interfaces to the NRL Pluribus IMP in Washington and the COMSAT
Gateway in Clarksburg. The two lines connected to these

interfaces utilize error control units (ECUs), which provide a

self-contained transparent 1822 connection operating at 4800 bit/s.

Connections between the DCN machines currently use dial-up modems
operating at 1200 bit/s and a simple protocol using VDH encapsula-

tion, without link-level checksums or retransmissions.
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The COMSAT Gateway 1s connected to the colocated
Clarksburg SIMP by standard VDH - Host/SIMP protocol at 50 kbit/s
and a null modem. The SIMP can in turn participate in SATNET
(but only in mixed-rate mode at 16 kbit/s) or can be connected
directly to the ARPANET via a 4800-bit/s VDH/RTP circuit to IMP 71
in Cambridge, Massachusetts. For all experiments described in
this report, the SATNET connection was not used and all Clarksburg
traffic was routed via the landlines.

Two configurations were used for the preliminary meas-
urements described, one involving the path directly from the DCN
to the NRL Pluribus IMP and the other the path via Clarksburg.
Although the direct path would seem to be preferred, the path via
Clarksburg was used both to calibrate the system for later experi-
ments via the space segment and to investigate the causes of system
performance degradation attributed to Gateway-SIMP interactions
and the effect ol the relatively low bandwidth ECU circuit. In
all of the reported measurements, no attempt was made to load the
catenet with traffic since only a single packet was allowed to be
outstanding at any time. Thus, the measurements can be considered
indicative of store-and-forward packet processing, formatting,
and transmission delays rather than queueing delays expected under
reasonable traffic loads.

Among the many sets of experiments, four were of special
interest:

a. A set of runs to calibrate the connections between the
DNC hosts and the CATENET, both via NRL and Clarksburg.

b. A set of runs to determine the CATENET range (round-
trip delay) between the Playpen host and the various fake-echo
hosts in the SATNET G5IMPS.

3-39

------



_______

.................

i en s e i e e i i i e i b ik e A
----- . .

c. A set of runs to determine the range between the Playpen
host and selected gateways, including the SATNET gateways. '

d. A set of runs to construct delay histograms for the path
between the Backroom host and the SATNET gateways.

Figure 3-10 gives the results of the first set of experi-
ments. The top half of the figure relates to the Clarksburg line,
including the ECU, COMSAT Gateway, and Clarksburg SIMP; the bottom
half relates to the NRL line, including the ECU and NRL Pluribus
IMP. The tests were conducted using XNET4 internet packets
(52 octets) generated by the Playpen host and looped at the vari-
ous points shown. In the Clarksburg SIMP, the point labeled
"local echo" represents internet (software) loopback, and the
point labeled '"channel echo" represents external (hardware) loop-
back via the UET PSP Terminal (not including the satellite chan-
nel). The values shown are for an experiment run of 10 packets,
with the mean and extrema given in milliseconds.

Figure 3-11 relates the results of the second set of
experiment runs, which were conducted using XNET4 internet packets
(52 octets) generated by the Playpen host and looped at the SIMPs
shown. To force the packet routing to follow the paths required,
the ARPANET leader was fudged with the selected gateway address
(shown in capital letters above the SIMP name) and the internet
address in the packet was set to the desired SIMP. Thus, the
SIMP-Satellite-SIMP delay between Etam and Goonhilly was deter-
mined by forcing the ARPANET path to the BBN or UCL gateway and
then setting the internet address as either the Goonhilly or Etam
SIMP fake-echo host, respectively. A special fake-echo host was
used to measure the delay to and from a SIMP via the satellite.
The values shown in seconds are the mean of 10 observations, all
of which were made during minimal SATNET usage.
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Figure 3-12 contains the results of the third set of
': experiment runs conducted via the Clarksburg path using PING
| internet packets (36 octets), which have gateway protocol (GGP)
format and are designed to be returned by a selected gateway.
Each measurement point involved 1000 packets and resulted in the
= values shown in the following form: mean (minimum-maximum) mode,
: where mode was determined roughly by inspecting the histogram.
In some cases, two modes were apparent, and in others, no mode at
o all. Near the bottom of the figure are the results of a calibra-
tion run using the path via NRL.

The results of the fourth and last experiment runs, shown
in Figures 3-13, 3-14, and 3-15, consist of delay histograms for
measurements made between the backroom host, the BBN, the NDRE
and the UCL Gateways, respectively. The PING program produced
these histograms where the delay (milliseconds) is shown along
the left margin together with the numb-r of packets observed with
that value and a horizontal bar showin, the relative number. The
label at the top shows the number of samples, in addition to the
mean, maximum, and minimum values obs-rved.

The 1nteresting feature of the histograms is their shape.
In the case of the BBN gateway (Figure 3-13), which is reached
entirely via landlines, the histogram has a single pronounced peak
and then tails off as expected. However, in the NDRE Gateway (Fig-
ure 3-14), a pronounced bimodal distribution is apparent. This
gateway is reached via ARPANET (landline and NORSAR satellite route)
paths for the outbound link and returns via SATNET and the BBN
Gateway. The explanation of why the bimodal character 1s observed,
where the two modes are about 170 ms apart, is not immediately
apparent. A pronounced bimodal distribution is also apparent 1n
the UCL Gateway (Figure 3-15); however, the modes differ by about
the value expected for a single satellite hop, 270 ms. This is

\_

presumably due to the routing mechanism used by the UCL Gateway,

.....
......................
..........
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Backroom Host and BB&N Gateway
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which, in the case of dual connectivity to the ARPANET (via NDRE
and BBN Gateways), routes packets alternately to each gateway 1n
turn. Thus, about half of the packets returned by the UCL Gateway
were routed via Etam and the BBN Gateway, which required an addi-
tional satellite hop via the NORSAR circuit to the domestic ARPANET.

3.6 INTERNETWORKING AND THE DISTRIBUTED COMPUTER NETWORK

Sy il INTRODUCTION

This subsection provides an overview of the issues in-
volved with i1nternetworking using a distributed computer network
(DCN) and the basic operating system (BOS) for the PDP-11/LSI-11.
The DCN and BOS were originally constructed as part of a research
project at the University of Maryland and have been used for a
number of years for real-time applications such as intelligent
terminals, data acquisition, and machine control. The scope of
this subsection is restricted to issues involved in internet-
working and interfacing a PDP-11/LSI-11 system that runs BOS
(referred to as a hostel), to other networks such as SATNET and
ARPANET.

At least five networks have participated in the COMSAT

experiments:

a. SATNET: A 64-kbit/s multiple-access multiple-destination
network including INTELSAT Standard A earth stations at Etam (usa),
Goonhilly (UK), and Tanum (Sweden), and an INTELSAT Standard B
station at Clarksburg (UET). SATNET is connected to the DCN via
the COMSAT Gateway at Clarksburg, to UCLNET via the UCL Gateway
at London and to ARPANET via the BBN Gateway at Cambridge,
Massachusetts, and NDRE Gateway at Kjeller, Norway. Also, a path




via the Clarksburg SIMP connects SATNET and ARPANET and another
via the Etam SIMP links SATNET and ARPANET.

b. ARPANET: A large-scale packet-switching network in-
cluding service hosts at BBN and ISI, which represent the
principal computing and data base resources available for
experiments and demonstrations. The ARPANET is connected to
RCCPNET via the BBN-PTIP Gateway at Cambridge, and to SATNET via
the BBN Gateway at Cambridge, NDRE Gateway at Kjeller, and UCL
Gateway at London.

c. DCN: At the present time, this is the LSI-11 Demo
Terminal located at locat