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Abstract

ABSTRACT

This report is the third {(n a series of Annual Reports
describing the research performed by Stanford Research Institute
to provide the technology that will allow speech understanding
systems to be designed and {mplemented for a variety of different
task domains ani environmental constraints, The current work {is
being carried out cooperatively vwith the System Development
Corporation, which s responsible tor signal processing,

acoustics, phonetics, &and Phonology,

Following an Introduction and Overview, separate sections
describe {n detail the Definiticn System, the Parsing System, the
Language Definition, Semantics, and Discourse Analysis and
Pragmatics, )Appendix A contains a 1listing of the language
currently defined in the speech understanding system, Appendix B

1ists the reports and publications issued ry the project statt,

- . - ) 7 !/

AARAL B AR

 FRRCICICA R Ll FRSL LTI Ed | SR el

R
Pl )
N Yk

e

*

et r{ “-M.
I o0 2 S [

20 1
[}
r"’:l

G

-
v’ "I"l.

BT ey
.} 1:- P
i L L

o

§
"

« iy e e g e
LN i o,
[ LI TR



—
o

R

SPEECH UNDERSTANDING RESEARCH Page (v s
Table of Contents ﬁ
TABLE QOF CONTENTS ?

List ot Figures $0000000090000000 e 000001000 20000 0000000009 X 3

w ¥

) g Introduction and Overview *ecevvsocsegescsssssecsssees I®§

r""

A, INtroduUction eseeeveosvocssocoocensovsssnncsvece I®1

l\.

&

10 PrOj.Ct Obj.ctl\IQl 90000080000 000 00000000 1= :\::
Q‘;

2, BACKQJrOoUNd sesvesscnscvrnnsosecsonrsnnsence 1°2 -
e

*

B, Ovarviev of the Systenm sessesvessressesssrscense 1°8

.-
n
¥

1, INLroduction cseeesvecoccsncssecossssscccose I°9
2, Statuys of the System Components teecesseee 1°7

a, System Control sgeesvsosescesnsecesecs I®7

I Lt PR

b, Language D.fih‘tiOh teeevsssssasencnee I°8

Co Semant{c AnalyS${8 .cesccevvcscncsrccss I®i2 ;;
de Discourse Analysis and Pragmati{cs ,,., le18% §:

Y

II, The Dotinition SYSLeM .yqeccsssscoonsssscccsssnsscees IIof 2
A, INtroduCtion csesvsevevecvssnossosssoscsssssnees II®l ;;

, Language Detinition LanguageesExternal E%
REPTESENtaAtLOn soseonssnosesnssnsasssssassssase 1108 v

1e Composition RULES ,e0v000000c0v0seosesscee II=6

e s

2. LexXiCon coveveosrscsoccsssossssoncnossesee 11012 -

3. Global DeClarations seeeeesssssoesonssssses 1116 EE

4, Combining Factors {nto Composite Scores ,, II<20 i:

S, Limitations of the Current Definition ig
SYBEEM 4esanseornccosnsrancossnsosacoovess 11028 ;E

C, Syntax of the Language Definition Language ,¢ss 1132 ;;
A

58




SPEECH UNDERSTANDING RESEARCH Paqe v -
Table ot Contents =

D, Language Definition Compiler and Internal Eﬁ
RenrTesentatiOn ¢esesccesscssssscsscevcssosescsee 11037 ii

1, Category and Rule Recods .quevqessssssnes 11237 2

2, Factor FUNCLions ceeeeservescssnsscescenes 11-39 ;E

E.  CONCLUSLONS oovosenersosacecsssesnsssssnsssases 1ie54 E:

111, The Parsing SYSteM secesccossvcsscsssossssssssevcssr [II=1 %E
A, INEroduction seesseccscsnscessssssssscsvscscses Ilicd EE

B, The Parse Net .eeecscscsvccssssssscsscssscsvsce III%6 fé

1. PNTases seeessssesscssssscascscnscaveneees 11127 gi

2. Predictions ceseecoesessscencescvro ceseres III®9 g;

3, Connecttions in the Parse Net ..ciecevcesee 11199 éﬁ

4, ConsumereProducer CYCl®8 ,ceecesssovoncvee III=43 ;%

C. Types of Tasks in & Parse ,esescescecvcsscvsses 11117 iE

D. Initiating and Terminat’!ng a Parse ,,eeceesnses 111222 £

E, Pnhrase VAlUES ceosoeosesssnsvssccersersncsseses 11124 gz

1. Value 0f & PRTASE coecevvsrsvsccsvssncsese I1I®28 %ﬁ

2. Value of a Terminal !'NT&SE .(ccesecssvreceee I1I=34 o

Fo Focus 0f ACEIVALY seseeesnnsccrsvsessroesvssanes 111233 ?E

l,‘.l gl
AT

) Placing a Constituent {n FOCUS ,sevevcenes I111«36

"
U

T

2. Factors Controlling Focus Strength seecees I1I=37

Pty i
CAER
1

e

3. Changing Focus SCTONYLN cessvtcocnctccrcce 111-38

7
]

ey [ e A
¥ N e e SR
- - 9.~ 2o, i

e 4, Focus Conflictst Word Search Tasks .qeeeee III®40
5, Focus Conflictst Prediction Tasks .ieeess IIIe4}

6. Regsolution of Yocus COnflicts ssesevsgeen I111-48%

N :’l":’l e
v

(2

G, Propagation ot Consumer Changes ,ecesccccposnose I111=45

"

'v.I"-.'r:'jl
’l."J




SPEECH UNDERSTANDING RESEARCH Page vi
Table of Contents

H, INterfaces ,coeeeso00v00scccocsscnsosocssnnsesee 111247

fe Factors and Attributes ,..cccecvcovcccccee 11148

2, Dealing with Gaps and OVerlaps ceecescecee 111249

3, False Acceptance EStiMates ,,cccccccvveees IIIeS1 st
4, Lexical Subizetting seeesesscocrsoscsecsces III»%2 159
5, Word SPOtLING seessvosssvensssvcasvevsesee IIIe54 Sfa
I, CONClUSLONS svesovossnssosssesscoscsssassescaes IIIe55 iz:

1v, The Languaqg® Definition tesesescssscescsersssssesees 1Vel

Ay INEroduction seeesesessssssonssnnssnsssassnsses IVel :fﬁ
B, The Use of Protocol RNALYSiS ,.eveecsecesansses IVed QEQ
?f 1. The Data Management ProtocCols ceeeeocvvces IVed %zf
; 2, Comparison with the Computer Consuitant Ei;

Pretocels 000090000 c0000000srcerecccastce 1Ve)

3, Comparisons with General English ceeeeesee IVed

%z 4, Limits and ExXtensions ..eeecevecocescsccee IVell

C. Performance Syntax 0000000000000 ssroescssessce IVelS
1, Ori{entation S0 0000000000000 tsnecettecses 1IVelS

2. Word Categorjies and Attributes ,,,000000e0 IVel9

3, Composition Rules, Attributes, and

FRCLOTS Loeavasesvovoenssesccvscssssccscnss 1Ve28 RO

. N

4, Attributes and Factors in Higher Level b
CompPoSitions ceseesesssesssscrsscssssnssee IVe3l6 Qﬁf

ATy

X
x

A A
g &\rt‘ﬂ' Al

5. Syntax and pFOlOdiCS tevcesssssesnssesscnee IVeds

6, Lexical SUb'.ttinﬂ 00000000000 000000000000 IVesy

ol o +
&
’.J

[

]
Aﬁ

.........
LI
b

(o
LI
B o



(S

g "
E
.
3
2

o ‘. Y, POl i pep e Il
P PN DO

Su N

.o,
"
Pateyta

SPEECH UNDERSTANDING RESEARCH Page vii
Table of Contents

v,

VI,

Semantics ceeeccccrccccscesscesccesresesoscsesesccnee Vol
A, INtroduction sseesseceeseessocccnccsseesescesese Vol
B, Theoretical Basis of Partitioned Semantic
NeLWOrKS soosecrcecncesssssoncnceessesccscescece Vo4
1. Basic Network Notions ,eeevsescscvrcescceee Vol L
2, Net Partitioning seesecssececscesscsnveces Vo6 (i
3, Qualtified STALEMENTS ,epc0cscvcenconcsese VO i:
4, Rules and Cateqgories ,,ceecevecercestorosee Vil ifi
5, ADSETACtiOn cosesssssenessoreereoe - ssonoses Vo2 é-i
6., ProCeSSES .eesssssscerscceencescesssnssses V23 ggi
©q The Initial Implement&tion ceeeescvcocescsccces Vo2ob Eii
1, The Knovledge NeTWOTK ,cocepeovvreccrcscscee Vo028 gig
2, Translation EXamMPles ,ceecrvecccccvesscees Vo209 gﬁi
8, ExampPle ! sossesseeteetectessessncese Vo3l ijf
be EXAMPLE 2 sievsecrcoressessnsecesssee VO50
€y EXAMPLE 3 seeusessvesecrcssosersocres VoSS
D, Problems and Plans for Improvements ,,eeceeessee V67 ;%%
Discourse Analysis and Pragmatics ,,eeeeeeeevecccess VIel gg%
RAs  INtroduction seeeseocvescosesrevsesnscscsencese Viel %}é
1, The Data Management Protocols ..eececccees VIm2
2, The Computer Consultant Protocols seeceeeee Vied
3, Discourse Regquirements for the Two Task
DOMAINS ossevssevcenvecresercvvescsescccnce VIOS
B, The Current Capabilities ,,ce000000000000000000e VI=B

1.
2,

Ellip.ts 000002000000 Q0CE00 QRGP ROIQIORCOPQRCTORCOCOCTYS VI'9

An!Phoric Referente osoevvcevecroccrcrccese Vie2l



SPEECH UNDERSTANDING RESEARCH
Table of Contents

Page vitl

a, Pronoun References scceecvocecvsstoves

D, Dezinite Noun PRrases ,,.vcccevsv00s00

3, Limitations of the Local Routines ,eeveses

C. Tne Need for Attention rOCU'ihg YRR

D, Focus Space Partition’ing .eeveesvecccvosooscece

VIIO R.!er.nc.' 000000000000 0c0¢c0000l000 00RO 00CRRO00SRCSRY?

Appendix A, Language Definition

Language Detinition 00 0000000000000 0000000008000 08000

Global Attributes ,eecevvevocoosvovscvsvosceossosscnse

Word Deginitions 90000800000 000000000 00000000 000O0O0O0CF0

Tokens 0000000000000 CP 000000000000 0000000000O0CO0OF

NOUNSB o000 00c0000vosnsconcnosssscosssosossscose

Determiners and Articles 0000000 000000000000000

Number’ 00 0000000000 00000000¢00000000000000s00TS

ThaneRelation Words ,,
L1 1 4 -7 B T
Prepositions cseevsessoe

Quantifiers ,.e000000¢

0000000000000 00COCC0O0CCD0YD

MeasuUTre® PNRTraSeS ,.40000000000000000000000000000

Number PhRrases ,e00000

0606006000000 0000000000000 e

Composition=Ryle DQiiﬂitiOﬂ‘ 000000000000 00000000000

Utterance Level Rules
Sentence Level Rules ,
Noun Phrase Rules ,,..

Noun and Nomhead Rules

Vie2y
Vie2s
V1e26
Vie30
Vi=})}

VIileg




Appendix B,

Verb Rules

Auxiliary Rules

Miscellaneous

SPEECH UNDERSTANDING RESEARCH
Table ot Contents

Rules

Number Phrase Rules

Number Rules

00000 0CCQCQOEOPOQOOOCETOSTOTS

Reports and Purlications ,ceeens

Page

200000000000 ¢

0000 QCotetee

A=44
A=47
A=50
A-S52
A=54

Bet

¥

ey
¥

Ty Yy My
i

w

AP
¥

5
3

L

o o g
e
¥ E]
A

iy

oy -
P -
L |

L

-

]

ix
A
£
AN
:F._ i
P - 9

e e

"!F'l"‘F:W“ )

:



SPEECH UNDERSTANDING RESEARCH

Tleg
Ile2
IX=3
I1=4
I1e5

Ile=6

I1=7
Il=8

II=9

II-10

Il=4}

IOSL}!
I1I=2
II1-3
1114
I1IeS
III=6

Figures

FIGURES

A S{mplified Composition Rule 000V 000IOTOEIOROOIIOOTOQLTY

The Lexical Entry tor "It" 0000 s Tee0 900000000y

Global Declarations

External Representation for a Category Definition .

First Intermediate Representation for a Category

Definition seveeevve

8econd Intermediate Representation for a Category

Definition svovvesee

LISP Factor Function for a Category Definition ecees

External Representation for a Composition Rule

Definition evesesene

First Intermediate Representation for a

Composition Rule Definition veectveeccereevROROOTVO LY

S8econd Intermediate Representation for a

CONPOIitiOh Ryle Detinition 9000V INRIOINIIIIIIOIOONOGOTYS

Factor Function for a Composition Rule

Defiﬂit’.on 0000000 00 0P 00 CECPCRRORRPURRRRCOEOZe0RoooooRaYN

Links to & Complete PhIAaBe ,,,000000000000000c0s0ss

Consumer and Producer LiINKS ,ccovovoovovescsscseses

A Consumer=Producer Confiquretion o0 00ssssests e

A Consumer Path cessvsvevevevvccossorsveonsssscoosce

A Consumer Branch 09000 00000000 IIIOSIIOROOOICEEOIEOREOREOREOEOCPTD TOYF

Focus Conflict Cases

Page X

I11=7

IT=13
I1=17
1142

I11=42

I[1=43

Ile4%

11«47

Il=4p

I11-49

Ile51

I1I=10
III-11
I11-13
I111=-28
I11=-30

I11-43




i
rs

Ta&"

SPEECH UNDERSTANDING RESEARCH Page x{
E Fiqures
\
& IVel  Sample Concordance PBGe osovssrossvososvrvssrsesoss IVeS
i IVe2 Word Categories in the Language Definition ,eeesses IVelb
f: IVel Composition Rules in the Language Definition .eeeee 1Vel?
IVed Syntactic Attributes for Noun STeMS ,,coevvesoesese IVe22
iVeS  Portions ot Composition=Rule Definitions for
NOUNS soveovososoosvossocsooosesscossovnssossssossse 1Vo26
IVe6 Portions of Compositicn=Rule Definitions for
i Definite and Indetinite Noun Phrases ,,csesessesess IVe29
:ﬁ IV=7 Portions of the CompositioneRule Detinition
Zz tor Prepositional Phrasas ,,ceeevss0v00v0s00esoenree IVedS
}! IVeg Portions of a Composition=Rule Definition
1 for Nominal EXPresSions ,ceeveesvsvvsorssorssossses IVedS
Ef IVe9 Portions of the Composition=Rule Definition
£0r IMPErativVes ,eovsovvocscrvosvsssssssesssssvsene IVed9
IV=10 Portions of a Compositione=Rule Definition
for a Sentence ~omposition .eeevsvsvcrssvresssvsese IVedl
IVeil Prosodic ELlements in a Composition RUle ,seseesneves IVe46
IVel2 Sample Concordance Page for Prosodic Datad ,eeeesees IVe30
IVeyd A Classitication for Lexical Subsetting sssscsessss IVe5]
Vel A Typica)l Net Fragment coeeccocovcsccsssvsosossossses VoE
Ve2 A Sample Net Space PArtition coveovcrcecossrescccce Vo7
Vel A NetsSpace Partial Ordering ,oeeseeevesssceccscoes Vol
Ve4 Every Bolt i{n the Box 1Is 3/4=Inc¢h Long and Has a
% Nut Screwed Onto It ,oqevsvscvrvevcnsovsssesestcees Vol0
'%E Vel The Necessary and Sufticient Rule Defining "The

bOolts in DOX X™ se0evvsevcssescsesssoorssoeroesssrcves Ve12

- vy -
o, LA
a1 .l W .

AP LT en et Lyt T Satig o i
’ [S .'.l“l"l.""'~ -'-.':'.:'; 5
- » 4 4 oom & W

F s ot e e
PRI S A I

.'.‘;:_“-7:’”,(
s at

‘[—"'?‘Tt’.f_i-
4 b l' .‘l 'l

T
»

SE
v e "w Seld

T T TR A

" il
e | IR

. o R

3 a.
[’ et
L w o m Pe i

L B e ety
AC Mt

x|
a_e?,
v
v

lip
rJ . -
MO

L S
'

B it e b i
‘:}:'_ ";:,1 -
* . A

/’

o7
y

‘-' R A
, B

« R e i
e PR

L2

I L
LY
L)

2 W
PP

ATt
LS

__,H_q_"_’
Brir I DAL NN S
2 B R O
PR SO R

[
Al
o

T

v
r
| e

""
»




-
o *

«
.

e
SPEZECH UNDERSTANDING RESEARCH Page xi{ ::
Figures gﬁ
il
V=6 A Complex Abstract Quantification seeesescecsccoees Vo14 Eﬁ
Vel Delineation 0f CTo=BOL1LD ,suoeseevesesoscescsnssssss Voll ;:
Ve? The <ToeAttach> Family seeesevcessscesescecesnvesee Vol aﬁ
Ve9  Viewing a Bolting at Tvwo Levels of Detail ceesesees Vo22 ;5
v*10  Tor Level Knowledg~ SPAf® ,,sceveecsvscsessssnsesss V27 ;;
Vet Partial Data for Lafayette Submarines ,.eeceesessce Vo30 ;g
Ve12  Sementic Information fzom Selected Lexical §§
ENEri®8 souonsecencansssoscrnsssrscnnssessssnasssse Vo32 g;

Vei3 Parse Tree of "The U,S, o¥ns one of the four e

.Ub'” ..........'....b....@........................ v.34
Veid4 Intermediate Language Semantics of Phrases from

"The U,S, 0wns one 0f the fOUr SUDS" ceeevecscesses Vo35

VeiS  Net Semantics of Phrases in "The U,S, owns one of L
the four subs" Pe0r900 0000000000000 0sensenecevsese Y37 o
%

Vet6 Parse Tree of "Does the U,S, own one of t1 four g

'Ub.?' 000000000000 C00C000°0OC0O0O0O000C00O0Q0QO0OCO0RCC0RO0C0O0O0CQO0OU0OT v.sz

Vei{7 Intermediate Language Semantics of Phrases fronm

3 =
EE "Does the U,S, own one of the £our SUBS?" ,eseseese VoS3 g%
Eg. Veig Net Semaatics of Phrases {n "Does the U,8, own g&
%? one of the four BUBS?" ,ccesesesescsnsorsosvesssnes VoS4 ;;
= Vei9 Parse Tree of "What is the surface~displacement of Lt
E_ the LAfAYOLLe?" ,i0veenrsrscacesesesncsssssssrssess VOSE ’“\
3; V=20 Intermediate Language Semantics of Phrases from i::
3& "What {3 the surfaceedisplaceme.® of the 'E
= Lafayette?” .iseensrrnnsssnscesasecerescesrcssesee Vo8? B

Ve2i Net Semantics of Phrases in "What is the surfacee




2y x
o -
?! SPEECH UNDERSTANDING RESEARCH Page xiii =
e Figures &
displacement of the Latayette?" ,c.4000000c000000000 V°60 2%

Ve22 Multiple Scratch Spaces for "Theepowereplant of 5

theesub wase=built by WeStinghouSe" ,.cecscecccossce V*72

Ll R !
. .
T

Vel View of the Parse from S§2 K000 000008000000 0O00OCC0CC0CF V75§
Ye24 View of "Ne Parse £rom Si ,ceeceevctcovvecsccssscoee Vo708
Ve25 A Partial Ordisring of Net SDRCES 4400000000000 0000 Y°T6

V=26 Paths from S2 to KnNoWledge .ecveevvvsvosccsscosvesas VeT7

Vieg ILR for "What {s the dratt of tihe Latayette?" ,,,,. VIei0 A
Vie2 Parse Level Semantic Net for Utterance ¢ 5:
"What {s the dratt of the Lafayettel?" ,,40000000090 Viel2 ?ﬁ

Vie} Parse Level Semantic Net for Utterance 2 %%
&

"The Zthan Allen?" .ceeevecoveccovovocosscevoorsnns Viey3

ey
"

R T o
QAR e
LI SPL L o LA LIPE

Vied Bemantic Neat HiePaArCNY cevcvoccntotsstottosstonssens Vieis

VIS Result of Path Growing Algor’‘thm Applied to

Utterances | &Nd 2 cecvevcnsresvsseseestenegevessnoe Vi=1?7

Vie6 Parse Level Net for Utterance 3. "Submerged

éi displacement?” ,ceveev00cvovtorvesresscssssrrevesee VIiel8 —g:
o~ i i
Eg VIel Res:1t of Patn Grovwing Algorithm Applied to .
-

z . Utteranc®s 2 and J ,eceevcococsosssevessacsrcssensee VI®iO

Vies Parse Level Semantic Net for Utterance S,

“What i! 1ts 3pePd?” .eevccctacvrrtesvatervectsnssee VI®23

Vie9 Expanded Delineation Element fol SPEED RELS ,.600e¢ VIe24

RN
. ‘J"-’-. S A
B, A o AP

VIe{0 Parse Level Structure for "The U,S, submarine” ,,.,, Vie27

[~

5 _.'»2:
i VIe11 Semantic Networks for the Parse Level of £
%f: (Net1) "What {s the dratt of the nuclear sub?" Lt
}E (Net2) "The diesel SUD?" ,occe0000000vs0asoascocces V1I®29 .




Viei2

Vi-13

Vie14

VIetisS
Vi-16

SPEECH UNDERSTANDING RESEARCH
Figures

Page xiv

Semantic Net gor Wrench, W, with Logle

Partitioning seeeesseeseecesccsscosssccsccsssecscess VIedS
Semantic Net for Wrench, W, with Focus Space and

Logic Partitionings sessecececesssssssssssssssasees VInd9
Semantic Net Showing Members of Two Subsets

Of the Set "WFenches" ,,,qqeesccccocscsssrssssseess YIodl
Semantic Net trom Parse for "Box=end wrench" .seeee Viedd
Semantic Net Showing Local Focus Intormation

for BoXxeEnd Wrenchy W1 ,ceeessesosnsnssnsscsscsscnee VIe42

")

_—
ot

¥
*'g""r rqu‘

w--
.
o
Sy Mgy
P R )



I INTRODUCTION AND OVERVIEW

Prepared by Donald E, Walker
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A, Introduction 3

:

1, Project Objectives .

N

This report is the third {n a series of Annual Reports R

describing the resaarch performed by Stanford Research Institute i

(S8RI) on the developnent of a speech understanding system capable »

of engaging a human operator in a conversation about a specific 3

A task domain.({1) This project isr part of a fiveeyear program of ?
i research sponsored by the Information Processing Techniques Ogfice g
. s
?5? of the Defense Advarced Research Projects Agency,(2) E
N A
é&: U
el .
?! (T YT Y . . —
o (1) Sse Walker (1973a) and Walker (1974a), Referances are 1isted v
e in Section VII, at the end of the report, i
._:\_4," . ':
f*}; {2) The rationale for this program and the parameters for the %

T target system can be found in Newell et al, (1973),
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The long term Objective of the research at SRI on speech

understanding {s to develop the technology that wi{ll allow speech

understarding systems to be designed and implemented for a wide

variety of different task domains and environmental constraints,

Early in 1974, SRI began to work cooperatively with the S8ystem

Development Corporation (SDC) on the design and implementation ot

a joint system, The first major step tovward the SRI long term

objective 1is completion with SDC of this system in substantial

satisfaction of the specifications presented in the Nevell Report

(1973), We expect to complete by fall 1975 a ‘milestone system’

that will have most of the components required for the “five~year’

system. This Annual Report describes the contributions that have

been made by SRI to the development of this milestone systenm,

2, Baekground

For three and a half vears, SRI has been participating

wi{th other ARPA/IPTO contractors {n a major program of research on

the analysis of continuous speech by computer, During the girst

year of the SRI project, the domain chosen pfovidod interactions

with a si{mulated robot that knew about and could manipulate

various kinds of blocks,[3]) The system implemented during this

Vinograd (1971)

period made major use of procedures developed by
tor understanding sentences i{n natural language entered 25 iext,

[3] For descriptions of these {nitial efforts, see the First
Annual Report for the project (Walker, 1973a), Walker (1973b), and

Paxton and Robinson (1973),
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During the second Year of the project, a nev task domain
vas chosent the assembly and repair of small appliarces, This
change vas made to provide for more complex interactions of a user
vith the system, entailing a sequence of goaledirected subtasks,
Major modifications were made in all parts of the system, the most
important ©of which was the development of a nev parsing

strategy,(4)

SRI began collaborating with SDC on the development of a
system following the Midterm Evaluation of the total ARPA Speech
Understanding Research Program, Because of the similarity of the
design concepts for the two contractors, {t has been possible to
combine features and components of the twWo most recent systems of
each {n building the new system architecture,(S]) Work on signal
processing, acoustics, phonetics, and phonology at 80C s being
coordinated with vwork on parsing, syntax, semantics, pragmatics,
and discourse analysis at SRI, There is shared responsidility for
system design, for the specification of task domains, and for work

on prosodics,

Two task domains have been selected for the duration of

the current five~year programt

(4) See the Second Annyal Report for the project (Walker, 1974a);
also #see Walker (1974b), Paxton (1974), Becker and Poza (197%),
Deutsch (1974), and Robinson (1978), Walker (1973¢) provides a
perspective on the transition ¢from the first to the second
versions of the systen,

{5) For an overviev of the previous SDC efforts and references ¢to
other SDC papers, see Ritea (1974),




""r:"qul
L

. ,i,“i'lm“
: PR RS T 1
. e LA .
" PPN . f S

«
‘o

*
:

Ty

Ul
x

SPEECH UNDERSTANDING RESEARCH Page leg
Introduction and Overview
(1) Data management of a file containing {nformatisn
about selected ships from the fleets of the United
States, the Soviet Union, and the United Kingdem,
(2) Maintenance of electromechanical equipment {n a
workstation environment with the system as a computer

consultant,

Since we began working with SDC, most of our activities have
concentrated on the ¢irst domain, but a substantial amount of
effort has gone {nto ensuring the qonorality of our systenm

strycture and {ts appropriateness to the second domlin.

The task domains selected are significantly different {n
kind, Together, they represent the two major kinds of Knoewledge
identified in artificial {ntelligence research: state Kknowledge
and process knowledge, State knowledge captures information about
a static world, all the facts that hold at a particular instant in
time or for all time, Retrieving information from a formatted
file {s a representative task over state Kknovwledge, Process
knowledge embodies a <dynamic model of the {nterrelations among the
elements of a world so that change over time can be handled
directly. Repairing an air compressor or a jeep exemplifies a

relevant task,

The work on the second task domain (s complemented by
the activities of a companion project at SRI that {s developing a
comprehensive ‘computer based consultant’ (CBC) system, (6] That

system s designed to guide a technician {n the msintenance of
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electromechanical equipment in a workstation environment, our

speech understarding system can provide the basis tfor

communication with the computer {n natural language,

B, Overview of the Systenm
1, Introduction

An initial version of the cooperatively developed speech
understanding system Nas been implemented and tested at SDC, The
accustic processing is provided by the Raytheon 704, and the rest
of the system {8 programmed i{n SDC/LISP on the IBM 370/143%, In
addition, the parser and the syntactic, semantic, and discourse
components have been eXercised extensively at SRI on the PDP-i0,
with simulations of the acoustic, phonetic, and phonological
components, These versions of the higher level language
components are programmed in INTERLISP, More extensive testing ot
the total system will be conducted vhen INTERLISP/370 {s available
on the IBM 170/145 and vhen other components are reprogrammed gor
that computer 4n CRISP, a nev programming system now under
development at 8DC, For the milestone system, B8DC will replace
the Raytheon 704 with an acoustic preprocessor consisting of a

PDP=11/40 and an SPSe<41 special purpose digital signal processor,

[ 2 X X X X ]
(6) ARPA Contract KXo, DAHCO04+75C«000%, SRI Project 3808, See
Nilsson et a&al, (1975) for the most recent Annual Report and Hart
(1975) tor an overviev of the project,
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. The tollowinq summary provides a perspective on the
~Frtad f k=,

distinctive characteri{stics of the _SR% Coﬂiiibatibnl to the e
current system, The system control, embedded {n the parser, e
tocuses the operation of the entire system to minimize both
storage requirements and the time spent on incorrect
{nterpretations, A language definition system provides a means
for integrating the various sources of knowledge in the systenm,

The 1language definition ({tself, based on studies of protocols

gathered from actual performances in taskemoriented dialogs,

{ncludes  information from acoustics, Phonetics, Phonology, ;22
prosodics, syntax, semantics, pragmatics, and discourse, A new ;Tv
semantic network representation, which partitions the net into §§E
SPaces, has proved particularly well suited for working with the éﬁ;
two task domains, Discourse procedurez, building on the f?f
semantics, establish a discourse history so that intormation tfrom g};
previous utterances (and, Ultimately, from the task environment) ;ﬁ;
can be used {n the analysis of the current utterance,- iyf%;;
Descriptions of these developments and of the work in progress are ?ﬁg
presented in the rest of this section, These presentations will §£3
serve as an {ntroduction to the sections on the various systenm i:;
components that constitute the major part of this Annual Report, Eﬁi
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2. Status of the System Components
a, System Control

The parsing system ¢oordinstes and controls the
other system components 4in the process of understanding an
utterance, A computationally efficient internal representation ot
the various knowledge sources is established through the language
deti{nition system, providing a uniform way of integrating
different kinds of {nformatfion. The external representation ot
the language detinition i{s described under item 3 below, Words
and phrases can be predicted on the basis of context, and phrases
can be built up from words that have been identified acoustically

{n the utterance,

During the search for a complete {nterpretation ot
the utterance, a complex data structure called a ‘parse net’ {s
built up, The various tasks corresponding to alternative analyses
are assigned priorities and scheduled according both to thedr
estimated value and to a focus of activity that takes into
consideration processing time and currant storage regquirements,
When the performance of a task results {n the prediction of a Word
at a specitied place {in the utterance being processed, various
alternative phonological forms of that word are mapped onto the
acougtic data for that place, and a score denoting the degree ot
correspondence {s returned, SubsequentlY, vhen & phrase

containing that word {s predicted, arother mapping {s done to take

{into account coarticulation effects of the words on each other,
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The parser stops and calls a responset gunction when it has an
{nterpretation for the entire utterance or when {t reaches a
specifiable 1limit either on the number of tasks to be performed,

on the lowest value of a priority it will accept, or on the amount

of space {t can use,

Etticiency has been a major motivating factor in
the design of the parsing and language detinition systens, with
respect both to the effort required by the people vho are entering
data and to the actual computations carried out {nside the
computer, A language definition compller automatically converts
rules as a 1linguist would write them into a form oRtimal tor
machine processing, The parse net brings together work on common
substructures to eliminate duplication of effort. In addition,
the various ways in vhich the same information can be Used 1n
ditferent internal operations are anticipated, and, tor

computational efficiency, separate roprolcntltionl are constructed

that are optimal for each use,

The tvwo elements of system control, the language
definition system and the parsing system, are presented in detail

{n the sections vith those headings,

b, Language Definition

The supset of natural spoken English that the
system {s designed to understand {s specified by the language

definition (LD), T[his component in & question=ansvering systenm is
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usually called a °‘grammar’, but our LD takes into account such a
variety of linquiltlc information that ‘grammar’ does not

adequately encompass it, The LD has two major partst

(1) A collection of basic units, called ‘word
definitions’ (WD), which correspond roughly to words and
together form a lexicon,

(2) A collection of definitions of rules, called
‘composition rule definitions’ (CRD), tor combining

words and phrases {nto larger units,

Each CRD contains statements that assign attributes to the
resulting unit based on available acoustic, phonetic,
phonological, prosodic, syntactic, semantic, pragmatie, or
discourse information, A CRD also contains factor statements that
estabiish how well the resulting unit fits the corresponding part

of the utterance, on the basis of all the determinable attributes,

Since October 1974, the language detinition has
been extended, as well as refi{ned, to adapt {t to the discourse
tound {n protocols collected for the data management task domain
during the summer and fall, (Before that time, it detined a
1anguage ve assumed would be relevant for querying a small data
base dravn from Jane’s Fighting Snips,) Newv definitions were

added for elliptical utterances and ¢gfor 1limited comparative

expressions {(nvolving numbers, Pragmatic tfactors vwere added to

existing d.!lhltiﬂhl to adapt the LD ¢to the hiQh frequency of

WHeinterrogatives and elliptical nonminais, By the end of 1974
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more than 60 phrase types and 30 syntactic categories had been

detined, and the LD had been tested extensively on text and

simulated acoustic input and {n a limited fashion on actual

Acoustic {nput,

Further extensions to the language definition are
being made on the basis of analyses of additional protocols from
both task domains, CRDs are Leing written for additional phrase
tybes that are typical of the discourse required for the tasks and
sufficlently tractable to be put {rito the system and tested {n a
reasonable time, These include definitions for some kinds of
quantification, 1limited coordinatior, relative ~clauses, and
compound nominals, They will be ready for testing by the end of

the current contract,

FEarlier this year, SRI and SDC, together with the
Speech Communication Research Laboratory (SCRL), established a set
of conventions for transcribing protocols from our task domains,
marking pauses (both silent and “filled’), tonic syllables, and
pitch direction, The dats from these transcriptions are being

used to revise the prosodic statements currently in the LD,

Further work on prosodics will be based on our
judgment that the acoustic phenomena promising the most immediate
returns for a prosodic component are silence and duration, The
matrix of acoustic and phonetic data ¢for one of the early
submarine protocols was handmarked to Jlocate pauses and to

1dcnt1£y vord durations, A concordance vas compiled that brought
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: e
; together, in context, all occurrences of sach word and Ppause, in §§§
? order of increasing duration, These data allowed us to nake '%fi
é comparisons and form hypotheses regarding the distribution of E;Ef
E: pauses and, in particular, the correlation of pauses with word iii
P boundaries and vith word duratioens, We are arranging to test i'*‘
é these hypotheses on the next round of protucols from different '%%ﬁj
é‘ speakers, OQur first comparisons support observations reported in :251
? the general literature on prosodics, which indicate that it should ol
E be possible to specify minimal durations for some kinds of werds ﬁ;ﬁ:
i (stressed “‘content’ words) and conditions on lengthening of giﬁi
? unstressed words before pause, -
% We plan to use other acoustic attributes of words ;iﬁ
i to distinguish among a set of words that are pred{cted for a %3i~
5 particular place in the utterance, A preliminary scheme tor ﬁ§§
. classifyiag werds on the basis of strong acoustic clues {n their 3§§f
;! initial and final syllables has been developed, It is now being -“-'-'*;

implemented at SDC and wi{ll be tested during the summer, %ggz

Simulated tests on teXt with and Without this lexical subsetting
%Q capability lead us to expect a signiticant improvement in parsing ﬁf}i
ii efficiency, Adding prosodic cues to the procedure should increase E;EE
Sé its discriminatory pover, Egig
X 5
;! A description of the current state of the language ?T?ﬁ
éi definition and examples of the utterances it can handle are ;g?}
?? presented {n Section IV, The Languege Definition, Appendix A E;ég
C o

- contains a complete 1isting of the language definition in the o §

-
)
0
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format prescribed for actual use {n the speech understanding

system,
C, Semantic Analysis

The semantic component that has been develosped forl

our speech urderstanding sy.tem consists of two major partst

(1) A semantic network coding a model of the task
domain,

(2) A battery of semantic composition routines that are
directly coordinated with the Jlanguage definition to

bui{ld network representations of utterances,

Our semantic nets differ from other network representations ¢{n
that the nodes and arcs of our nets are partitioned into units
called spaces, These spaces group information into kEkundles that
nelp to condense and organize the semantic knowledge base of the
system, Specifically, partitioning facilitates quantification,
which {n turn makes poSsible the description of generalized
categories of objects, situations, and events, The organization
of knowledge in terms of hierarchies of categories results in a
more nconomical storage of i{nformation with properties common to
all elements of each category be{ng stored only once at the
category level, (It remains clear that these properties are

propertiss of the category members and not of the category

itselt,)

P
R woe oy

o e o LT
O

-

Vvt .

2 i T

. e o e,
“ g [ -
PR s

LA w_

s

v 1 T NI T Sty
] b Aot on 9 1
o PRFLEFA LI Vo

PR Tty
:._'t._l‘.'! N

a2 1Y

v

TS S e e

"l

X

3
PR T T )

z "8 e
PR IRC N T
PR R

PR i
[ N N Lot



....
Ay ty Ay ]
1' l‘ “.l
—,‘ .'\- LN

SPEECH UNDERSTANDING RESEARCH Page Ie{3} =g
Introduction and Overview

Net partitioning also provides a uniform mechanism ol
for distinguisning nypothetical and {maginary situations from

reality, a property of considerable i{mportance in dealing with

dynamic  don&ins  (such as8 our computer consultant task) iij
characterized by multiplicities of alternative future states, The Yot
gemantic composition routines that form a part of each language ;if
detinition rule call on the information in the network to help §§§

ol L

understand the meaning of each phrase, Qutputs from these

LSl
-

routines are network fragments whose structures ¢follo¥ the sanme

& o

LA P R
RN

y

Doz

3

S

encoding conventions folloved in the encoding of knowledge in the

v

rest of the netvwork,

—
AR

We are currently experimenting with an improved st

")
RAF A I

of network manipulation functions that are more efficient than I

thei{r predecessors and that allow the network to be divided up {n NS

A i
5 PRl o

multiple ways, One of the nev network groupings is being used to

" gl o e 4
.
£ J'Jrn‘l

establish contexts (and hierarchies of contexts) within the net ifi
for use in di{scourse analysis. The revised network functions also Eﬁg
are being integrated into the semantic composition routines in a ;ﬁf
vay that will eliminate both the need ¢for the ‘intermediate ::i
language’ used in our previous work and the need to copy portions ;;g
of the network in cases of ambiguity or uncertainty, 1§§§
Sl

While medifying the semantic composition routines T

to use the revised network manipulation functions, several other
{mprovements are being made as well, Qur present system uses ' E}{

sequences cf code especially 'ritten for each verb to associate S
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surface cases with deep semantic cases., These code sequences are %ﬁ

being replaced by a twoevay case mapper that will {nterpret a ;:

brief statement of case information included with the entry of ;S

each verbelike member of the exicon to map from surface into deep E%f

cases and vice versa, The added ability to map from deep to :f

surface cases will facilitate semantic prediction and the 3;
generation of ansvers to questions, Other additions to the ?E
composition routines currently being developred will provide the :i
f0110wing capabilitiess K

N

(1) Construction of network representations of bDhrases E§

for which some constituents are partially or totally E?

unspecified, ;§

(2) Prediction of the composition of the missing ’

components in these incomplete phrases, Eﬁ

One of the most important of our current activities ;;

in semantics 1is designing and implementing a retrieval system that ::

will examine the network structure produced as & result of 2;

parsing, interpret the meaning of the input, and develop and ﬁg

execute a plan for producing an appropriate response, Our short i:

term goal s tc respond appropriately to input queries that géa

contain only one verbelike structure and that can be angvered fronm §€

o {nformation contained explicitly 4n the data base, Outputs if
Eﬁ! {nitially viil be YES, NO, or simple noun phrases, iy
5‘3 Further details of the work on semantics are ;;
2 provided {n Section V, Semantics, o

’
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4, Discourse Analysis and Pragmatics Et

During the current contract period, we continuved to ?;

¢ollect and analyze protocols of task-oriented dialogs, }?

Previously, with the cooperation of personnel from the Naval o3

Postgraduate School {n Monterey, California, we had conducted if
experiments for the data management task domain {n Vhich naval

officers queried specifications and performance characteristics of QQ

submarines {n the U,S,, Soviet, and British ¢fleets, Also, in ;g

;1‘ conjunction with the computer based consultant project at SRI, we ﬁg

s gathered dialogs from the workstation environment for our second éﬁ

task domain, Currently, with the help of the Naval Electronics T

}ig Laboratory Center {n San Diego, We are recording protocols using a ‘:f

. new data management scenario involving U,S, and Soviet ships in =

the Mediterranean, Further experiments for the @omputer Ej

consultant task are planned, &%

The protocols ajready gathered have been analyzed ;;

to i{dentify modifications {n the syntax and vocabulary, as éﬁ

ﬁ?é described i{n the section on language definition., In addition, ;;

t:_ they have been eXxamined for instances of ellipsis and anaphoric ;%

Lff reference, Guided by this analysis, we have designed and ?i

ﬁ;g implemented a preliminary discourse package that handles the E&i

i?; simpler forms of ellipsis and anaphora found in the dialogs. A ;;

ﬁ;f history ot previous utterances {s kept, and after an Utterance is §{

g successfully parsed, references are resolved using the immediately ~E§;

preceding utterance as context, In addition, elliptical

wwn] e
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utterances are completed, {f possible, bY comparing them with

parts of the preceding utterance and adapting the structure in

wvhich the corresponding parts are embedded,

We are {n the process of aygmenting these

cedures in several vays, The availability of multiple
partitions and contexts in the semantic net will enable us ¢to
{dentify ‘“focus spaces’, that {s, reglons that are directly
related to the current discourse, Use of this mechanism will
1imit the portion of the net that has to be considered in
resolving references; it will be particularly helpful for the
computer consultant task domain, whish {is more structured and
considerably more complicated than the data management one, Four

steps are entailed {n making these extensionst

(1) Representation of the focur partition {n the
semanti{c network,

(2) Preparation of a set of criteria for deciding vhen
to establish a new focus space and what to put i{n {t,
(3) Development of a set of heuristics ¢for deciding
which spaces to search and when to search them in order
to resolve uncertainties of reference,

(¢) Integration of the fo~us space mechanism with the

current discourse package,

In the milestone system, we expect to be resolving

simple anaphoric references from the discourse context using the

focus space structure, Furthermore, resolution will be pcréormed
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Introduction and Overview
at the phrase level rather than vaiting unt{l the structure for a
complete utterance has been produced, We also will introduce a
preliminary form of prediction on the basis of the discourse
routines, The discourse history will be extended to keep track of
topics recently talked about, and procedures wi{ll be developed to
change the priority (score) of related elements in the language

detinition accordingly,

A detailed examination of these activities {s

provided in Section VI, Discourse Analysis and Pragmatics,
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A, Introduction . -
5l B, Language Detinition Language~=External Representation o
& i, Composition Rules o
2, Lexicon L::.
3, General Declarations ) Ei
g 4, Combining Factors {nto Composite Scores -
P. S5 Limitations of the Current Def{nition System E
\ C, Syntax of the Language Detinition Language %
N Ds Language Detinition Compiler and Internal Representation ke
- 1, Category and Ruyle Records 5
e 2, Factor Functions
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i A. Introduction ES
Fi Research on natural language understanding faces the preblem ::
. Lt
ot developing a definition of the structure and content of a o
language such as English in a form allowing efficient use by a G
Eﬂ computer, Systems for representing such definitions are judged :;
e ;:*‘:-4'
o according to two sets of criteria, First are the .
| | -1
[ ‘human=motivated’ criteria of simplicity, generality, modularity, e
N );,: . . 7'."
i) and the li{ke. These are obviously important requirements in a bt
iﬁ representation system that must support the development of a ﬁh
i large, complex definition, The criteria i{n the second set are R
. . | 2
® ‘computer=-motivated’ and relate to efficiency {in use of time and -
T o)
~ N
ga space resources, These requirements come from the tact that the oy
3 u* *a . i
L . -3
2 definition must eventually be put to use in an operational 5
L understanding systenm, =
o .
RS o
el L
. 2l
L =
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Unfortunately, the two se's of criteria tend to conflict,

For example, clarity of the definition for the person writing and

N |

revriting it {s an {mportant criterion from the first set, A

major step toward clari{ty is to devise representations structured

For

such that redindant information is factored out and stated once

P 4
ERS

4.“*-,,..
[T
S - H
AL A P N

rather than repeated throughout the definition, However, this

approach to <clarity tends to contlict with the desire for

efticient operation since efticiency can often be enhanced by

o redundant representations that anticipate common modes of access :,
o and use, 58
LE e
& Eoe
S Sueh conflicts suggest that any attempt to satisfy the two b
. viE
sets of criteria in a single representation system must ultimately 2%
i.. be unsatistactory, A wellewknown alternative is to have two gl
b X me :
[ representation systems: one for an "“external" form of the ey
.:_-\"._- ) . . !- -
R defin’tion for use by people and primarily reflecting the ¢first [
=y set of criteria, and another fo. an "{nternal"™ form of the L
—
%FE definition for use by the computer and emphasizing the second set EE
o B
] of criteria, The representation systems must be compatible in the £13
'J':-: :'-.!':'1
ii; sense that the internal definition must be  (automatically) B
F - . - J
ﬁfi derivable from the external definition, but othervwise they are E?f
Z;i? independent, g
L. , In line with this alternative, we have developed a definition aLd
I;f system composed of a Language Definition Language for writing the -
R ) L
W external representation and a Language Detinition Compiler to 5
gf' transiate to the internal representation, These tvwo corponents —
B{N. f:::‘.
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o
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i e
RN o TR S ACHO Y DS ¥ e i b .




"/ e "N " . T FENOTERTT R W ETTYLO T e o e mi aa g
TR T R TR TR TR TNV RRTY TR TERTNTIR T TR L TRTN TN NI T TR IR SR T TS TR G ORE RT T e e T

SPEECH UNDERSTANDING RESEARCH Page I1e3 &

The Definition Systen o

are discussed in detai! in tha remainder of this section, Th» EEZ

actual use of the intarnal rapresantation in parsing is covered in fﬁ?

Saction 1II, Tha Parsing Systenm, éi;

:::E_:'.

Batora describing the language definition language in detail, #ﬁi

BE the effects relatad to the raquired compatipility with the Eg%
EZ internal representation ara discussed, This discussion also &é}
Ei serves to {ntroduce ona of the most distinctive featuras of tha =
, system-the prominent rola of factors relevant to tha choice of an Eﬁi
% {ntarpretation for an {nput uttarance, éﬁ%
b B
L As mantioned abova, it must be possible to translate the g
%3 external form of tha definition into an efficient internal ?ﬁ%‘
%§ rapresentation for usa {n parsing. A oprimary -effact of this Ezg
al raquirament {s to rule out a number of possinilities for the 51@
Ei axternal representation system, Among thosa axcludad for lack of iﬁg
?ﬂ an efficient {mplementation method are some that have baen popular fji
_; in contemporary linguistics concerning transformations of phrase ;ﬁ;
f§ markers, (This charactarization applies equally to Chomsky’s &gi
ifi various gormulations and to rival approaches such as generative §:§
' samantics; sea, for example, Chomsky, 1971, and Laketf, 1971). ﬁﬁg
E: While their transformational rulas are not used diractly, the data Eﬁﬁ
ég and insights of genarative grammarians ara obviously valuable to éﬁ;
L anyona with the goal of constructing a system to undarstand =
natural language, '?;.

A second effect of the compatibility raguirement relates to P

b, tha content of the datinition rather than its form. Information o




[
_,t"' -
= T

LT T
i

g

o7
' "4
* s

P
E
W
L

B A A T R R A S LA T e Tl AN e e i W WY W SN R T TR U N T e

SPEECH UNDERSTANDING RESEARCH Page 11«4
The Detinition System
required as part of the {nternal representation of the language
must be either explicitly contained i{n the external definition of
the lanquage or deducible from it by the compiler, This {mplies a
geedback trom decisions about the parsing system and {ts operation
to decisi{ons about the content of the language definition, Such
teedback suggests that at least part of what you know vhen Yyou
Know a language {3 information that makes possible efficient
processing of utterances in the language, What sort of

{nformati{on s this?

In trying to understand an utterance, the parsing systenm is
continuously faced with choices==what word was said here? wvhat
kind of construction vas used there? what does this phrase refer
to? what does that one mean? If the processing i{s to be etficient,
the choices must be made wisely, To make wise choices the parser
needs access to {intormation about the language that goes beyond
the traditional distinction betveen grammatical and ungrammatical,
Before it can choose among competing alternatives, the parser must
determine their relative ‘values’,{i{) In general, many ¢factors
must be considered: contextual factors based on the linguistic and
nonlinguistic environment of the utterance, structural factors
based on syntactic, semantic, and stylistic {nterrelations, and
acoustic factors based on the actual {nput signal and such things
AL - -

{1) The ‘value’ of an alternative {s used here as a technical term
simply meaning a measure used as a basis for choice, As such, {t

should not be assumed to correspond to some other formal measure
such as probability,
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as the phonological and acousticephonetic rules of the languade.

Thus inftead of alvays reflecting categorical, Yaseore-no

restrictions, factors may have a wide range of possible values

based on probabilistic tendencies as in the case of stylistic

variation, or on uncertain {nformstion as in the case 0f acoustiec

segmentation and classitication,

Discussions are given below of how such factors are
represented {n a language definition and hov their values are
merged to produce a composite evaluation, The use of the factors
to guide the proces’ing of an utterance 4s a major topic of

Section III, The Parsing Systenm,

B, Language Definition Languagee<External Representation

A language detinition includes sets of units out of whieh
utterances 4in the language are construycted, rules for combining
the units into larger structures, and general statements about the
units, rules, and other aspects of the language., The basic units
will be called ‘words’ (although this technical use does not
exactly correspond to the common use), and the total set of words
will be referred to as the ‘lexicon’, The lexicon is partitioned
into categories such as noun and verb, and the words in each
category are assigned values for various attributes such as
phonologiecal form, ‘grapmatical featyres, and semantie

representation, For every lexical category there 18 also a
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detinition specifying attributes and factors that must be computed

for each particular occurrence of a word of that category in an

Utterance,

A second major part of a language definition is the set of
composition rules that {ndicate how words can be combined into
phrases, More precisely, a ‘phrane‘ {s either a word in the input
or the Tresult of applying a composition rule to constituent
phrazes, The rules give the linear pattern of constituents and
specifications for calculating values of both the attributes of
the resulting phrase and the factors to be considered {in Jjudging
the result, Finally, a complete language definition also includes
a set of global declarations such as 1ists of categories and their
attributes and redundancy rules to be applied in translating other
parts of the definition, The redundancy rules state general
properties of the language so that the preperties do not have to

be (redundantly) repeated throughout the definitien,
1, Composition Rulesg

Figure II»1 contains a composition rule that might occur
as part of a definition for a subset of English, (The rule is
actually a simplified version of a rule occurring in the language
definitiony see Appendix A,) The rule defines ‘Yes=No’ questions
like "Is that thing a rule definition?" made up of a form of the
verb ‘be’ and two noun phrases, The first line of the rule starts
with the Kkeyword RULE,DEF indicating that a rule detinition

follows, The rest of the £irst line gives the name of the rule,
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88, and the composition pattern for the rule, The pattern
indicates that phrases built according to this rule will be of
category 8 and will be composed of three constituents, the €£irst
of category AUXB, the second and third of category NP, The
remaining parts of the rule need names with which to reter to the
constituents, Otten the category name can serve as the name ot
the constituent; for example, AUXB will be the name of the ¢girst
constituent {n this rule, but when the constituent category is not
unique, & name must be given explicitly. Thus in this rule the

tirst NP {s gi{ven the name NP1 and the second, NP2,

Figure Ilef A Simpliffed Composition Rule

RULE,DEF 88 S & AUXB NPINP{ NPINP2y
ATTRIBUTES
RELN,CMU,FOCUS FROM NP{,
MOOD & *(YN),
SEMANTICS 3 SEMCALL("SEMRS§, SEMANTICS(NP1),SEMANTICS(NP2)),
PITCHC = FINDPITCHC(PLEFT,PRIGHT))
FACTORS
GCASEY = IF GCASE(NP{) EQUAL "(ACC) THEN QUT ELSE OK,
GCASE2 = IF GCASE(NP2) EQUAL "“(ACC) THEN OUT ELSE 0K,
MOOD{ s IF MOOD(NP1) EQUAL "(WH) THEN BAD ELSE OK,
MOOD2 = IF MOOD(NP2) EQUAL "(WH) THEN BAD ELSE OK,
NBRAGR{ = IF CMU EQUAL "“(UNIT) THEN
{Ir NBR(AUXB) EQUAL "(8G) THEN OK ELSE 0OUT)
ELSE IF GINTCRSECT(NBR(NP1{),NBR(NP3)) THEN OK ELSE OQUT,
NBRAGR2 = IF CMU(NP2) EQUAL "(UNIT) THEN OK ELSE
IF GINTERSECT(NBR(NP2),NBR(AUXB)) THEN OK ELSE OQUT,
PERSAGR = IF GINTERSECT(PERS(NPi),PERS(AUXB))
THEN OK ELSE OUT,
FOCUS s IF FOCUS(NPL) EG "INDEF AND FOCUS(NP2) EQ "DEF
THEN POOR ELSC 0K,
RELN s IF RELN EQ "“T THEN
IF CMU EQUAL *(UNIT) THEN VERYGOOD ELSBE 0K,
SCORE IF NOT VIRTUAL,
STRESS s IF VIRTUAL THEN OK ELSE
IF STRESS(AUXB) EQ "UNREDUCED THEN GOOD,
PITCHC = IF VIRTUAL THEN OK ELSE
IF PITCHC EQ "HIRISE THEN GOOD ELSE OK;
END)
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Following the pattern {s a set of statemens specifying gég

attributes of phrases constructed according to this rule, Some fgf
attributes alvays have the same valuet for example, i{n this rule EEé

the MOOD attribute is always (YN), meaning a YeseNo question. Egg

Other attributes are simply the same as the corresponding ey
attribute of one of the constituents: {n this ruyle, FOCUS i{s taken “ﬁ?;

grom the FOCUS attribute of the constituent NP1, In general, ;ﬁ;
however, attributes are calculated on the basis of attributes of %;?

) constituents, as {n the case of SEMANTICS, which depends in a ﬁ
él complex way on the SEMANTICS attributes of the constituents, In ;:__
¢ addition to the ones explicitly given in the rule detinition, ﬁga
éj other attribute statements are supplied by redundancy rules, Ei?
= Among others, the LEFT boundary attribute (always derived from the éég
leftmost constituent) and the RIGHT boundary attribute (always ?ﬁ?

from the rightmost constituent) are added in this manner. %ﬁgi

Following the attribute stactements {s another set of
statements specifying some of the tactors to be considered in

evaluating phrases built by this rule. The factors include

syntactic consideratfons such as case, mood, number, and perso.,

agreement, Other factors raise the avaluation if the auxiliary A
verb i{s phonetically unreduced or {¢ the Pitch rises at the end of PSS
the sentence, Redundancy rules add still more factotrs SUCh as one o

b to check coarticulation effects among the constituents and another

P to reduce the score {f no semantic reprosentation can be found,
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Attributes and factors either have constant values or
depend only on attributes of constituents and glebal infermation
Such as a model of the discourse or the results of preliminary,
lovelevel acoustic processing, By design, the attributes and
tactors for a phrase are not allowed to depend on the context
gormed Dby  er phrases actually or potentfally cembining with it
to form a lax, v stristure, Contextesensitivity of this type {s
net permitted since !t tends to introduce atsumptions about the
parsing strategy into the language ¢s¢inition, An example will
help to {llustrate this, A noun phrase can be composed of an
article folloved by a nominal phrase, in which case the article
and the noun must agree in various ways such as plurality, 1In a
system alloving restrictions to refer to contextual features,
article and noun agreement might be ensured by having nouns check
to see that they are preceded by an article vwith appropriate
features, The potential problem with this procedure is that the
tast {s easy to {mplement if the article is alvays available by
the time the noun {s reached and the restriction is to be checked,
Pst this depends on details of the parsing strategy, The parser
must either ensure that the relevant contextual information is
unambiguously available by the time the test is to be made or take
on the burden of remembe:ing to perform the test at some later

point when the necessary information does becone available.

Both the above options are unattractives the first,

because it 1limits the possibilities for the paraing strategy and

gorms strong ties between the language definition and the
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particulars of the rparser, ties that make change difficult; the
second, because it promises to add substantial complexity and ;
overhead <¢o an Aalready complex and costly parsing process, An
alternative that avoids these objections is to put the restrictien
with the rule that brings the artiele and the noun together rather
than with either the noun or the article individually, There are iE@
then no assumptions about whether the article is gound g¢irst and
used to constrajn the choice of & noun, or the noun tirst
constraining the article, or both independently with a separate
test to eliminate bad ecombinations, The language detinition
#imply states the restriction and is neutral with respect to its
use in parsing, It was to foster this neutrality that attribu:es
and factors vere made to refer only to global data and attributes 53E

of constituents rather than toc sententisl context, —

Another significant property of rule attributes and 33
factors is that their detinitions must cover cases in which the ‘
value of a referenced attribute, {n a sense, {s undetined, P
Specifically, 4if rule tactor F {s calculated ::ing attripute A o

(from the same rule definition or from a constituent), then the &

§3. algorithm for computing F must produce a reasonable result even it e

A has the special value ‘UNDEFINED’, Similarly, {f rule attribute

‘i& B uses attribute A in its definition, then the algorithm for B e
g§3 must give a reasonable result if A {s UNDEFINED, For a factor, a s
;ﬁ; reasonable result would be either an estimate of its best value if :
3;' A had been defined or a special ‘don’t care’ value keeping it grom i:%
{nfluencing the overall score (the scoring function for combining E%?

o

»
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tactors is discussed below), For an attribute, a reasonable

Tesult would be efither a value {ndiceting the range of possible

outcomes {¢ A had been defined or simply UNDEFINED to propagate

the lack of i{nformation,

There are several reasons for requiring attribute and
factor statements to deal with UNDEFINED attributes. First, the
various rules and words that can be used to form a particular type
of constituent may differ in the attributes they define, For
{nstance, attiibute A may be defined in rule { but not {n rule 2.
Rather than {nsisting on an explicit definition for A, the system
instead causes A to be UNDEFINED in any phrase constructed by rule
2, Other rules that reference attribute A of a rule 2 phrase wi{ll
£ind {t to be UNDEFINED, accurately reflecting the £act that rule

2 d1d not include a definition for A,

Another motive for UNDEFINED attributes is the aim of
extending the system eventually to deal with utterances containing
words not i{ncluded {n the lexieon, I£ the structure of the
utterance, as constructed by the parser, suggests that the unknown
word is a noun, say, then the word can be tentatively entered {n
the lexicon as a noun with all attributes UNDEFINED, Since the
rules of the language definition allow such attributes, the new
word can be used as part of larger phrases, Moreover, if the
system successfully produces a complete parse using the nev word,
then {t should be possible to make provisional assignments to

various UNDEFINED attributes by looking for values that would

'''''''''''''''''
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o pr
éé yieid the best results for dependent factors {n phrases containing 555
b the word, For example, on the basis of sentence |, anyone vwho e
I knows FEnglish can guess that "frammus® is a noun referring to a Ifﬁ

small physical object that i{s probably edible,

=L NI

. ot s e s,
ES )
v TR I' ’

the current parser {s a major topic in the discussion of the

- (1) The little dog ate the frammus in a single bite, ii;
As a mechanism for dealing with unknown words, this ({s still :
?! speculative, but {t appears to offer an interesting approach worth :j
: gurther study,(2) éié
%# The final reason for UNDEFINED attributes is the desire i;i
to allow parsing strategies that depend on informatfon regarding §§§
{ncomplete phrases-ephrases missing one or more constituents. %&g
ﬂi With the restrictions on attribute and factor statements outlined iil
?3 above, references to attributes of missing constituents can be 3i?
%} given the value UNDEFINED, and the results will be indicative of ;ﬁﬁ
iﬁ possible completions of the phrase, The uUse of this ability in o
=

g parsing system,

Tk 2, Lexicon - -
Ei Figure II=2 shows a sample lexical entry, that is, a :ki:
= word definition, The definition for "it" {s in the set of word 5
e definitions for category NP, The attributes given for "fit" e
%j {nclude syntactic features such as number (singular), person gég
:5.' covene ;_. o

: (2) A related mechanism for "learning" vocabulary is sketched in =
e Thorne et al, (1968), :

» » .
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(third), and mood (declarative as opposed to interrogative). The

entry also has {ntormation to be used in prcducing a semantic

interpretation (the WDSEMANTICS attribute). The attribute values

of & lexical entry, whether given explicitiy {n the entry or

derived by redundancy rules, are shared by all instances of that

word,

Figure Ile=2 The Lexical Entry gor "It"

IT
MOOD = (DEC),
FOCUS = (DEF INDEF),
GCASE = (NCM ACCUSE),
CMU s (COUNT MASS UNIT),
SUBCAT = PRO,
NBR = (S8G),
PERS = 3,
WDSEMANTICS = (AMBIGUOUS ((SUPSET UNIOBJS)(NBR §) (IsF 1I8F))
((SUPSET UNIOBJS,MASS)(NBR M)(ISF ISFj)),

Attributes that vary from one instance to another are
specified {n a ‘"category definition" that is similar to a rule
detinition, For instance, the category detinition for NP states
that the SEMANTICS attribute is to be computed from the
WDSEMANTICS of the particular word, This makes it possible to
construct different objects, nodes {n a semantic network in this
case, for different instances of the word, Redundancy rules add
other toker=dependent attributes such as the positions of the left
and right boundaries of the word in the utterance, The category
definition also includes a set of factor statenents to be used {n

evaluating potential {(nstances of the category, The most
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{mporvant ¢tactor (s the match betvween the input signal and the

ig expected form of the word, and, {n the case of speech =
;}: understanding, determining a value ¢or this factor can be an iﬁ;
o enormously complex operation, Other factors may eventually be 55?
!E added to the language definition, ~eflecting such things as gg
:ﬁﬂ expectations regarding how well the word ¢fits into the current gﬁ
2 topic of conversation Or its use by the current speaker, The torm Ei}

0¢ category definitions, their internal representation, and their b

use {n parsing are discussed tyrther below,

The previous example entailed the definition of the word F*f

E% "{t" taken from the set of lexical entries gor the category NP
5 (noun phrase), Noun phrases can aiso be constructed by CQ%
. composition rules, such as a rule allowing a determiner and a noun :——
7 to come together to form a phrase like "this phrase", Both the NP g}f
category detinition and the NP composition rules produce :
structure: that can potentially be used in contexts calling for a el
-noun phrasz, The ability to have both lexical entries and i

composition rules ¢or a single category simplities the 1language =

. detinition by removing the need ¢for superfluous categories or 2
:: patterns such as NPsIT, and allows us to represent certain ;?Z
Eé elementsry operations such as the gormation of plural nouns, :ﬁ;é
g; In English, most nouns are marked for plural by a sufeix ; j
if wvhose realization depends on the phonological ending o¢ the noun, ;";
Si but which has little effect on the pronunciation of the noun Ezi
X itsei? (e.g.,, partiparts, wordiwords, languageilanguages), The é?f
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SRI language definition captures this regularity by constructing
both plural and singular nouns from a separate category, N, of
noun stems, Plural nouns come from noun stems by adding the
plural suff{x, while singular nouns come from noun Stems witheut
changing phonologically, Irregular plural nouns are entered as
nouns in the lexicon and have their noun Stems marked to block the
regular pluralization rule, Independent Jjustification for the
noun stem category N comes from its appearance in rules for
prenominal modifiers, Thus {n a phrase such as "this four word
phrase", "word"™ {s a noun stem that {s neither singular nor
plursl, rather then & singular noun somehov managing to coexist
with the plural moditier "gfour", That "four" does not modify
singular nouns can be seen in an ungrammatical sentence like "“Say

four word,"

This approach to representing simple morphological
processes can Aalso be used with other categories such as verbs
(suffixes for tense, number, progressive, and passive) and numbers
(suffixes “"eteen" and "=ty"), Ordinals such as "eighteenth" and
"e{ghtieth” fllustrate the possibility of adding nmultiple
suffixes, and Possessive constructions as in "the man on the
street’s opinion” demonstrate the need to add suffixes to entire
phrases as well as to single words, In general, composition rule
patterns can optionally include an aftix at the beginning (in
which case it {s called a prefix) or at the end (when it {s called

a suffix), The atfixes are distinguished from the other parts of

the composition pattern {n that they are not {ndependent

2
L
A AR R T
E R I G RV N




.l’o
» e
.

* El

% %

B e e — ~= - - — .
LI Tk T -
PR

SPEECH UNDERSTANDING RESEARCH Page IIe-16
The Detinition Systenm

constituents, This influences their treatment {in the language
def{nition (they do not occur in the lexicon and do not have
attributes or tactors apart from the larger structures {(n which
they occur) and {n the parsing process (there i{s no attempt to

recognize them apart from the constituent(s) ¢to which they are

attached),
3. Global Declarations

In addition to composition rules and a lexicon, a
language detinition includes a set of global declarations such as
the one {n Figure Il-3, These declarations appear at the
beginning of a language definition and are used in the conversion
to the {internal representation, There are 1lists of the
categories, atfixes, and attributes that wil] be used {n the
definition, names of redundancy rules for words, lexical
categories, and composition rules, the name of the root category
of the language (the category ¢for representations of entire
utterances), and the name of a response function to be called when

the parijer constructs instances of the root category.

Currently, redundancy rules are not defined within the
language definition system {tself, but are i{nstead simply LISP
functions that operate on list structures forming an {ntermediate
representation of the detinition, (Because of this
implementation, they are subsequently referred to as ‘redundancy

functions’,) For example, the redundancy function for compositioen

rules {8 called with a 1ist structure representing a rule
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definition and returns a possibly modified list structure that the

compiler then converts into internal form, This way of capturing =

generalizations {s certainly better than nothing, but should ;ﬁ

eventually be replaced by an extension of the language definition i{

tacility so that redundancies can be stated in & language similar e

to that used {n composition rule and lexical category definitions, i;

This will allow the statement of redundancy rules vithout the =

distracting details of 1ist processing and representations used Lo
during the conversion to an internal fornm.

Figure II-3 Global Declarations .

LANGUAGE , DEF 7

CATEGORIES U, N, NOUN, NP, DET, VERB, AUXB, VP, S, TOKEN; NS

ROOT CATEGORY U: —

AFF1XES PL, TY, TH, GEN) -

RULEFN Ry S

WORDFN W) e

CATEGORYFN C3 e

RESPONSEFN RSy o

ATTRIBUTES &S

ALL HAVEZ LEFT, RIGHT, SPELLING; £

ALL EXCEPT TOKEN HAVE SEMANTICS; Ny

S, VP HAVE VOICE;

U, NP HAVE ELLIPSE; b

S HAS PITCHC; -

ENDATTRS) -

ENDg e

In additlion to extending the language defi{nitien
i‘ language to allov replacing the current redundancy functions, it ~
E will also be {mportant to study ways of including other types of .
general statements, The definition facility now includes

:?“ redundancy functions for -composition rules, lexical category -
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definitions, and word definitions, The current redundancy
sunctions make changes throughout the entire language deginition,
but the redundancies reflected by the changes are all local in the
sense that they are limjited to modifications within items, such as

rules or category definitions, that already exist in the external

gorm of the definition,

The modifications are usually additions of factors and
attributes and depend only on the properties of the single {tem
under consideration, A good example {is the rule redundancy
gunetion that looks at the composition pattern of the rule and on
that basis alone adds the left and right position attributes,
These changes depend on properties local to a single rule and
{nfluence only Properties local to that rujle, Tnere are no
redundancy functions that change a group of detinition ftems in a
manner that depends on properties of the group as a vwhole, For
{nstance, no redundancies in the current system depend on
properties of the set of all composition rules or modify that set
by adding or deleting rules, This lack undoubtedly reflects an
area where the definition system needs to Dbe extended rather than
an absence of global redundancies worth statind, For instance,
perhaps one or more global redundancy rules (GRRs) could be used
to state the structure of sentences containing existential "there"

{n terms of modifications to a language definition not including

such construyctions,

It would be {nteresting to compare such GRRs, whieh act
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to transform the set of rules defining the language to the
transformational rules of gqenergtive g¢rammar, which act to
transform phrase markers during a derivation, Unlike the latter
type of transformation, GRRS would be applied when the language
was ‘internalized’ by the system and would not qualitat{vely
complicate the activity of the parser, Through an attempt to
specify GRRs vwe might come to understand more clearly how complex
systemg of i{nterrelated rules can evolve as must happen when an
individual acquires &« language or during other complex learning

tasks,

The desire to simplify the development of mole powerful
redundancy rules i{s a principal reason behind the choice of a very
simple form for constituent pattern specifications in composition
rules. The patterns are restricted to series of one or more
constituents with the optional addition of affixes., There are a
variety of ways in vhich this form might have been extended, Some
0f the Possible extensions are to allov constituents to be marked
as optional, to specify a list of alternati{ves for a particular
portion of the pattern, and to proviie an iteratien operator
indicating zere or more occurrences of a certain constituent, All
of these can simplify the statement of patterns, but at the
expense Gf other aspects of the doilnition. The fgetor and
attribute statements would have to account for each of the cases
merged together in a mere complex pattern, and redundancy rules

would also have to become more complicated, VWhile this s

certajinly a possible area for change, experience to date supports
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the correctness of the decision to restrict the form of patterns ﬁ:
s0 as to simplify other parts of the definition, ;;
4, Combining Factors into Composite Scores e
Categorical (yes or no) factors act as restrictions on ;;
the ianguage~esome phrases are disalloved while all others are Q;
accepted, There are no in-between cases, no fuzzy areas, Factors ﬁ%
c¢ this type can be combined in a simple manner; either they ares i
o all satistied or the phrase {s rejected, However, not all factors :
;- relevant to evaluating a phrase are categorical; there are many o
.‘" . v
. that have a wide range of possible values sither because they rely F
o .. i
b on uncertain information or because they reflect tendencies that o
) e

are statistically significant but not absolute, Unlike absolute
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restrictions, sSuch multivalued tfactors cannot be combined by

%§ simple conjunction, To facilitate experimentation with different Eiﬁ
%S techniques for combining facter values into a single, composite Efﬁ
- evajuation (or ‘score’), the system has heen purposely designed to :;;
i} minimize the assumptions made about the scoring method, EE;
e i
é{ The main assumption has to do with the range and ggﬁ
;ﬁ; structure of scores, A score must be either an integer between 0 Cfi
é;z and 100, or a pair of integers of the form <WEIGHT, TOTAL> such E§§
w; that TOTAL divided by WEIGHT s 4n the range 0 to 100, (The EEE
E%é motivation for the latter form of scores in ¢given below,) Upper ?j;
%ﬁ and lover bounds on scores are needed so that the system can {55
;;3 differentiate a good score from a bad one, The only other ii?

T assumption s that {f any factor has a zero value, the resuiting NN
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score will be so low that the phrase can be discarded, The systen

checks for this special value) {f a factor produces a Zero value,

the evaluation process stops without unnecessarily calculating the

remaining factors,[3]

There are no other assumptions about factor values or
their influence on the resulting score, Factors do not even have
to evaluate to numbersy; they can provide vhatever <ype of
information is chosen for use by the score function, For
instance, rule factors can refer to the scores of constituents so
that the score for a phrase will reflect the constituents
individually as well as their interdependencies, Finally, to
allow estill another area ¢for experimentation on scoring, the
system provides for different algorithms for caleulating scores to
be used in different parts of the lunguage, Each composition rule
and lexical category can Mave {ts own score function for cembining

tactors,

Within the loose bounds set by the assumptions built

{into the definition and parsing systems, a score function has been

{3] Since the factors are evaluated {n the order that they appesr
in the definition, given estimates of each factor’s likelihood ot
yielding a =zero value and cost of evaluation, *%he factor
statements in the definition can be ordered (by the rule
reduyndancy function, say) to minimize the expected total cost by
sorting them according to {ncreasing quotient of cost over
lixelihood of zero value (likelihoods {n the range 0 to 1), This
means that {¢ two factors have the same cost, the one more likely
to produce a zero goes first) {f two factors have the sanme
likelihood of producing a Cero, the less costly one goes first,
and all factors with no chance 0f producing a zero :follow those
that can,

N
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developed with the tollowing propertiess

Yt

0l (1) It all factors are high, the score is high,

8,
2% " tn

AV

;ﬁ (2) It any factor is very low, the score is low, <
ﬁi (3) As long as no factor is 0, a change in any factor ;:
Egl will cause a corresponding change i{n the score (vithin ;f
ES the precision 1imits of integer arithmetic), ‘ Ef
a. (4) A factor can have & special DON’T CARE value such o
i that it has no effect on the score, Lif
Z (5) The order of factor statements has no effect on the gﬁ
;i score, ;ﬁ
N (6) The total number of factors does not bias the score, E?
= The tirst three of the properties relate to  how éi
!! fndividual factors influence the overall score, It should s
o surprise no one that the score {s high when all the factors are Eé

nigh, The score is low when any factor is very low, because a bad g?:

L L )

e L,
3 LT

‘ PR

o factor is a good clue that the system is on a false path, It |is o
f;i all right to blend together high factors, bul a lov factor ﬁ%
lt deserves special attention, Currently, this 1s achieved by §i~
?; causing a bad factor to reduce the composite score in proportien ;ﬁ
i; to the degree that the factor falls below a certain threshold, .€§
- Thus high factors combine additively to form an average, while lo¥ Eéﬁ
_: gactors have a multiplicative effect that {nhibits the entire éE
Zﬁi result, In either case, an increase in any factcr will produce an %ﬁ:
33? increase in the score, and conversely, a factor decreafe vields a gg%
.:. score decrease, This sensitivity s clearly desirable if the ?;7
e :
éﬁ X
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{information from the factors {s to be conveyed effectively to the

parser, -

While the first tiiree properties have to do with how v

tactors influence the score, the final three deal with ways that 'f;

tactors do not influence th, ucore, F{rst, there i{s provisson for

a DON’T CARE valve so that a Zactor can ieave the score unatfected ng

{n casv {t has no contribution to make with respect to evaluating

il o
< -
n
I3

a particular construct, Second, the score it independent of the

ordr~ of factor statements s0 that the order can Treflect the

| e L

relative cost of evaluating the factor and its likelihood ot }44

producing a zero value that would free the system from evaluating

i i
»

T T E

3 LAY

e w’ >l E
r to.

the remainder of the fuctors, Finaliy, the number of factors does :
not bias the score either up or down. A phrase with 20 average e
valae tfactors will not get a better or worse score than one with -
only 10, as would nappen, for instance, 1if <he factors were Zg;:

treated as independent probabilities and mvult{plied together,

The general outline of the algorithm i{s as follovwst

L ¢ {" T _r?Y[.]:'. v

.‘ T
:‘ s

Inicialize W YGHT = 0, TOTAL = 0, INHIB = 100y
For each factor F

It F {s NIL (the DON’T CARE value) then go .,n to next factorj

1t F {s an integer then let Wai, TaF E

Otherwise F {8 <WEIGHT(F), TOTAL(F)> f:f
$0 let WaWEIGHT(F), TsTOTAL(F)j o

Set WEIGHT to WEIGHT+W)

Let ¥ = T/4y

...............
............
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If Y is greater than the threshold L then TOTAL » TOTALeT
Otherwise TOTAL = TOTAL+WaL, and
INHIB = INHIB#Y/L3

Go on to next tactor,

After all factors are completed, the reziulting score is the pair

<WEIGHT, TOTAL«INHIB/100>, The threshold & is set to 50 in the

current version of the algorithn,

The result 1is left in the form of a pair, <WEIGHT,
TOTAL>, instead ot being reduced to a single Iinteger,
TOTAL/WEIGHT, so that constituent scores can make an appropriate
contvibution as factors in larger Ggphrases, This is Dbest
{llustrated through a simple example, Consider a hypothetjical
phrase P with a single constituent X and a total of four factors!
one that comes from X’s score and three others named A, B, and C,
Let X’s score in turn depend on three factors D, E, and F, The
two cases to be considered are (1) scores represented by single
integers and (2) scores represented by pairs, In the tirst case,

assuming that zl) factors are above the threshold, the score of P

is equal to
(A +B ¢« C + D73 ¢« E/3 ¢ F/3)/4,

in this case, the factors from the constituent are less important

and the effext W¥will be compounded V¥ith each further level of
embedding, On the other hand, {f scores are left as pairs then

the score of P i3
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€6y A + B ¢+ C +D +E ¢ P>,

This makes factors from constituents as {mportant acg higher level
factors {ndependent of level 0f embedding, This (s an {mportant
property and, in fact, s the reason for having scores of the form

<WEIGHT, TOTAL>,
S, Limitations of the Current Definition System

Before giving a formal description of the syntax of the
language detinition lgnguage, {t {s appropriate to discuss the
limitations of the current definition system, While the SRI

Speech Understanding project is not and need not be concerned with

trying to produc®™ A fully comprehensive language definition sor

English, 1t {is {mportant to consider what such an undertaking
might require in evaluating the definition system and in
contemplating extensions of it, The following paragraphs sketch a
major source of problems for the current definition system and
point out another problem area that actually seems to fall more in

the domain of the parsing system,

In the present version of the definition system, and
even in proposed versions including more powerful facilities for
stziing redundancy rules, the structure of the defined language is
static in the sense that the possible immediate constitient
»atterns are all explicitly enumerated at the time the language is
internalized, This is adequate for defining a large portion of a

language such as English, but probably not for all of it, For
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certain constructions, it appears to be unreasonable to generate
all the patterns ahead of time) instead, {t may be necessary to ko
have procedures for dynamically generating patterns so as to parse
and understand the constructions, The distinguishing feature of ~
these difficult cases i{s the juxtaposition of sentence fragments =
resulting from the deletion of a series of words that s not a T
constituent and that {s duplicated (i{in a sense) somevhere &lse in
the context.(4] The result o>ften talls outside the standard &

patterns of the language and cannot be uynderstood by the standard

rulesy before the construct can be parsed and understood, the o
deleted words must be accounted for and the appropriate -

constituent structure formed, Two major examples of this sort of

process in English are comparative clauses and the various types

of conjunctions,

i; The structure of comparative clauses is best explained

as the result of both an obligatory deletion of some material that fli
18 identical to part cf the head of the clause and an additional ;E;
ellipsis of material that {s identical to part of the higher é%{
clause containing the comparative (see Bresnan, 1973), Sentence 2 s
shows comparative deletion alone, and sentence 3 shovs the result ;ﬁ;
of comparative ellipsis, Eii
;4]-;;t all deletions cause serious problems ¢for the current .%f%
system, For instance, the deletion occurring in relative clauses, r

while superticially similar, 1s much easier to deal with because g%é

{t 18 limited to a single constituent,

o Lu.gd.ﬁk._n&wm.s..‘m _M-h’g,l_i.&- Ia o e
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(2) Dick told as many lies as John told,

(3) Dick told as many lies as John,

In sentence 4, deletions have resuylted in a comparative clause
that would not fall within the Scope of the standard clause rujles,

as shown by sentence 5,

(4) He believes more of Diek’3s lies than he believes of John’s,

(S) #He believes of John'’s,

Sentence 6 shows a comparative clause that fits the pattern of
usual clauses, but it cannot be understood correctly according to

the usual rules, as shown by the contrast with sentence 7,

(6) 1t is colder on the high road than it is on the lo¥ road,

(7) It is on the low road,

The comparative clause {in sentence 4 must be reconstructed as
something like "He belf{eves Xxeman~’ of John’s lies" and the one {n
sentence 6 as "It {3 xemuch 2o0ld on the lov road," This
reconstruction must be guided by the higher clause that dominates
the comparative, and {t {s this extreme context dependency that
makes comparative clauses a pProblem for the current definition
system, Rather than a static set of rules for possible
comparative clauses {independent of context, a more adequate
apbroach might be to include some sort of "active rule" as part of
the language definition to reflect the processes by which
comparatives are formed from standard clauses, Once internalized,

the rule would operate during comprehension using the higher
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clause asg a guide in dealing with the embedded comparative clause,
Untortunately, it is not yvet clear nhow te formulate Or internalize

such a rule,

Another problem area that seems to call for detinition

{in dynamic rather than static terms is the complex collection of
phenomena labe)led conjunction, Conjoined structures can show up , &
in 8o manyY places and take 80 many forms that any attempt to —
detine all the possibilities through a set of stati¢ rules seenms '
clearly futile, A common form of conjunction, called gapping,
will serve to fljustrate some of the difficulties, In gapping, ;45
tvo or more clauses are conjnined and part of each secondary
clause is deleted where it duplicates a portion of the tirst (see

Ross, 1970), The deleted fcring 45 not limited to a single

H f

constituent as is shown in sentences 8 and 9, N

QA

(8) Dick Could have easily been contused, and John misled, %;é

(9) Dick needs to see a psychiatrist, and John a lawyer, fh*

B

As with comparatives, ‘gapped’ clauses often violate the standard ;;g;
patterns of the language and are incompreheansible unless the §?§
deleted portion is accounted for, It appears that 1like E;?
comparatives, gaPPing Wwould be best dealt with by an active E:ﬁ
rule==in this case, one that vould use the first conjunct to guide Vﬁii

the comprehension of the second, Other forms of conjunction —fﬁc

EE present s{milar problenms, | ﬁliz
e Pog

There has been little experimentation in Al and
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computational 1linguistics related to constructions as complicated
as comparatives and conjunctions, The main exception is an
experimental facility developed by Woods as part of a parsing
system for transition network grammars (see Woods, 1973),(S)
Woods’ conjunction facility deals with sentences like 10 in whieh
fragments are conjoined in a single clause Wwith shared material

factored out to the left and right (see Ross, 1967, pp, 97 ££.),

(10) Diek set his sights on and finally achieved complete

fgnominy.

The main shortcoming of Woods’ special facility is that
ft s a special taclility. Conjunction reduction, gapping,
comparatives, and the like, should be dealt with through general
mechanisms and as part of the language definition rather than by
intricate moditications to the parsing system, Woods’ experiment
is {mportant as an attempt to treat conjunction reduction in a
parser, but it does not address the problem of stating such
processes in a linguistically and computationally reasonable vay
as part of the language definition, or the problem o0f allowing
several such processes to coexist as part of a single system,
These problems are not going to be solved easily, but solutions
must be found befora understanding systems can deal vith the full
;;;-;;othcr treatment of conjunction is found in Winograd’s SHRDLU
system (Winograd, 1971). However, his method seems to be best

sulted for deali{ng with conjunction of complete constituents, a
muech simpler type of construction than we are concerned with here,
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complexity of natural language,

Another group of problems may ultimately lead to changes
ifn the way the language is defined for the system, The common
source of these problems {38 the fact that peoPle produce and
understand utterances that are in one vay or another anomalous,
Everyday discourse is filled with utterances containing tfalse
starts, unfinished phrases, "uh’s", "um’s", and a variety of other
distortions,(6] Whether the result of a performance error by a
competent speaker o0f the language or the lack of competence of a
nonnative speaker, such utterances can often be understood by a
human and W{ll have to be equally comprehensible to a computer
system that is expected to carry on a completely natural dialog,
There {s no debate about the existence of such utterances or the
need to deal with them eventually; the issue is whether radical

changes {(n the approach to defining the language will be needed,

Some have implied that the change in the way {n which
the language i3 defined must be very large indeed; for instance,
either a change to a pattern~matching approach that will simply
allovw parts of the input to be ignored (Enea and Colby, 1973), or
a change to a “semanticsebased’ approach that refers to syntactic

relationships only as a last resort (Schank and Tesler, 1969,

[(6) See Chapanis (197%) for some exanmnples nf, as he puts {t, "how
untidy normal human conversations really are," Fromkin (1971)
also provides examples and argues that anomalous utterances can
provide i{nsights into the organization underlying linguistic

performance,
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Riesbeck, 1974), An alternative that appears more attractive than
these two {13 to deal with anomalies through mechanisms {n the
parsing system and leave the language definition i{ntact, While
techniques like loose pattern=-matching and ‘meaning-driven’
analysis may be crucial for the parser to use {n dealing with
completely unconstrained dialog, {t seems to be overreacting to

conclude that they should form the standard mode of dealing with

or detining language,

It appears reasonable, {nstead, to try a mixed=mode

parsing strategy of first pushing as far as possible a g:j
structure~driven phase using the standard patterns of the w}l
language, It this produced only a collection of fragments, a igf'
meaningedriven phase would be entered to try to interpret the f;ﬁ
fragments as an anomalous, but perhaps comprehensible, message, Sgg:
Such a mixedemode approach should have a Treasonable chance of ggg
resulting in an efficient system that is still able to deal with :EL
errorful input, The local and relatively simplesto=process é;?
structural cues would be used to. do as much of the job as éﬁ;
possible, but 1f they failed to produce a complete parse, then i:i
more powerful-~and more costlye=conceptual analysis routines would ?;

be called on to try to make sense of whatever was produced in the E;;?
tirst phase,[7) i:;
comeen i

(7] This argument does not imply that semantics {s not an
important factor {in gqguiding the first phase when the system is
looking for a parse vithin the usual stryztuyre of the language,
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In such a system, the language definition would reflect
constructions free of false-starts and other such anomalies) the
burden of dealing with these would be placed on the parsing systen
{nstead, While this would make nmore radical changes to the
current definiti{on system unnecessary, some changes would
undoubtedly be required, The definition would not have to
{ndicate all the possible errors, but {t would have to be tlexible
enough to allov the parser to deal with them, The exact details
deper.d on the parser, but the modifications to the definition
systcm promise to be less formidable than thode required to deal
with constructions like comparatives and conjunctions that occur

in errorefree utterances,

C, Syntax of the Language Defi{nition Language

For completeness and as a summary, this section presents an
annotated formal syntax of the language definition language, The
syntax s described by means of an extended version of BNF

notati{on (Backus, 1989), A BNF syntax rule has the formi

<p> 3313 pattern

meaning that Ppetype constructions must contorm to the given

pattern. When there are several alternative patterns, the rule

has the Zormt

<p> t1s pattern i | pattzin 2 ..o | Pattern n

r’,"..‘}"f: J‘ 1‘1'. oy ..‘ .!

P
PV AP

{

LT

LA



1
1
1
A

R e L L e e i e e i R R e e ¥

SPEECH UNDERSTANDING RESEARCH Page 1l-3})3
The Definition System

DR it i

LAk A

TR TV

where pattern (s a series of elements, each of which is one of the

tollowing:
-
- ELEMENT STANDS FOR
E < & getype construct,
i $x zZero or more occurrences of X,
? (X1,,,%xn) the sequence Xi to xn,
E (X1 losel xn) ene of the alternative xi°’s,
4 (X1eeoxn) optional sequence xi,.Xn, o
% any other symbol an occurrence of the symbol, fﬁé
éi In this formalism, a language definition has the folloevwing Ej;
g torms '

B
.- »

<language definition> :1:= LANGUAGE,DEF <¢declarations> <lexicon>

b
s<composition rule> ?;:
The declarations centain general information about the éii
language and have the syntax given by the following set of rulest ;?:
<declarations> pi= ${<decl>)) END; %ﬁ
<decl> 113 CATEGORIES <idsequence> | fii
3 ROOT CATEGORY <identifier> | .
:i AFFIXES <idsequence> | ;ﬁ{
;; <decl function> <function spec> | LEE
& ATTRIBUTES scattr decl> ENDATTRY o3
i <decl function> g3= RESPONSEFN | CATEGORYFN | RULEFN | WORDFN ﬁ}%
5% <function specd> 1tm <function named> | %ﬁﬁ
N LAMBDA (lcidsequence>)) <expressien>
-"?55
=
3:;7 ______________________
10
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<attr decl> i1t= <attr decl cats> (HAS | HAVE) <l{dsequence>

cattr decl cats> ti1=x ALL [EXCEPT <{dsequence>) | <idsequence>

<idsequence> ti® <jidentifier> ${, <identifier>}

The lexicon contains the definitions for the basic units of
the language, the words, The words are categorized, and for each
lexical category there is a category definition and a word class
definition, The lexical category definition specifies attriputes
and gactors for occurrences of words in this category, the
function to be Used {n combining factor vajues i{nto a composite
sccre, and the redundancy function to be wused with the word
definitions, The <ct command>’S, SCORE and RESCHEDULE, gqre used
to control the parser and are discussed further in the sections on

the language definition compi{ler and the parsing system,

<lexicon> 11= g{<lexical category dei> | <word class degd)
<lexical category de¢> 31z CATEGORY,DEF <category name>
s{<cdecl>)) ENDy
<cdecl> t11= ATTRIBUTES <cattr> ${(, <cattr>} |
FACTORS «<cfstat> ${(, <cfstat>) |
{SCOQRE | WORDFN} <function spec>
<cattr> 1313 <attribute pnamed> = <expression>
<cfstat> 138 <factor name> = <expression> | <cf comman 1>

<ef command> 1i1s (SCORE | RESCHEDULE) [IF <expression>)

The word class definition gives eacn vword in the category and

the attribute values shared by all instances of the word,
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o e

<word class def> 1w WORDS,DEF <category name> s<wvord def>
ENDWORDS} b

<vord def> pi1s <Clexical entry nane> (<word attrs>);

S - &

<word attrs> 1i1® <word attr> s{(, <word attrd)

<vord attr> 1is cattribute name> = <attribute value> %x:

The composzition rujes specify how words and phrases comnbine Ezﬁ
to torm other phrases, The rule pattern gives the sequence of fi%
attixes, words, and phrases to b2 combined and the category of the riw
resulting phrase, Other parts of the rule de¢ine attributes ang §<f
factors, name the score function, or ccmment on examples, ;;;

<compesition rule> i1is RULE,DEF <rule name>» <rule pattern>

g$ .<rule part>y)} END;

<rule pattern> 1= <category name> = [<pretix>) <constitd lﬁf
scconstit> [<suffin>)y A
<prefix> 1= <affix name>e S
. R
CSULLL{X> ti1m e<affix name> Lﬁﬁ

<constit> pis <constit spec> (1 <constit name>) Lo

;ﬁ <constit spec> 11s <category name> | "<token name>

il
13

.

<rule part> j1i1s ATTRIBUTES <rule attr> ${(, <rule attr>) |

FACTORS <rule factor> s{, <rule factor>) |

SCGRE <function spec> |

W\F""”‘""“w—?' B o
X x’r,afn",
PR R gt

- .

i EXAMPLES <text not containing "i">

o=

g

o The rule pattern must have one or more constituentr and may
b -

k. also specify affixes, If a constituent {s not explicitly named,

{t {8 given the name frem the <constit spec>., The <constit spec>

U
. .
. et N T

......................................

ot et e et T
PlaTe e Te e e T PR PR )
WS, . S oL B

A AN T T L N T

. . T T . Y " -
- . «” AN - o - wT . i
520t ogU Gl % A R AR A S L RN

- Inehe b B0 b Wb R T e e e e AT AT R AT
b o N, |, STty ol ol LS i e T B S cpo et taeeieeie AR i




;-.: - . - o ool g " 3 LRI ITNITE W TR VTR RO T O (1(«r,—1:i";-:
2 g
P‘i o i
§_ SPEECH UNDERSTANDING RESEARCH Page 1136 b
- The Detinition System oA
h:: ;::”:.'llt‘
;i can be aither a category name, indicating that the constituent Y
E 3205
Eﬂ must be a phrase of that category, or a token, in which case the e
£~
' <token name> must be {dentical to a <lexical entry name> for a S
| “ -
E word in the special category TOKEN, and the constituent must be an OV
£ 5'-'
L {nstance ot that word, kg
g‘ . l.-‘ _' "_:\
e : R
s The rule attribute statements either give an expression for NCAEN
a calculating the attribute value or indicate that the value s to e

L be copied from one of the constituents, A factor statenment s
either an expression for calculating a factor score or a (possibly

k
EEi conditional) command to the parser to calculate the composite :L;q
F-

I V %° E‘"—M -
B score, Gl
;f <rule attr> piz <attribute name> = <expression> | R
El cattribute name> s${, <attribute name>} FROM <const!t name> -
<rule factor> fi® <factor name> z cexpression> | e

SCORE (IF <expression>] e

{ The languaje definition language {s actually an extension of {ne
f an existing programming language, the System Development fj‘ﬁ}

Corporation’s INFIX LISP, The syntax of <identifier>’s and

cexpression>’s {n INFIX LISP §s Algolelike and (s not discussed L'an

{? here, When used {n a lexical category definition, an expression i
K3 may inelude references to word attributes by using the attribute f' l
k_ name like a free variable, Similarly, in a composition rule an §;f§

expression may rcference an attribute defined {n the rule by {ts .“-}:
[; attribute name, Also, {t may reference an attribute of a ;;;i;
|

constituent by a subexpression of the torm A(C) where A is the Tl
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attribute rane and C {3 the constituent name, Finally, {n rule o
g.ctor statements, the score of a constituent, C, may be ==

reterenced by SCORE(C), A9y

D. Language Definition Compiler and Internal Representation

.
sirtats e

The roie of the compiler {n the definition system {s to —

translate the external representation of the language into an ;ﬁﬁ

i internal form for use by the parser. The translation has three Iifﬂ
éé stepst external representation to first {ntermediate, first to E%%
; second {ntermediate, and, fi{nall - second {ntermediate to e
{nternal, The ¢f4rst {ntermediate representation (s a 1list ol
structurc containing the same i{nformation as th? external form but :5;
formatted for easy manipulation by programs rather than for ?i%

humans, The second {ntermediate representation has the same §§§

general structure as the ¢irst, but {ncludes the changes made by iiﬁ

the redundancy functions, The {internal ¢form s a complex E??
rapresentation anticipating the vatriots ways {n Wwhich the fﬁi
{nfermation will be used by the parsing systenm, i

=

1. Category and Rule Records ifs

The major components of the {nternal representation are Lij

records defining categories and composition rules, For each Eff
category in the language, there i{s a cat:gory reesrd containing , 2:%

the following {nformation:




=) el
o MCEA
o hehd
% SPEECH UNDERSTANDING RESEARCH Pace II-38 -
gs The Definition System R O
R -
: (1) Attzibute symbol tablee-used to convert names of C L

.

P
"
R
=
s

attribytes defined for the category into unigque numerie b e
indices, :
(2) Word listwe-each word in the category is represented
in the 1{st by i{ts lexical entry name and an attribute
value array,

(3) Scora functionee-provided in the category definition

and used for words in this category to convert factor

values into a score, fi:;
(4) Composition rules=-a 1list of composition rule Fﬁﬁ,
records for all the rules that construct phrases of this g;:i
category, ;fg:
§ (5) Rule occurrences~=1ists the rules and pattern REaS
? positions vwhure this category appears as a constituent QTT,
E; specification, éii;b
% (6) Focus tables==reflect possible constituent {gﬁés
i structures of the category ¢for use in determining ?;;;
%E contlicts with the parser’s focus of activity (see the In-f
i section on The Parsing System for explanations of focus i 3
é of activity, ¢focus conflict, and the use of these ii;?~
N tables), ;ﬁ;&i
g (7) Factor functione~a LISP function created from Efﬁf&
D attribute and factor statements of the category i;;zf
% detinition and called by the parser to check for ﬁffﬁi
é predicted words (details given below), T
3- (8) Miscellaneous information such as the name of the ®
§$§§$if:h%$\* . ?3- ;} ........ ~: - o 2 e 0% RO e
A P b ATy R T B TS e T s o g B o e S oo LA PR -0 R, O e (1 i) Loy} S LOp i~ Qg o




SPEECH UNDERSTANDING RESEARCH Page Ile39
The Definition System

category and the names of factors,

The irternal representation of a composition rule is a &%ﬁ
record holding the following: ﬁﬁig
T
(1) Category~=pointer to a record representing the fﬁ?
category of phrases produced by this rule, %é;
(2) Affixes=~affix names, if any, for prefix and suffix, iii
(3) Constituent pattern=elist of constituent ia
name/constituent specification pairs,
(4) Score functionesprovided in the rule definition and e
used to combine factor values into a composite score, %ﬁf
() Factor function-=a LISP function ecreated from
attribute and factor statements and called by the parser .
to construct phrases according to this rule (discussed oA
belovw), E;gi
(6) Miscellaneous information such as the name of the Eii
, rule and the names of factors, ST
- o
;j 2, Factor Functions éQ}i
;; The most complex component of both category and rule A
g?f representations {s the factor function, The language definition gfﬁ
{¥? compiler converts the i{nformation {n tha attribute and factor éﬁi
:3 statements {nto a LISP function that can be calied during the e

parsing process, The function takes advantage of detailed
ol Knowledge of the data structures and runs=time variables used by

the parser, and, once compiled by the LISP compiler, is an "

« . S L4 . R I
Ety s e e e
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efficient form {n which to represent the attribute and factor

specitications,

The function {s constructed so trat tactors are
evaluated in the same order as they are listed in the second
intermediate representation, If any tactor evaluates to zero, the
rest are skipped, Attriputes are evaluated as they are neecded for
the evaluation of factors, or at the end i¢ no factor references
them, The factor commands SCORE and RESCHEDULE receive special
treatment, SCORE means call the score function with as many
factors as have been evaluated and confirm that the resulting
score {s above a certain threshold, 1If it {s not, the tfunction
terminates without evaluating any more attributes or factors,
This action may be worthwhile before a costly attribute and factor
combination such as the one that creates and tests the semantic
representation, There {s always an implicit SCORE at the end of
the tactors, The command RESCHEDULE can be used as a lexical
factor statement; it means £irst calculate the score and then
reschedule further processing on this word., The details of this
operat{on, such as hov to determine the priority at which the
turther processing is rescheduled, is discussed {n the section on

the parsing system, Both SCORE and RESCHEDULE can be c¢onditional

on the outcome of some test,(8)

(8) Rules often make SCOREing dependent on the parser variable
VIRTUAL being NIL, {ndicating that a permanent phrase is to be
constructed rather than a temporary, ‘virtual’ phrase, See the
discussion of <calculating phrase values {n the section on the
parsing system for more about virtual phrases,
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As indicated {n the description of the formal syntax of
the language definition language, the expressions for factor and
attribute statements are written in an extended version of 8DC
INFIX LISP, After conversior to a prefix form in the intermediate
representation, the expressions are further processed belore
inclusion {n the factor function, Attribute names are converted
to references to particular elements of the attribute value array,
For composition rules, references to constituent attributes are
converted to forms that access the corresponding item from the
constituent attribute array., All attribute and factor names are
replaced in the factor functions by array accesses Uusing numeric

indices,

To f{llustrate the operation of the language definition
compiler, the construction of sample factor functions is sketeched
for both a lexical category definition and a composition rule,
This also provides an opportunity to show the changes that take
place during the repregentation conversion from external to first
intermeaiate, then to second intermediate, and finally to
{nternal, The lexical definition is the simpler of the two and
will be treated f!rst, Figure Il-4 gives the external
representation of the lexical category definjition for category NP,
There i3 a single attripute statement to compute the SEMANTICS
from the WDSEMANTICS attribute of the Jlexical entry, The two
factor statements are simply a constant factor followed by an

unconditional RESCHEDULE command,
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Figure II=4 External Representation for a Category Definition

CATEGORY,DEF NP
ATTRIBUTES SEMANTICS = SEMCALL("SEMRNPS,WDSEMANTICS)}

FACTORS INIT = 80, RESCHEDULE;
END}

Figure IIe5 contains the first intermediate
representation of the category definition, The same information
is present but reorganized and put in a list structure for further
processing, The intermediate representation for a 1lexical
def¢inition {s @& five-tuple: category name, attribute
specifications 1list, tfactor specifications list, score function,
and vword redundancy function, Eaeh entry on the attribute
specifications 1ist is an attribute name followed by an expression
to compute the attribuyte value, Similarly, the entries on the
tactor specitications 1ist are name-expression pairs or factor
commands, SCORE or RESCHEDULE, optiona.ly followed by a test
expression, The NILS for score function and word redundancy

function simply indicate that these were not specified in the

external representation,

Figure II-5 First Intermediate Representation
for a Category Definition

(NP ((SEMANTICS (SEMCALL (QUOTE SEMRNPS) WDSEMANTICS)))
((INIT 80)
(RESCHEDULE))
NIL NIL)
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The second intermediate representation 1{s given in
Figure II-«6, The redundancy tfunction for category detinitions has
added three attributes and a factor, all related to matching the
proposed word to the inpUt signal, The MAPINFO attripute {s set
by calling the MAPPING function with the SPELLING of the word and
the propused position in the input given by the parser variables
PLEFT and PPIGHT, The value of MAPINFO will be a list of the left
word boundary, the rioht word boundary, and a score indicating the
degree of match, The first two elements of this 1fst determine
the LEFT and RIGHT attributes, respectively, and the third
element, the score, is passed to the MAPCNVT function along with
the STRING attribute of the wgrd to vield the MAPPING factor,
Finally, the redundancy function has specified WORDSCOREFN as the
score function for the category but has left the word redundancy

function NIL,

Figure II=6 Second Intermediate Representation
for a Category Definition

(NP ((SEMANTICS (SEMCALL (QUOTE SEMRNPS) WDSEMANTICS))
(MAPINFO (MAPPING SPELLING PLEFT PRIGHT))
(LEFT (CAR MAPINFO))
(RIGHT (CADR MAPINFO)))
(CINIT 80)
(RESCHEDULE)
(MAPPING (MAPCNVT (CADDR MAPINFQO) STRING)))
WORDSCOREFN
NIL)

Figure JI«7 gives the LISP factor function created by

the language definition compiler from the intermediate definition

------
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S

in Figure II=6, It is not necessary to 9o into all the details ot ;ﬂ&f
the function definition to make the most important points, The e

girst of these is that there is extensive dependency on details ot

the operation of the parser in the form of calls on parser

functions, references to parser variables, and direct manipulation &

of parser data structures, The Second point i{s that there i3 a Eﬁ&c
large {ncrease in complexity relative to the earlier ';%Zg
representations due both to the intricate relationship to the :ﬂ_:
parser and to the explicit presence of a variety of items such as é‘ff
control statements, 2zero tests for factors, score caleulation, élﬁg
score threshold tests, 1ist manipulation to save factor Values, gfh—

and array manipulation to record and access attribute values, The Oy

contrast bhetween the original detini{tion {n Figure JI=4 and the

tactor function in Figure II«7, which is only one component of the

%* internal category definition for use by the parser, shows the e

g: {mportance of separate external and inteinal representations and o :

?; the need for automatic compilation of the {internal ¢from the gfﬁﬁ

Ef external, N ?

f{ The translation from ex~“ernal to internal representation

T: {s even more striking for composition rules, Figure II=8 contains

A a rule definition taken from the SRI language definition, (It {s N

h; the full form of the rule used as an example earlier), The first f‘
{ntermediate form of the rule {s g¢iven in Figure II-9, An i?;f

5 {ntermediate rule representation is a fivestuple consisting of i :

E; rule name, rule pattern, attribute specifications 1ist, factor ifl%i

2 specifications 1l{st, and score function, The rule pattern is a S

[ L B T e e T e T e e
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1ist of category name, prefix, suffix, and constituents, Each
constituent is given as a name and constituent spociflcatlon pair,
The attribute and factor specifications lists and the score

function are the same as for lexical category defini{tions,

Figure II-7 LISP Factor Function for a Category Detinition

(NP,LEXFACTORFN (LAMBDA (CFALTWQRD)
(PROG ((CFALTATTRS (ROR (CADR CFALTWORD) (CADAR CFALTWORD)))
FACTV U VW XY 1)
(CASEGO (LENGTH (CDR CFALTWORD)) L1 L2 FIN)
Li
(NCONC CFALTWORD (CONS 80 NIL))
(SETG CFALTSCORE (APPLYX SCOREF CFALTSCORE (CDDR CFAUTWORD)))
(COND ((SLQ (SCRZ2INT CFALTSCORE) CTPRUNETHRESHHOLD) (GO PRUNE)))
(RETURN (QUOTE RESCHEDULE))
L2
(RPLACA (CDR CFALTWORD) (SETQ CFALTATTRS (COPYPRSARRAY
(CADAR CFALTWORD))))
(SETA CFALTATTRS 23 (MAPPING (GETA CFALTATTRS 22) PLEFT PRIGHT))
(COND ((EQ 0 (SETQ FACTV
(MAPCNVT (CADDR (GETA CFALTATTRS 23))
(GETA CFALTATTRS 3)))) (GO PRUNE)))
(NCONC CFALTWORD (CONS FACTV NIL))
FIN
(SETQ CFALTSCORE (APPLYX SCOREF CFALTSCORE (CDDR CFALTWORD)))
(COND ((SLQ (SCR2INT CFALTSCORE) CTPRUNETHRESHHOLD) (GO PRUNE)))
(SETA CFALTATTRS 316 (SEMCALL (QUOTE SEMRNPS)
(GETA CFALTATTRS 15)))
(SETA CFALTATTRS § (CAR (GETA CFALTATTRS 23)))
(SETA CFALTATTRS 2 (CADR (GETA CFALTATTRS 23)))
(RETURN (QUOTE SPAWN))
PRUNE
(RETURN (QUOTE PRUNE)

In Figure II=10, the second intermediate representation
is shown after the rule redundancy function has been applied to
increase the number of attributes from @& to 117, increase the

number of factor statements from 13 to 26, and specity the score

funnction, Finally, the immense factor function produced by the
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compiler is presented {in Figure II~ii, Like the lexical factor fgi
function, this one reflects detailed knowledge of the parser ;?;
design and {s much more complex and difficult to comprehend than ﬂé
the external representation, These would be critical defects it fﬁi
humans had to deal with factor functions directly; however, since :;E-
the functions are constructed automatically and never seen by the %35
researchers (except the ones debuqging the language definition ;Eii
compiler), what would be defects can be accepted as harmless side ;j—

effacts of the desire for efficiency,
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Figure Il-8 External Representation for a Composition
Rule Definition

RULE,DEF 88 S = AUXB NPiNP{ NPsNP2
ATTRIBUTES
RELN,CMU,FUCUS FROM NPQ,
MOOD = "(YN),
TRANS := 0,
AFFNEG FROM AUXB,
SEMANTICS = SEMCALL("SEMRS8,SEMANTICS(NP1),SEMANTICS(NP2)),
PITCHC s FINDPITCHC (PLEFT,PRIGHT))
FACTORS
GCASEY = IF GCASE(NP1) EQUAL "(ACC) THEN QUT ELSE 0K,
PROB = LKXi,
GCASE2 = IF GCASE(NP2) EQUAL "(ACC) THEN OUT ELSE OK,
MOOD1 = IF MOOD(NP1) EQUAL "(WH) THEN BAD ELSE 0K,
MOOD2 = IF MOOD(NP2) EQUAL "(WH) THEN BAD ELSE 0K,
NBRAGR} IF CMU EQUAL "(UNIT) THEN
(IF NB(AUXB) EQUAL "(SG) THEN 0K ELSE 0UT)
ELSE IF GINTERSECT(NBR(NP{),NBR(NP2)) THEN OK ELSE OUT,
NBRAGR2 a IF CMU(NP2) EQUAL "(UNIT) THEN OK ELSE
IF GINTERSECT(NBR(NP2),NBR(AUX3)) THEN OK ELSE OUT,
PERSAGR = IF GINTERSECT(PERS(NP1),PERS(AUXB))
THEN OK ELSE OurT,
FOCUS s IF FOCUS(NP1) EQ "INDEF AND FOCUS(NP2) EQ "DEF
THEN POOR ELSE 0K,
RELN = IF RELN EQ "T THEN
IF CMU EQUAL "(UNIT) THEN VERYGOOD ELSE OK,
SCORE IF NOT VIRTUAL,
STRESS = IF VIRTUAL THEN OK ELSE
SELECTQ STRESS(AUXB) WHEN UNREDUCED THEN GOOD,
PITCHC = IF VIRTUAL THEN 0K ELSE
IF PITCHC EQ "HIRISE THEN GOOD ELSE OKj
EXAMPLES
IS A LAFAYETTE THE SUBMARINE? (POOR)
IS IT A LAFAYETTE??2(GOOD,I,E, WITH HIRISE)
IS WHAT THE SURFACE DISPLACEMENT (BAD),
IS THE LAFAYETTE A SUBMARINE? (OK)j
END;y

__________
-

‘‘‘‘‘‘‘‘

H"l-l)'“ " a "ot

> 4_».-"-.’-“"\..._’;'-
» - »

A A A S T AL

L U
‘¢

Dt "“. "-
e M
e S A

o
La

AT Y 141- F’ o
£ ; ! "t
Nl . 2 ava d } PR

£

R
P |

TeTE"
P
P

v
r-
[
>k--
L




?% SPEECH UNDERSTANDING RESEARCH Page Il=48
b The Detinition System

- Figure II~g First Intermediate Representation |
| tor a Composition Rule Definition c:

(S8 (8 NIL NIL (AUXB AUXB) (NP{ NP) (NP2 NP))
((RELN (RELN NP1))
(CMU (CMU NP1)) i
(FOoCUsS (FOCUS NP1)) B
(MOOD (QUOTE (YN))) oy
(TRANS 0) '
(AFFNEG (AFFNEG AUXB))
(SEMANTICS (SEMCALL (QUOTE SEMRS8) (SEMANTICS NP{) o
(SEMANTICS NP2))) &
(PITCHC (FINDPITCHC PLEFT PRIGHT))) -
((GCASE] (COND ((EQUAL (GCASE NP1) (QUOTE (ACC))) OUT) b
(T 0K))) -
(PROB LK1)
(GCASE2 (COND ((EQUAL (GCASE NP2) (QUOTE (ACC))) OUT)
(T 0K)))
(MOOD1 (COND ((EQUAL (MOOD NP1) (QUOTE (WH))) BAD) (T OK)))
(MOOD2 (COND ((EQUAL (MOOD NP2) (QUOTE (WH))) BAD) (T 0K)))
(NBRAGR{ (COND ((EQUAL CMU (QUOTE (UNIT)))
(PROGN (COND ((EQUAL (NBR AUXB)
T (QUOTE (S8G))) OK) (T OUT))))
i (T (COND ((GINTERSECT (NBR NPi) (NBR NP2); OK)
e (T 0UTY)))
e (NBRAGR2 (COND ((EQUAL (CMU NP2) (QUOTE (UNIT))) OK)
M, (T {COND ((GINTERSECT (NBR NP2)
ue (NBR AUXB)) 0K) (T OUT)))))
i (PERSAGR (COND ({GINTFRSECT (PERS NPi) (PERS AUXB)) OK)
e (T OUT))) .
(FOCUS (COND ((AND (EQ (FOCUS NP1) (QUOTE INDEF))
(EQ (FOCUS NP2) (QUOTE DEF))) POOR)
(T 0K)))
(RELN (COND ((EQ RELN (CUOTE T))
(COND ((EQUAL CMU (QUOTE (UNIT))) VERYGOOD)
(T 0K)))))
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(SCORE (NOT VIRTUAL))
¥ (STRESS (COND (VIRTUAL OK) L
X (T (SELECTQG (STRESS AUXB) (UNREDUCED GOOD) i
¢ NIL)))) s
- (PITCHC (COND (VIRTUAL OK) o
h (T (COND ((EQ PITCHC (QUOTE HIRISE)) GOOD) o
o (T 0K)))))) e
T NIL) i
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Figure II=10 Second Intermediate Representation
for a Composition Rule Detinition

(38 (S NIL NIL (AUXB AUXB) (NP1 NF) (NP2 NP))

((PHRMAPINFQ (PHRM STRING PLEFT PRIGHT))
(LSTWD (PROGN (SETQ X STRING)

(COND ((OR (EQ X (QUOTE UNDEFINED))

(NULL (LASTEL X)))
(QUOTE UNDEFINED))
(T (LASTEL X)))))

(FSTWD (PROGN (SETQ X STRING)

(COND ((OR (EQ X (QUOTE UNDEFINED))

(NULL (CAR X)))
(QUOTE UNDEFINED))
(T (CAR X)))))

(STRING (APPENDALL (STRING AUXB) (STRING NP1) (STRING NP2))?
(BULK (ADDBULK 2 (BULK AUXB) 2 (BULK NPi) 2 (BULK NP2) 2))
(DEPTH (MAXDEPTH (DEPTH AUXB) 2 (DEPTH NP1) 2 (DEPTH NP2) 2))
(SIZE (ADDSIZE (SIZE AUXB) (SIZE NP1) (SIZE NP2)))
(RIGHT (SETRIGHT (RIGHT NP2) PHRMAPINFO))
(LEFT (SETLEFT (LEFT AUXB) PHRMAPINFOQ))
(RELN (RELN NP{))
(CMU (CMU NP1))
(FOCUS (FOCUS NP1))
(MOOD (QUOTE (YN}))
(TRANS 0)
(AFFNEG (AFFNEG AUXB))
(SEMANTICS (SEMCALL (QUOTE SEMRSS) (SEMANTICS NPQ)

(SEMANTICS NP2)))
(PITCHC (FINDPITCHC PLEFT PRIGHT)))
((NP2 (CSCORE (SCORE NP2)j)
(NP1 (CSCOKE (SCORE NZ1)))
(AUXB (CSCORE (SCORE AUXB)))
(BOTHFIXED (CHECKTIMES LEFT RIGHT))
(GCASE3] (COND ((EQUAL (GCASE NP1) (QUOTE (ACC))) 0UuUT)

(T 0K)))

(PROB LK{§)

(GCASE2 (COND ((EQUAL (GCASE NP2) (QUOTE (ACC))) 0UT)
(T 0K)))

(MOOD! (CUND ((EQUAL (MOOD NP1) (QUOTE (WH))) BAD) (T 0K)))
(MOOD2 (COND ((EQUAL (MOOD NP2) (QUOTE (WH))) BAD) (T OK)))
(NBRAGRY (COND (CEQUAL CMU (QUOTE (UNIT)))
(PROGN (COND ((EQUAL (NBR AUXB
(QUOTE (SG))) OK) (T OUT)I)I))
(T (COND ((GINTERSECT (NBR NP1) (NBR NP2)) OK)
T 0UT)))))
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Figure 1I-10 Second Intermediate Representation
for a Composition Rule Definition (concluded)

(NBRAGR2 (COND ((EQUAL (CMU NP2) (QUOTE (UNIT))) OK)
(T (COND ((GINTERSECT (NBR NP2)
(NBR AUXB)) 0OK)
(T 0UT)))))
(PERSAGR (COND ((GINTERSECT (PERS NP{; (PERS AUXB)) OK)
(T OUT)))
(FOCUS (COND ((AND (EQ (FOCUS NPi) (QUOTE INDEF))
(EQ (FOCUS NP2) (QUOTE DEF))) POOR)
(T 0K)))
(RELN (COND ((EQ RELN (QUOTE T))
(COND ((EQUAL CMU (QUOTE (UNIT))) VERYGOQD)
(T 0K)))))
(8CORE (NOT VIRTUAL))
(STRESS (COND (VIRTUAL 0OK)
(T (SELECTQ (STRESS AUXB)
(UNREDUCED GOOD) NIL))))
(PITCHC (COND (VIRTUAL OK)
(T (COND ((EQ PITCHC (QUOTE HIRISE)) GOGD)
(T 0K)))))
(DEPTH (DEPTHSCORE DEPTH))
(BULK (BULKSCORE BULK))
(SCORE (NOT VIRTUAL))
(PHRMAPPING (COND (VIRTUAL OK)
(T (PMCHECK PHRMAPINFO STRING))))
(SCORE (NOT VIRTUAL))
(COART (COND (VIRTUAL OK) (T (COART (RIGHT AUXB)
(LEFT NP1)))))
(COART (COND (VIRTUAL OK) (T (COART (RIGHT NPY§)
(LEFT NP2)))))
(SCORE (NOT VIRTUAL))
(SEMANTICS (SEMCHK SEMANTICS)))

RULESCOREFN?
................
.........................................
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Figure Il=11 Factor Function for a Composition Rvle Definition

(S8 ,FACTORFN (LAMBDA NIL (PROG (U VW XY Z)
(COND ((EQ 0 (SETA RFFACTORVALS { (CSCORE
(NTHEL RFRHSSCORES 3)))) (GO FAIL)))
(COND ((EQ 0 fSZITA RFFACTORVALS 2 (CSCORE
(NTHEL RFRHSSCORES 2)))) (v0 FAIL)))
‘ (COND ((EQ 0 (SETA RFFACTORVALS 3 (CSCORE R
3 (NTHEL RF YSSCORES 1)))) (&0 FAIL))) S

T N . b % B e QTR e M

4’ Z'

Y (SETA RFATTRS 3 (APPEN: ALL (GETA RFCLATTRS 3) S
1 (GETA RFCJATTRS 3) (GETA RFCIATTRS 3))) Tt
. (SETA RFATTRS 20 (PHRM (GETA RFATTRS 3) PLEFT PIICGHT)) S
; (SETA RMATTRS 2 (SETRIGHT (GETA RFC3ATTRS 2) i*““j
5 (GETA RFATTRS 20))) -
(SE™A RFATTRS { (SETLEFT (GETA RFC{ATTRS 1{) sl

(GETA RFATTRS 20))) RRA

(COND ((EQ 0 (SETa LEFFACTORVALS 4
(CHECKTIMES (GETA RFATTRS 1! (GETA RFATIRS 2))))

. (GO FAIL)))

¢ (COND ((EQ 0 (SETA RFFACTORVALS §

I (COND ((EGUAL (GETA RFC2ATTRS {i) (QUOTE (ACC))) OUT)
3 (T 0K))))

B (GG TAIL)))

- (CUND ((EQ 0 (SETA RFFACTORVALs 6 LK{)) (GO FAIL)))

1 (COND ({EQ ¢ (SETA RFFACTORVALS 7

(CONL ((EQUAL (GETA RFC3ATTRS 11) (QUOTE (ACC))) OUT)
(T 0K)))) (GO FAIL)))

5 (COND ((EQ 0 (SETA RFFACTORVALS 8

! (COND ((EQUAL (GETA RFC2ATTRS 14} (QUOTE (WH))) BAD)

E; (T 0K)))) (S0 FAIL)))

(COND r(EQ 0 (SETA RFMACTORVALS 9

_ (COND ((EQUAL (GETA RFCIATTRS 14) (QUOTE (WH))) BAD)
£ (T 0K)))) (GO FAIL)))

X (SETA RFALTRS 5 (GETA RFC2ATTRS 7))

1 (COND ((EC 0 (SETA RFFACTORVALS 10 -
x (CUND ((EQUAL (GETA RFATTRS $) (QUOTE (UNIT))) -
- (PROGN (COND ( (EQUAL (GETA RFC{ATTRS 6) -
1 (QUCTE (8G))) OK) ¢(T OUT)))) b .4

(T (COND ((GINTERSECT (GETA RFC2ATTIS 12) ISR
(GETA RFCIATTRS 12)) 0K) e

L (T 0UT3))))) (GO FAIL))) S
W (COND ((EQ 0 (SETA RFFACTORVALS 11t e
2 (COND ({EQUAL (CETA RFC3ATTRS 7) (QUOTE (UNIT))) OK) SR
¢ (T ("OND ((GINTERSECT (GETA RFC3IATTRS 12)

. (GETA RFCY{ATTRS 6)) OK)

" (T 0UT)))))) (O FAIL)))

¢
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Figure Ileii Factor Function for a Composition Rule Lefinition

(COND

(COND

(SETA
(COND

(COND

(COND

(SETA
(COND

(SETA

« S = “ . o
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(continued)

(CEQ 0 (SETA RFFACTORVALS 12
(COND ((SINTERSECT (GETA RFC2ATIRS 9)
(GETA RFCIATTRS 4)) 0K)
(T 0CT)))) (GO FAIL)))
(CEQ 0 (SETA RFFACTORVALS {3}
(COND ((AND (EQ (GETA RFC2ATTRS 10) (QUOTE INDEF))
{(E@ (GETA RFC3ATTRS 10) (QUOTE DEF))) POOR)
(T 0K)))) (GO FAIL)))
RFATTRS 4 (GETA RFC2ATTRS 5))
((EQ 7 (SETA RFFACTORVALS {4
(COND ((EQ (GETA RFATTRS 4) (QUOTE T))
(COND ((EQUAL (GETA RFATTRS S) (QUOTE (UNIT)))
VERYGOOD) (T 0K)))))) (GO FAIL)))
((NOT VIRTUAL)
(SETQ RFSCORE (APPLYX RFSCOREFN RFSCORE RFFACTORVALS))
(COND ((SLG (SCR2INT RFSCORE) CTPRUNETHRESHHOLD)
(GO FAIL)))))
(CEQ 0 (SETA RFFACTORVALS {5
(COND (VIRTUAL OK)
(T (SELECJQ (GETA RTCH{ATTRS §)
(UNREDUCED GOODj NIL))))) (GO FAIL)))
RFATTRS 6 (FINDPITCHC PLEFT PRIGHT))
((EQ 0 (SETA RFFACTORVALS {6
(COND (VIRTUAL OK)
(T (COND ((EQ (GETA RFATTRS 6) (QUOTE HIRISE)) GOOD)
(T 0K)))))) (GO FAIL)))
RFATTRS 14 (MAXDEPTH (GETA RFCL{ATTRS 10)
2 (GETA RFC2ATTRS 20) 2 (GETA RFC3IATTRS 20) 2))

(COND ((EQ 0 (SETA RFFACTORVALS {7

(DEPTHSCORE (GETA RFATTRS 14)))) (GO FAIL)))

(SETA RFATTRS 15 (A[ 'BULK 2 (GETA RFCY{ATTRS {1)

2 (GETA RFC2A/TRS 21) 2 (GETA RFC3IATTRS 21) 2))

(COND ((EQ O (SETA RFFACTORVALS 18 (BULKSCORE

(GETA RFATTRS 15)))) (GO FAIL)))

(COND ((NOT VIRTUAL)

(SETQ RFSCORE (APPLYX RFSCGREFN RFSCORE RFFACTORVALS))

(COND ((8LQG (SCR2INT RFSCORE) CTPRUNETHRESHHOLD) (GO FAIL)))))
(COND ((Et 0 (SETA RFFACTORVALS {9

(COND (VIRTUAL OK)
(T (PMCHECK (GETA RFATTRS 20)
(GETA RFATTRS 3)))))) (GO FAIL)))

(COND ((NOT VIRTUAL)

(SETQ RFSCORE (APPLYX Y¥SCOREFN RFSCORE RFFACTORVALS))

(COND ((SLQ (SCR2INT RFSCORE) CTPRUNETHRESHHOLD) (GO FAIL)))))

- 0 .
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Figure II-11  Factor Functien for a Composition Rule Detinition S,
(concluded)

(COND ((EQ 0 (SETA RFFACTORVALS 20 s
(COND (VIRTUAL OK)

(T (COART (GETA RFCIATTRS 2) (GETA RFC2ATTRS 1))))))
(GO FAIL)))

(COND ((EQ 0 (SETA RTFACTORVALS 21
(COND (VIRTUAL 0OK)
(T (COART (GETA RFC2ATTRS 2)

(GETA RFC3ATTRS 1)))))) (GO FAIL)))
(COND ((NOT VIKTUAL)

(SETQ RFSCORE (APPLYX RFSCOREFN RFSCORE RFFACTORYVALS)) Pl
(COND ((SLQ (SCR2INT RFSCORE) CTPRUNETHRESHHOLD) (GO F2IL))))) Lo
(SETA RFATTRS 12 (SEMCALL (QUOTE SEMRS8) (GETA RFC2ATTRS 18) EE

(GCTA RFCIATTRS 18))) .

(COND ((EG 0 (SETA RFFACTORVALS 22 G
(SEMCHK (GETA RFATTRS 12)))) (GO FAIL)Y)) S

(SETQ RFSCORE (APPLYX RFSCOREFN RFSCORE RFFACTORVALS)) o
(COND ({8LQ (SCR2INT RFSCORE) CTPRUNETHRESHHOLD) (GO FAIL))) lesicCh

(SETA RFATTRS 17 (PROGN (SETQ X (GETA RFATTRS N

(COND ((OR (EQ X (QUOTE UNDEFINED)) (NULL (LASTEL X)))
(QUOTE UNDEFINED)) AN
(T (LASTEL X))))) ot

(SETA RFATTRS 16 (PROGN (SETQ X (GETA RFATTRS 3)) )
(COND ((OR (EQ X (QUOTE UNDEFINED)) (NULL (CAR X)))

(QUOTE UNDEFINED))

(T (CAR X))))) N
(SETA RFATTR3 13 (ADDSIZE (GETA RFCI{ATTRS 9) SR
(GETA RFC2ATTRS 19) (GETA RFCIATTRS 19))) e
(SETA RFATTRS 7 (GETA RFC2ATTRS 10)) L
(SETA RFATTRS 9 (QUOTE (YN))) e
(SETA RFATTRS 8 0) el
(SETA RFATTRS 10 (GETA RFCIATTRS 7)) A
(RETURN T) b
FAIL (RETURN NIL))))
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E,. Conclusions

The most significant features of the definition system are
the prominent place given to Zactors tor avaluating phrases, the
emphasis on different definitichn representations for human and
computer, and the first steps toward a capability for including
generalizations about the language in the form of redundancy
rules, The factor mechanism provides a unitorm way of integrating
a variety of knowledge sources, many of which may depend on
uncertain intormation or probabilistic tendencies, As such,
factors are of practical interest as an approach to problems of
system integration and guidance of the parsing process, These
{ssues are discussed elsevhere i{n relation to the parser, In
addition, factors may be of interest linguistically with respect
to work on systematic covariation (modeled by Labov and others
with the ald cf ‘variable rules’; see Cedergren and Sankotf, 1974)
and vork on quasiscontinuous, “squishy’ phenomena in language
(vork begun and most intensively pursued by Ross; sce Ross, 1972,

1973a, 1973b, and Lakoft, 1973),

The use of different representations and autonmatic
compilation og the computer’s {nternal tform of the language
definition from the human’s external form of the definition have
Several beneficlal results, The most important is the increased
freedom i{n the attempt to satisfy jointly the conflicting goals of
having a representation that leads to etficien. computation while

also having one that allows a clear definit‘on ¢f the language,
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An additional benefit of the dual representation approach, is the

— e ]

ability to make the external form of the definition relatively bepunii

neutral with respect to the design of the parser while still

having an internal representation tailor=made for the particular

parsing strategy. Furthermore, changes in the representationa; o el

i e T

needs of the parsing system can often be accommodated by making

1Y 1‘_‘! 'll

changes in the language definition compiler rather than modi!yinq

F‘ the definition itself, k-

Redundancy rules are expected to be of incroasinq importanco

i i

as a vay of stating generalizations that will simplify the ;a“E
language definition, With radundancy rules that are applied
during the compilation process, it should be possible to state in
a single place {n the external definition a generalization about o]
the language that has widespread effects on the internal

definition, Thus t..2 information about some language feature can

be concentrated in one place in the human’s version whila stil} iﬁii
being giver whatever is found to be the most efficient

representation in the computer’s version,

The development of the definition system has been influenced

by three main sourcex of ideast the work in linguistics on various
approaches to defining natural languages, the work {n computer
science on translator writing systems tor programming languages )
(tee Feldman and Gries, 1968), ard the other work {n artificial

intelligence on language understanding. In this last category,

e

one influence on the development of the definition system was a .
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series of discussions, not always ending {n agreement, with the
members of the PHLIGA project of Philips Research
Laboratories,(9) Their stalwart defense of the use of restricted
context free rules and the value of distinguishing formal
definition ¢from {implementation details must have contributed to
our own shift away from a strict ‘proceduralist’ viev (Paxtcn and

Robinson, 19733 Paxton, 1974).

The definition system (and the complementarvy parsing system
described below) {s written in SDC INFIX LISP and runs in the SDC
LISP system on the IBM 370 and (through a translator) in INTERLISP
on the DEC PDP 10, It {s structured so that, in addition to being
able to compile an entire language definition, parts of the
deti{nition can be {ndividually recompiled, For example, if an
attribute or factor statement in a particular rule is changed, the
internal language definition can be updated by simply recompiling
that one rule, This i{s a valuable capability with a detfinition

that is undergoing continual refinement and development,

There are two major forces for change in the detinition
systems humanemotivated demands for extensions to the external
representation and computer-motivated demands for revisions o) the
{nternal one. In the former case, advances hoPed for in the
utilization of redundancy rules are both the development of
detinition language forms for defining the rules and research into

[9] No reports have yet been published by the Philips group.
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rules with global effects on the structure of the language, o
Research will also be needed regarding the “active’ rules referred

to in the bprevious discussjion of limitations of the current

system, In the case o0of changes prompted by the needs of the

parsing system, more experimentation {s necessary to determine

what further modifications Wwill pe required, The experience to 35??
date has been that revised parser demands can usually be satisfied i:f
by changes to the compiler without affecting the external form of ZJ
the language definition, Whether this satisfying trend continues 3577
depends largely on the currently hardetoe=predict evolution of the ti;i

-

parsing system described in 8ection III,
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II1 THE PARSING SYSTEM

Prepared hy William H, Paxton

Introduction

The Parse Net

1, Phrases

2. Predictions

3, Connections in the Parse Net
4, Consumer«Producer Cycles

Types of Tasks {in a Parse
Initiating and Terminating a Parse
Phrese Values

) § value of a Phrase

2, Value of a Terminal Phrase
Focus of Activity _

1, Placing a Constituent in Focus
24 Factors Controlling Focus Stre
3. Changing Focus Strangth

4, Focus Conflicts: Word Search
5. Focus Conflictst Prediction T
6, Resolution of Focus Conflicts
Propagation of Consumer Changes
Intertaces

1. Factors and Attributes

2, Dealing with Gaps and Overlaps
3, False Acceptance Estimates

4, Lexical Subsetting

5, Word Spotting

Conclusions

A, Introduction

ngth

Tasks
asks

The activity of the parsing system can be described as the

step by step construction of ‘interpretations’ of utterances, An

L interpretation i{s a phrase of the root category of the languag?
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constituent phrases, In the parser’s search for an appropriate iy
interpretation, phrases are intrementally formed, evaluated, and E%%

combined, As this process goes on, the parser builds a data

structure, called the ‘parse net’, representing the growing

collection of phrases, and maintains another structure, called the 3§§f
) . .':\. :...

‘task queue’, encoding the alternative operations avajlaple for R
taking another step toward understanding the input, Eaeh entry in ;;ﬁ
4

the task queue specifies a procedure to be performed at a
particular location (node) in the parse net, The performance ot

such a procedure typically entails both modifying the parse net

and scheduling new tasks to make gfurther modifications, By —

factoring the parsing process into tasks that first make L
incremental changes and then spawn other tasks to be performod at
unspecified later times, the parser {s given a means of S

controlling the overall activity of the understanding system,

s :
Fig Other components of the system such as semantics and acoustics may
:] carry out large portions of a task, but it i{s the responsibility e

of the parser to decide when the task will actually be performed, :ﬁbl

ey Thus i{nstead of having a separate *‘control’ component {n the E_E:
Ll . -
£ system, decisions regarding what to do next are made by the parser e %
;;f on the basis of a complex, heuristic parsing strategy described at j?}é

§ length belov,

o Tre control aspect aof the parser’s role {is of great

importance, because only a subset of the scheduled tasks will

L%
i .

\

)

actually prove to be necessary to understand the {nput) the others ?"i
will be “false steps’ leadiny toward potential interpretations but e
--":u: Ph:
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proving to be inapproprjate for the particular utterance being
parsed, Ideslly, in deciding which task to perform next, the
parser would always choose one of the necessary tasks and never
take a false step, The utterance would be understood with the
unnecessary tasks still left {in the queue, To approach this
ideal, tne actual system must spend Some of its effort deciding
whiech task to persorm next, Such effort {s well spent {f {t
produces a net decrease in processing time, In other words, the
efficiency of the system will be improved by decisions regarding
the order in which tasks are performed if the cost of the
decisions is less than the cost of the false step tasks that would
have otherwise been performed, 3Since the potential for wasting
effort on unnecessary operations i{s particularly large in speech
understanding, the system can afford to carry out rather complex
computations in deciding what to do next, and stil]l get a big
improvement in overall efficiency, In the current system, the
decisions are based on the relative priorities assigned to the

various tasks wvaiting in the gqueue,

In establishing priorities, the parser gets important
guidance tfrom the ‘values’ the language detinition assigns to
different interpretations, Recall that in additien to defining
the possible phrases, the language definition also associates with
each phrase a s®t of factors to ba used in establighing its score

with respect to particular {nput signals and contaxts,(i] In

(1] See the discussion of factors and scores in Section II, The
Defintition Systenm,

— s

—
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that conflicts with the focus will become the highest priority
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E%é particular, each interpretation, being a root category phrase, £3§
iﬁ gets a score in this manner, The interpretation value is a sinmple ;i;
i, function (given below) of this root score, Other things being i%g
% equal, a task will be favored if it appears to lead tovard an ‘}
: interpretation with a higher value, To achieve this ranking, task :f:%
: priorities assigned by the parser tend to reflect the maximum :f‘
-il value of the i{nterpretations whose c¢onstruction the task would f

; lead to, | r:,i
[ In addition to interpretation value, response time is also an -:uj
5’ important concern, The parser must balance the goal of finding i;;é
ﬁ?' the {nterpretation with the highest value against the goal of T”:E
;. making a prompt response, Our approach to dealing with these il
;.l contlicting goals is to maintain {in the parser a set of phrases, 55'i
;” called “focus phrases’, that have been constructed in the parse ’ ﬁ
E?ﬁ and to concentrate on finding ways to extend them to & complate {523
%:! interpretation, This focusing of activity is brought about by é;ii
¥ inhibiting tasks looking for replacements for any of the focus ;T’g
ét' phrases, unless the potential replacement promises to lead to a ;ziﬁ
;94 significant improvement in value for the final {nterpretation. 0
; . Tasks contlicting with the focus of activity have their priority i??g
i, temporarily lowered so that the parser i{s blased toward bullding ;;ff
?.‘ up & complete interpretation using phrases in focus rather than E*i;
E" exploring competing interpretations that would not use focus TTT?
gf- phrases, I. the focus {s wrong, then the attempts to extend {t to . 3
E‘ a comple.2 interpretation will be unsuccessful, Eventually a task "53
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operation for the parser to perform in spite of the bias against

it, As a result, the focus set will be modified so that it is

consistent with the new task, and the parser will then concentrate

on Using the revised set of phrases, .

In addi{tion to calculating priorities of tasks on the basis
of interpretation values and focus of activity, the parser must
ensure that the information gained through the performance of the
tasks s used effectively, This is done by structuring the parse

net and the tasks that eperate on {t {n a way that brings together

related activities and coordinates them to eliminate duplication f K
é‘ of effort, By avoiding duplication, the system reduces the {11} .
= effects of the false steps {t will {nevitably take, Work done on
]' a false path {s not necessarily vasted, since {t may produce a '
I phrase that can be used {n some other way., For example, a phrase
constructed as part of an unsuccessful search for one type of
jﬁ sentence mav later appear in the final interpretation as part of a {
;- different kind of sentence, Also, false steps are not repeated,

since the system only makes one attempt to build a particular type
. of phrase in a particular lecation {n the utterance, regardless of ”;'j
how many larger phrases might {nclude {t., Mistakes are :
inevitable, but at least the system will not makc the same mistake

® twvice in one parse, - 4

L
‘0t
7
”
-
"

To summarize, the paiser balances the desire to find the R

R
s

highest value {nterpretation ¢f an utterance against the need to “ﬁw;?

make a prompt response, In a step by step manner, phrases are

.................
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created, evaluated, and combined, The choice of the next
operation to carry out takes the form of assigning priorities to ::_T
alternative tasks, Priorities reflect both the expected values of ,R-é
interpretations tovard which the task wou'd iead and the relation S
of the task to the current focus of activity. Finally, the entire
process is organized so that information gained in pertorming a

task iz shared and recorded in such a way that it does not have to

be rediscovered, B4

This sketch provides a rough outline of the parsing systen,
The remainder of this section gives a complete description, ;__;
including overviews of the parse net data structure, the types of :
tasks &nd how they interact, the operations entailed in setting S

priorities, and the interfaces to other parts of the understanding L;;;

system, (2]

B, The Parse Net T

The parse net {s the principal data stricture built by the o
parser during its search gor a complete {nterpretation of an L :;
utterance, Nodes {n the parse net arr either phrases or %ﬁ{fi
predistions for a certain category of phrase in a certain input S
-

(2] In addition to the contributions made by the members of the e
SRI Speech Understanding Research Project, the design of the n ]
parsing system also Dbenefited from criti{cal comments by Jeff e
Barnett of System Development Corporation and Joyce Friedman of PR
the University of Michigan, {
RS "]
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location,(3)
1, Phrases

Whiie an utterance is being parsed, the net contains
many phrases for different categories and different parts of the
input, The phrases can be either ‘terminal’ or ‘nonterminal’ and
‘complete’ or ‘incomplete’, Terminal phrases correspond to words
recognized in the input, and nonterminal phrases correspond to the
results of applying composition rules to constituent phrases, An
incomplete terminal phrase has only the lexical category and
possible position specified but not the particular word, A
complete terminal Phrase can be constructed from an incomplete one
by recognizing a word of the appropriate category, An incomplete
nonterminal phrase has its rule and possible position specitied
but {8 missing one or more constituents, A complete nonterminal
yﬁf phrase can be constructed from an {ncomplete one bY supplying
é!‘ complete phrases to £{1] the empty constituent positions, 1If all
l}- the constituents of a nonterminal phrase are missing, {t {s called

oy an ‘empty phrase’,

Ly

- The left and right boundaries of complete phlases are
R give,. a. times ¢from the beginning of the utterance (in tenc of
a;} milliseconds), With incomplete phrases, the system must deal with

possible as well as actual positions, For i{nstance, {f anr

[ X X X X X}
B {3) The design of the parse net was directly i{nspired by Kaplan’s
L J multiprocessing approacn (Kaplan, 1973), It s alsoc c:rarly
. relaced to the systems of Kay and Woods (See, for example, papers
by them {n Rustin, 1973),
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incomplete nonterminal phrase is missing its leftmost constituent,
then 1its actual left boundary is undetermined, Its possible lett
boundary can be specitied either as a particular fixed time (in
whieh case actual leftmost constituents myst start at that time),
or as a limiting time (meaning that leftmost constitUents must not
start before that time), Similarly, possible right boundaries can
be either a particular time or a 1imiting time hefore which

rightmost constituents must end,{4)

A Jarge part of the parser’s activity centers around
making complete phrases out of {ncomplete ones, For terminal
phrases, this requires (dentitying appropriate words {n the inpuyt,
For nonterminal phrases, it means constructing missing
constituents, A complete pPhrase that results trom an incomplete
phrase A by supplying the missing word (if A {s terminal) or the
missing constityents (42 A {s nonterminal) is callad a

‘msompletion’ of A,

{(4) In the current system, there are actually four types of
position specitications. In addition to the ¢fixed point
bour Jaries and the limit boundaries mentioned above, there are
also ‘range’ boundaries and ‘attix°’ boundaries, The range
boundary {s given by two points between which the actual phrase
boundary must fall, The aftix boundary is given in terms of a
series of atfixes and a point or range bound: ", The actual
phrase boundary must fall at a distance from - peint or range
leaving room for the af¢ixes, Range and attix boundaries are not
discussed in detai) because they will be eliminated in the next

version of the systen,
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2, Predictions -~

Ty

T l‘l
A
Ly

In addition to phr&ses, the parse net contains nodes s

called predictions, A prediction is initially created to reflect

a missing constituent in some lncomplete nonterminal phrase, Fronm

» the rule pattern and time constraints of the Dhrase, {t {s

L;Z possible to specify category and time constraints for the missing &f
constituent, and these together serve to individuate a particular
prediction, The catc. ory and position constraints of the
prediction can be satisfied either by terminal phrasez, if the
predicted category has lexical entries, or by nonterminal phrases,
F i there are composition rules for the category, Just as thers
x can be many ways to satisfv a prediction, there also can be many
phrases vaiting for the prediction to be satistied, since the same
prediction {8 shared by al)l phrases missing a constituent with the
e same category and time constraints, Thus predictions serve as
intermediaries between sets ot incomplete phrases, all missing a
constituent of a particular category at a particular place in the
input, Ind other sets of incomp.ete phrases that might supply the

missing element,

;—‘ C
3 3, Connections {n the Parse Net o
B Most of the direct connections in the parse net are L
I _

v between predictions and phrases, There are no direct -
i’ prediction=~to-prediction connections, and the only direct -
3 phrasestoephrase connections are the ‘{mmediate constituent’ links N
o -
o from nonterminal phrases to the complete phrases used to construct Y
L _
- e
b L L L T L e T e e R P PR i
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them, Complete phrases alse have an ‘instantiation’ link from
predictions that they satisfy, Figure III-! shows the two Kinds
of 1inks to a complete phrase: the immediate constituent link from
a (complete or incomplete) nonterminal phrase and the
{nstantiation 1link from a prediction, A complete Dhrase can be
pointed to by many links of each kindeeit can be a constituent of
many phrases and an {nstantiation of many predictions, (The
procedures that estaclish these and other connections {n the parse

net are di{scussed later {(n this section,)

Nonterminal phrase containing
Phrase 2 as a constituent

PREDICTION 1

immediate
Constituent

Link Instantiation
Link

Complete phrase of category C
at location X in the input

FIGURE ll1-1 LINKS TO A COMPLETE PHRASE

Prediction for category C
at 'ocation X in the input

SA 3804 1

The direct connections between 1{incomplete pPhrases and
predictions are of two types (see Figure 111-2), The

bidirectional li{nk betveen an incomplete nonterminal phrase and
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Incomplete nonterminal phrase missing
CONSUMER an immediate constituent of category C
at location X in the input

Consumer f g
Link La
_;.,;;:
55
Rt
Prediction made by Phrase 3 for a ‘:‘s""
PREDICTION 2 phrase of category C at location X ’.':'.ﬂ
in the input :-'j‘_’
]
Producer
Link
Incomplete phruse of category C that
PRODUCER PHRASE 4 might be completed at location X in

the input

SA-3804-2

FIGURE [lI-2 CONSUMER AND PRODUCER LINKS
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one of its predictions {s labeled a ‘consumer’ 1ii'k, and the
phrase {s referred to as a ‘consumer’ tor the prediction, This
terminology reflects the fact that phrases produced accoriing to
the constraints of the prediction will be utilized as
constituents of the consumer phrase, Similarly, the
bidirectional 1ink between & prediction and an incomplete phrase
that satisfies the prediction’s constraints is called a ‘producer’
link, and the phrase {s referred to a%v a °‘producer’ for the
prediction, This {s because completions of the phrase producc
constituents to be used by the consumers of the prediction, Note
that the set of producers and the set of consumers are not
didjoint classes of phrases; a phrase may be producer with respect
to some predictions and at the same time a consumer for others,
In general, a phrase may be a producer for any prediction whose
constraints {t satisfies and a consumer for any prediction it has
made, Since a prediction may also have many consumers and many
producers, the parse net is richly connected (and can even beconme
cyclis as discussed below), A simple contiguration is shown in
Figure III=2, A consumer, Phrase 3, {3 joined by 2 consumer 1link
to one of {ts prediction® Prediction 2, which {n turn {s joined

bty a producer link to one of {ts producers, Phrase 4,

Figure IlI=3 gives a specific example of this kind of
contiguration, Phrase 3 {n this {instance is an empty phrase
spanning the {nput corresponding to rule S1 from the SRI 1language

definition, Rule S{ produces phrases of category § from two

i
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W
= Rule S1 S = NP VP oy
CONSUMER PHRASE 3 Left position fixed at utterance start ‘.
Right position fixed at utterance end .
Consumer

Link

Prediction for phrase of category NP
PREDICTION 2 Left position fixed at utterance start
Right position limited by utterance end

Producer
Link S

An incomplete NP phrase :
PRODUCER PHRASE 4 Same location specifications (W™
as Prediction 2 [

SA-3804-3

FIGURE II[-3 A CONSUMER-PRODUCER CONFIGURATION '
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constituents: a noun phrase (NP) followed by a verb phrase (VP),
Phrase 3 {s thus missing (in addition to the verb phrase) an NP
starting at the beginning of The input, so there s a consumer
link from Phrase 3 to a prediction for an initial NP, The
prediction {s linked tv & producer phrase, Phrase 4, of category
NP, Phrase 4 has {ts left boundaty tixed at the start of the
utterance anc may be either a terminal phrase, in which case (¢t
can be completed by ¢f£inding a word from category NP (such as
"{t"), or a nonterminal phrase, in wvhich case {t corresponds to
some rule for con#tructing NPs (such as a rule combining a
determiner and a nom{nal), 1In either case, a completion of Phrase

¢ weuld become an instantiation of Prediction 2 and an {mmediate

constituent of (a copy of) Phrase 3,

In addition to the direct connections in the net, some
of the {indirect connections are {mportant for describing the
operations of the parser, The (direct) econsumers of a phrase are
reached by following fi{rst a producer link from the phrase to a
prediction and then a consumer link from the prediction to another
phrase, Equivalently, the consumers of a phrase can be defined to
be the consumergs o0f the predictions for which the phrase 15 a
producer, For example, {n Figure IIl-3, Phrase 3 (s a consumer
for Phrase 4. Since the consumers are alse phrases, they in
general nave consSumers <themselvVes Unless they are root category
phrases, This makes It possible to follow links from a phrase
alorg a pith of more and more {ndirect consumers urnt{l reaching an

*ultimatr. consumer’, Each such maximal consumer path from a
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phrase 1iepresents a potential context for ¢the Dhrase, The

collection of such paths plays an important part {in determining

the priority of completing the phrase,

The producer paths from a phrase are defined {n a
similar manner, The (direet) producers for a phrase are reached
bY following fi{rst a consumer link an¢ then a producer link, In
other words, they are the producers for the predictions for whieh
the phrase {s & consumor, The symmetry o. the producer and
consumer definitions means that producer paths are simply consumer
paths viewed trom the opposite direction, 7hus, fn Figure 1IJIe3,
Phrase 4 1s a producer for Phrase 3, Producer paths are discussed
gurther in conjunction with the propagation of changes in the

parse net,
4, ConsumereProducer Cycies

Because of recursion in the language, cYcias can oceur
fn  consumereproducer paths So that a phrase can be a
consumereproducer for itself,{S] This most often occurs with a
phrase having a 1limit for either its left or right time
specification rather than hnaving both times fixed, For
clarification, consider Figure IIlel {n which Phrase & (like
Prediction 2) has its left position fixed at the beginning of the
utterance and {ts right position 1limited by the end of the
utterance, Note¢ that the limit is not as far left as it might be,

since, to be of use in Phrase 3, the noun phrase must stop far

(S] This discussion can be skipped on first reading,

a3 . - ar P - o .
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: enough before the end of the utterance to leave room for a verb

;! phrase, However, if limits were alvways set as tight as possible,

in addition to Prediction 2 and {ts producer phrases, there would

be duplicate sets of predictions and producers for {nitial NPs

with slightly different right 1limits correspondine to different

possible constituent strings making up the rest of the utterance,

(i J FF—""-H'_
A it

For example, there would be at leactt one for an AUXB NP sequence

:! (for sentences 1like "wWhat {s {t?"), a second for an AUXD NP VP

-
L

Sequence (as in "Wnat do you know?"), and others for sequences
beginning with a nominal (for cases in which the NP is used as a

possesive determiner as in "The ship’s speed is 30 knots,"), All

e

these cases vwould have sliyhtly different limits but would cause
essentially {dentical tests to be performed at the beginning of
i‘ the utterance, Acoustic mapping, for {nstance, will be guided by
& the fixed left boundary and is not 1ikely to be affected DY a
small change in the right 1limit, By discarding the small
E! difterences in right 1imits, all these searches can be merged into
i a sirgle search ¢tor an initial noun phrase free to end anyvhere
- within the utterance, The savings from merging the¢ Searches {n

-8 thi¢ way more than compensate for the small loss in Precision with

respect to the right time 1limit,

o As a result of restricting position 1imits to the

boundaries of the u. srance, left recursion in the language (i.e.,
;?; the existence of rules allowing a phrase to begin with a subphrase
of the same category) leads to ctonsumereproducer loops for phrases

witr right position limits, and right recursjion leads to loops for

-~ - -
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phrases witnh lett position limitz, Noun phrases exemplifty both
types of recursiont! left recursion si{nce an NP can begin with a
determiner that can {n turn be a possessive NP (thus the NP "the
ship’s speed" begins with another NP "the ship"), and right
recursion since an NP can 2nd w{th modifiers such es prepositional
phrases or relative clauses that in turn can end in NPs (as {n

"the speed of the ship"),

Although c¢onsumersproducer loops are most often
associated with 1imit position lp@citications. they can occur even

with both positiors fixed if the language contains rules such that

a phrase can b» ci 'pletely represented in the accustic signal by a
subphrose of the s¢ne category, Again noun phrases provide an
example, since by ellipsis an NP can be reduced to a determiner ; 'T
alone, the determiner can be a possessive noun phrase, and the .aii
possessive sutfix can be indiscernible in a spoken utterance if i

the NP is plural, This s {llustrated by sentence i, -

(1} The M&rx brothers’ favorite joke 4{s vulgar, but the Three

Stooges’ is obscene,

Consumer~producer loops are accounted for in the parser and are l3¢i
’- + '..
mentiored again in the following discussions. Ry
)
Ce Types of Tasks in a Parse
L L

An {nitfal characterization can nov be given of %he types of

.......
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tasks performed by the parser, In genera}l, the performance ot a

task entails modifying the parse net and scheduling new tasks to =2

pertorm further modifications, The most frequent tasks i{n a

iiﬂ typical parse are prediction tasks and word search tasks, When a
prediction {s created, it i{s first entered i{n the net and linked

to its initia)l consumer, Empty nonterminal Producer Pphrases for

£ the prediction are created in a manner described belovw, and, it

E‘ there are lexical entries for the predicted category, an empty - :
; terminal producer phrase is created along with an associated task .

b to begin looking for words, If later the word search task tinds a {
E. vord in the {nput, then a complete terminal phrase is created,

1 entered in the net as an instantiation of the prediction, and

3 distributed to the consumers, when the word search task has

]il exhausted all its possible candidate words, it prunes the empty -

terminal pnrase from the net, I¢ all the producers for a
prediction are pruned, the consumers of the prediction are alsc
pruned, since no more ways are available to provide their missing ;;?

constituents,

The result of distriduting a complzte phrase X to a consumer

W
¥

C {5 a nevw phrase C° that s a copy of C with X added as an

e

{mmediate constituent. The score of C’ must be above a certain e

k- )
5. threshold or else C’ is immediately discarded, Aissuming the score s
E; ' is all right, the treatment of C’ depends on whather it 1is f{}
Ei; romplete or not, If C’ is complete, then {t too i# distriputed, o
. If C* {s {ncomplete, a task {s scheduled to predict one of its
;' nissing constituents, Note that the original consumer phrase C is e
;3
é‘ i
R A ,':f_,"'.;-, e
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unatfacted by the creation of C°; C remains in the net waiting for
other phrases Jike X to be found, in which case C will be copiled
again to create another parase like C’ for the new constituest,
For example, if C {3 Pnrase 3 ot Figure III«3, then X is an NP, C’
{s an {ncomplete S phrase, and the scheduled task will predict a
VP with left position fixed equal to the right of X and right
position fixed at the end of the utterance, Pnrase 3 is lett

vaiting tor other NPs to be found at the start of the input,

As mentioned above, vhen a prediction is made, empty
nonterminal producer phrasss corresponding to each of the language
definition rules for the predicted category are created along with
a task for each nev producer to make a subsequent prediction for
one of its missing constituents, The prediction task begins by
determining which of the missing constituents can be used as the
basis of a prediction, Predictions are restricted to cases in
which at least one of the 1left or right positions is a fixed
boundary rather than a limit, 80 not all missing ccnsrituents will
quality, (6] The left position of a missing constituent is f{Xed
{f {t {s both the leftmost constituent of the phrase &nd the ieft
boundary of the phrase i{s fixed, or the constituent inmedfately t»
{ts left {s not missing, The right position {8 fi{xed similarly b
either the right boundary of the phrase or the presence of a right

neighbor, For exampls, {f an empty phrase with two or more

(6] In the following discussion, fixed  boundary time
specifications {(nclude point, range, and aftix boundaries (as
defined in an earlier footnote), In other words, ‘fixed’ is used
as the opposite of ‘limit’,
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constituents has both left and right positions fixed, then
predictions are possible for both the leftmost and rightmost
constituents, In the parse net as a whole, there are ajvays at
least f%wo fixed phrase hounrlarieseenamely, the beginning #nd end
pvoints of the wuttcr. :ce; boundaries also arise inside the
utterance when words are i{dentified, Thus, predictions are
initially possible from both encs ¢f the utterance, and, as words

are recognized, internal predictions can be made as well,

Since {t is ofter the case that more than one prediction {is
possibli2 ¢for an incomplete phrase, the .roblem arises whether to
make all the predictions, only one, or some {ntermediate number,
The argument $¢or making all possible predictions is that any
single p:adiction could get bogged down while one of the others
might succaed and provide enough informe*ion to "rescue" the
girst, For example, consider an empty phrese . with both left and
rioht positions ¢fixed and two (missing) constituents named A and
B. It P predicts both A and B, 4f A succeeds it will give added
information and allow a Mmore precise prediction for B, and the
same will happen if B succeeds, As an illustration of hov a new
prediction basad on more information can overcome problems that
might stall the original, less precise predicrion, consider
predictions for B before and after a phrase for A has been found,
Before, the prediction for B will have only the right boundary
fixed, and thus attempts to construct a B phrase will be initi&lly
limited to a righteto-left search, After an A phrase is found, a

ne¥ prediction for B can be made with both boundaries tixed so

------
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that the search for a B phrase can also proceed in a leftetoeright =
manner adjacent to the A phrase, This {s valuable because {t can E-
lead to acoustic tests with both word boundaries fixed, and such Eih
tests can sometimes succeed in finding an acceptable mate™ where .
tests wi"- only one boundary ¢ixed would have marg..al or
unacceptable results, In addition to the added boundary

information, the A phrase can also lead to syntactic and semantiec

expectations about the B phrase that cen override innibiting
3 factors, such as lovw scores on acoustic matches, that could stall

the original B prediction,

\ The arqument for making only one prediction s that the
] instances {n which a secondary prediction vill successfully rescue
i’l & primary predi{ction will probably be infrequent, and the systenm -
NEO would do better to concentrate on a single prediction rather than
s spreading its efforts over seviral, In essence, this argument _
Eiii says that the increase in reliability from multiple predictions is :

not worth the associated decrease in efficiency, e

3 Wnen faced with a choice between reliability at the cost of
¥ . .
e efficiency or efficiency at the cost of reliability, 1t is %

appropriate to look for another alternative, In this case, bY

v
P

exploiting the task structure and scheduling abilities of the
system, it {s possible to get the efficiency ot the single ==
prediction approach without giving up the extra reliability of
*ff multiple predictions. This is done {n the following manner,

, @ Consider phrase P mentioned above that can lead to predictions for -
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either A or B, After the first prediction {s made (for A, say),
the prediction task tfor P is rescheduled at a lower priority to
make the second prediction (for B), If the first prediction {s
successful in £4nding an A phrase, a P’ {s created by adding the A
phrase to a copy of P and used to predict a following B, If that
prediction is also successful, the second prediction for P is
Unnecessary, and priorities will never fall to the point that the
prediction task for P is reactivated, However, if the tirst
prediction runs into diffjculties and no other alternatives work

out, prioritles will fall and the second prediction will be made,

When multiple predictions are possible, the parser makes the
leftmost prediction ¢f{rst, because acoustic mapping tends to be
more effective starting from the beginning of a word than from the
end, This ~auses the initial operation to proceed {n a generally
leftetoeright manner, If all goes well, words are found |{n
sequence from the left, and the input {s understood without the
use of secondary predictions, However, {f progress stalls,
causing priorities to drop, then Jlowerepriority, alternative

predictions are made entailing righteto=left movement,

D, Initiating and Terminating a Parse

During a parse, tasks are performed that modify the net and

schedule new tasks. The series of tasks is started by an impliecit

preciction for a root category Phrase spanning the input, Empty

i
A2, 2,
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nonterminal phrases with associated prediction tasks are created
for each root category rule, and an empty terninal phrase with an
associated vord search task {s created for root category lexical
entries, When the ability {s developed to spot words in the input
vithout waiting for them to be predicted, the initialization phase
¥ill also include entering ‘spotted’ words (n the parse net and
creating noaterminal phrases containing them as constituents,
This will )lead to predictions for possible constituents adjacent
to the words, The parser then goes into a cycle of removing and

performing the highest priority task on the queue,

There are several ways by which this cyecle can be terminated,
If there are no more tasks in the queue, the cycle must stop, The
parser calls the response tfunction declared {n the language
detinition, telling it that all possible vays of interpreting the
input have been considered, Atter the Tesponse tunction
terminates, tre parser returns control to the program that

originally activated {t,

The parser also calls the response function if it reaches any
one of three limits, and stops if the limit {s not relaxed, The
1imits are an upper bound on the number of tasks performed, a
lover bound on the priority of tasks to be performed, and an upper
bound on the amount of storage used by the parser, These 1imits

are {nitialized by the program that {nvokes the parser and can be

modified by the response function during the parse,
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In addition ¢to the calls mentioned above, the Tresponse
tunction {s also called whenever a complete interpretation is
constructed, The parser does not automatically stop when it finds
an interpretationt {t {s up to the response tunction to adjust the
limits to control how much more {s done to find oOthers, By
setting the lower limit on task priorities just below the value of
the found interpretation, the response function can ensure that
the search will stop before the parser begins looking for i{nterior
alternatives, By setting the 1imit on the number of tasks
performed just above the current number, {t can affect hov much
longer the search will go on, The role of the response function
is thus to collect interpretations, adjust the limits controlling
the parser, and {nit{iate a Tesponse based on whatever

interpretations have neen found when a limi{t {s finally reached,

E, Phrase Values

The preceding tketch mentioned that each cycle of the parser
starts by selecting the highest priority task, We now turn to the
question of how task priorities are determined, In general, tasks
are associated vwith an {ncomplete DPhrase and have the goal of
contributing toward completing the phrase, For {nstance, word
search tasks are to complete terminal phrases, and prediction
tasks are to complete nonterminal phrases, The major

consideration in setting the priority of such tasks i{s the °‘value’

of the associated phrase. A second considoration is the relation
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of the phrase to the current focus of activity, We first discuss
?:! the calculation of the value of a phrase and tnen turn to the
f ' question of focusing the parser by adjusting priorities,
m ' 1, Value of a Phrase
fﬁgi The ‘value’ of a phrase P is an estimate of the best
;&5 value ©f an {nterpretation containing a completion of P, The
Fl value of an interpretation is derived from the score of the
;‘ complete root category phrase forming the {nterpretation, (See
£~ the discussion of "Combining Factors into Composite Scores" in
é. Section L, The Definition System,) The actual algorithm for
? deri{ving the interpretation value from the score {s as follows, A
}f'_ constant K fixes the range of values as 0 to 100 times X,[7) A
! score 18 either an integer or a pair of integers <WEIGHT, TOTAL>,
;f‘f It the score {3 an integer, the value {s K times the score,

Ffcherwise, the value {s K#TOTAL/WEIGHT,

The value of a phrase P is thus derived from an estimate
0f the root score of the best interpretation that can be buflt

using P, To form such an estimate, we first need a representation
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t{ of possible completions of P itself, If P is nonterminal, then it
53’f is clearly impractical to Generate all possible compiletions of P
SRR ) .

" . to set the priority for completing P, Instead, P itself is used

=

to represent the class of its possible completions,

| [7) X is chosen according to the range of ‘small’ integers {n the
e LISP imPlementation, See Teitelman (1974) for an explanation ot
[ small i{ntegers,
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Recall from the discussion of the language detinitfon
system that rule attribute and factor statements are required to
account for cases in vwhich certain constituent attributes are
*UNDEFINED’, This lets the parser calculate attributes and
tactors for incomplete phrases by making all attributes of missing
constituents equal the gpecial constant UNDEFINED, The attributes
of P can be assumed to reflect what i{s currently known about all
completions of P based on the incomplete set of constituents, In
some cases, tha attripute may not depend on the nmissing
constituents and will be the same in P as in all completions of P,
In other cases, the attripute {n P may reflect the range of
possibilities {n completions of P, For example, the semantic type
of a noun phrase may be constrained, but not $fully determined,
vhen an adjective has been found but not the head noun, Finally,
the attribute can be equal to UNDEFINED in P, if nothing can be
determined until more constituents are fixed, 1In the same manner,
the tactors for P reflect estimates of the factors {n successful
completions of P, and thus P’s score can be uUsed as an estimate of

the score for completions of P,

How do we get the value of P from its attributes and
score? If P s {tself a root phrase, P’s score is the desired
estimate, If P is not a root phrase, the parser must Jook at
various ways of embedding P in root phrases, This can be done by
exploring the consumer paths leading from P, Each path trom P to

a root category consumer reflects a way currently under

consideration 0f constructing an interpretation using P, If an

Yos
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estimate can be made of the best value that would result from
completing an interpretation based on a path (called the value of
the path), the estimate for the best path can be used as a Vvalue

tor P,(8)

In calculating the value of & path, temporary structures
called ‘virtual Dphrases’ are built based on the consumer phrases
in the path, To make the discussion more concrete, let A«BeC be a
consumer path for P (see Figure [Ileq4), Phrase A is a direct
consumer for P (i,e,; a completion of P could £i{l11 an empty
constituent position 1in A), B {s a direct consumer for A, and C,
tor B, The virtual phrase A’ s formed by placing P {n the
appropriate empty constituent position in A, In the same way that
the attributes of P reflect possible completions of P, the
attriputes of A’ reflect possible completions of AspluseP,
Similarly, the score ot A’ based on its factors can be used as an

estimate of the score of A-pluseP completions,

In the same manner, B’ {s constructed using A’ as a

(8] To allow for bottom=up parsing, consumer paths are not
constrained to end {n root phrases, Such incomplete Paths only
partially specify a vay of constructing a complete {nterpretation;
and therefore present a problem for calculating phrase values, 1In
the current system, the expedient has been adopted of treating
incomplete paths like complete ones that do reach root phrases, A
second problem stems from consumereproducer cycles in the parse
net, There does not seem to be any wellemotivated theoretical
1imit on the number of times around a cycle & path should be
alloved to goJ} a Ccycle thus represents an unlimited number ot
different potential paths, The current system (arbitrarily)
resolves this problem by allowing a phrase to occur up to two
times i{n & consumer path but no more, This corresponds to at most
once around a loop,

..................................
.........

-
.

REEEYE o
o d ’
- ra

. x -
4
P



-

s . Bt
. o
A

74

r.
s
i

x

¥
L

rJv:

¥
e !

| Sl R S 4

E. r e

SPEECH UNDERSTANDING RESEARCH

Tne Parsing System

N
¢ ) Virtual phrase C' from C and B’
\_/
cp
Link
roD .
PHRASE B \ B' ) Virtual phrase B' from B and A’
~
cp
Link
7N )
PHRASE A \ A’ ) Virtual phrase A’ from A and P
~.’
1 Y
cp
Link
]
PHRASE P

CP link is an indirect link between a consumer
and a producer via an intermediate prediction. SA-3804-4

FIGURE llI-4 A CONSUMER PATH
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missing constituent in B, and C’ using 5* {n C. The score for (¢’

gives the value of the path Ae=B=C with respect t> P, The bgst

value for any path from P gives an estimate of the value of the

best interpretation using P, based on the current structure of the

parse nete=in other words, {t gives the value of P,

In general, there can be many consumer paths ¢from an
incomplete pnrase and many virtual phrases to be constructed along
each path, Since building a virtual phrase requires evajluating
attribute and factor statements and calculating the resulting
score, the efficiency of the system can be {mproved by ¢inding
vays to reduce the number of virtual phrases constructed, The
tirst methed is to exploit the fact that the collection of paths
forms a tree, For example, 1if in addition to the path AeBeC,
there is another path A<BeD, then B’ has to be created only once
tor both paths (see Figure III-5), The attributes and score of¢ B’
do not depend on whether it will be used with C to form C* or “ith
D to tform D°*, This changes the probiem from £inding the best
consumer path from P to £inding the best path in the consumer tree

starting at P,

The cost of setting the value of P can be turther
reduced by avoiding an exhaustive search of this consumer tree,
The tirst way of doing this 1s to {gnore branches of the tree from
virtuaj Phrases whose score {s balow senme threshold, The
threshold s the same as is used to discard actual phrases)

consequently, 1if the score of some virtual phrase, which reflects
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~~ -~
PHRASE C { ¢ trom C and B’ PHRASE D [ 0') trom O and B’
\_"/ \_~/
S
cp cP
Link Link
-~
PHRASE B [ 8 )Y trom B and A’
\_>J
cp
Link
-~
PHRASE A [ A') from A and P
N
cP
Link
X
PHRASE P

CP link is an indirect link between a consumer

and a producer via an intermediate prediction. SA-3804 -5

FIGURE IlI-5 A CONSUMER BRANCH




r,-i iw LS

T T
e

Ll

8 |

]

W

r.

F . [
TGN RN PN N .Y

SPEECH UNDERSTANDING RESEARCH Page IlIe=}f
The Parsing System

a particular vay of using P, is bejov the threshold, {t is 1likely

that any actual phrase using P in that way would also have such a

lov score that it would be discarded, This means that since no

interpretations would be gformed using P that vay, the value of

that branch of the consumer tree can be safely set to Zero,

The second way to reduce the amount of the consumsr tree
actually explored s to drop the requirement of £inding the path
that actually gives the best value and to perform & heuristic
search for a path that (s likely to give a result close to the
best value, Notice that {f the system Kkeeps a running
abproximation of the value based on the portion of the consumer
tree explored so far, exploring a new branch of the tree can only
cause the approximation to ¢o up since the goal i{s to £ind the
best path, If it is possible to calculate for each brarch a rough
estimate, called the ‘heuristic value’ or “HV’, then the system
can explore the branches with the highest MY first and skip
branches with an HV lower than the approximation established to
that point, If the HV {s alvays a true upper bound on the
branch’s actual value, this seareh will f{nd the best value, It
the HY can be low by up to ten percent, say, the search may
produce G value as much as ten percent suboptimal, However, by
giving up optimality, the amount of search typically required can
be significantly reduced, since Jower HVs lead to more skipped
branches., For this reason, the system uses an algorithm tor
calculating heuristic values that {1s not guaranteed to yield a

true upper bound but that should rarely fall far belovw,
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In calculating an HV tor a consumer branch that starts
vith a particular consumer C, the parser takes advantage of the
fact that the branch has aivready been searched in the process ¢
determining the value of C when C was created, The HV algorithm
merges the previously calculated value of C with the score of the
phrase X, which is to be added to C to form a new virtuel phrase,
The score of X has the gorm <WEIGHT(X), TOTAL(X)>, Saved with C
{s its value and the weight part of the score at the end of the
consumer path that was used *to derive the value, This makes {t
possible to form an estimate <WEIGHT(path) + WEIGHT(X), alpha ¢+
TOTAL(X)> of the score that would result from exploring the branch
above C Wwith respect to X (alpha is essentially TOTAL(patn)(9])),
This score is then converted to a value {n the manner explained

above and used as the HV for the branch,

Notice that a)ll phrases with the same jcore as X will
get the same HV with respect to the consumer branch starting at C,
This reflects the fact that the heuristic value is independent of
the detajled requ‘rements o¢ the consumers and the attributes ot
X, l¢ X satisfies the contumer requirements, the HV will be a
reasonably good approximatjon of the actual valuey if X violates
the requirements, the HV may be much too high, For this reason,
the heuristic value cannot in genera)l repjlace a se¢ar’ch of the
;;;.;;pha is computed according to. the tormula
Value(C)#WEIGHT(Path) /K, Since by the detinition of value,

value(C) s KeTOTAL(path)/WEIGHT(path), alpha difters fronm
TOTAL(path) only because of roundoft errors introduced by integer

arithmetic,
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conJumer tree as a means of establiching the actual value, but it ;ﬁ:}
cah be effectively used to limi* the search, !g:

In summary, the procedure for setting the value of a

phrase P hag the fo5llovwing torm, The value of the consumer branch i

A PRSI S

gor P with the highest heuristic value {3 calculated, Then tha

. consumer branch with the next highest HV {s selected, If its HV :ﬁf;
- is not greater than the approximation already determined, the ;:i:
k- process terminates, Otherwise this consumer branch is evaluated, :
% and the result is used to update the approximation, This cycle .
;‘ continues unti]l all the consumer branches are evaluated or E:i;
i- rejected because nf heuristic valuss lower than the approximation, “:,
4 A similar algorithm {3 used to explore the branches of the i;igu

consumer tree from a virtual phrase C’, The consumer branches for it“;

C* are searched in order of HY as long as the HV is greater than

the current approximation for P’s value,

MBI IRCHC
= " e PR

In the Jargon of heuristic programming, this is a
denthetiist search with forvard pruning and generation of pﬁfﬁ

successors in order of their estimated worth (see Nilsson, 1971).
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It should be possible to reduce the amount of the consumer tree %Tf'

explored even further by changing to a bestefirst search method in

T

which paths are suspended whenever alternative paths exist with a

f higher heuristic value, Whether the savings from reduced seagch T
: would compensate for the increased overhead of the more complex §3§}
iz search method remajns to be seen, This question will be 22{7
o considered rfurther {¢ measurements suggest that the cost of {;x-
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determining phrase values is signiticant,
2, Value of a Terminal Phrase

The nreceding discussion has dealt with setting the
value of ircomplete nonterminal phrases, The process {s
essentially tne same Z3r terminal phrases, except that {t s
pertormed fol partjcular words that might complete the phrase
rather than for the {ncomplete phrase ({itself, Initially, the
alternative words are all assigned a value equal to the value of
the nonterminal phrase making the prediction, Since the
alternatives are ordered, the V¥ords tried £irst are those most
l1ikely to be really present {f they are accepted by the acoustic
matching procedures, Typically, this implies trying long words
bpefore short ones, Wwhen the word search task {s performed, the
girst alternative {s removed from the 1ist and given to the
lexical tfactor tunction (see the section on the {nternal
Tepresentation of the language definition), The factoer Zunction,
which {ncludes calls on acoustic mapping routines, either accepts
the word, {n which case a complete terminal phrase 1s created,
rejecis the word, in which case the alternative s deleted, or
requests to reschedule tfurther processing on the word, In the
iast case the value of the alternative {s calculated {n the manner
described atove and the word {s returned to the candidate list,
The cycle of accepting, rejecting, or rescheduling the highest
value alternative continues unti]l all the alternatives have been

eliminated (efther by acceptance or rejection) or the highest
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Si? value is lover than the value of the £{rst alternative tried, It

;El the value has dropped, the phrase value is reset and the task {s $;

rescheduled at a lower priority,

;g' F. Focus of Activity f¥

;I- The prierity of both word search and prediction tasks {s -
| inftially set equal to the value cf the incomplete phrase with
s which the task {s associated, In bpoth cases, the priority {is
% lowered {f the associated phrase conflicts with the current focus -
of activity for the parser, This section discusses why this extra
V¥§ step has been introduced in setting priorities, how focus is
= established and revised as the parse pregresses, and hov conflicts =

with focus are detected and ‘punished’,

The value of a phrase reflects its score and {ts consumer

?E!! context but not its competition, If an incomplete phrase P has a N
gi;} high value, other phrases similar to P are ajso 1ikely to have

3Ff high values, If values alone determined priorities, then even :

i? after successfully f£111ing the empty constituent positions of P to s
E;i: form a complete phrase P’, the parser would tend to continue f;
Ei;i looking for slight variations on P’ {n the same area of the input, 5
®

o rather than moving on to lock for ways to use P’ to construct a ==
o complete interpretation, The focus mechanism provides a way for <
o phrases like P’ to inhibit the search for other parases that would

necetrarily replace them {n a complete interpretation, The =
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..........

...........

- -

P s LT - Lo B N 4
o I S R S N N R - . o
. - O S = S C oF B S oo Tl X . 0.5q 3 s -
h'\.{'r o A L I ,.“_\‘-_._ SRS -
B .

. . A o ) I A A N
| A N P P T T e R T T T T e L . T T D T C A A N P T L R T




- CEE O A A P e ASSF S s o e s S o gl

SPEECH UNDERSTANDING RESEARCH Page 1I1Ile3§ =
The Parsing System

inhibition {s brought about by lovwering the priority of tasks that

would lead to the creation of such competitor phrases, Inhibiting ::

competition has the effect of focusing the activity of the system

on £inding ways to use the phrase, This technique balances the

goal of finding the highest valye interpretation against the goal i

= of making a prompt response, N

! 1, Placing a Constituent {n Focus :

At any given time during a parse, the current focus s S
! represented by a possibly empty set of nonoverlapping complete . J
3 phrases, As the parse progresses, the focus {3 automatically 5
;: established and adjusted bY Trevising the contents of the focus =

set, In the organjization of the parser, setting and modifying

focus are tied to making predictions, Before making a prediction,
the parser checks whether the phrase P making the prediction
contlicts with the focus, If there i{s a conflict with some focus
phrase F, the conflict is either resolved in tavor of F, in vwhich -

case the prediction task is rescheduled at a lower priority, or in

favor of the prediction task, in which cagse F s removed from o
focus, Thus phrases can be removed from focus if they conflict ;;
with a task trat becomes highest priority in spite of being

{inhibited by its conflict with focus. Assuming that the task for

7 phrase P either did not conflict with focus of has torced the s
:_ removal of any conflicting phrases, the parser’s next step is to I
- make a prediction for P, To bias further work in faver of P, the :
;{ parser then proposes constituents of P for addition to the tocus ]
3 o
o
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set,

Constituents are inspected before being placed {n focus,
since inclusion represents a commitment by the system to try to
use the constituent {n the final interpretation, Both the score
of the constituent and its likel.hood of false acoustic acceptance
are considered, and only phrases meeting certain criteria are
allowed {nto the focus set, Even phrases that are added have
their inhibitory strength adjusted according to the system’s

confidence that they are correct,
24 Factors Controlling Focus Strength

The inhibitory strenath of a focus phrase (s an {nteger
indicating the percentage by which the priority of a conflicting
task is reduced, The strength deterwmines both how much the phrase
inhibits conglicting tasks and, through that, how resistant it is
to being removed from focus, If an {nfallible oracie gave
assurance that a certain phrase was correct, the phrase could be
put in focus with {nsurmountable strength so that {t would
correctly elininate all attempts to replace it, Lacking reliable
oracles, the system must limit the strength of focus phrases to

reflect the uncertainty associated with thenm,

Four factors control focus strength: the score of the
phrase, the 1likelihood that the phrase has been incorrectly
accepted by the acoustic routines, the value of the phrase putting

it {n tocus, and the presence of immediately adjacent Phrases in
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g¢ocus, The f£irst two factors reflect the system’s confidence {n
the phrase {n {solation, The third factor shows how well the ST
phrase £its into the total context of consumers, The final factor

is Dbased on the cbservation that a phrase {s less likely to be X

incorrect it good phrases can be constructed on either side of {t, =
In the current {mplementation, if all the factors afe favorable, ;?
the focus strength is set to produce about a ten percent decrease f3
in priority. This amount is large enough to have a significant
{mpact on what tasks are performed but small enough to allow the
system to recover from occasionally putting an incorrect phrase in
gocus,[10) K
3, Changing Focus Strength
The strength of a focus phrase F can change as the parse T

(10] From limited experimentation, it appears that a major cause ;
of {ncorrect focus phrases in the current system ig erroneous i
closure, in which a proper subpart of a correct phrase |{s s
mistakenly taken to be the complete phrase, For instance, this Rty
can happen {f the language {ncludes rule patterns such as "
(1) A=B and (2) A =B C, An incorrect use of the first rule A
wvhere the gecond should actually apply would be an {nstance of
erroneous closure, Rules such as | and 2 are common (as seen {n
the current SRI language definition), which {is why erroneous
closure has a large potential for producing incorrect phrasesg, A 5504
possible approach to dealing with this (that we intend to study) Nt
is to use one symbol lookanead to adjust the priority of applying o
rules such as { that can produce {ncorrect closures, Such o
lookahead depends crucially on acoustic capabilities such as i
lexical subsetting (discussed in Section H, Interfaces), A
Conjectures about human parsing strategies suggest that one symbol o
lookahead should be helpful {n parsing a language such as English

(see, for example, Bever, 1970, Grosu, 1972, and Kimball,
1973)=wcases in which more Jookahead (s necessary tend ¢to be

either ruled out by the structure of English or difficult for

people to comprehend, o
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progresses, The strength increases when a more valuable phrase
puts F {n focus or when F becomes bounded on both sides by other
tocus phrases, The strength of F decreases {t a neighbor of F {s
removed from focus causing F to be no longer bounded, Finally,
removal from focus can be viewed as an extreme case in which the
strength vanishes, The two kinds of strength changes, increases
and decreases, are <treated difterently, Decrease {n strength
causes conflicting tasks to be immediately raised in priority,
(Since the focus phrase carries with {t a 1ist of econflicting
phrases, each of which in turn has a list of associated tasks, the

relevant tasks needing priority increases are easily located,)

On the other hand, an increase in strength does not lead
to an {mmediate priority drop for ccnflicting tasks, Instead the
system waits unti] the task i{s the highest ©priority task before
lowering {ts priority, For instance, when a prediction task is
activated, one of the first operations is to check {f it was
already in confliet with some phrase and {f that phrase has
increased in strength since the conflict was recorded, It the
strength has increased, the task {s rescheduled at a lower
priority, Otherwvise, the focus phrase {$ removed from focus, and
the prediction task continues, By delaying priority decreases
resulting from increases in focus strength, the system can avoid
unnacessary rescheduling of tasks that are already of such low

priority that they are unlikely to be activated,
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Ld

4, Focus Conflicetsy Word Search Tasks

Having discussed how focus is established as part ot

prediction tasks and how focus strength {s determined, the next

topic is how focus conflicts are detected and dealt vwith, There ;
are two cases to considert conflicts lifoctinq word search t&sks
and conflicts atfecting prediction tasks. The type of contlict o

considered for a word search task (s called an area conflict, The G

time specifications of the incomplete terminal phrase associated

with the word task determine an area of the {nput that any word

completing the phrase would have to {nclude, An area conflict o
¢ simply means that some focus phrase already occupies at least part
}ji of that area of the {nput, If there {s no such contlict, the word
search proceeds, If there i{s a confliect with some focus phrase I,
the word search s rescheduled at a priority reduced according to

the i{nhi{bitory strength of F, It the word task becomes top

priority in spite of this contlict, {t {s marked ‘immune’ to F, ﬁ;i
The area conflict check is repeated, but this time ignoring F (and X
any other focus phrase for which this task is immune), 1If there

{s a conflict with a focus phrase weaker than F, the word task :éi
also becomes immune to {t, In case of a conflict with a focus
phrase stronger than F, the word tark must be rescheduled again at
a still lower priority, Otherwise, the task (s performed {n the ;¥;

manner sketched earlier,
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S. Focus Contlicts; Prediction Tasks

The procedure to check for focus conflict as part of a
prediction task begins with a test for an area conflict based on
the area of the input that any phrase instantiating the prediction
would have to {include, This has the effect of encouraging
predictions in areas where the parser has not yet ¢tound a good
phrase, It there {s an area conflict with a focus phrase F, the
task is rescheduled at a slightly lower priority (two percent
lover {n the current {mplementation), The amount of inhibition is
independent of the strength of F in this case, because the area
check is intended to provide only a slight push into new areas)
other focus tests follow the area check and can produce inhibition
proportional to the strength of the focus phrase, Also, the area
check does not consider the possibility that the focus pPhrase may
actually be compatible with the prediction, In other words, it
may be possible to satisfy the prediction without removing F from
tocus, This {s a second reason for keeping the inhibitory effect
of area conflicts on prediction tasks small and independent of the

strength of the contfliecting phrase,

It there {s 2n area conflict, the task is rescheduled,
When {t becomes highest priority again and is reactivated, it goes
on to the next step of the prediciion procedure as {f no conflict
had existed, The second stage of focus checks entails testing the
immediate constituents of the phrase making the prediction, A

constituent phrase C conflicts with a focus phrase I {¢t C overlaps

e =T Wy
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F but i{s neither identical to F nor contains F as a subphrase, It
there is no overlap or F is equal to or contained in C, clearly -
there {s no necessary conflict between having both C and F {n the }
final ({nterpretation, I1f there are no constituent conflicts, the
focus tests progress to the third and final stage, tests for
contlicts between focus and the constraints on missing

constituents, i

For each missing constituent in the predicting phrase,
the category and position specifications are tested against the
focus, The details of the test vary according to the position ;-
specifications; there are separate tests for each of the four e
combinations of left and right, fixed or 1limit, Since the cases .

are similar {n general structure, we will sketch only one as an I;;

example (see Figure III«6), In a parse that is progressing in a

;-' generally left to right manner, the leftefixed and right=iimit ;gi
case is very common., The left position comes from the start of i
5 the utterance or the right boundary of the preceding phrase, and ;ﬁg
E : the right 1imit {s typically the-end of the utterance, It no ggﬁ
Ei” focus phrase starts at the l1éf£t boundary of the prediction, there =l
52: is a conflict only {f some focus item starts before the boundary EEE
E;x and ends beyond it (Fi{gure III-6a), If a focus phrase I has a 331
; left boundary equal to the left position of the prediction, there
E€'~ are three subcases to consider depending on the relation of the .
E;: right boundary of F to the right limit of the prediction, I¢ I EE
é.. extends beyond the limit, there i{s no vay F could occur as part ot o
f}f. any phrase satisfying the prediction, and a conflict exists i
6 o
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Prediction P with left fixed, right a limit:

Focus Phrase F: |

Page

P
|
(a)
F
|
P
| §
(b)
| F
P
| $
(c)
F
|
P
| H
(d)
F

FIGURE III-6  FOCUS CONFLiCT CASES
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cannot start with F
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(Figure IIl-6b), If F ends to the left of the limit, a conflict

exis:s {f there 15 no chance that F could oeccur as a leftmost

cons:ituent of a phrase of the predicted category (Figure IIl«6¢),

similarly, {f F ends exactly at the right limit, there is a

contlict {f F cannot be corpletely dominated by the predicted

category (Figure IJ1I=6d4),

During the compilation of the language definition,
special focus tables are constructed to facilitate tests such as
the last two, The tests for focus conflicts make vuse of four
precalculated 1l(sts tor each category C: the categories that can
occur as leftmost constituents ot C, as rightmost constituents, as
a constituent somewhere within a C, and as a conmplete C,
Consequently, in case the focus phrase F starts at the left
boundary of the prediction and ends before the right limit of the
prediction, there is a focus conflict {¢ the category of F does
not occur 4in the 1ist of categories that can be leftmost
constituents of the prediction category, and similarly {f F ends

at the right limit,

In summary, with a fixed left boundary and a limit for a
right position, a prediction conflicts {f a focus phrase overlaps
the fixed boundary or starts at the boundary but {s inapprepriate
for the predicted category and right limit, The tests for the
other combinations of left and right, fixed or limit, are carried

out similarly,
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6, Resolution of Focus Contlicts

It the checks made during the prediction task find a
conflict with some focus phrase F, the conflict must be resolved
before the prediction is made, The resolution depends on the
relative strengths of F and the task, The strength of a focus
pPhrase has already been discussed, and the strength of the
prediction task {8 simply the maximum strength of any focus phrase
it has conflicted with but overcome, Thus, if the task has
already overcome the {nhibition of a phrase as streng as r, the
conflict 18 resolved in tavor of the task and F {s removed from
tocus, Otherwige, the contlict resoiution favors F and the task
is rescheduled at a lower priority, If the prediction task later
becomes top Priority in spite of this conflict, its strength will
increase to equal that of F, F will be removed from focus, and the
focus tests will be repeated except for the area conflict test,
The strengthened prediction task either will confliect with a stil}
stronger phrase {n tha revised focus set or will go on to make a

prediction and add constituent phrases to focus,

G, Propagation of Consumer Changes

Change in focus strength is one postible cause of priority
change as mentioned above, but it 4s not the only cause, In
addition to depending on the current focus, ¢task priority ailso

depends on the value of the phrase associated with the task)
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therefore, velue changes need to produce bpriority changes, A
phrase cen chenge {in value whenever there is a change i{n {ts
consymer tree, The eddition of a new consumer may cause the value
to rise, and deletion of a consumer may csause ({t to fell,
Additions occur when the same prediction {s made by more than one
phrase, Deletions occur vwhen phrases are pruned, Two further
types of changes are possiblet a path that previously ended {n a
nonroot category phrase can be extended, or a consumer phrase can
change in score, Currently, Score changes occur only by human
interventiony but if future systems are able to reccnsider scores,
then the mechanisms for propagating the changes will be available,
The four types of changes can occur either fer direct consumers or
tor consumers sepsrated from the phrase by a peth of {ntermediate
consumers, This leeds to eight types of consumer change to be
dealt with, Beceuse the similarities among the cases are nmore
interesting than the differences, the dis=ussion will b2 limited
to edditions, These are the most frequent, since making
predictions {s such a common operation, and they illustrate the

important issues related to propagating consumer changes,

The addition of a new consumer for e prediction can
potentially change the value of any producer for the
prediction==direct or indirect, Consequently, the arrival of a
new consumer i3 nevs that must potentiallY be Ppropagated
throughout the entire producer tree=<potentially, rather than
actually, Dbecause the propagation does not have to occtur all at

once and does not have to be completed before an interpretation is
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found, il;i'
o
Ideally, the change would be propagated only when and Wwhere
E it would make a difference {n the choice of the task to be
7 performed next, To approximate this conditicn, the system lb;p
propagates the change step by step from a phrase to its direct ?;:Eﬁ
producers, The task priority for propaqatinq a consumer addition {é;%;
4 from P {s set to the value that P has with respect to the §€€i£
E additione==~in other words, the value that P would be assigned by '1_ ]
E considering only the paths in P’s consumer tree that begin with o
the path from P to the new consumer, If the addition 1is ﬁ_v“
% propagated to a phrase that conflicts with it {n some way, the ?7377
, value with respect to the addition will be 1low, and the ;}t“§
- propagation will temporarily halt {n that part of the producer ;:f'c
- tree, The overall effect is to avoid effort spent in making Jow ii?éi
% value changes, This {s another example of using the ability to %ﬁi;ﬁ
i schedule a task rather than performing {t immediately in the hope g;ﬁﬁ%

that the procrastinaticn will bpe rewarded by unnecessary tasks

e
HE R R

remaining undone when the parse ends, ltgiﬁ
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i H, Interfaces

j The design of the language definition system simplifies the L

5 problem of {nterfacing the parser to the other parts of the :

3 understanding system, Most parts contribute to the parse through oo,
- . el
3 attribute and factor statements and have no special {nteractions »
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with the parser, This reflects ¢the fact that the factor and
Etg attribute statements provide a general mechanism for a variety ot
{ sources to contribute to assigning values to phrases, values that
E_' provide a )arge portion of the information the parser needs in o
Eiﬂ or4er to set priorities, o

2 Factors and Attributes

?!. The accustic component, for example, gives its -
information to the parser mainly through attributes and factors

(but not exclusjively~othe other mnethods are discussed belovw),

also has the necCative effect of causing small words, which are

E' There are factors reflecting acoustic mabping both for individual t%

; worus in terminal phrases and for sequances of words and aftixes

5 in nonterminal phrases, The word (or sequence) and the position

;g! specifications proposed by the parser are matched by the acoustic -

é . routines against the {input to produce both a score indicating

] dagree of match and actual positions 4{f & match existed, The

EE! score is used as the basis of a factor, and the positions are used .

é te set the left and right boundary attributes of the phrase, The Eif
mapping wllows for the possible contexts the phrase might occur Eiﬁ

;’ in, and is therefore especially lenient regarding the areas near ;_q

i,ﬁ the phrase stalt and end, This pProcedure makes it possible to

jﬁf share the results of the mapping among different ~onsumers, but it

¢ B

nothing but a start and an end, to be (frequently acceadpted vwhen
they are not really there, The word sequence nmnapping in

nonterminal phrases provides a chance to catch such errors by

Y
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considering more context, When the small word {s remapped in f}ﬁ;

conjunction with proposed nefghbors, the matching process can be Pﬁi
less .giving, Coarticulation effects can be taken into account

ir checking word ends, whefe before lack of context made this

\ impossible, Eir
»’«‘ e . WG
[ Other parts of the system aiso contribute information to s
% the parser through factorc and attributes, For example, semantic ;“*
i information currently comes to tihe parser solely through factors S
; that rule out uninterpretable phrases, and syitactic {nformation
i comes largely via factors (in addition to the syntactic b
information contained in the composition rule patterns), As long E"
as the general attribute and factor mechanism suffices, the parser
5 is unaffecte¢d by changes {n Kknowledge sgources or even by the ;L*
§ add{tion of nev sources, However, particular scurces of %t:
?‘ information may have more specific advice to contripute than can :G%ﬁ
E be efficiently given through the means of factors and attributes, Eié
g This 1s already the case with acoustic processing, as discussed ;fi;
a below, and {t may become the case for other par*s< of the system as :fl
j vell, if
;% 2, Dealing with Gaps and Overlaps fgf
“ In additfon to factors and attributes determined oy the 555;
] acoustic processes, the parser needs acoustic knowledge to deal ;-
3 with caps and overlaps of adjacent phrases, This {8 necessary ?in
i' because the mnapping routines cannot be expected to determine ;;
;; precisely accurate word boundariea. Some misalignment of f{.
o “
2 el N i -
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boundaries {s {nevitable, but the amount of gap or overlap to

tolerate and the amount to reject as excessive depend on details

of the acoustic component, The parser needs information about

allovwable gaps and overlaps so that {t can avoid constructing

nonterminal phrases with constituents so far out of alignment that

the phrase mapping will {nevitably fail,

In the current {implementation, the parser will not
consider a phrase A as an immediate left neighbor of another
phrase B 1f there is a gap or overlap of the right of A and the
left Of B greater than 0.6 seconds, or it B {s not ‘rightward’ of
A, B i{s rightward of A {f either the start of B i{s to the right
ot the start of A, or alternatively the end of B s to the right

of the and of A,

These constraints are sSo loose that any combination
violating them can be safely discarded, Unfortunately, the
looseness alsoc means that many Wrong combinations will not be
filtered out, To deal with these, the parser makes a quantitative
measure of the fit between a pair that passes the first test, It
the fit (s good enough, which will be the case if the gap or
overlap s less than 0,2 8Seconds, the parser goes ahead
constructing the phrase and lets the vord sequence mapping confirm
or reject the pair, Hovever, 1f the tit 1is poor, but not 8o bad
as to be clearly impossible, the parser rescheduleid the
construction of the phrase at & priority reduced according to the

degree of misnmatch,
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3, False Acceptance Estimat<s

The parser also makes use of acoustic information inr the
torm of estimates, based on knowledqe of the mapping routines, ot
the likelihood of incorrect acceptance for the various words in
the lexicon, Currently this information i{s provided simply as a
number from 0 to 100 for each Wword {n the 1lexicon, giving a
subjective probability that the word may not actually be present
in the input even {f it matches acoustically with a nonzero score,
Small words like "a" and "of" get estimates near 100y larger words

get estimates closer to 0,

This {nformation iS used {n four ways, The first is to
order vword 1lists so that, other things be{ng equal, the syster
proposes first the words that are the most likely ¢to be really
there {f they are accepted by the mapping procedures, The second
use {s in converting mapper scores to factor scoreseethe range of
factor scores s progressively narrowed around loweto=moderate
values as the likelihood of incorrect acceptance increases, The
third use {s i{n setting focus and determining focus strength (see

Sectior F, Focus of Activity),.

The final use of the falseeacceptance estimates is
related to the distribution of newly created complete phrases, It
there are no consumers or i{f none of the existing consumers can
successfully combine with the new phrase, the parser has the

option 0f creating consumers for {te-a process referred to as

‘bottom driving’, There may be no coensumers i{f the phrase was
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found while searching for something else, For examrle, before
mapping a word with both lef: and right times fixed, the parser B
tries mapping it with the right time a 1imit, If this attempt .

fails, then t.e original mapping with both times fixed {s given a L

lover priority, However, the leftefixed and rightelimit mapping ke
may succeed but produce a complete terminal pPhfase with a o
different right boundary than the one originally predicted, In o

this case, the phrase may not have any consumers,

Another case that can lead to bottom driving i(n the

current system concerns a phrase that instantiates some =

prediction, and thus typically will have some consumers but cannot ;ﬁ
be successfully combined With any of the consumers, This can Eﬁé
happen {f the phrase meets the category and time requirements of o=
the prediction but has attributes that cause consumer factors to E;i
reject it, In either case, consumers can be formed corresponding 3&%
to the composition rules with patterns {ncluding the category of ;fi

the new phrase, This {s worth doing {f the consumereless phrase
has a good score and {s not likely to be an unfortunate side
eftect of the mapper’s difficulties in saying "no". But {f the
false=yes estimates suggest that the phrase would be difficult for
the mapper to reject, the phrase is simply left in the parse net el

*unconsumed’,
4, Lexical Subsetting o

The use of false-acceptance estimates and the procedures o

for dealing with gaps and overlaps are {nstances 0f the parser ¢ﬁ2

........

.............



SPEECH UNDERSTANDING RESEARCH Page IIIe53 ber
The Parsing System “:@
| | =
. «corporating general acoustic information relevant to processing o
any utterance, Both contrast in this respect with the next %ﬁf
mechanisms to be discussed, lexical subsetting and word spotting,
which provide specific information about the particular utterance E;ﬁ‘
being processed, Lexical subsetting reduces the number of words 5
the parser needs to consider at a given place in the uUtterance, Ef
and vord spotting gives the parser words from the {nput to use as %:;
additional starting points, (A lexical subsetter has ba2en {_:
developed at SDC and will soon be combined Wwi{th Cthe parser for -i;
testing 4in a complete system, Aork leading to a word spotter {s R
{n pregress,) The subsetter will be activated as p;rt of word E
search tasks, Betore testing for words starting at position P, iﬂ,
for example, the parser will call the subsetter to determine which :}
words out of the Jlexicon might start at P, This subset of the & j
vocabulary will be formed by considering robust acoustic features Siii
in the input signal directly to the richt of P, The lexicon w{ll Eﬁi?
have been preprocessed, so that given 23 particular subsetting g;;
feature, the words that might start in an area of the {nput with :EEE
that feature will be directly available, é§$§
,. | -
The result of the lexical subsetting will typically be e
used to eliminate a large percentage of candidate words, When a -Eﬁi
word {s predicted at a particular location, the lexical subset at fﬁﬁ
that location 15 searched and the candidate word rejected if {t {is .aﬁf
rot a member of the subset, However, in case the subset contains '2;;
only a small number of words (perhaps four or so, excluding those éii:
with a high l1i{kelihood of false acceptancej, the parser will not e
]
it S
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vait for the words to be predicted but will immediately propose .;zf

A

them for mapping against the {input signal, In this respect, ).

subsetting foreshadovws word spotting, the final interface between

LR A
3
5
i

the parser and the acoustics,
5, Word Spotting PO

- The next step beyond the use of reliable acoustic
! features for subsetting the lexicon i{s to use them i{n combinations
to quide word recognition without waiting ¢for the parser to

propose particular words {n particular parts of the input, Word i

18 associated with relating unpredicted phrases to the rest of the

spotting ir this manner would be another way for the parser to get
E started in addition to predicting a root category phrase, Words

jocated during an {nitial pass over the ({nput Wwould form :
! additional starting points for the parser from which {t could ;dht
;f construct larger phrases in a more data=driven, bottomeup manner, ijyi
L é‘:n;_t\"
- , , . B
@ As experience (s gained with this type of facility and
_ as the acoustic capabiiities ({ncrease, we expect the parser to Lo
= evVolVe moTe re“ined methods f£0r dealing with phrases that are o
?i tound withou: being predicted, A nontrivial ‘serendipity’ problem by
| 4

parse net a&and coordinating the attempts to use them with other ;ﬁf?

activities, The system currently reacts to phrases with no ;:i;-
consumers by either creating all possible direct consumers or by

ereating none, A better solution might be ¢to try to create

selectively one or more chaine of consumers to link the phrase to

the existing parse net, How this should be done ¢r whether a more
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radical change to the parser is needed are unresolved questions, “ﬁf

This {s another case {n which the components of the understanding ]

'1" ,- p

system must evolve together, Large changes to acoustic processing
abilities wil) certainly lead to corresponding revisions in the

parser, Kor

e iglartio sy
T, -y =
§

»

i

VT
r,
v

-

I, Conclusions

The most distinctive features of the parsing system are the

L ol

use of focus and phrase values {n setting task priorities, the use

qom

of the parse net as a mechanism for coordinatinq activities and
sharing regults, and the use of automatically compiled, special

purpose representations of the language definition., Of the three, —

A
we feel that the work oin priority setting is both the most ﬁ{i
original and the most {mportant, The use of a human=oriented, Eﬁf

external representation and the precalculation of difterent,

computer~ori{ented, {nternal representations has been very T
i effectively used elSevhere, most notably {n translator wri{ting

systems for programming languages,(ii) The parse net structure I

?} follows the work of Kay, Kaplan, and Woods (see, for instance,

;; papers by each of them {n Rustin, 1973) and was directly inspired

;5 by Kaplan’s multiprocessing approach (Xaplan, 1973), The method fi;
o

S

g&i (11] See Feldman and Gries (1968) for a discussion of translator

& writing systems, Recent work by Sager and her colleagues is an
example of the value of special purpose ‘mstalanguages’ for

- dealing with Englishy see, ¢or example, Sager (1973), Grishman

L (1973), and Hobbs (1974),
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of setting priorities according to a hierarchy of factors, scores,

and values, with adjustments made according to a shifting focus of

activity is an original contribution of this work, We feel it {s

a significant step toward dealing with one of the most difficult

and important problems facing an understanding system:t what to do

next?2(12]

The parser is currently written {n SDC INFIX LISP and runs
both on the IBM 370 with the 8DC LISP system and (via a
translator) on the DEC PDP 10 in INTERLISP, Preliminary tests
have been made with real and simulated speech input and have lead
to a variety of changes, mostly minor, The tests with actual
speech, which must be run with the SDC LISP system, have beer
hampered by LISP storage limitations, Thesce prodlems vwi{ll be
resolved by conversion to a new programming system, CRISP (Barnett
and Pintar, 1974), which will be compatible with SDC INFIX LISP

but wi{ll provide both more storage and efficient data structure

tacilities,

*he evolution of the parser will be guided by internal
pressures resulting from tests and measurements of its performance
and by external pressures resulting from changes in other

components of the understanding systenm, Until more extensive

{12) The parser design vas influenced by a great deal of other
research on the problem of parsing spoken input, Of particular
relevance vere the projects reported in Ritea (1974), Lesser, et
al, (1974), Woods (1974), and Miller (1974),
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tests are made, {t is difficult to predict what direction the
changes will take, but {t appears certain that the external
pressures will be at least as great as the {nternal ones,
However, such changes due to interdependencies among the parts of
the system are not to be disdained, After all, as the other
components become more powerful, the parser might even become

simpler.
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Iv THE LANGUAGE DEFINITION

Prepared by Jane J, Robinson

Contents:

A, Introduction .
B, The Use of Protocol Analysis
1, The Data Management Protocols
2. Comparison with the Computer Consultant Protocols
3, Comparisons with General English
4, Limits and Extensions
C, Performance Syntax
i, Orientation
2, Word Categories and Attributes
Je Cumposition Rules, Attributes, and Factors _
4, Atcributes and Factors in Higher Level Compositions
S, Syntax and Prosodics
6, Lexical subsetting

A, Introductien

In this section we describe the subset of natural English
detined for our speech understanding system and the syntax of the
protocols that influenced our selection of vocabulary and phrase
types, The description incluces a discussion of the 1imitations
of the language, the criteria for choosing directions in which to
extend {t, and the extensions tha* are currently being developed.
A detailed examination of some of the definitions £ollows, with
emphasi{s on the syntax=oriented factor statements that influence
the parser in focusing on one of several competing alternative

detinitions to apply to an utterance,

Betore proceeding, however, a briet review of terminclogy 1is

in order, vith some expllnation 0f how terms are to be

------------

........
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{nterpreted,

It is customary to call the component that defines the subset
of English for a speech understanding system a ‘grammar’, We tfeel
tnat ‘grammar’ s too exclusively associated {n most peoPle’s
minds with syntax or with generative rules where ‘levels’ of
phonology, morphology, syntax, and semantics are more or Jless
rigidly stratified, or with rules that assign degrees of
grammsticality to possibly deviant utterances, For reasons that
should become cl=2ar, we Vvant to aveid theSe associations, We

prefer to call the system component a ‘lanquage definition’,
Briefly, our language definition has two major parts;

(1) A collection of word definitions, where ‘word’ means
an unanalyzed, elementary unit,
(2) A collection of compositionerule detinitions for

combining words and phrases into larger units,

A detinition ot either kind is ‘applied’ to some portion of an
utterance by the focused parser, The portion may contain gaps and
some Oof its attributes may be unknown, in which case some of it is
‘undefined’, The portion receives a score as an ‘instance’ of the
definition, The definition may apply to it quite well, or

satisfactorily, or badly, or not at all,

some definitions apply more often under some circumstances
than under others, For instance, definitions for interrogative

words and phrases are more likely to apply to utterances in vhich
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the speaker {8 querying a data base than they are to utterances in

vhich he is giving instructions, On the other hand, an utterance

is nmore Jlikely to be declarative thar {nterrogative {f the

utterance that precedes {t was a request for information, Facts

like these can be part of the definiti{onsy that {s, the

defini{tions can be ‘tuned’ to a task or discourse situation,

Word definitions and compositionerule definitions are not
stratified; they overlap, A given category 1label may be
instantisted both by words and by phrases, The category of whole
utterances, U, {s a category for vords like "Okay" and ajlso for
sentences, NP {s instantiated by the phrase "the submerine®™ and

2180 by the word "it",

A definition can reference any source of ({nformation=-
acoustic, phonetic, phonoloaical, prosodic, syntactic, semantic,
and pragmatice-to determine the attributes of a proposed {nstance
to which the definition is assumed to apply, These attributes are
also referenced i{n a part of the definition called ‘tfactors’,
which specifies acceptable, Unacceptable, favorable, and

unfavorable combinations of attribute values,

When all the attributes are defined and all the factors
computed from them are favorable, confidence in the applicability
of the definition is high, but this is not to say that less
welledefined utterances &re ungrammatical or deviant, For
example, {f an utterance begins with "Does {t ,,." ard ends with a

rising piteh, {1t fits the definition of a yes/no question better
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than {f only one of those attributes {s present, On the other

hand, the utterance "It has a speed of 20 knots?", uttered with

rising Pitch and withoUt {nverted word order, may be quite clearly

understood as asking a question, Language is a redundant systenm,

Utterances may lack some sigrals without being misunderstood,

B, The Use of Protocol Analysis
i, The Data Management Protocols

In choosing the initial set of words and constructions
for our defined language, ¥e were gulided by an analysis of the
tirst data management protocols vwe collected from two Navy
officers at the Naval Postgraduate School (Subjects A and C), and
to some extent by a pseudo=protocol in which a speaker (Subject B)
vas dirested to imitate them, In no case were speakers asked to

1imit themselves in their use of English,

In analyzing the results, vwe were ajded by a
keyeword=in-context concordance program (KWICO) developed at SDC
by Georgette Silva, A sample of a merged concordance of the
utterances of all «cnree subjects appears in Figure IVei{, Ths
number at the right of each entry s the protocol utterance

number, There were approximately 220 utterances in all, using

approximately 1800 tokens, representing approximately 170 types of
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stemt and affixes, Most of the words that appeared more than once

are incjuded {in our word definitions, although we are not equally

satisfied with all of them,

From the concordance wve can see quickly which words
occurred frequently and can determine how (in what contexts) a
given worcd was used, The concordance shovs that "1{st" occurs six
timesesthree times as a verb and three times as a noun==-and that
"many" i{s always preceded by "how", The concordance also helps us
spot those phrases that are marked by the presence o¢ tokens from
a small set of word types, that {s, by what are often called
‘function words’, For example, there were 1i tokens of "that" of
wvhich three functicned as relative pronouns, All three
occurrences of "who" were relatives, and "which" occurred twice as
a Telative out of a total of ten occurrences, Altogether there
were 24 occurrences of these words, eight of them as relatives,
This accounted for all the relative clauses {n the protocols
there vere none ¥ith suppressed relatives, The utteranCe numbers
in the concordance allow comparisons of the frequencies with which
the three speakers used various words and phrases, We learned,
for i{nstance, that all eight rejatjve clauses came from a sirgle

speaker, Subject A,

As expected, given the nature of the problem they were
assigned, most utterances from the ¢two Navy subjects were WH
{nterrogati{ves, ¥ith twpo types predominating: "Wwhat §s the X ot

the Y?" (60 wutterances out of 147), and "Hov many Xs does the Y

Ui Tl s

.
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have?" (25 occurrences), Yes/nu {nterrogatives ¢nd {imperatives
were rare, and there was only one declarative, In our current
language detinitions, we have defined different 1likelihoods for
the different sentence types on the basis of these observed
differences in frequency, This is a way of ‘tuning’ the language
dgeginition to a type of discourse, It can be tuned for a

different type quite easily, but we have not VYet evaluated the

effects of tuning,

Subjects A and C differed strikingly with respect to
their use of ellipsis, A, the one who used relative clauses, made
no use of ellipsis, Thirty-one ot C’s 6§ utterances were
elliptical nominal expressions, Also, while A used superlatives
12 times and comparatives five, C used no superlatives and only
one comparative, If gspeakers guerying the same data base for the
same purpose turn out to diverge widely and consistently with
respect to the use of some syntactic categories, we will define
useredependent attributes for those categories and will provide

easy mechanisms for switching from one user protile to another,
2, Comparison with the Computer Consultant Protocols

Since we want to detine a ianguage that is adequate for
more than one task domain, We are analyzing the similarities and
differences (in addition to domain-dictated differences in
vocabulary) betvween the datc management protocols and some of the
computer —consyultant dialogs that are being collected in

conjunction with the Computer pBased Consultant Project at SRl
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(Nilsson et al,, 1974, 1975; Hart, 1975), These dialogs concern

ol | R

B P L e

the maintenance of electromechanical equipment in a workstation

-

environment with the system acting as a consultant, Concordances

L

have been made for them as well, using an SRI progranm,

One {interesting difference that emerged from the fa

E comparison was {n the use of negatives, In the computer Si
i‘l consultant task, the user and the consultant (system) have to ;3
5 share infornation and arrive at a common picture of the world from Ej
;l ‘ time to time, The consultant has to ask whether some ?a
statesofesafrairs holds; the user has to ask what state-of-affairs Ea

should be sought, These needs give rise to yes/no Qquestions ;ﬁ

ande=since the ansvers are sometimes "no"==to negatives,
("Yesses"” outnumbered "noes", but many "yesses" were assents to p
directions given by the consultant rather than answers to ;
questions; e,g,, "Fasten the pump belt," "Yes, What tool should I

use?") Also, the workstation task entajiled trouble=shooting, and L

trouble=gshootina §s a situation in which negative {information {s Eg

useful, "There doesn’t appear to be any pressure," "There i{s no ii

. on=off switch; {f anything goes wrong Jjust ,,," These dialogs =

E?i' contained over 80 negative tokens of various types (about 1i%), the ;g

i;*; reduced "en’t" form being the most commen, ;ﬁ
§~; Somewhat unexpectedly, there were no negatives {n the e
%?_. data management protocols, possibly because the problem assigned if

;, ] to the speakers was specified completely at the outset, We will f;

E?-‘ shertly begin collecting new data management protocols in which HT

£

.
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the subjects, while still querying a static data base, will be

presented with a scenario that Provides additional {nformation at

selected 1nterva1s. It will be {nteresting to see if the

incidence of yes/no questions and negatives increases under these

circumstances,
3, Comparisons with General English

Some of the similarities between the two sets of
protocols are predictable from the characteristics of General
English. Inspection of the concordances showed that while the
frequencies for "submarine" and "bolt" were domain dependent,
frequencies for the preposition Yot vere much alike,
Wordefrequency tables for English consistently rank "of" among the
top three or four words, and in most texts, ‘"of" prepositional
Phrases are among the tavored modifiers of head nouns., For
instance, they are preterred sbove preposed genitives for denoting
inalienable possession, exce .~ when the possessor is denoted by a
Pronounj that i{s "the speed of the Lafayette" and "the base of the
Pump" are more likely than "the Lafayette’s speed" or "the pump’s
base®, but "it. <peed" and "its base" are more 1likely than "tne

speed of {t" or "the base of itn,

Prepositionalsphrase modifiers of nouns were far more
common than relative clauses in both sets of protocols., This
seems to be a characteristic of General Eaglish also, especially

of spoken English, although statistics for a large auount of

spoken English are not available gor checking this {mpress{on,
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(It 4is obviousiy easier to count tokens of a word type, gince all
have the same formy however, tokens of phrase types are difficult
to spot unless all of them are marked by tokens from a small
number of types, Since relative clauses may be unmarked, as in
"the tool you need", it takes careful and t.me=consuming scrutiny
of text to catch them,) The scarcity of relative clauses in the
submarine protocols has already been noted, Ot 95 "thats® in the
vorkstation dialogs, only 1! introduced relative clauses) only six
ot the 23 "whiches"” did sos; and the Jlone "who" was an
interrogative, No attempt was made to establish how many relatjive
clausegs not introduced bky a relative word occurred in the
workstation dialogs, but scanning indicated they vere not

numerous,
4, Limits and Extensions

We included compositionerule definitions for ‘"of"
phrases very early in our definition language, both because they
are 50 Ubjquitous and because it seemed doubtful that speakers
ceuld observe an instruction to avoid using "of" while speaking
naturally in going about their tasks, While {t might be possible
for them to avoid using relative clauses, we are adding them {n
the interests of generality, Some new phrase compositions will
have to be added, but some relative clause types have compositions
that have already been defined ¢for the category S, In these

cases, extension entails adding new attributes and factors,
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At present about 60 phrase types and 30 categories have

been defined for testing with acoustic {nput, These include e
elliptical utterances, ten major varieties of sentences, all major
spoken integer expressions, "be"™ and "do" auxiljaries, i5% major i
nounephrase types, transitive, {ntransitive and passive verb o f
phrases, prepositional phrases, genitives, negatives, and limited
comparisons, Clearly, the defined language is a very small subset

of English, Its syntax is possibly adequate for the first data ;

1 management protocols; probably not for the new ones being

gathered) certainly not for the computer consultant dialogs, Some

Sris

of the definitions are not as complete as others. Some could make T

good use of prosodic constraints, but we do not yet know how to

w2 o
"""’r ML gl L

ol

3 SUpply them, although the structures for handling them are )
Z! provided, Ot the two kinds of 1limitations that we have, 3
F limitations of coverage and limitations of depth, we feel it is
k- better to develop the definitions we have before we attempt broad bt

@ coverage, =

= Nevertheless, some additional coverage is desirable nov, %353
g | In choosing among possibilities, we are guided by several

criteria, We aim to develop definitions of words and phrases that ;*“3

Ty
il Tl

l'll

are typical of discourse requjired for the tasks, that are also

ST
A

H

TP

i' representative of sgignificant syntactic/semantic problems, and
that are sufficiently tractable to be put into the system and

tested within a reasonable time,

An {mmediate extension is to constructions 4in which a A
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noun 18 modiftied by a preceding noun=stem, People are prone to
call these nounestems ‘adjectives’, but the difference between the ﬁ
two {s clear vhen one compares "dirt floor® with "dirty floor" or
"Latayette class submarine" with "large yellow submarine”, That
they are stems rather than nouns is Shown by the absence of the
requirement for number agrecement in constructions like "a 30<foot -
beam® and "a three submarine task force", ("Parts 1ist" and ?j
"operations research" are among %the few exceptions to the

generalization that plural noun forms do not premodify nouns,

Exceptions are best treated in the lexicon,)

1T,

Figures cn the relative frequency of adjective and i;
nounestem modifiers are hard to obtain, However, a scanning of ka
the protocols and of conversations and texts picked at rapdom A
gives the impressicn that nounestem modification is far more ;%
frequent than modification by attributive adjective, (A notice on gg
the nearest bulletin board concerns a "day hike" starting at "park o
headquarters”, and there {5 not a single adjective in the ;5
paragraph,) Often the nounestems are 3o closely linked to a :i:

following noun that {t seems best to make the two into a single
lexical entry, We have followed this policy with respect to
compounds like "setscrew" and “"torpedo tube", For expressions
1ike "Latavette class" such a policy would be unwise, since every e
name in the data base can enter inte such a construction, Not

only that, the process is recursive, as shown by "Lafayette class

submarine®,
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In our definitions, a noun stem, N, does not have a
number attribute, It {s neither si{ingular nor plural, NOUNS do
have the attribute, S{inqular NOUNs are not distinguishable
phonemically from Ns, but a NOUN generally has a ditferent prosody
from an N, We have noticed {n our protocols, for instance, that
"United States" s generally shorter and the last svyllable more
reduced when {t occurs as an N, as in "United States Navy" than
when {t i{s a NOUN, as {in "the navy ot the United States", This {is
no doubt a secondary effect; as a modifier (N) it cannot be at the

end ot a phrase, Ns and NOUNs will have distinctive prosodic

attributes in our definitions,

Among constructions that pose severe problems are those
containing coordinate conjunctions, We are including them because
they are needed for natural discourse, and also because they are
representative of significant problems concerning Scope and
parallelism, We are not attempting ¢to ¢treat them with full
generality, but are selecting from among the different kinds of
coordinate constructions some that are both representative and
that we can handle relatively easily, These, specifically, are
coordinate noun=phrases and nominals, e,g., "nuts and bolts", We
think {t should not be unreasonably hard for speakers to avoid
some of the frequent uses of "and", {n particular those uses {n
whieh {(t (s a ‘sequencing word’, replaceable by "then", e.g..
"Loosen the motor bolts and slide the motor " In the same

limited ¢fashion, we are extending our defined language to ineclude

more comparative constructions, quantifiers, additional kinds of
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number expressions, and superlatives,

The computer consultant dialogs made much use of the
indexical "I/you" expressions, These were accompanied by freguent
use of modals, verbs of knov¥ing and sensing, imperatjives, and
embedded complements, as in "I would like to know {f ..." and
deontic anxieties like "Howv tight should I make {t?" and "Be sure
to ,.." Many of these complex constructions are ci{rcumlocutions
that can be omitted wirthout loss of pragmatic meaning, "I would
l1ike to know" §{s not necessary for asking a question, Other
constructions are central to the task, "What are you doing now?",
"Did vyou ,..?", and "What do I do next?" are natural to the
changing world of the vworkstation environment, We are now
extending the definitions to include tense, progressive aspect,
and expressgions with sequencing words like "first", "then", and
"next", A fev modals=-="can", "should", and the ubiquitous "have
to" ("hafta")--are planned for later, These are to cover
expressions like "How can I ,,.2", "''here should it go?", and "How
tight does it hatta be?", Questions like these and the sequencing
expressions Treferred to above imply a model of the task that
motivates the discourse of which they are a part, It {s not
possible ¢to "understand" the question "What do/should I do next?"
without it, A task model is being developed by the Computer-Based

Consultant Project at SRI, Definitions for our subset of English

will reference 1{t,

......

» - Ok 5 W T e e e e .
- et D B - c - -
PR G L Tt A Fa) . . R Bl 5, &, d
~ g o oGy B o o 07 e fm s o Acl A T
“ Te @ a™o e - |

"off

A oy = - . Al . o et S SV e - o ° L PP P OF et : '
) LI S, ST T i O N ) " - § L T R T - . . .t . e e e e e e . -
TR S RS, S, W0 PO S, S I Wy VT T W 0 ) Wor i €5 30 W O W PR W P W OO U 0 VS Bl VT T Sl T i T Wi Sy O T T i T T A T L N T P



SPEECH UNDEFSTANDING RESEARCH Page 1Veis§
The Languace Definition

C. Performance Syntax
1, Orientation

This section presents, informally, some of the

syntaxe=oriented parts of the word and compositionerule
o definitions,(1} To provide an overview, Fiqure IVe2 1ists the

vord categories and Figure IVel the phrase compositions, Examples

i o i e

“‘. ﬁ
B

accompany the entries {n each list, More complete versions of the

definitions appear in AppPendix A, The examples that accombPany the

L o

individual definitions given there show instances to which the

Lol

p % definition applies normally or especiitlly well or poorly or badly
: or not at all, Here ve examine and explain socme of the statements

in the definitions, especially the factors,

How the factor statements are evaluated and used |{s
explained {n Section 1III, The Parsing System, Briefly, factors
reference the attributes exhibited by some instanCe=-or some
purpcrted or predicted i{nstanceeeto which the rule def¢{nition {(n
question might apply, {n order to judge the degree of
applicability of the rule to the {nstance, If one factor lowers
the score for applicability, others may raise {t, For example,
"which {8 what" (s judqged less likely than "which {5 that" by one

tactor that lowers the gcore for applying the composition rule s =

Eﬁf; NP AUXB NP to {it, However, {f *"which dis what" {s sctually

gff: uttered, there may be acoustic, prosodic, semantic, and discourse

=F L LA X X J

P (1] A discussion of the semantics-oriented parts of the word and
ko, compesitionerule definitions {s provided in Secticn V, Semantics.
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b factors that enhance {ts overull score. The overall score is used 5
‘ﬂ by the parser to choose among competing parsings, A low score may 3
3 eliminate a parsing pathy a high one may raise the priority of a '
] parsing path, .
Figure IVe2 Word Categories i{n the Language Definition o
CATEGORY EXAMPLES -
N(noun stem) Lafayette, Ethan,Allen, speed, submerged,
speed, dratt, knot, foot
NOUN feet
NP I, you, {t, we, us, they, them, who, whom
DET that, those, this, these, which, what
ART a, the
DIGIT one, two, twen, three, thir, four, five,
£1f, ¢ee nine
TEEN ten, eleven, twelve .
BIGNUM hundred, thousand, million, billien
BE am, 18, are
9] 0] do, does, dont
V(verb stem) 1ist, own -
VERR has, have e
_ PREP of, by, with t:‘:t
o QUANT all, some, any i
) MP few, little, many, much -
= NUMBERP how,many —
- THANR more, less s
000 U okay "
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Figure Ivel) Composition Rules {n the Language Definition

EXAMPLES#

what {8 the surface displacement
of the Lafayette

the Ethan Allen

submerged displacement

we/have {t

we/don’t/have it

what/is/it

118t ¢t

don’t/list {t

what/do/we/have

do/vwe/have then

is/4it/a submarine

{t/is/0vned by the Russians

is/it/11sted

fuel, submarines

how much, twenty, more than four

more than four/of/them

tventy/knots, more than two/subs,

how many/ships

which, those

which/of/them

those/subs

whien/two/ot/them

those/two/shinsg

this/one

a/ship, the/fuel

a’/hundred/of/thenm

a/hundred/ships

a/thousand

submerged,speed

submerced speed/of the Lafayette

feet, Lafayettes, spoed

foot, Lafayette

Latayette/=s, submarine/-s

1ist

1ist/then )

owned/by the Russians

list

11st/ =s

1ist/ e-ed

#Slashes separate the constituents f{dentified in *he composition

NAME COMPOSITION

Ut Us§

u2 UsNp

U3 UsNOM

S &sNP VP

S2 SsNP AUXD VP

s13 SsNPgNP{ AUXB NPiNP2
S4 S5sVP

1] S=zAUXD VP

S6 SENPINPY AUXD NPgNP2 VP
s7 SsAUXD NP VP

S8 S=AUXB NPgNPY NPgNP2
89 SaNP AUXB VP

S10 SsAUXB NP VP

NP1 NPaNOM

NP2 NPaNUMBER

NP3 NPeNUMBERP"OF NP

NP4 NP=NUMBERP NOM

NPS NP=DET

NP6 NPsDET "0OF NP

NP7 NPsDET NOM

NP8 NPsDET NUMBER "OF NP
NPO NP=DET NUMBER NOM
NP0 NPeDET NUMBER

NP1 NP®ART NOM

NP12 NPsART NUMBER ®QF NP
NP13 NPxART NUMBER NOM
NP1 4 NPsART NUMBER

NOM1 NOM=NOMHEAD

NHi NOMHEADSNOMHKEAD PREPP
NH2 NOMHEAD=NOUN

N1 NOUN=N

N2 NOUNsSN «P[

23! VPaVERB

VP2 VP=VP NP

VP13 VPaVP PREPP

Vi VERB=Y

v2 YERBEV «§G

v VERBrYV =PPL

rules,
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Figure IVe)} Composition Rules in the Language Definition o
(concluded) _—
gt
NAME COMPOSITION EXAMPLES# o
D1 AUXD=DO do, does, don’t S
D2 AUXD2DO NEG do/not -
D3 AUXD=DO =NT does/ -n’t =
B1 AUXB=BE is, are, anm o
B2 AUXBBE NOT is/not, are/not, am/not e
B3 AUXBsBE «NT is/ =n’t, are/ en’t 7
PREPPY{ PREPP=PREP NP of/the Lafayette N
DET{ DET=aNP «GEN the Lafavette/ =°s —
NUMP NUMBERP=HOW MP how/much fe- ]
[ NUMP2 NUMBERPsMP many, much 4
- NUMP) NUMBERP=THANR ®*THAN more/than/tfour o
! NUMBER o
2 NUMP4 NUMBERPsNUMBER four ke
[e NUM1 NUMBER=SMALLNUM one, tifty one, ten i
g NUM2 NUMBERsBJGADD four hundred and £ifty one e
- NUM3 NUMBERSBIGMULT tifty one thousand -
e NUM4 BIGMULT=SMALLNUM BIGCAT ¢fifty one/thousand
S0 NUMS BIGMULTaBIGADD BIGCAT four hundred and fifty one/
- thousand j o
NUMé BIGMULT=BIGCAT hundred, thousard ot
NUMT SMALLNUM=DIGIT one, five, fif, nine
NUMe SMALLNUM=TEEN fitteen, nineteen
NUM9 TEENsDIGIT <TEEN fif/-teen, nine/~teen
NUM10 SMALLNUM=DIGTY titty, ninety
NUMi1  DIGTYaDIGIT eTY £1f/=ty, nine/=ty
NUM12 SMALLNUM2DIGTY DIGIT titty/two
e NUM13 BIGADDsBIGMULT SMALLNUM four hundred/fifty two
o NUMi14  BIGADD=RIGMULT "AND four hundredsand/fifty two g
o SMALLNUM o
- NUM{S  BIGADDsBIGMULT BIGADD t{fty thousand/four hundred and e
K gL£Ly two o
¥ NUMi6  BIGMULT=BIGMULT BIGCAT  four hundred/thousand =
L #Slashes separate the conctituents {dentified in the composition g
rules, \L
3 %
¢ %
® i
E’:' ;::::::‘
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Our mnemonic terms for factor Scores are VERYGOOD, GOOD,
OK, POOR, BAD, and OUT., These are not meant to be judgments of
granmaticesiity or acceptability, but rather to be expressions of
an estimate of likelihood, They are necessarily vague, because we
ure dealing with gradual phenomena, probabilistic tendencies, and
vacillating intuitions, (The last source of vagueness should
decrease as more protocols are studied,) T-ey mean something like
"quite likely", *"frequent", ‘"ordinary", ‘"odd but possible",
"unlikelye=1isten again", and "so special that we do not expect {t
in ¢ir task domasn and do not define it", This {s not to claim
that a phrase or cemposition 18 ‘xcellent or wrong or absolutely
impossible,  B8ome compositions, like "foot"” with "=s" ag a plural
noun, are indeed wrond in English and OUT for our subset of
English, On the other nand, "fuel® does combine with "es" to form
@ plural noun in English, with the specialized meaning "kinrnds of
fuelr", (or the time being, "tuels", like "foots" {s judged to be
OUT for our language, This judgment may de altered, It we tind
that our Jlanguage users refer to kinds of fuel as "fuels"
ordinarily or often, then the judg. ent OUT will be ehanged to OK

or even GOOD,
2, Word Categories and Attributes

A high=frequency syntactic pattern in our submarine
protocols {s one {n which a WH noun phrase is follovwed by a fornm

of "be", followed by another noun phrase, An .astance {si
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What {s the surface displacement of the Lafayette

variants of an appropriate answer include:

Seven thousand tons
The surface displacement of the Lafayette is seven thousand 3
tons “

Latavettes have a surface displacement of seven thousand tons

¥
The question and {ts answers contain tokens of three E

vords: "Lafayette", ‘"gurface displacement®, and "ton", Although Ei

all three belong to the same category N, or noun stem, they have S

quite different semantic attributes, "Lafayette" denotes a class ;?

or a member of a class of concrete, countable objects, "Syrface E
displacement" is an abstract relational noun stem, denoting a L=
relationship between a concrete object and the amount or waight of E;

water it displaces when it {s on the surface, The noun stem E;

"water®” {s not in the gquestion or i{n {ts answers, but "ton" 5

denotes a unit suitable for measuring materials like water and ?;

tuel that are not discrete objects, and therefore not countable, ;:

:;f The underlying semantic differences in the three kinds -
;;i; of noun stems affect their combinability not only with each other ;g
;ﬁf and with verbs and adjectives but also with plural suffi{xes, words fﬁ
E.zs_ of srall closed classes such as the determiners, "this", "these", —
f&j "that", *"which", and the articles, "a" and "the", as well as with ?i
:~E number expressions like "seven thousand", It would seem odd for 'Ef-

someone to say!



Similarly, "two surface displacements” {s at least as peculiar as

"two fuels®", although tor a different reason., Moreover, while

The submarine (s Latayettes

i{s ungrammatical,

—

The surface displacement is seven thousand tons

oA e i
S

O

3 seems fairly ordinary, although {t is built on the same syntactic
=

3 patternt singular noun phrase / "is" / plural noun Phrase,

.

The semantic distinctions arising from the different

denotations of the noun stems show Up at the surfaces of

o

T W
- i
Py B
. )
N .

R}
e e

utterances, where we may consider them ¢to be syntactic

Vo

constraints, Syntactic constraints are coarser than semantic
ones, making them easie? to process at a superficial, less costly
level, Therefore, we have specified them {n the attributes and

factor statements of the definitiens even where they repeat

iﬁl materiul appearing {n the semantic component, This makes therm

N

K avallable to the parser ¢for 4Judging amonqg alterpatives betore

r. having to obtain full semantic and acoustic information, For
instance, if someone Says "those fuel supPiies", we do not want

% the parser to explore in depth the appiication of rules that build

;? a plural nounephrase from "those fuel s,,," without considering an

k,ﬁ
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3

3 That surface displacement of the Lafayette

:! The surface 4isplacement of these seven thousand tons

3 Which seven thousand tons of those surface displacements
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alternative definitior in which "fuel™ {5 a modifier of a

countable nominal beginning with "g", To this end, vwe {include a

factor statement that checks the countableness of "fuel" by

referencing its count/mass/unit (CMU) attribute,

Figure IVe4 shovs some of the ‘syntactic’
(syntaxeoriented) attributes defined for noun stems, approximately
as they appear in the lexicon, Other stems resembling "Lafayette"
are those that denote other submarine classes and the stem
"submarine® {tgelf, as well as "migsile launcher®, "torpedo tube",
ete, Those resembling "surface displacement” include "speed",
"beam", *"draft" and “"length" and, of course, "submerged

displacement”, Those resembli{ng "ton" and "foot" include "knot",

Figure IVe4 Syntactic Attributes for Noun Stems

WORDS,DEF N

FUEL
CMU = (MASS)

FOOT
CMU = (UNIT),
PLSUFF = NOj

LAFAYETTE;

SURFACE,DISPLACEMENT
RELN = T3

TON
CMU = (UNIT);

One way in which Ns may differ from one another i{s in

the set of values they may have for the CMU (CounteMass= Unit)
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attribute. The first entry in Figure IVe4 defines the value of
the attribute for "fuel" as (MASS), The values for "foot" and
"ton" are both (UNIT), “"Lafayette" and "surface displacement" are
not marked for the attributey however, a redundancy function
assigns the value CMU = (COUNT) to all members of the category N
if the attribute {s not otherwise specified {n their individual
entries, General facts 0f this kind are more efficiently stated
as category attributese-or factors, as the case may be==when large
numbers of entries are affected, The attribute RELN = T, which
marks "surtace displacement" as ] relational noun-stenm,
differentiates {t from the other entries, while "foot" {8
distinguished by the attribute PLSUFF = NO, which marks it as not
taking the regular plural ending, Only ¢this last category |{s
purely syntactic, The RELN attribute {s basi{cally semantic, (Its
{nterpretatijon i{s discussed {n Section V, Semantics,)
Syntactically, relational noun stems do not combine readily with
plural suffixes and number expressions, When they do combine, the
semantic structures are specialized, An example is "three
speeds", meaning three rates of speed, "Three fuels", meaning
three Kkinds of fuel, {3 analogous, To some degree, relational
houn stems may share with mass noun stems the property of
nondiscreteness, However, "a speed of twenty knots" is ordinary,

while "a fuel of tvo tons" {8 {ll=formed,

Ine syntactic properties of nominal expressions headed
by relational noun stems ar. highly dependent on which aspect ot

the relation {s referred to in an acccmpanyinq prepositional
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phrase, As shovn {n more detai{l later, the same composition rule

applied to different instances such as "dratt of the Guppy II" and

"dratt of five feet" defines different attributes for them, The

ditterence {n attributes marks the syntactic fact that the two

instances do not fit with equal ease {n all syntactic

environments) for example, consider the two environmentss
{t {s the XK
and

it has a ,,...,

The two environments are quite different syntactically but not
very digferent phonetically, If the only firm acoustic anchor
points given to the parser are the stressed nominals "draft" and a
following "Guppy II", {t should be influenced to choose the first
environment as the better alternative, (Compare "it {s the dratt
of the Guppy II"™ with #"{t has a dratt of the Guppy II",) If the
anchor points are "draft" and "five feet", the second (s Dbetter,
(Compare "{t has a draft of five feet" with ?"it {r the Jraft of

tive feet",)

Noun stems with the CMU value UNIT also exhibit special
syntactic behavior, They combine easily with plural suffixes and
number expressions (e,g,, "two knots"™, "five feet"), but not so
well with definite determiners ("those two knots"), Also noun
phrases in which they are heads do not combine Wwith genitive

suffixes, Thus, while "the Ethan Allen’s speed"” {s ordinary, "the
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twventy knots’ speed" is {lleformed,

In the next section, the effects of these {nitial
attribytes of noun stems, and of some other forms as well, are

traced through successive composition rules,
3, Composition Rules, Attributes, and Factors

The attributes of the Ns that atfect their ability to
combine with the plural Suffix "es" are referenced {n the two
composition rules, N{ and N2, defining the category NOUN, These

appear (n Figure JIVes,

The attribute statements propagate or ‘bubble up’ the
attributes of the stem constituent, adding a number attribute
(NBR) that {s sinqular (SG) for N{ and plural (PL) for N2, The
tirst factor statement of Ni references the CMU attribute assigned
to the noun by the attribute statement and states that {Z the
value {s MASS, then the score is enhanced, It is GDOD, This
judgment {ncorporates our knowledge that the other rule, N2, in
which N {s a constituent, cannot apply to mass noun=stems,
Theretore, if the token to whieh the composition rule is applying
{s a mass noune-stem, this is the right composition rule to apply,
When new composition rules are defined ir. which Ns premodifv a
rominal, the possibilities and expectations may be altered, but we

will still wvant to enhance the score of Nt for mass Ns,

......
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Figure IVe§ Portions of Composition=Rule Detinitions for NOUNs

RULE,,DEF N{ NOUN = Ny
ATTRIBUTES
CMU,RELN,PLSUFF FROM N,
NBR = "(8G)} 2
FACTORS -
CMU = IF CMU EQ "(MASS) THEN GOOD ELSE OK, e

PELN = IF RELN EQ "T THEN GOOD ELSE OK,
IF PLSUFF = NO THEN GOOD ELSE OKj

EXAMPLES
FUEL (GOOD) -

SURFACE DISPLACEMENT (GOOD) B
FOOT (GOOD) ‘
TORPEDO TUBE (OK)j

RULE,DEF N2 NOUN & N =PLj .
ATTRIBUTES =
CMU,RELN,PLSUFF FROM N, -
NBR = "(PL)) &
FACTORS b
PLSUFF s IF PLSUFF EQ "NO THEN OUT ELSE 0K, o
CMU = IF CMU EQ "(MASS) THEN OUT ELSE 0K, "

UNIT = IF ®UNIT IN CMU THEN GOOD ELSE 0K,
RELN = I¥ RELN EQ "T THEN POOR Pt
ELSE 0Ky .
EXAMPLES 2
FOOT «S (OUT) 1
FUEL «8 (OUT) i
SURFACE DISPLACEMENTS (POOR) -
TONS (GOOD) el
SUBMARINES (OK)) =
o
e
(4
Similar reasoning motivates the RELN factor Statement, i‘
However, the relationship between the factor statements of the two -
composition rules is different for this attribute, The relational -
noun attribute enhances the application of Ni but does not block S5
the application of N2, whereas the mass attribute enhances the -
application of Ni and blocks the application of N2, (These :
judgments are admittedly subtle and tuning them to each other is a ﬁi
nontrivial task,) e
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The plural suffix factor statements (PLSUFF), 1ike the A
CMU statements, enhance the score for applying Ni to stems that do %fﬁ
not take a plural suffix and constrain N2 not to apply to thenm, {iﬂ
The UNIT factor of N2 enhances the score Yhen the composition rule ;ij
applies to an N with the value UNIT {n {ts CMU attribute, This P{¢4
judgment s based on the fact that, in our current task domain, -:

all the measured properties have measurements exceeding one unit
and on the reasonable expectation that less than two units is a

special case,

The attributes of the Ns continue to be propagated
through successive composition rules so that noun phrases acquire S
the attri{butes, with exceptions and some additions, of the Ns that

are their heads. Ef‘;

One of the added attributes of noun phrases is FOCUS, A RO

noun phrase {s definite (DEF) {¢t its first {mmedfate constituent

is the definite article "the" or one of the determinerst "this",

N "that", "these", "those", "what", "which", It {5 {ndefinite

g‘ (INDEF) {f tne article is "a" or {f there {s no article or

o

§§ deterniner constituent, Noun phrases that are also proper names

o (e,9.,, "RUsSia") are exceptions, They are marked DEF {n the

-~ lexicon,

o -
Ee Combining definite focus with a nominal headed by a word “]
:Q] denoting a unit {s uruysual, Compared with "which torpedo tube”, fuc‘
- -
e "which seven thousand tons" seems odd, So does "a draft of the [“"
E&( tive feet" compared with "a submarine of the U,5, ¢fleet"” and

S

-fh )

1)

e

B e T e L T e T L T

e e T T

E 1‘: {ﬂ:“:”:t‘:’:"::":{'-’;z \-’:"\-“: ".I':.'\,. : 'n(.: 'n,.:'r;:.ﬁ'l.:’n ;J: :‘z.“ ;'r: [ \!:L.F: ]




SPEECH UNDERSTANDING RESEARCH Page 1Ve28
The Languacge Definition
"those twenty knots" compared with "those missile launchers",
Indetinite focus s more common for units: "a ton", "a dratt of
tive feet", r"twenty knots". It does not {mply a uniquely
determinable object or set of objects, pointed to in the
discourse, Units are seldom talked about per se, although it s
possible to do so in definitional statements like "the pound is a
unit of weignht", (Therte are 3180 expressions 1like "those extra

£ive pounds", referring to the weight in teris of the units, with

a definite determiner,)

Figure IVe6 ghows how this tendency is handled in three
of the noun phrase composition rules, NP4 defines indefinite noun
phrases whose first constituent is a number expression followed by
a nominal, NP7 defines definite noun phrases, NPii detfines

phrases whose focus may be either, depending on the article found

or predicted for the instance,

In each definition, a factor called UNIT references the
CMU attribute to judge the applicability of t.e composition rule
to the instance, The CMU attribute is assigned by {ntersecting
the attribute values of the constituents to resolve possible
ambiguities. Number expressions have the set of values (COUNT
UNIT), except for those containing "much", where the value is

(MAS8), and those containing "more”, where the value {3 (COUNT

MASS UNIT),
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s -"f-"f-".-‘f’l' ].

Figure IV-6 Portions ot CompositioneRule Definitions for
Detinite and Indefinite Noun Phrases

-

g

RULE,DEF NP4 NP = MUMBERP NOM;
ATTRIBUTES
FOCUS = "INDEF,
MOOD,NUM FROM NUMBERP, -
NBR = GINTERSECT(NBR(NUMBERP),NBR(NOM)),
RELN FROM NOM, =
CMU x GINTERSECT(CMU(NUMBERP),CMU(NOM)); &
FACTORS
CMU = SELECTQ CMU WHEN NIL THEN OUT,
HUN = IF FSTWD(NUMBERP) IN "(HUNDRED THOUSAND MILLTION)
THEN OUT,
NBR = SELECTQ NBR WHEN NIL THEN QUT,
UNIT = IF "UNIT IN CMU THEN VERYGOOD ELSE 0K,
RELN = IF RELN EQ T THEN OUT ELSE 0K,
SUBCAT = SELECTQ SUBCAT(NOM) WHEN PROPN THEN OUT,
EXAMPLES
FIVE FUELS (OUT)
HOW MUCH SUBMARINE (OUT)
ONE SUBMARINES (OUT)
HOW MANY FUEL (OUT) -
FIVE FEET (VERYGCOD) &
FIVE SUBMERGED SPEEDS OF THREE KNOTS (OUT) -
FIVE SUBMERGED SPEEDS OF THE SUBS (0OUT) =
FIVE SUBMARINES (GK)j o)
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RULE ,DEF NP? NP = DET NOM; :
ATTRIBUTES 0
FOCUS = "DEF, Ly

CMU = GINTERSECT(CMU(DET),CMU(NOM)), —
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NBR = GINTERSECT(NBR(DET),NBR(NOM)),
RELN FROM NOM,
MOOD FROM DET:
FACTORS
CMUCHK = SELECTQ CMU WHEN NIL THEN OUT ELSE OK,
UNIT = IF "UNIT IN CMU THEN POOR ELSE 0K, v
NBRCHK = SELECTO NBR WHEN NIL THEN QUT:
EXAMPLES
THOSE SUBMARINE (OUT)
THAT SUBMARINE (OK)
THOSE FUELS (0UT)
THAT FUEL (OK) NS
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Figure IVe6 Portions of Composition=Rule Definitions for
Definite and Indefinite Noun Phrases (cuncluded)

&
WHICH TONS (POOR) :
THAT DRAFT OF FIVE FEET (POOR)
WHAT FUEL (OK) )
WHICH SUBMARINE (OK) =
THAT SPEED (OK) e
THAT SURFACE DISPLACEMENT (OK); -
RULE,DEF NPi1} NP = ART NOM)j -
ATTRIBUTES 3
RELN FROM NOM, -
b CMU ® GINTERSECT(CMU(ART),CMU(NOM)),
E NBR s GINTERSECT(NBR(ART),NBR{NOM)),
3 MOOD = "DEC,
: FOCUS FROM ART) "
g FACTORS !
® CMU s SELECTG CMU WHEN NIL THEN OUT, o
XK NBR s SELECTG NBR WHEN NIL THEN OUT, L
- UNIT a IF "UNIT IN CMU THEN IF FOCUS EQ "DEF e
o THEN POOR ELSE GOOD, e
F}, RELN a IF RELN EQ T AND IF FOCUS EQ "INDEF AND e
L IF CMU EQ "(COUNT) THEN OUT ELSE OK, e
F. PROPNCHK = IF SUBCAT(NOM) EQ "PROPN THEN T
A [X=FSTWD(ART), IF X EQ "THE THEN GOOD =
[ ELSE IF X EQ "UNDEFINED THEN OK ELSE OUT) 1
L ELSE OKj Ay
G EXAMPLES <

A SUBMARINES (OUT)
THE TON (POOQR) £
THE DRAFT OF FIVE FEET (POOR) Lﬁ

i

L

y e 5
- ". ";- o -

£ A FUEL (OUT) -
. THE SUBMARINE (0K) g
" A TON (GOOD) i
éﬁ A SUBMARINE (OK) U
. A DRAFT OF FIVE FEET (GOOD) L
- THE SUBMERGED SPEED (OK) s
N A DRAFT OF THE LAFAYETTE (QUT) r
L i
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The {ntersection of the values tor "$ive" and o
"submarines" {s (COUNT); for "f{ve" and "feet", it {s (COUNT bong
UNIT)y for "much" and "fuel", it (s (MASS); and ¢for "much" and Z\
*submarine", the intersection is NIL, =

If the intersection is NIL, the CMU tactor in each
composition rule scores the application as OUT, 1If the UNIT vajue

appears {n the CMU attribute atter application, then the UNIT

tactor for NP4 scores the application as VERYGOOD, There are two i
?r! reasons for this judgment, One is that number expressions are -
?; typically found vith unit expressions to form measure expressions, f{e
E; and NP4 has a number expression constituent, The other reason is '
g] that NP4 defines phrases with indefinite focus, and units are more
11{kely to oceur Vith {ndefinite than with def{nite focus, as the %~4
preceding examples have indicated, :i;
Since the focus for phrases defined by NP7 {is alvays ggi
definite, the UNIT tactor decreases the score for applying it when %{;
g; the UNIT value appears {n the CMU attribute, For NP{{, the UNIT ;;E
?3 tactor judges the application to be GOOD if the article is "a" and ;ig
;é UNIT appears {n the CMU values, but POOR if the article is "the", b
I
Ei Although NP4 applies especially well to instances in ;Ef
;;: which units are present, {t does not apply at all §f the head ot fkﬁ
; ; the nominal constituent is a relational noun stem like “"surface E:i
;}. displacement”™ or "speed"™, In discourse about washing machines and Eji
i;i bicycles, "three speeda" might occur in an ordinary vay, but for {a?
? our eurrent discourse, Wwe do not anticipate such a combination, :;{E
. -
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%
Certualnly, w2 do not expect "three submerged speeds”, Theretore, 5:
{f the nominal is relational (RELN = T), a factor RELN prevents fi
NP4 from applying, 5?
§l
On occasion, a constraint like the one above may bypass Eﬁ
the need for detailed discourse analysis or acoustic mapping to E:
eliminate a wrong parsing path, To see hovw this effect {s -
achieved, consider the follovwing example, Assume that the ey
. acoustic mapper has made some tentative didentificatfons and A
o~ offered both "submarine"™ and ‘"submerged speed" as acoustically
‘.“ plausible alternatives ¢for ¢£{lling the gap in the partially Lsn
. analyzed phrase "three =--=< s of the U,5, Navy", This is not -
é - {mprobable since "submar{nes" and "submerged speeds" resemble each :;
other in many ways., They both start with "s"; their tirst 53
svllables have central vowels; their last syllables have high ?T
front vowels, and so forth, If NP4 {s to be applied, hovever, the :fﬁ
relational noun factor will resolve the doubt {n tfavor of ﬁ;i
g‘ﬁ "submarine", and there will be no need to test in depth how well ???
i;f "submerged speed" maps onto the acoustic data or how well {t ¢fits E%f
%é; the semantic and discourse constraints, b
a2 In a somewhat different way, the UNIT factor ot NP1l ;Ew
f}. guides the choice between "a" and "the", where acoustic evidence af'
i? ¢or a choice s typically lacking, In 4i{ts semantics, "a" ;;.
??_ resembles the number "one" in {ts ability to combine with numbers ;ﬁ:
;i? and unitsy; e.q., "one ton", "a ton", "one hundred", "a hundred", Eﬁf}
5‘ It the {nstance of the nominal constituent is "ton", "foot", igf
?
v
P - - s
ELL*_*J;;;;h;g;b;A;g:L;i;i;;;
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"knot", or some other Singular expression with the value UNIT for
fte CMU attribute, the "a" {g judged to be more likely than "the" ke

as the form of the article, li

On the other hand, {f ti.e nominal has "tuel" or b
"submarines®™ as {ts nead, the arti{cle cannot be "a", The CMU
attribute tor "a" is (COUNT UNIT), which does not intersect with
the vaiuc (MASS) of the CMU attribute for "fuel"; the NBR ]
attribute is (SG), which does not intersect with the value (PL) s
for “"subrarines”, The factors reterencing these attributes rule
out applicatior when the intersection i{s NIL, These are typical ot
syntactic agreement tests, used i{n all three definitions {n ;i-i

Figure "Ve6 as well as {n many other composition=rule detinitions,

Attriputes derived from {nstances of noun phrases are :ﬁf
also propacated to the prepositional phrases in which they are "Ji
objects, In effect, a prepositional onrase is & noun phrase with .
a Preciitic that marks its case relationship to anothel noun phase :;:
or to a verb phrase, The term ‘case’ does not refer to the :%Lf
grammatizal case~endings or inflections of pronouns, but refers to
semantic relaticns {in the sense Fillmore (1968) and others o
folloving him have used it, Syntactic case inflections are callerd Qﬁi
‘qcase’ for ‘grammatical case’ to distinguish them from semantic e
case, The GCARSE attribute, ™~ith values for nominative (NOM), -

accusative (ACC), and genitive (GEh,, {8 defined for pronocuns {n éﬁ

the lexicon, A composition rule also defines genitive determinars f!ﬂ?

(see RULF DEF DET! {n Appendix A), oo
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Figure 17«7 shows some of the syntax-orient>d parts of

the rule for prepositional phrase compositions, An application of
PREPP{ to the instance "of the Lafavette" defines its CMU
attribute as (COUNT)) an applicatioen to “of seven thousand tons"
defines its CMU attribute as (COUNT UNIT), since those are the
'; uynions of the values of the respective noln phrases, An
e application to "of surtace displacement” assigns the value T
(true) for the RELN attribute, We are not sure that the

combination is a likely one in the task domain, Here as elsevwhere

-

; we expect our factor Scores to change as ve collect and study more

18 =l
5 protncols, For the time being, "ot surface displacement”, "ot :“N
h7l draft", and the 1like are accepted as syntactically normal,

although thair form i{mplies that we should perhaps assign the
value MASS to the set of CMU values for relational nouns, 80 that
"geven thousand tons of surface displacement” is treated fff
syntactically as well as semantically in parallel with "seven :
thousand tons of water", (Compare also, "how much water?", 2"hovw ;:;

much surface displacc ent?®,) ;ff

When the head (NOMHEAD) of a nominal expression combines :i;f
with a postemodaifying prepositionai phrase, a composition rule NH{
determiner the CMU attribute of the resulting NOMHEAD by
referencing the attribute of the prepositional phrase token. As & T
result, "surfice displacement ot the Latavette" is (COUNT) {n CMU
value, while ~"surface displacement of seven thousand tons* is
(COUNT UNIT) in CMU value, Figure IVe8 Shows the relevant parts i

of the compositionerule definition, S

.......

P W
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o Figure IV-7 Por%ions of the Composition=Rule Definition T

for Prepositional Phrases =

RULE,DEF PREPP} PREPP s PREP NPy
ATTRIBUTES

FOCUS,CMU,NBR,RELN,MOOD FROM NP} ey
FACTORS -
GCASE = J[F GCASE(NP) EQUAL "(NOM) THEN OUT ELSE OKj, T
EXAMPLFS L
OF THE LAFAYETTE (OK) Sy
OF 7000 TONS (OK) N
FOR WHICH SUB (O0K) e
BY THE RUSSIANS (0K) —

OF THEY (OUT)) NEY

Figure IVeg Portions of a Composition=Rule Definition —
for Nominal Expressions =

RULE,DEF NH{ NOMHEAD s NOMHEAD PREPP)

ATTRIBUTES R
CMU s IF RELN EQ T THEN -

GUNION(CMU(NOMHEAD),CMUCPREPP)) ELSE CMU(NOMHEAD), PPty

RELN,SUBCAT,NBR FROM NOMHEAD, S

FACTORS e

FITWD = IF FSTWD(PREPP) EQ "OF THEN GOOD ELSE 0K, ot

MOOD = IF MOOD(PREPP) EQ "(WH) THEN POOR ELSE OK, P

RELN = IF RELN THEN VERYGOOD ELSE OK; e

EXANPLES e

SPEED OF WHAT (POOR) R

SPEED OF TWENTY KNOTS (VERYGOOD); A

Krai=a

oK

B

;!~ A later composition rule propagates the values ¢from g

L NOMHEAD te NOM, so that the noua phrase compositionerule 38

i definitions with NOM constituents have access to them, Thus the e

differences {n values for the two i{nstances of NOM are reterenced ——

{n the UNIT and RELN factors of NP1l to {nfiuence the cholce of NS

'_\:

"a" as the alternative for "surface displacement of seven thousand LIy

tons” and "the" for ‘"surface displacement of the Lafayette”, RGN

T

?;:
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Notice, however, that NP4 cannot apply to "surface displacement of

seven thousand tons" to combine {t with a number expression, since i:‘

T T T e
LT ! P AL
PP

. Lo S e e e

the RELN factor blocks application to relaticnal noun nominals,

[ even those with UNIT as a CMU value, Given an utterance
E contatning "which one’s speed", an alternative parsing applying -
Ef- NP4 to "one =s= speed" to derive the phrase "one Sspeed" will Dbe .u?
iéﬁ quickly eliminated, So will a putative parsing of "five surface .%“
3! gisplacements of seven thousand tons", fﬁ F

4, Attributes and Factors in Higher Level Compositions

Se far vYe have dealt mainly with noun phrases and
prepositional phrases, showing how the attributes ot their

constituents are combined, propagated, and referenced in factors.

a One of these attributes, MGOD, {is propagated tc the highest

\ N levels, to sentences (S), and to the roet category U, The 3Qj
? : question "What is the surface displacement of the Lafayette?" and S
?E! {ts responses exemplify the two NP values DEC and WH that are also o
E vajues for sentences and utterances, Sentences and utterances ;i
;”‘ have other possible values, In "Is the surface displacement of - :
‘? the Lafayette seven thousand tons?" and "Does the Lafayette have a ? |

g surface displacement of seven thousand tons?", the mood is yeg=no

(Y/N), In "List the surface displacements of the nukes", {t is

TOK Tty

P imperative (IMP), To state the matter more generally, the

s syntactic characteristics that distinguish the moods of sentences R
= and utterances are the vword clact and mood of the initial e
F‘. : :
7 constituent, If the ({nitial constituent ic a noun phrase, its L
 #
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mood i{s that of the sentence and 18 propagated to the utterance,

When the initial constituent s an uninflected form of "be" or o

"do", the mood 18 yes=noj when {t i{s an uninflected verp stem, the

mood s {imperative, For elliptical utterances, the mood may be

undefined,

The noun phrases defined in the compositionerule
definitions of Figure IV=6 derive their mood attri{butes from their b
first constituents, An article is always declarati{ve, but number
expressions ("five", "how many") and determiners ("this®, "what") ,;?

may be efiner DEC or WH, A determiner may olso be the sole -

constituent of a noun phrase, The "what" of FWhat is the surface

displacement?" {s an example,

3- OQur current vocabulary does not include verbs 1like :.;
"know" and "tell", which can embed WH questions like "Do you know :154
= vhat the surface displacement {s?" For the time being, we assume
Eg that noninitial noun phrases are not likely to have the value WH, ey
fﬁl Echo questions, e,J,, "You said what?" are not ruled out, but have Qtf-
lower scores, This is achieved by a WH factor in the determiner
l!‘ def{nit{on that lowers the score of an application when the OO
acoustic pointer to the beginning 2¢ the word is not also at the L.i;
- beginning of the utterance, This constraint {s {n need of ol
1' refinenent, since we wish to recognize the kind of i{nitial topic s
I phrase that occurs frequently in our protocols, exemplified 1in

"For what submarines {s the surface cdisplacement greater than

3 seven thousand tons?" Additional refinements are necessary to =

............

E . " 5 0% . P . T e et . AT et f - 3 o SR Y N
. IR . 3 . o A 't

A S TR T SR “ - T
. . 2 Y. . - - . . .- e . i N 1 LN ‘ . . v -t v L
T P I S L R e ST, SN, Y-S 7o - UT Yo Y TOUE S-S ST WOIP U Sy I A TP AP A 1. TR U .50 VRS T U V. WA TN I S W U, W7 W G AP AP D OO T I, W YO W




r_'jl
]

e Y Y R e yry
. - e s e I s
e <. 0 - . 5 e ... <
‘o . R AT ! -
” AT i 4 6o

it e i’ o o
B

Pl s m
v ‘“‘ [}

f
LA

4

L

T

e
v

R ATR

Ny T ey R Y Y TN T e -
e o S S AR O & R T T T T T T T T T TR T ey .
3 i 5 I O i B i i et 1

...........

SPEECH UNDERSTANDING RESEARCH Page 1IVe3g
The Language Detinition

recognize occurrences ot "which" as a relativee-clause introducer,

While permitting some noninitial WH noun phrases,
factors {n various composition=rule definitions lover the score
for application still more for multiple occurrences of WH noun
phrases within a phrase, "What i{s the speed of which submarine?”
exemplifies an utterance whose score during parsing would be

reduced by factors in the rules that apply to {it,

For imperatives, the application of the compositionsrule
definition is blocked completely if the verb phrase contains a WH
noun phrase, The relevant factor statement, labejed WH, appears
in Figure IVe9, To see some of the possible effects of the WH
factor, suppose that among the analyses considered as instances of

an imperative are the following tvo alternativess
List which submarines

and
List six submarines

The WH factor eliminates the first alternative,

For the WH factor to operate, the VP must have a mood
attribute, In traditional linguistic analysis, the moods that are
associated with verb phrases or verbs {nclude the imperative mood
but not the WH interrogative mood, In our definitions, verbs do
not have {mperative mood, However, sentences in which a verd

phrase !5 the sole constituent may be {mperative, it the instance

..............................
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of the verdb phrase has the appropriate attributes, The remaining
factor statements {n Figure IVe9 specify what those must be, One
of the attributes referenced there (s called IMP, Thi{s {s not a
mood attribute, but an attribute of verb stems that marks whether
they are potential heads of imperative sentences, Among the verbp
stems with the YES value for this attri{bute are "list" and "give"

"own"™ and "have" are marked NO, (We do not inelude the

interpretation of "have" as "take", as in "have a pilece of gum",)

Figure 1Ve9 Portions of the JompositioneRule Definition
tor Imperatives

RULE,DEF S4 S = VPy
ATTRIBUTES
FOCUS FROM vpP,
MOOD s " (IMP))

FACTORS
WH = IF MOOD(VP) EQUAL "(WH) THEN OUT ELSE OK,
VOICE 3 SELECTQ VOICE(VP) WHEN PASS THEN OUT,
IMP & SELECTQ IMP(VP) WHEN (YES, UNDEFINED) THEN OK
ELSE OUT,
NBR = IF NBR(VP) EQUAL "(SG) THEIN OUT ELSE OK,

EXAMPLES
LIST WHICH SuBS (QUT)
LIST SIX SUBS (0OK)
LISTS SIX SUBS (QUT)

OWNED BY THE RUSSIANS (OUT)
OWN THE SUBS (OUT);:

The convergence of many attributes at the higher levels
of composition makes possible many discriminatory judgrents,
Figure IVe10 shows something of the range ot syntactically based

judgments available at the sentence level,

.......................

........

2 e

O

...........



RO Sl N Nl Gt i A Sl B i S B AP e SN a4 O T S T

e TR R AR AN INTY UWTRTTSR TR

-
% SPEECH UNDERSTANDING RESEARCH Page 1IVe=40
¢ The Language Definition
;.
: Figure IVei0 Portions of a CompositioneRule Definition
7 for a Sentence Composition
3
5 RULE,DEF S3 S = NPt{NP{ AUXB NPgNP2y
v ATTRIBUTES .

MO00D,FOCUS,CMU,RELN FROM NPy,

AFFNEG FROM AUXBjy

FACTORS

NBRAGRY = IF CMU EQUAL "(UNIT) THEN

[IF NBR(AUXB)EQUAL "(SG)THEN OK ELSE QUT]ELSE

IF GINTERSECT(NBR(NP1),NBR(AUXB)THEN OK ELSE OUT,
NBRAGR2 s IF CMU(NP2) EQUAL "(UNIT) THEN OK, ELSE

IF GINTERSECT(NBR(NP2),NBR(AUXB))THEN OK ELSE OUT,
FOCUS = IF FOCUS(NP1) EQ "INDEF AND FOCUS(NP2) EQ "DEF
THEN POOR ELSE 0K,

GCASE] = IF GCASE(NP{) EQUAL "(ACC) THEN OUT ELSE OK,
GCASE2 = IF GCASE(NP2) EQUAL "(ACC) THEN OUT ELSE 0K,
MOODtY = IF MOOD EQUAL "(WH) THEN GOOD ELSE OK,
MOOD2 = IF MOOD EQUAL " (WH) AND MOOD(NP2) EQUAL "(WM)

THEN POOR ELSE 0K,
AFFNEG = IF MOOD EQUAL "(WH) AND AFFNEG EQ "NEG THEN BAD

ELSE OK,

RELN = IF RELN EQ "T THEN IF CMU(NP2) EQUAL "(UNIT)
THEN VERYGOOD ELSE 0K,
PERSAGR = TF GINTERSECT(PERS(NP1),PERS(AUXB))
THEN OK ELSE QUT;
EXAMPLES

THE LAFAYETTE IS A SUBMARINE (O0K)
THE LAFAYETTE I8 SUBMARINES (OUT)
A LAFAYETTE IS THE SUBMARINE (POOR)
THEM ARE SUBMARINES (OUT)
WHAT IS THEM (OUT)
WHAT IS IT (GOOD)
HOW MANY ARE WHAT (POOR)
IT AM A LAFAYETTE (OUT)
WHAT ISN°T THE SURFACE OISPLACEMENT OF THE LAFAYETTE (BAD;
WHAT IS THE SURFACE DISPLACEMENT (GOOD)
THE SURFACE DISPLACEMENT IS 7000 TONS (VERYGOOD)j

The S defined by the composition=rule definition for S3

focus, CMU, and relational noun attributes of {ts
AUXB

has the mood,

-y

subject roun phrase, An atcribute AFFNEG is copied from the

Ll

constituent, If that constituent contains a "not" or "en’t", the

value {s NEG) otherwise it i{s AFF,
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In the factor statements, the PERSAGR factor tests for

agreement between the scecalled pronouns (including the indexical B
torms for Speaker and hearer) and the auxiliary constituent, The

tvo qrammatical case gtactors, GCASE{ and GCASE2, require that the

grammatical cases of the two NPs are not accusative, These I

traditional syntactic agreement tests block application of the N

A Ry e
P Y

composition rule to putative expressions like "it are® and "they

:l {s", °"Them {s" is doubly blocked, 4

Such traditional tests can be further elaborated and
refined to reduce alternatives and make predictions, We are
constantly finding new opportunities to introduce new constraints

as we proceed, For example, it {is not very likely that the noun

PR R i i

phrases of S3 will be genitives, although genitive determiners ¢for e

i

il e i M P
’I

e

noun phrases are not uncommon, If one of them {s genitive, it
seems more likely that it will be the second, For example, after
asking "What {83 the draft of the George Washington?", the next »—*1
question may be "What {s the Latayette’s?” (or Just "The
Lafayette’s?"), For both noun phrases to be genitive seems least

likely of all. Of course, it s always possib,> to construct

T —

: acceptable examples for special contexts, 'iQS
}9 Factor statements referencing the genitive case -

. attribute value are currently being elaborated for the next —

N revision ot the composition rules., Constraints on genitives are

- especially desirable because fhe genitive suffix, the plural

& suffix, the singular verb suffix, and the reduced form of "is" are L' ;1
;f. sk
® L |
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all nhomophonous, giving rise 5o many ambiguities, "The Latayette

eg" could be genitive, bPlural, genitive plural, a reduced

"Lafayette is", "Latayette’s is", or even part of "the Lafayette

submarine class",

Some of the remaining factor statements in Figure IVe10
are less traditional and more performance oriented than the person
and case agreement factors, The first MOOD factor enhances the
score if the compositionerule definition is applied to an instance
of a WH guestion, This partial judgment is based on the very high
grequency of WH questions formed on this pattern in our protocols,
Answers were typically elliptical noun phrases or nominals, 80
that the declarative form of S} was rare, We may wish to reset
this factor dynamically for discourse in the computer consultant
task domain. If the consultant nas just asked the user "What is
that tool You are using?", ve would predict a declarative
utterance from the user, possibly on the same pattern, "This is a
socket wrench," Pesetting the MOOD1 factor to enhance the score if
the mood is declarative would lower the score, relatively, for the

phonetically similar but inappropriate "Which is a socket vrench,"

The second mcod factor, MOOD2, lowers the score {f both
noun phrases are WH, The AFFNEG tactor references both the MOOD
and AFFNEG attributes and reduces the score greatly (BAD) {f the
instance is purportediy a negative WH question, for example, "What
isn’t the surface displacement?" Genuine requests for negative

information ocecur in highly circumscribed situations, The
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rhetorical question is not a genuine request for {ntormation

(e.g,y "Who wouldn’t 1like to be rich and famous!")., "Who isn’t

here?" {8 ordinary only if there {s an estabplished and 1iimited

l1ist Of people who are expected to be present, as in a classroonm,

"What {Sn’t your name?"” and "Where don’t You livel" are patently

absurd,

The constraint imposed on occurrences ot WH
interrogatives that are also negative is stated {n syntactic
terms, but it {s essentially due to pragmatic forces &s well as
semantic ones, Very similer forces appear to be at work {n
observed tendencies for the £irst NP in the composition defi{ned by
S} to be ({ndefinite {in focus only when the second one is also,
Stated oversimplyY, in coherent discourse, the things already
talked aboute=the ‘0ld’ information==tends to come first, What {s
predicated about i{t==the *nev’ {nformation=etends to follov, 01d
information {s information that has already been talked about and
established in the discourse, so that it {s likely to be encoded

in definite noun phrases, These are likely to be in subject

position, so that the sentence they introduce {s consistent with

P

‘ 3 )

?;f- preceding sentences, New information tends to be introduced in
! . .
bl indetinite noun pnhrases, The next mention of the ‘same thing’
i-‘ - K

Eé will then be o0ld {nformation, eligible for definite focus,
E*Q, Censequaently, "A Lafayette {s that submarine,"” seems peéculiar,
i,‘ relati '~ to "That submarine {s a Lafayette," "A Latavette is {(t,"
o

%' {s 11} more peculiar, It 48 not odd for both NPs to be
FQ; indefinite, as 4in "Lafayettes are submarines," Definitions and
o
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Ei generic statements often follow this pattern, In statements used \Nﬁi
5 to {dentify an object that is, in some sense, *in view’, it {is ffff
g common for both NPSs to be definite, as in "That {8 the one." Only ‘
: the pattern of indefinite followed by definite noun phrase seems .
b unusual and inverted, (A classic example is "A wigse bird is the f“*T

ovl,") This discourse=based probabilistic tendency i{s expressed in

the FOCUS tactor of S3, ' e

The remaining factor statements appeal to attributes

4 that have been propagated from the noun stems in the iexicon, The

; relational noun factor (RELN) enhances the score for applications L;;;;
i to instances in which the subject noun phrase is a relational noun .

? and the predicate noun phrase is a unit expression, as in "The H§;ii
? surtace displacement {s seven thousand tons,", and "The width {s %;;;l

two {nches," SR

- The RELN factor i3 another  example of & e
F performance=based characteristic that {s not traditionally '
¥ \.’-.‘:\:" i
% considered to be Within the province of syntaXx, On the other prn

. hand, matters 1like number agreement have always been ceintral to

”
f'."
13

| -

1 syntax, It s particularly ‘nteresting, therefore, that the ..:,af
? number agreement constrrints for 83 cannot be properly stated ARG
?i without appealing to a distinction established for noun stems on - B

the basis of theilr semantiec functions, To state number agreement ® L
constraints, noun steme denoting unifts must be marked separately,
3entences like "These are a submarine,", "These i{s a torpedo

tube,", "These is mi{ssile lsunchers,"”, and "Tnhi: are subs," are S

‘‘‘‘‘‘‘
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Clearly ungrammatical, and the ungrammaticality is clearly due to
the fact that one of the constituents differs {(n grammatical
number from the other two, However, "The surface displacement is
seven thousand tons," {s wnolly gramma~ical {n spite of the fact
that two of the constituents are singular and the third {s plural,
Its {nverted form, "Seven thousand tons s the surface
displacement,", {3 also wholly grammatical with respect to number
agreement, although the FOCUS factor will reduce its score because

of the {nversion,
S, Syntax and Prosodics

The previous discussion has centered around
demonstrations of semantic features of words and phrases that are
reterenced by syntax-oriented factor statements,
Acoustice=phonetic features of pitch, s:ress, duration, and pause
can also be referenced by syntax=oriented factors %o assess the
scores of phrases on the basis of thelr prosodies, For example,
the composition ruies for ves/no questions iike "Is the surface
displacement more than seven thousand vons?" and "Does it nave
torpedo tubes?" have two proscdic factors, exemplified in

Figure IVe-{1,

The pitch attripbute is to be provided by the acoustic
component, which checks direction of the pitch at the beginning
and end of the sentence, The pitch factor enhances the score {¢f
the pitch {s rising, (The condition "IF VIRTUAL THEN OK" does not

concern us here, It anables the parser to {gnore a factor when
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nodes are constructed predictively for cvesting,)

Figure IVeil Prosodic Elements in a Composition Rule

RULE,DEF S8 S = AUXB NPINP{ NPINP2;

ATTRIBUTES
PITCHC = FINDPITCHC(PLEFT,PRIGHT))

FACTORS
STRESS = IF VIRTUAL THEN OK ELSE
SELECTQG STRESS(AUXB) WHEN UNREDUCED THEN GOOD,

PITCHC = IF VIRTUAL THEN OK ELSE
IF PITCHC EQ "HIRISE THEN GOOD ELSE OK;

EXAMPLES
IS IT A LAFAYETTE?? (GOOD) =e
?? INDICATES A HIGH RISING PITCH

*S IT A LAFAYETTE (POOR)}

The pitch attribute and factor have not been tested and
are admittedly imprecise, As currently written, they are
essentially place holders for more accurate and testable
statements, We Kknow, for instance, that the total pitch contour
of a sentence {s not relevant for signaling {ts syntactic type,
but only the contour of the last tone group, We need to be abls

to £ind the last tonic stress and determine the direction of piteh

from that point to the end,

The stress factor, vwhich also has not Leen tested,
enhances the score if the auxiliary contains a full vowel,
Utterance=-initial auxiliaries are more resistant to vovel
reduction than medial ones, so that while "It’s a Lafayette,"”,
with elision of the vowel {5 1likely, "°S it a Lafayette," {s

unlikely, though possible,
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There are also stress factors on rules combining
auxiliaries with negatives, For instance, if the negative i{s the
reduced form "en’t", then the auxiliary should contain a full
vovwel, Thus while "it {s not", "it’s not", and "jt isn’t" are to

be expected, "it’sn’t" {s not (see RULE,DEF B3 {n Appendix A,)

Pitch and stress pose many well known problems that have
deterred us from further development of attributes and factors
bated on them, One problem {s the scarcity of data on their use
{n spontaneous speech, SRI, 8DC, and SCRL have agreed on a set of
conventions for transcribing protecols from our task domains,
marking pauses (both silent and ‘filled’), tonic syllables, and
pitch direction. Transcriptions supplied by SCRL of Selected
parts of protocols will give us some of the mucheneeded data and
lead to adjustments {n the statements concerning pitch and stress

that are nov only placc holders i{n the Language Definition.

Rnother problem, however, is the complexity of the
relationship between {ntonation and syntax, The notion that
people consistently end statements with falling ©pitenh and
questions with rising ones s <clearly erroneous, It {s more
accurate to say that nonfalling pitch signals {ncompleteness, but
thys statement s rather vague, While ves/no questions appear
more likely than other sentence types to end with rising pitch,
even they tend to exhibit falling piteh if " alternatives are

specified as in "Does it or doesn’t {t?" In addition, the acoustic

correlates of both pitch and stress are not well known and the
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nature of their combination in {ntonation patterns is a gcontinuing

puzzle in both linguistic and acoustic research,

These problems have led us to turn our own efforts, in
conjunction with SDC and SCRL, toward developing attribute and
tactor statements based on pause and duration. We belieVe that

these two features are relatively easier to define and measure,

In any cas”~. {t is necessary to determine the presence
and duration of pauses within an utterance and to separate the
silences that are manifestations of voiceless stops from those
that are untilled pauses marking syntactic boundaries or
hnesitations, Pauses are obviously usetul in determining word
poundaries, since even nonfluent speakers rarely pause within a
word, If we cannot assume that every word is toiloved by a pause,
we may assume that any pause occurs at the end of a word,
Incidentally, use of pause for word poundary determination will
entail some changes {n our current treatment ot {tems like
vgsubmerged displacement” as unanalyzed units., However, submarine
names like "Ethan Allen" and "George Washington" meet the

criterion for occurring without internal pause even for nontluent

speakers,

We are also attempting to establish attributes of
duration for words and phrases, with values LONG and SHORT, so
that pause factors can reterence them and enhance the scores for

{nstances {n which pauses appear in the appropriate place between

”

long phrases, For example, in long number phrases, a psuse 18
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acceptable between the largest number category in the phrase and

[™ s

e S B s

the following additive phrase, as {n "tifty thousand pause five

r v v
*

1 hundred and sixtyetwo", and s {nappropriate elsewhere, as in

[
"

1
L

ll ".
s

T’:.l‘

ny

.
s
LI

i "fifty thousand five pause hundred and sixty two", (See RULE ,DEF

NUMS and RULE,DEF NUM 16 {n the Appendix,)

To 4{nvestigate the acoustic parameters of these

v'l.','f'.
b ',
v

- ¥
o

a prosodies as they appear i{n spontaneous specch, Colleagues at $DC

| undertook to handmark one of the submarine protocols for durations

P

of pauses and of words, The 8DC concordance program, KWICO,

¥

brought together all occurrences of each word and pause, arranged Ef
in order of {ncreasing duration, Figure IVe{2 is a sample from
the concordance, The arrangemant permits us to make comparisons
and form hypotheses regarding the distribution of pauses and their o
correlation with word and phrase boundaries and with word

durationes,

We expect to use word durations {n characterizing a
category of ‘function’ words, whose members are typically short b

and unstressed, for example, articles and most prepositions, The

data, so far, {indicate that these words have shorter durations .—‘
than content words, which have at least one unreducible vowel, N
There {8 significant lengthening, hoveverl, before pause, So that S

'_ the durations of function words and content words overlap, For !-f—

4
L

example, while the typical duration of "of" was much shorter than

M, P b T T

that of any content vord, the longest duration was 32 segments

| @ (320 mjiliiseconds), which is not uncommon for many monosyllables, F
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This longest instance occurred before pause, The next longest

instance was only 21 segments and was not foliowed by pause,

In general, the data bear out some observations reported
in the literature to the effect that while words can be lengthened
with considerable ¢freedom, they cannot be shortened Lelow a
certain 1imit {f they contain stressed syllables, There appears
to be an i{nherent lower limit to the duration of c¢ontent words,
These durational attributes should be helpful in reducing tre
search space for words to f{l1 gaps {n partially analyzed

utterances,
6, Lexical Subsetting

One method for reducing the search space for word
mapping was {introduced {nto the parser in the fall of 1974, The
method is referred to as ‘lexical subsetting’, Early this year, a
preliminary scheme for classifying words was arrived at
cooneratively with SDC, and SDC undertock to implement the
neCessary acoustic routines, The classifications are changing, so
that the examples given below are no longer representative, They
are given only to {)lustrate the concept of lexical subsetting

concretely,

The general idea of lexical subsetting {s that when the
acoustic component (s called with a pointer to a position in the
utterance, {t rrturns a subset of the vocabularys that (s, a list

of candidate words that can begin there, {f processing (s from the
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leftt to the right, or end there, {f it {s from the right to the
letft, The candidates are those vwhose ¢first syllable (when
subsetting to the right) or last syllable (when subsetting to the
jeft) are broadly correlatable with the acoustic parameters for
the neighborhood, For example, i{f processing is to the right and
the nearest steady state looks like a high front vowel, possible
candidates include "speed", "Ethan,Allen", “"diesel", "Seawolt",
and "three", but not "Lafayette" or "submarine" or "four", It
processing i{s to the left, candidates {include "speed", "three",

and "submarine", but not "Ethan.,Allen" or "S:awolf" or "four",

Cur first classificatien for lexica}l subsetting appears
in F‘gure IVe13, Words ars classified according to type of vowel
of the first and last syllables (FV and LV) and according to
sibilant or nonsibilant £irst and last consonants (FCSIB and
LCSIB), A word may belong to more than one FV or LV class if it
has forms that differ with respect to vovel types in the
¢irst or last syllable, For example, "eleven" belongs to FVi
because it iS5 sometimes pronounced /IYsi LEH:2 VAXN:0/ and also to
FVMISC because it {s sometimes pronounced /AXi10 LEHg2 VAXN30/,
Unstressed function words are not <classified, since they are

always predicted before they are looked for,

It should be possible to return unions and {ntersections
of these classes, For example, {f the word actually present {s
"gspeed", the lexical fubsetting routine should be able to return a

1ist of forms ¢from the {ntersection of FV1 and FCSIB when
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Figure IV=13 A Classification tor Lexical Subsettina

).

FVit ETHAN,ALLEN SEAWOLF SPEED DIESEL THREE
WE FEET ELEVEN WHICH FIF SIX LITTLE
GREAT EIGHT EITHER NEITHER FIVE NINE

ENE 0003
STAAS s
» B

LV1i: GUPPY,THREE SUBMARINE SUBMERGED,SPEED WE o
SURFACE,SPEED SPEED THREE FEET WHICH MANY ;“
FIF GREAT EIGHT FIVE NINE LAFAYETTE v

FV2: SURFACL,SPEED SURFACE,DISPLACEMENT THIR
FOUR TORPEDO,TUBE MQRE ARE SHORT

LV2y THIR FOUR MORE ARE SHORT EITHER NEITHER E;

FV3; DO HOW TWO FEW U,S NUC WHO
DONT OWN BOTH

o LV3y DO HOW TWO TORPEDO,TUBE FEW DONT OWN 7
] WHO BOTH Ef

- FV4: GUPPY,THREE SUBMERGED,SPEED -
F.” SUBMERGED ,DISPLACEMENT SUBMARINE DRAFT WHAT MUCH
I ONE HUNDRED NONE SCOME TREN TWEN LENGTH TWELVE

ALL HAVE THAN THAT NINE FIVE

s Lv4: DRAFT WHAT QONE NONE SOME LAFAYETTE L

L.NGTH HAVE THAN THAT ALL EITHER NEITHER

= ALL TEN TWEN LENGTH TWELVE HAVE THAN THAT MUCH o
- NINE FIVE ;%
FCSIB: SUBMERGED,SPEED SURFACE,SPEED SPEED SEAWOLF 5
SUBMARINE SIX SUBMERGED,DISPLACEMENT SURFACE.DISPLACEMENT =
SOME SHORT -
LCSIB: U,5 HAS SIX 2
»
FVMISC; ETHAN,ALLEN LAFAYETTE ELEVEN i

, WHICH FIF LITTLE MANY HOW WHAT HUNDRED
- NONE TEN TWEN TWELVE LENGTH HAVE THAN THAT T
;':~,.'. ALL ‘~.
= LVMISC: ETHAN,ALLEN SEAWOLF ELEVEN WHICH DIESEL 2
o SUBMERGED ,0ISPLACEMENT SURFACE.DISPLACEMENT FIF LITTLE :
‘. MANY HOW WHAT HUNDRED NGNE TEN TWEN TWELVE T
o
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subsetting on the right, Presumably a union should be returned {¢

the acoustic parameters correlate with a vowel quality faliing

within the ranges of two different vowel types,., However, we hepe

to estatlish syllable nucleus ¢types in which there {s minimal

overlap,

A new classiffcation will be ready tor testing shortly,
S{mulated tests on text with and without subsetting lead us to
expect very substantial improvement {n effieciency with even a
crude subsetting scheme, As the vocabulary increases, we will
need the reduction {n search sSpace even mcre than we do novw, The
bulk of a vocabulary {s generally in the set of noun stems, Many
of thege will be semantically and syntactically so much alike that
only acoustics affords a basis for distindquishing among them, For
example, if 100 entries are names of ships, there will be 100
alternatives for f£illing a gap in an utterance {f the only
constraint {s that it be ¢£i{lled by a ship’s name, The
phonological characteristics of the ¢{rst and last syllables,
together with prosodic features of stress and duration, are the

attributes that arpear te be most serviceable in sueh

cireumstances,

’
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v SEMANTICS

Prepared by Gary H, Hendrix

Contents:

A, Introduetion
B, Theoretical Basis of Partitioned Semant{c Networks
1, Basic Network Notions
2. Net Partitioning
3, Quantified Statements
¢, Rules and Categories
S, Abstraction
6, Processes
C. The Initial Implementation
1. The Knowledge Network
2, Translation Examples
a, Example 1
b. Example 2
€, Examplc 3
D, Problems and Plans for Improvements

A, Intreduction

Since our work this year began in the context of a 3joirt
system development effort with SDC and the introduction of a new
kind of task domain, we had an unusual opportunity to reflect on
the approach to semantics we had been following and to consider
possible alternatives and improvements, After careful
consideration, a semantic system bagsed on semantic networks was
implemented and tested, While this module continues to supply
semantic support for the total speech understanding system, the
experiences and insights gained from our programmina efforts have

suggested so many improvements that we are nov making substantial

revisions to take esdvantage of our better understanding of network
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structures and procedures for partitioning them, Details

concerning our selection of the new czmantic representation, the

theory behind partitioned semantie networks, our current

{nplementation, and plans tor improvements are discu.sed {n this

seaction,

In our previou: system, the Semantics relied heavily on a
process model, which formalized ¢the steps entailed {n the
maintenance and repair of a particular kind of small appliance,
While ve continue to believe that approach {s viable for the
semantics of dvnamic domains, like the computer consultant task,
the data man-jement task domain, assumed through our cooperation
with SDC, tocuses on the retrieval of static facts ¢from a data
base and deemphasizes the notion of process, Since process mode's
are singularly unsuitable for the representation of static data
bases, we have considered alternative representation schemes in
the hope of finding a ~omprenhensive system capable of
accommodating both task domains and, hopefully, any others that we
might select in the future, In particular, we have considered
relaticnal tables (following Codd, 1970} and semantic networks (as
used by Simmons, 19733 Shapiro, 1971y Rumelhart and Norman, 1973,
an¢ Schank, 19735, The tabular scheme offers the advantage of
compact representation for data bases (such as attributes of
submarines or the {nformation on ships ¢for the Mediterranean
scenario}, which are regular, tabular, and dense, Semantic
networks, however, offer such recognized advantages as a

convenient bidirectional linkage between semantically related data
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items and an inherent facility for associating deep conceptual e
case systems with event types, Furthermore, system inputs may be ;:

translated {nto network notations paralleling the notations used

tor the encoding of data base knowledge,

The representation we have adopted s a variation on

conventional networks that allovs quantification and e
catagorization to be handled easily and that faci{litates both the ol
translation from Fnglish {nto network representations and the

building of constructs for discourse analysis, This variation .

also facilitates the encoding of process models {in networks and

will eventually allow us to tap our previous work {n process Ei'
modeling to extend our system to dynamic domains, We have ;}_
extended the encoding pover and flexibility of semantic netvorks ii
by {ntroducing an augmentation {(n which the nodes and arcs of :;ﬂ
netvorks are partitioned {nto ‘spaces’,l[i] These spaces allovw E}:
knowledge to be bundled into units which help to Condense and Eﬁ
organizc the data base, Since many of the distinctive aspects of ?i
partitioned networks may be presented more easily in terms of the :
computer consultant task domain than in terms of the data o
management task domain, our initial examples are taken primarily Eﬁ
from the former source, g%

{1) A short ({ntroduction to partitioned semantic networks .s
contained !n Hendrix (1%7%),
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B, Theoretical pasis ot pPartitioned semantic Networks
i, pasic Network Votions

In its simplest gorm, a semantic network is @ set of
nodes {nterconnected by an accompanying set ot ares, A node may
pe used to represent an ‘object’, where an object may be virtvally
anything, including physical objects, relationsnips, sets, events,
rules, and utterarces, Arcs are used fo represent certain
‘primitive’ omnichronic ({,e,, time {nvariant) relationsnips,

although such reiaticnships may also be represented as nodes,

A feeling for how nodes and arcs are organized to
represent various tacts may be gained bY considering the network
ot Figure V=i, In this network the node ‘PHYS!CAL.OBJECTS‘
(single quotes are used to designate nodes) represents the set
PHYSICAL,OBJECTS, the set of ali physical objects., Likewise, node
SMACHIN® ,PARTS? represants the set of all machine parts, The arc
labeled "s" from ‘MACHINE ,PARTS’ to “PHYSICAL ;OBJECTS® tndlicates
that MACHINE ,PARTS {8 & subset of PHYSICAL ,OBJECTS, Simijarly.
tne network indicates that BOLTS is a subset of MACHINE ,PARTS and
that B, an element of BOLTS (connected by an arc labeled "e"), is
a particular bolt. Following the nierarchy ot another gamily, +
(s a particular DboX, an element of BOXES, whieh {s a subset of

CONTAINERS, which is a subset of PHYS81CAL,OBJECTS,

Node ‘C’ encodes a containing situation, an element of

the situations set <sitecontain>, a subset of SITUATIONS, which {8
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trhe set of all situations, In particular, *C’ represents the
3;! containing of bolt B by box X from time T{ until time T2, The
various Component parts of situation C are associatsd with {t
throuyh special deep case relationships, For example, in the
iin ne.worx there {s a2 arc labeled "content" from ‘C’ to ‘B’, This
arc irndicates that B {s the p@content of situation C, where the

notetiun "sacontent of C" means "the value (#) of the content

attrioute (@) of C.," Similarly, X is the #fcontainer of C while T1

and TL are the s@startetime and #dend-time, respectively,

e
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As a genera)l principle, arcs encode only element,
subset, and case relationships, (Under one ({nterpretation, L
element and subset relations may be viewed as deep cases also,)

Arcs are rever allowed to encode relationships, such as ownership,

which ar+ time bounded, -

2, Net Partitioning

The central {dea of net partitioning i{s to separate the
various nodes and arcs of a network i{nto units called spaces,
Every node and every arc of the overall network is assigned to b
exactly one space, with all nodes and arcs that lle {n the same
space being distinguishable from those of other spaces, While
nodes and arcs of d,f’erent sSpaces may be linked, the linkage must

pass through certain boundaries that separate one nct space :Irom

another,
Net spaces are typically used to delimit the scopes of i;ﬁ
quantified variables and to distinguish alternative hypotheses NG

(du-ing parsing and planning), However, betore taking up such e
practical applications, consider the si{mpler (if atypical) network S
partitioning exhibited {n Figure Ve2, As shown, each space of the ey
partitioning {s enclosed within a dotted line, For example, space o

S1 {s at the top of the figure and {ncludes nodes

‘PHYSICAL,OBJECTS’, “BOLTS’, “<sitecontain>’ and °*BOXES’, Si also e
includes the two s arcs indicating that the set of BOLTS and the ;j‘

o
set of BOXES are subsets of the set of PHYSICAL,0BJECTS, In our e
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diagramatic representations of semantic nets, an arc belongs to a

space 1ff the arc’s label s written within the dotted line
boundaries of the space, Thus the e arc from ‘B’ to ‘BOLTS’ 1lles -
in space S2, éi
;:
The various spaces of a partitioning are organized into 4.
a rcartial ordering such as that zhovn in Figure Ve3, In viewing éi
the semanti{c Jetwork from some point 8 in this ordering, only the EE
nodes and arcs are visible that lie in 3 or {n a space above 8 in fj
the ordering., Thus, for example, from space S2 of Figures V=2 and }i
Ved, only the nodes and arcs lying in 82 or 81 are visible, In 2;
particular, it is possible to see that B {s a BOLT and that BOLTS ?r
are PHYSICAL,OBJECTS, but 1t 1s not Possible to see that X is a {
BOX, From space S5, i{nformation in spaces 85, 53, 2, and 81 s :
visible, Hence, from 85, the whole of the semanti¢ netvork ot o~
Figure Ve2 may be seen,(2] iéi
In practice, partitioned networks are constructed by fi
creating empty net spaces, adding them to the partition ordering, ?%
and then creating nodes and arcs within each newly created space. QE
The use of partitioning {n the encoding ot quantified statements ff
and categories is the subject of the next two sections, E;j

{2) For certain applications, the net may -e inspected cne Sspace )
at a time., For example, it is possible to query the net in such a -
way that only nodes and arcs lying in space 52 are visible even N
though {intormation {n 81 {s normally visible whenever 82 is g

inspected,

.............
......
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3. Quantified Statements

In addition to an ability to encode specific facts (such

i
&3 the containing event encoded {n Figure Ve{), a semantic system EL
needs some facility for grouping Sets of S{milar facts into units ij
and for allowing these facts to be represented collectivrly
through some sharing mechanism and to be conceptualized as an
integrated whole, An ability to encode generalized information o
(in the form of quantified expressions) {s of considerable
importance since it is often impractical (or even impossible) to

record the same information by a collection of individual specific

Y

statements both because of the very number (possibly infinite) of

statements required and because details of particular {ndi{viduals
may not be explicitly known, Furthermore, since quantification {is e
a component of language, an ability to encode cuantifiers is vital :;
to the understandinag of certain classes of Engli{sh sentences éé
(e.g,, "Are all subs in the Russian fleet nuclear powered?", "Do E#
some U,S, boats have more than five torpedo tubes?") ?T
As an example of how quantification {s handled {n 55
partitioned networks, consider the network of Figure V=4 which ;;
encodes the statement gﬁ
Every bolt i{n the box is 3/4 {nch long and has a nut screwed N

onto itl

In this network, the node ‘GS’ represents the set of all general ke

skt AN A il i
. .

L d statements (the set of statements {nvolving universal quantifiers —
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%

xS or, under amother interpretation, the set of recurring patterns of

events), The node “g’ represents the particular statement (set of

e events) cited above,

h-. 1
P }
= W oA L
D )
& »
3 e 4
S | - - ol
R 51 ¢
AT §
‘.'-:U The bolts. linear. &
A GS &
Ve in.the.box measures &
Foy. } i
-
.
4"‘". Hd
N ‘
O
's,"",u
2. 09
LN LY
o :
e

S 1
2 3

B

7 B oo

®
DRI

. &%

,l'l

T —

v T R
o Wi

<sit-screwed: simplistic>)

-
¥, %

| W
L4 A
N e

SA-3805-20

.~ %
P

FIGURE V-4 EVERY BOLT IN THE BOX IS 3/4-INCH LONG AND HAS A NUT
SCREWED ONTO IT

(i T r

L P T
P R B B )
o J

v T
-

¥

i X L_&
B o

I
A
(.
l.-
‘-
5,
.
.
A8
v -
.
!"-
R
I
T R RISt
- - - - -
L S IR N A
- R -teN L™
R P LT
PR R
T -1‘ I I
. ) R
] oy A
o T L VY A S T e




SPEECH UNDERSTANDING RESEARCH Page Veil "
Semantics K

Characteri{stically, a general statement encodes a
collection of separate circumstances all of which follow the same i
basic pattern, This basic pattern is represented by the ¥8form of xﬁ

the general statement, The #eform of g is encoded by a net space, "

54, which 1ies just below S1 {n the partiticn ordering, (When one 5
net space i{s pictured {nside another, the inner space {s below the %i
outer in the partition ordering,) This net space may be thought of ﬁﬁ
as a super=node containing its own internal structure and i‘
representing a composite variable vhich takes on a different value :
for each of the {nstantiations of the recurring pattern, Each :
node and arc within the space of the super=node may be thought of g;
o as a subvartable, {
:i General statements are also tyPically associated with ;ﬁ
g! one or more universally quantified variables which are allowea to s

=N assume values from some specified range, Statement g, for

g

T [ —— WW "

example, has a universally quantified variable b given by the :
value of {ts @Vyv attribute, Note that variable b i{s necessarily a

part of the #@form of g (i,e,, *b* lies in space S4), From node o
‘b’ there is an e arc to the set the,bolts,in,the,box, indicating
that ¢the value of b (written #b) must be taken from the ranga set v

the,bolts.in.,the,box, The node ‘the,bolts,in,the,box’ has been

e B Bl

created egpecially to help encode the general statement, Its

Z

St mearing may be inferred subsequently when the,bolts.in,box.X s el
55 defined by the network of Figure Ves, £
p- -
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The interpretation of a general statement i3 that for &
each assignment of the variables #@Vv to Vvalues 4in their "
S
corresponding ranges, there exi{st entities matching the structure o
B
!
of the seform, For g this means that for every #b, an element of 0y
\ the,belts,in,the,box, there exist 54
5:? th=C <has,lenqgth> -
#3=C <sitescrewedisimplistic> L
#neC NUTS 3
"-h
and the relations Ej
3 tb {8 the #@object of #h &
v 1/4INCH 1s the t@measure of #h 2

L #b 15 the #8mt of #8 (L.e., #b I8 the male-threaded |
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part of #s) ~-;I

#n is the sRft of #s, &3

3%

?‘;u.

ﬁ_‘h.

Thus, the ({nterpretation of g {is that for every &b ({n (&

L

the,bolts,in,the,box, there exists a s{tuation #h in which the =

b

length of OBJECT #b is the MEASURE 3/4 inch, Since “3/4INCH’ 1ies 5ﬁ

. . =1

outside space S4, there {s only one measure for all the bolts {(n !

the box, Furthermore, for each bolt #b there i{s a nut #n -
(depending on the individual #b) which {s i{n a situation of being -

screved onto #b, (A screvedisimplistic connection may exist only 'ﬁ

between two threaded objects, one with male threads (the #8mt) the e

. X

other with female threads (the #aft), A screwed:simplistic Q:
connection may be contrasted with screwedistandard connections in Zﬁ

which multiple unthreaded parts are held together by a bolt (or ?ﬁ

by

other threaded object) which passes through the unthreaded objects R:

.'_\,\

to engage a nut,) ~

!

Nt

Complex quantifications {nvolving nested scopes may also -

r_\

be encoded by net spaces, as shown abstractly in Figure Veg, i;

4, Rules and Categories el

-

A convenient method for organizing informaticn in & jﬁ

N

7;?» semantic system {s to divide the various objects in the semantic @Q

k. domain {including physical objecis, situation objects, and event o

objects) {nto a number of categories, Using categories, objects ;3

- T

". -, ) . |‘._“'.‘

g that are somewhat alike become grouped together, allowing similar CS

;i,; objects to be thought about and talked about collectively, The —
- =
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scheme {83 hierarchical {in that some

subcategories of more general classes,

likeness arises
common, characterizing properties (such as an

common attributes or with deep conceptual cases),

SA-3805-30

categories
The lower a class {s In
the category hierazchy, the more alike {ts members must
{n that members of 2ach category possess certain

association
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The categorical system serves the important purposes of
spotlighting simi{larities among o"»jects and compressing redundant
information by recording common information at the category level
rather than with the {ndividual, If an object Z s known to
belong to some category K, then Z {s known to possess the common
properties of K°s members and the common properties of the members
of each of K’s supercategories, This arility to encode
information at the category level rather than with each {ndividual
is of practical importance, because it saves computer memory and
because¢ all the elements of a category (perhaps being infin{te {n

number) may not be explicit'y known,

For natural language processing, the category system has
the {mportant feature that members of the more signiticant
categories (the catecorie; commonly held in the minds of humans)
are expressed by the same 3set of linguistic patterns, As an
elementary example, screwdrivers, wrenches, hammers, and saws
belong to & category cf objects that may be expressed by noun
phrases headed by the noun "tool", Various attaching events may
be expressed by complete sentences, using the words "attach”,

"mount", or "fasten" as their central verbs,

Intrinsi{c {n the notion of a category is the notion of &
rule that specifies a necessary and suffi{cient test for category
nembership, Ne~essary rules, which all category members must
obey, and sufgicient rules, shich can prove that an object belongs

to a given category, are also of importance,
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As a simple example of a category and {ts defini{ng rule,

s .
7

consi{der tne category of bolts {n box X, This category s

)

Tepresented by node ‘the,bolts,in,box,X’ of Figure V=3 with the
associated rule being encoded by net space S2, The ens arc 1ying
in space 52 from node ‘b’ to ‘the,bolts,in,box.X’ {indicates that f;
‘b’ represents «hat may be thought ef as an archetypal element of
the category, (The 1jabel "ens" means "archetypal element, o
necessar/ and sufficient,") Any obfect ¥ith the characteristi{cs of
t belong to the category and all members cof the category have tne
characteristics of b, As encoded in space S2, the characteristics

of b include merbership in BOLTS ‘the set of all bolts) and

i U

involvement as the ¢t@content in a containing situation {n which

bex X {s the tecontainer,

In natural languege processing, particularly during the =

parsing phase Wwhen surface structures are being translated {nto

rets and when the semantic well formedness of sentences and 0y
sentence fragments is teing tested, it i{s important to know what 555

attributes (deep cases) are associated with certain categories ot ;;3

objects (especially with event, situation, and other verbe-like |
categories) and what range of values each attripute may assume, o
This {nformation {8 of utility because attrihbutes indicate the ‘
types of participants that are involved {n particular categories

of situations and because there often {s a direct mapping from e
syntactic cases (including prepositional phrases) to these ;,ﬁ
attributes, Knowing the correspondences between surface cases and

attribtutes and knowing the ranjges of values fer each attribute
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allov some parses to be rejected on macrosemantic groundsy they

also provide a facility for predicting the citing of certain

situation participants (n the surface language, (This prediction

akbility (s especially important for speeech understanding,)

The attributeerange intormation tor a category,
collectively referred to as the category’s "delineation", may be
associated with ¢the category through a delineation ruyle, A
delineation rule is a necessary rule which {ncludes range

information about every att.ibute of the delineated category.

As an example of a delineation 1rule, consider the
delireation of category <to-boict>, the category of events in which
tvo machine parts are oattached by using bolts as fasteners,
Pelineation {nformation for this category is encoded by the
network of Fiqure Ve7, In this network, node “<toebolt>’ {s
linked to a node b’ by an ed arc which {ndicates that b is the
delineating "element" of <to=bolt>, Encoded within space S4 (s
attribute~range information concerning each of the six attributes
possessed by memb rs of <toe=boltd, In particular, the rule
encoded by space 5S4 {ndicates that a bolting event involves an
#6actor taken from the set of INTELLIGENT,ANIMATE,OBJECTS, a
#@minor=p and a #@major=-p taken from the set of MACHINE,PARTS, a
set of s@fasteners taken from thz set of BOLT/NUTS (a bolt/nut ({s
a8 bolt and a nut that work together to furm a single fastener), a

t8too]l taken from the set of TOOLS (which i{ncludes hands and

fingers), and a s@time taken from the set of TIME,INTERVALS,

Ty
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FIGURE V-7 DELINEATION OF <TO-BOLT>

Given the two sentences

I bolted the pump to the base plate WITH 1 INCH BOLTS,

I bolted the pump to the base plate WITH THE WRENCH,

the delineation of <towbolt> may be used to determine that the
WITH phrase in the fi{rst sentence supplies tnhe sefasteners case

whnile in the second sentence it supplies the #@tool case.
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The delineatiun rule of Figure Vel shows all delineation

information concerning <to-bolt> to be encoded in a single rule Lo

linked directly to the category, In practice, cateqorical o

intormation {s almost alvays distrituted among many points in the :

categorical hie-archy, To see how {nformation {s distiibuted at e

various lev~ls, consider the hierarchy of <to-attach> events which

is exhibited {n Figure V-8, The most general category in the ;33
hierarchy {s category U, the universal 3set, Even U has a ;;;
delineation since all objects (including events and situations) ;;
exist over some (possibly onec-point or infinite) timo {nterval, A ;:‘
subset of U is <to=attach>, the set of all attaching events of any ?__
nature whatever, Members of <to-attach> {nherit the time ,?i
attribute from supercategory U and a4d two additional attributes, Fi'
#éparts and #@actor, of their own, In general, each attaching :;i
event involves a set of #@parts that an #@actor bind3 together in é;?
some way, g&:
3 Two subcategories of <to-attach> are shown {n the %ﬁj
g” figure, The first is <toescrewssimplistic>, which is the set of ﬁ%;
?g events in which two threaded objects, one (#8mt) with maje ;ﬁf
?ﬁ threads, the other (#@ft) vwith female ¢threads are engaged by %?f
E;! tvisting, Notice that the delineation rule of this category shows ;é;
. that the semt and the #@ft are poth elements of the #@parts, The
f} sardinality of #@parts (s at most two (but could be one as for a %F;
garden hose with one end atta.hed to the other), “x
o E}y
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A second subcategory of <to~attachy is

<toeattachifastener>, the category of fastening events i{n which
the #@parts are attached with fasteners, (Screwing a 1lightbuld
into a socket requires no fasteners and i{s a simplistic screwing
event, Nailing a sign to a post requires a nai{l as a fastener,)
The delineation of <to-attachifastener> simply adds the attribpute

of tfasteners,

Category <to=bolt> is a subcategory of <toeattachitool>
wvhich {3 a sybcategory of <towattachjifastener>, The delineation
of <toebolt> shown {n Figure V=8 indicates how the #@major=p and
the téminor=p are related to #@dparts apd to each other,
Furthermore, the #@fasteners used by bolting events are restricted
to be bolt/nuts as opposed to any type of fastener, Linkage to a
process automaton VWwhich {ndicates the sequence of changes
characterizing a bolting event might also be {ncluded with the

category information but has been omitted here for simplicity,
S Abstraction

Sinee a user may think at varying levels of detail, it
{s {mportant {n our computer consultant task domain for the
semantic system to be able to encode information at multiple
levels of abstraction and have sone capability tor jumpinq trom
one level to another, Figure V=9 shows one way in which net
partitionine may be used to encode an attaching event A at two

levels of detail, By viewing the network from the vantage of
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E&;E FIGURE V-9  VIEWING A BOLTING AT TWO LEVELS OF DETAIL 2
& :
j space S2 (which lies below 81 in the ordering and i3 a sister ;
7};: space to S3), A is seen to be an element of <to=attach> since the :#
ti e arc 1lying in 52 {s visible, Since the {nformation lying in 83 ?ﬁ
1Y

is {nvisirle from S2, A appears to have only an #@actor and a set

(‘.‘- =

ot #Pparts and is not seen to entail +#Rfasteners, From 83 the %f

same event may be vieved with more detail., First, the e ayc grom ;j

Fine A to <to-attach> {S invisible, and A {s thus seen as an element of if
o o
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Ctoebolt>, a subset of <toe-attach>, Furthermore, at this finer }?
level of detai], the t@tasteners used in the attaching (bolting) ..
event are visible (as are tools and other elements, which are

omjtted from the figuve for simplicity),

6, Processes 2

2
L
A very important aspect of the com'ter consultant task Eﬁ
domain s that of change, Since sequences of change tend to E:
follov certain regular patterns, it i{s convenient to organize the
recurring sequences of change into categories, grouping similar
sequences together, FEach category of sequential change {8 E:
tantamount to an event category, the members of Which may be uzﬂ
thought of as i{ndividual enactments of a common plot or secript ;?‘
that encodes a generalized pattern of change, For example, every i;
event of tightening bolts follows the plot zonsisting of £inding a gg%
wvrench, putting the wrench on the bolt, twisting the bolt %3:
clockwise, and so on, Each enactment casts different participants b
in the various roles but follows the same basic pattern, :Ea
5
Since the members of a particular event category may be A
distinguished as exactly the {nstantiations of Segquential change Eﬁ?
} that follow some particular script, the script itself forms the t::
E; basis for a rule defining the event category, ;ﬁi
;? During the past year we have been considering ways to ;ﬁi
\ encode process scripts in semantic networks for use in language EES

Ei processing, The procedural nets developed by the planning group iw
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of the SRI Compuver Based Consultant Projeect (Sacerdotd,
torthcominagy Nilsson, 1975) are a representation of process £
knowledge and we anticipate the eventual merger of procedural and
semantic networks, However, since procedural nets were not

designed with language processing in mind, ¥we have considered

v oy
PLEPY

process automata (see Hendrix, forthcoming) as a possible g
alternative, A process automaton is a section of semantic network §
that resembles a Mealy machine or an augmented ¢finitee-state i
transition network (AFTN) system (Woods, 1970), Waile the AFTN EE
mode] wag developed as a programming structure to describe the §
process of parsing language, the process automaton has been g%
developed as a data structure for describing the processes §§
(prototypal plots) cited by language and may be regarded as a ;?
parsing grammar that interprets (or generates) a sequence of f;
changing econditions rather than a sequence of words, 1If a path ;?
can be foupd through a Dprocess automaton network for a given i}
sequence of changes, the sequence {s accepted as a ‘word’ (an ::
enactment) in the ‘lanquage’ (category of events) defined by the i?
‘grammar’ (process automaton). é%
Ce The Initial Implementation i

Many of the ideas concerning net partitioning that were i
presented {n the previous section were either conceived as a z&
result of or tempered by our experiences with a network based {g

semantic system that was designed, built, "nd tested during the 3
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sunmer and fall of 1974, The concepts on which this system {3

based have been moditied during testing and evaluation,

Nevertheless, this section presents the system 4in its original

torm, Changes, w“hich are in process, are discussed in the

following section,

In overview, the system {8 built around four major

constructst

(1) A network data structure encoding the Dbasic
task-domain knowledge of the systenm,

(2) A network ‘scratch pad’ for use {n building network
representations of input utterances and their component
parts,

(3) An ‘intermediate language’ between surface English
and netvork notation, {ntended for use as an aid in
discourse analysis,

(4) A battery of semantic composition routines that are
called by the parser to test the semantic compatibility
ot phrase constituents and to build semantic
representations (on the scratch pad) of complete phrases

given the senantic representations of component parts,

Routines for querying the data base to retrieve answers to user
guestions and routines for making semantic predictions are planned

but are awaiting revisions to the basic network manipulation

routines,
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The discussion of this section is presented in two parts,

e,

The ¢€irst part considers our methods of encoding domajinespecitic

D i, 1R

knowledge for the data management task, while the second part ‘-

;:

1 presents a set of translation examples that j{llustrate the use of X
the scratch pad, intermediate language, and composition semantic fhf
routines, }if

1, The Knowledge Network N

[ !ﬁ_

[ The top level of the network encoding of the data base bas
for our submarine protocol experiments is shown in Figure Vei0, j}

! This network follows closely the conventions presented {n the ;;4
previous section, The top node in this network {s ‘UNIOBJS’, the _f:

2 node represanting the universal set of objects, Major subsets of N

; UNIOBJS 1include RELATIONS, MEASURES (a measure {s a number/unit i~i-

: comb{nation such as 30 knots), LEGAL,PERSONS (a legal person {s an i}i?
entity such as a person, corporation, or government that may enter 2}&1

> into contracts) and PHYSOBJS (the set of Physical objects). ;5_~

S AT

- e

- All the information {n the data base concerns submarines o

I e

% and the relationships {n which submarines are participants, y}}ﬁ

-‘. :ﬂ: A

75 simiiar relationships (e,q,, all ownerships) are collected (into §L¢7

it subsets of RELATIONS, For example, the Set OWN,RELS of oWnership -

: relationships appears {n the data base and {5 delineated by the ?35;

net space labeled "own", This delineation {ndicates that an ;%7:
element of OWNS.RELS has an #downer taken {rom the set of o

L
LEGAL,PERSONS and an #@ownee taken from the set of PHYSOBJS, ok
{Time arcs are not included since the data base |5 assumed to Dbe ﬂ;—r

) ‘

-

L

U i
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static and all facts recorded are assumed to be true &t the

current time, The network encoding of HAS,PART,RELS (has as part

relationships) (s similar to OWN,RELS, The constituents of a

HAS ,PART,FELS relationship are a #@suppart ("sup” {s taken from

"guper") and a #s@subpart, both taken from set PHYSOBJS,

(s@subpart i3z a part of #@suyppart,)

Set BIN,ATTS {s the set of so-called binary-attribute

relationships, Members of this class are typically expressed by
the construct 5:
o

The X ot the Y {s 2 e

and cannot be expressed by a verb form of X, Thus "The speed of [4-
the sub s 40 knots," qualifies speed relationships as BIN,ATTS,
However, since "The owner of the Sub i{s the U,S," can be stated
using the verb form "to-own" of "owner" (as {n "The U,S, owns the
sub,"), ownerships are not considered to be BIN,ATTS, As encoded
by the rule of the space labeled "binatt", each member of BIN(ATTS -%

has an #8object taken from the universal set,

BIN,ATTS,MEAS {s the subset of BIN,ATIS whose members -
relate an @object to some #8measure, If the s@measure {s taken ok

o ¢rom LINEAR.MEAS (is a linear measure), then the relationship mey X

be an element of LIN,DIMEN,RELS, the set of relationships of ;
iinear dimensions, A subset of LIN,DIMEN,RELS §{s LENGTH,RELS, the o
f”; set of relationships whose members relate an object to the measure o

of {ts length,

........................
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In addition to the top level ({nformation shown |{n
Figure Veio0, the knowledge base network also includes more
specific pleces of information such as those shown in Figure V»ii,
Information encoded in Figure Veli may be used to answer specific
questions concerning Lafayette class submarines, As may be seen
bY the network, LAFAYETTES (the set of Lafayette subs) i8S a subset

of SURS and the VONSTEUBEN {s a particular Lafayette,

hssoclated with LAFAYETTES {s the necessary-type Trule
encoded by the space labeled "lafe", This rule indicates that all
Lafayette subs “ave the properties of EN,LAFE, the necessary
archetypal element of LAFAYETTES., 1In particylar, every Lafayette
{s owned by the U,S, (node “P’), has a surfacee=displacement of
8200 tons (node °SD’), and has tour torpedo tubes as subparts
(node *H’), The nodes “THE,US’ and ‘M’ lie outside space late,
since all subs have the same owner and surface displacement, But
nede T’ lies inside the space since each sub has {ts own set of
tcrpedo tubes, The arc labeled "subparts" fgrom ‘H’ to *T’ is a
kind of shorthand meaning that every element of set T s a
sasubpart of EN,LAFE, The set {tself {8 not a subpart, but each
of its members i{s, This shorthand {s now being replaced by
quantified statemants of the type described in the previous

section,
r Translation Examples

Rather than discuss the network scratch Dpad, the

{ntermediates language, and the composition routines separately,
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this section describes the three concurrentl]ly through examples of
Nov inputs are translated into their network representations, 1In
building up a serantic interpretation of a pirase, the composition
routines derive ({information tfrom the semantic attributes of the
constituents of the phrase, Ultimately, the most primitive
attributes, those asgsociated with individua) words or phonemes,
are recorded i{n the lexicon, The word-semantics for each of the
dozen words {n the examples that follow are presented in
Figure Ve12,(3) The meaning of these partial lexicel entries will

be presented through the discussion of the examples,
a, Example 1

As the first example, consider the {nterpretation

of the utterance
The U,S, ov¥nsS one of the four subs,

Although this s a contrived sentence that has not appeared {n our
protocol experiments, it wi{ll serve to point out the basic

features of our translation and encoding systems while postponinq

side issues,

{3) A 1isting of the lexicon currently in use 18 presented 1in
ADpendix A, The entries of Figure V=12 reflect lexical entries as

they appeared {(n the {nitial {mplementation,

3
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Gti:

o Figure V-12 Semantic Intormatfon from Selected Lexical Entries :
does = DO s

{(TYPEF DO)(NBR 8)]

~a

four = DIGIT
((CTYPE DIGIT)(DIGTYP (1 2 3))(NUM 4)]

PR i R

{s = BE
((TYPE BE)(NBR (SET M S))) i
Latayette =« N f
((TYPE N)(SUPSET °UAFAYETTES’)(CMU COUNT)(NBR §)) ]
of = PREP £
((TYPE PREP)) o
of = TOKEN &
((TYPE TOKEN)! Qe
=
one = DIGIT 4
((CTYPE DIGIT)(DIGTYP §1)(NUM 1)] -
own = V L
(CTYPE V)(SUPSET *OWN,RELS’)(POGM PG, 0OWN) o
(MANDATORY (OWNER OWNEE))) '
e
sub = N "
((TYPE N)(SUPSET °SUBS”)(CMU COUNT)(NBR §)) £
surface-displacement = N ﬁj
{(TYPE N)(SUPSET *SURF,DISPS’)(CMU COUNT)(NBR S)(NBR S) -
(INVERSIONS [[(TYPE VP){SUPSET °SURF,DISP.RELS®) s
(PDGM BIN,ATT) b
(CASES ((MEASURE #)1))1)) o8
the = ART e

((TYPE ART)(DET DEF)(NBR (SET ¥4 PL §))]

US = N
((TYPE N)(SUPSET °USAS*)(CMU COUNT)(NBR 8))

what
((E?)(TYPE DET)(SUBTYPE (SET { 2))(DET ?)

(NBR (SET M PL S§)))
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The parse tree of this example utterance {8 shovwn
in Figure V=13, where *he symtols enclosed in ellipses are the
designations of the composition rule def{nitions used to parse the
utterance, (See Appendix A and the discussion in Section IV, The
Language ule contains a semantic part
wnie: hullds a gemantic representation of the resultant phrase
from semantic representations of {ts components, The semant;c
representation of an utterance component (s either an expression
{n the ({intermediate language (whi~h consists of a 1list of
attributeevalue pairs) or an expression in the {ntermediate
language accompanied by a network structure, The {ntermediate
larjuage representations (ILRs) of the varieus phrases composing
the example utterance are listed in Figure Vej2 (tor primitive
lexical entries) and {n Figure Ve14 (for components produced
through the asplication of rules), Entries {n both ¢igures are
alphabet{zed, The network representations of the relevant

components are presented in the various lubtiqures ot Figure Veys,

Since the parser is capable of {nitiating the
parsing of subphrases anywhere within an utterance, the order in
which the subtrees of the total parse tree are encountered {s
arrrjavant, Thus, the discussion of how the composition semantics
operates can begin witn the word "subs" at the far right of the
utterance, (With the inclusion of a word spotter {n the Systenm’s
acoustic component, it would be reasonable for processing to start

with tiat word, since {t contains ¢tw~ sibilants, whic!® re
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Figure Vei4 Intermediate Language Semantics of Phrases from
*The U,S, owns one of the four sybs"

four = BMALLNUM K
{(TYPE SMALLNUM)(NUM 4)(NBR PL))

ST

four = NUMBER
[ (TYPE NUMBER)(NUM 4)(NBR PL)(NET °4°)]

one « SMALLNUM
((TYPE SMALLNUM)Y(NUM 1)(NBR 3)]

one ¢ NUMBER
((TYPE NUMBER)(NUM {)(NBR S)(NET °1°))

>
&
O
%
ke
5
L..
>
=3
i

one = NUMBERP
{(TYPE NUMBERP)(NUM 1)(NBR S)(NET °{°)]

one of the four subs <« NP
{(TYPE NP)(NUM {)(NBR S)(NET °G2*)
(SUPSET# ([(TYPE NP)(SUPSET °SUBS’)(CMU COUNT) :
(NBR PL)Y(NET °G1*)(NUM 4)Y(DET DEF)))] o

(NET °G1°)(NUM 4)
(DET DEF)1)))1)]

owns = VERB 2
[(TYPE VZRB)(SUPSET *OWN,RELS*)(PDGM PG ,OWN) 3
(MANDATORY (OWNER OWNEE))(NBR (SET M S§))) i
1N

owns = VP :7
{¢CTYPE VP)(SUPSET °OWN,RELS’)(PDGM PG,O0WN) X
(MANDATORY (OWNER OWNEE)) (NBE (SET M S))(NET °G4°)) {5
OoWNns one of the four subs e VP 5
[(TYPE VP)(SUPSET *OWN,REL®)(PDGM PG,0WN) 3
(MANDATORY (OWNER OWNEE))(NBR S)(NET “G4°*) o
(PDGM ,MESSAGE NIL) ‘ i
(CASES [(OWNEE ([(TYPE NP)(NUM {)(NBR S)(NET °G2°) o
(SUPSET# [(TYPE NP)(SUPSET °*SUBS’) .

(CMU COUNT)(NBR PL) ¢=

r

subs <« NOUN
{(TYPE NOUN) (SUPSET °’SUBS’)(CMU CAOUNT)(NBR PL)]

“y
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Figure Ve={4 Intermediate Language Semantics of Phrases from
"The U,S5, owns one of the four subs" (cencluded)

suos = NOMHEAD
[ (TYPE NOMHEAD)(SUPSET °SUBS’)(CMU COUNT)(NBR PL)

(NET ’G1°)])

subs =« NOM
{(TYPE NOM)(SUPSET °*SUBS’)(CMU COUNT)(NBI i) (NET °G1’))

O

the four subs = NP ;
((TYPE NP)(SUPSET *SUBS’)(CMU COUNT)(NBR PL)(NET °G1*) -

(NUM 4)(DET DEF)])

The US = NP
L(TYPE NP)(SUPSET *USAS’)(CMU COUNT)(NBR S)(NUM 1)

(NET °G3°)(DET DEF)]

W e W nia—

The US owns one of the four subs = S and U H
{(TYPE S)(SUPSET °OWN,RELS’)(PDGM PG,OWN)
(MANDATORY (OWNER OWNEE))(NBR S)(NET °G4°)
(PDGM,MESSAGE NIL)
(CASES [(OWNER [(TYPE NP)(SUPSET “USAS’)(CMU COUNT)
(NBR S)(NUM 1)(NET °G3’)
(DET DEF)))
(OWNEE ([(TYPE NP)(NUM 1)(NBR S)(NET °G2’)
(SUPSET® ((TYPE NP)(SUPSET ’SUBS’)
(CMU COUNT)(NBR PL)
(NET °*G1°’)(NUM &)
(DET DEF)1)1)1 1))

Eul e
+

£ G iR o)

UsS = N
((TYPE NOUN)(SUPSET °USAS’)(CMU COUNT) (NBR §)] -
US = NOMHEAD il
[(TYPE NOMHEAD)(SUPSET ‘USAS?)(CMU COUNT)(MBR §) (NUM 1) S
(NET *G3*)] +
-

C‘:}

=

US = NOM
{(TYPE NOM)(SYUPSET °USAS’)(CMU COUNT)(NBR S§)(NUM 1)

(NET *G3°*))
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relatively easy to locate, and since {t has a high relative

frequency in discourses within this task domain,)

From the lexical entry of Figure V=12, the stem

o e ey,

*sub" {s seen to have the semantics

o

C(TYPE N) (SUPSET °‘SUBS’) (CMU COUNT) (NBR S)] A

From this entry, the TYPE of "sub" {s seen to be N, indicating g
that "sub" {s a noun stem, That i{s, "sub" may be combined with a -
sutfix (including the empty suffix) to produce a NOUN, The CMU ;}
(1.0., Count~Mass=Un{t) of "sub® {s COUNT, i{ndicating that subs 53
are countable objects, The NBR (NumBeR) of "sub" {s S, i{ndicating f—
that, 1if only the empty suffi{X i{s added to "sub", the result will N
be a singular noun, The SUPSET (superset) of a linguistic entity g;
(noun, verb, adjective) {3 a node {n the semantic network that EE
. . o

represents the set containing all the objects named by the entity, £
The stem "sub" names members of the set SUBS, the set of all gﬁ
submarines, represented by node ‘SUBS’ of the semantic net, (As :;
other examples, the SUPSET of "own" is “OWN,RELS’, the set of all %;
relat{onships of ownership, The SUPSET of "buy" would be ‘EXCH’, ii

the set of all canonical exchange events,)

Rule N2 is used to combine an N such as “sub" with

a pluralizing sufgfix (such as "s"), The result of the application

of rule N2 (as seen in Figure Vel4) {s a constituent of TYPE NOUN

with NBR changed from S to PL (for plural),
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Working down the parss tree, the NOUN “"subs" {s
next transformed {nto the NOMHEAD "subs" by the application of
rule NH2, While this transformation adds only one new
attributesvalue pair to the intermediate language representation
of "subs", the step {s crucial to the translation process (and to
the reader’s understanding), because {t is in this step that a
representation of "subs” first appears {n the net, This entry is
made on the network scratch pad, which is actually a net space
lying just below a space that encodes gJgeneral system Knowledge,
which {s called the ‘knovledge space’, The information recorded
in this subordinate scratch space is invisible from the Kknowledge
space and thus cannot become confused with the general knowledge

{n the systen,

The entry is made in the following way, First, a
new node {8 created in the scratch space and given an arbitrary
name, such as Gi, In accordance with the principle that
utterances are understood in relation to existing knovwledge, this
nevw node must be linked to concrete information in the knowledge
space, The attributes SUPSET, CMU, and NBR of the intermediate
language are used to determine what this 1link should be, For
"subs", the 1linkage, as shown i{n Figure VeiS.i1, is an s are from
*Gi’ to *SUBS’., Node *SUBS’ of the knowledge space s used
because it {s the value of attribute SUPSET, The s (or subset)
1ink {s used for "subs", because the CMU attribute has value COUNT
and NBR nhas value PL, meaning that "subs" represents a set of

countable objects that is a subset of SUBS, Had the NBR been 8
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(for singular), an e (element of) arc wculd have been used, For a

CMU of MASS, a mass,subset arc would have been used,

The new attribute=value palr i{ntroduced 4into the
ILR by rule NH2 is the pair (NET “G1°), indicating that the

NOMHEAD "subs" {s represented in the network by node °*Gi‘’,

The next transformation on "subs® is accomplished
by rule NOMi, which (for this example) does nothing but change the
TYPE to NOM, Fefore this NOM may be converted into an NP through

rule NP10, the DIGIT "four" must be transformed into a NUMBER,

The lexical entry for "four", Figure V=12, includes
the attributeevalue pair (DIGTYP (1 2 3)), The DIGTYP is used in
determining hov a DIGIT may be combined to form larger numbers,
Type 1 DIGITS may stand alone as numbers, Hence "four" {s a
number all by itself while "twen", with (DIGTYP 3), and "thir",
with (DIGTYP (2 3)), may not bes, Type 2 DIGITS may form teens)
hence "fourteen" and "thirteen" but not "twenteen", Type 3 DIGITS
may form a DIGTY such as "forty" and "thirty", The DIGIT "one" 1s

type | only and hence may not form "oneteen" or "onety",

Since DIGIT "“four"™ {s of type {, it may be
converted into a SMALLNUM by rule NUM? and then into a WUMBER by
rule NUMi, Nodes corresponding to numbers are not {initiaily |in
the net but are generated as needed, All rules that produce a

NUMBER check to see {f the NUMBER so produced has been encoded {n

the xknowledge space of ¢the semantic network, For the number
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"four", a check is made to see {f a node ‘4’ exists that has an e

arc o node “*NUMBERS’, 1If such a node and arc do not exist, they

are created, producing the contiguration shown in Figure V=15,2,

The ART "the", the NUMBER "four" and the NOM "subs"
are combined by rule NP{0 to form the NP "the four subs", The ILR
of this phrase (Figure Vei4) has taken attribute=vajue pairs from
each of the constituents, The SUPSET, CMU, NBR and NET are taken
grom the NOM, the DET, for determiner, from the ART, and the NUM,

for actual numericecount, from the NUMBER,

The network representation of the NP,
Figure Ve15,3, also reflects information taken from each of the NP
constituents, From the NOM, the node ‘G1’ and the s arc to ‘SUBS’
are taken, Since the numerice=count of the subset size {s given by
the NUMBER, a card arc {s created from *Gi’ to ‘4‘, {indicating
that the cardinality of set Gi {s 4., Furthermore, by the ART this
set is indicated to be a reference to some known set (as opposed
to a description of an unfamiliar set), and hence the node ‘Gi{’
representing the set is marked by (DET DEF), meaning that {t is

definitely determined,

The transfcrmation of the DIGIT "one" i{nto a NUMBER
parallels the transformation of "four", However, the NUMBER "one"
{8 further transformed into a NUMBERP (which {n¢ludes such

NUMBER=1ike constructs as "how many" and "more than four®),

Rule NP3 {s used to combine the NUMBERP "one", the
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[

token "of" and the NP "tre four subs", into the NP "one of the
gour subs"™, The interpretation of tnis phrase {s that attention
is being called to some element of the set Gi consisting of "the
four subs," (Had the number been "two" rather than ‘"one',
attention would be called to a subset with cardinality two.) This
{nterpretation is conveyed by both the ILR and the network, The
ILR shows the NBR of the phrase to be S (singular), Furthermore,
the supset of the phrase is not some node in the knowledge net
(such as °SUBS’), but rather is the derived construct "the four
subs", This difference between a direct and der{ved supset {s
{ndicated by the use of attribute SUPSET+ as opposed to SUPSET,

The SUPSET# of the NP wi{ll be recognized as the ILR of "the four
subs",

In terms of the network, the NP {8 represented as
in Figure VeiS.4, Node °G2°, with its e arc to °G1%, represents
one of the elements of Gi, the set constituting "the four subs®,
Although the network representation of the NP has two nodes in the
scrateh space, °G2° may be thought of as the {mmediate
{nterpretation of the NP, with *Gi’ atding in the detinition ot
G2. The semantic dominance of “Gi® by *G2° is reflected in the
ILR, The NET component of the total NP is *G2° while *G1’ is the
value of the NET attribute of the SUPSET# of the total NP, Since

*G2* {s the NET of the top level, {t {s called the head node of

the network representation,

The analysis of the NP "the U,S," parallels the
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discussion above, but, of course, {8 much simpler, The networl
representation of this phrase {s snown in Figure V<i{5,5, "The
U.,S.," s represented by G3, a definitely determined element of
USAS, the set of all countries called the "United States”, S{ince
the cardinality of USAS {8 one, the definite determiner wi{ll cause
G3 to be mapped onto the single element of USAS at evaluation
time, That {8, °G3° {s to be {nterpreted as a reference to some
node already {n the knowledge net, Since there (s only ona USA {(n
the Kknowledge net, ‘G3° will be associated with that (the only)

USA,

The transformation of the V "own" and 3G "s" {nto
a VP s very similar to the transgormation of "subs" into a
NOMHEAD, The crucial step {s pertformed by rule VP! which produces
the VP, This rule causes a ncde to be created {n the scratch
space (see Figure V=1%5,6) which represents an ov¥ning situation, an
element of the set OWN,RELS, the set of ownership relations, This
linkage to concrete {nformation {n the knhowledge space is

determined solely by the SUPSET attribute,

The ILR of "owns"™ contains the attributes PDGM
(paradigm) and MANDATORY at all stages of {ts evolution, The
value of the PDGM attribute of a verbelike constituent {s the name
of a short code segment that aids in assigning surface cases (such
as Subject, direct object, and preépositional phrases) to deep
cases (semantic attributes) of the verbelike constituent, For

"owns", the PDGM is PG,OWN, the own paradigm, The value of the
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MANDATORY attribute s a list of deep cases that must be filled

for the verbelike constituent to be complete,

The VP "owns" and the NP "one of the four subs" are
combined to form the VP "owns one of the four subs" by rule VP2,
This rule assumes that the input NP is to f£111 one of the deep
case arguments of the input VP, To produce a meaningful resultant
structure, the rule must determine which deep case the {input NP
£1116, to see {f the NP encodes a satisfactory argument for that

case, and construct an appropriato network linkage between the VP

concept and the NP concept,

The determination of what deep case (if any) the NP
£111s is aided by the code segment that i{s the vslue of the VP’s
PDGM attribute, This code considers the position of the NP (or,
{n other instances, the PREPP or 8) relative to the verb, the
VOICE of the verb, and the deep cases already assigned arguments
(and g¢or VP => VP PREPP, the preposition used), PG,0OWN, the
paradigm code for "own", hypothesizes that an NP to the right of
the verb specit‘es the s@ownee and an NP to *“he left of the Verd
specifies the #@owner, If the VOICE of the "own" {8 PASSIVE,
PG,OWN hypothesizes that an NP to the left of the verb specifies
the #8o¥nec and a PREPP with preposition "by" specifies the
s@owner, (I¢ VOICE {s unknown, the presence of a "by" PREPP
satisfying seowner requirements will cause the VP to be marked as
PASSIVE,) For the example at hand, the NP {s hypothesized to

specify the #@ownee of the owning situation,
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N
Once a hypothesis has been made concerning which ;i
deep case the NP f{11s, a test {s conducted to see if the object ;-

specified by the NP s semantically qualified to £1i11 the

hypothesizZed case, (Tf “ne test fails, a message is sent to the

—

pavadigm code and ei{ther a new hyp. *hesis (s made or the rule

tails,) Thir <deotermination {s made by consulting “he delineation bf

(deginition) of the vert~like component®s supar category. For our
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example, the delineat{on of OWN,RELS, encoded in space =owne, s
examined, (See Figure V=10.,) The 1lineation of  OWN,RELS %}
indicates that the #taownee of an owning situation mus® (for our :Tl
® domain) be an element of PHYSOBJS, “he set of physical objects,

The {mmediate meaning of the NP "one of the four subs" {is §f

represented in the semantic net by node ‘G2, 3ince it 1{is °G2°

E]! th&t represents the one of the four suts that {s being talked Tﬁ
% : about, Hence, the assignment of NP to #2ownee sat{sfies the I}

¢ semantic requirements of the delineation of OWN,RELS it G2 can be Zﬁ?
ﬁi’ shown to be an element of PHYSOBJS, This deducticn turns out to if
23; be very easily accomplished in the semanti¢ ne“work, G2 i{s an

S element of Gi, which is a subset of SUBS, (This {information {8 i

9!4 avagi..le from Figure VeiS,4,) In tarn, SUBS s a subset of —
ZE : PHYSOBJS (as seen {n Figure V-10) and thus G2 is an elemont of ;E{
éﬂ? PHYSOBJS, E;?
; | ~

0 With G2 confirmed as an acceptable #downze for the “

E owning situatisn G4, an arc labeled "ovwnee" {5 constriurted {n the

?;f' scratch space from *G4’ to G2’ :: shown in Figure Veis,7, ‘G’ :;;

16 considered to be the head node of this structure since the NP 20T
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(headed by *G2°) is an argument to situation G4, The link between
‘G4’ and °G2’ (s also {ndicated {n the ILR of the VP, The
attribute=value pair (NET “G4°) appears in the top level 1list of
attribute=value pairs for the VP, Thus, ‘G4’ {s singled out as
the immediate network representation of the VP (with ‘G2’ and ‘Gi’
serving to help define the meaning of ‘Gi1’), The ILR for VPs with
known case arguments includes an attributee-value pafir with

attribute CASES whose value {s a list of pairs of the form

(<caseename> f{case=argunent>)

For the current example, only the sdownee of the owning situation
{s Kknown, Hence, only one pair is on the cases list, The

<caseename> of this paf{r (s OWNEE end the <case=argument> {s the

ILR of "one of the four subs",

The value of the attribute PDGM,MESSAGE of a
verbrlike constituent in Figure Veid {s a piece of data used to
restart the paradigm code.sthe vajlue of attribute PDGM,

Typically, the value of this attribute {s a )list of assignments ot

ownetype variables,

The last significant transformation in the
translation of the example sentence is performed by rule 31 which
combines the NP "the US" with the VP "owns one of the four subs"
to produce a complete sentence (S), The task performed by rule Si
{s almost identical to the task performed by rule VP2 which was

just discussed, Using the paradigm code and information in the
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knowledge net, it {s deterninad that "tne US" satisfies the

requirements of the OWNER case of the owning situation, With th{=

determinatior made, an arc labeled "owner" {s ecreated from node

‘G4’ to node *'G3’ as shown in Figure V=15,8, The ILR of the 8

looks very much like the ILR of the VP, but the TYPE has been

e

changed to S and the OWNER construction has been added to the list

of cases,

iu Ia T
=

ks

The transformation from S to U performed by rule Ui

v

makes no chances {n the representations (network and ILR) of the

8, but simply checks to see {f the S i3 capable of ‘standing
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alone’ (as opposed to being a subordinate=clause type of S). This

]
2

check ertails testing to see whether the MANDATORY case arguments

have been filled, :

It {s important te note that the semantic network
tragment constructed i{in the scratch space as & result of
translating the input utterance, "The US owns one of the four "
subs,", s structurally {dentical to the network fragment that i

would exist (or does exist) in the knowledge space to encode the -

. information conveyed by the sentence, Currently, this scrateh -
?1 space network is the end product of the semantic component, i
i; However, programs are currently being designed and written that ?
;b_ will act on the structures created {n the scratech network, For ;
%ﬁ E; questions, answars will be retrieved and responses made to the

user, For statenments, suCch as the current example, the new

s 3 infor.ation wmay be absorbed into the knovledge 8pace, For -
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{hx~ statements that do not {nvolve definitely determined components,
3E! this absorption is simply a matter of moving nodes and arcs from
E the scratch space {nte the Kknowledge space, For statements
- involving determiners, as in the current example, the process
h!n becomes slightly more complex, Determined nodes such as ‘G1’ and
G3° are assured (as a precept of the 3speaker of the input
,~¢§ sentence) to be references familiar to the hearer, In terms of
;.! our system, to be “familiar to the hearer’ is to be encoded in the
1 knowledge space, Thus nodes such as °*Gi’ and "G}’ are references
to nodes that already exist in the Kknowledge space, To absorb the
A input {nformation into its general knowledge, the system must £{nd
the knowledge space nodes that are referred to by *Gi’ and *G3’

and then interconnect them following the structure of the scratch

space, For example, to ¢£ind a knowledge space node resembling
*33°, the system looks for a node with an e arc to ‘USAS’, Since
‘THEeUS’ is the only such node, “THEeUS’ {s substituted for °G3’

in the absorption process,

b3S b, Example 2

é?r- Unlike the sample utterance presented above, almost
all 1inputs collected in our protocol experiments were questions.

Thus, as a second example of the translation procedures, consider

the utterance
Does the US own one of the four subs?

whieh is an interrogative variation of the previous declarative
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statement,

The parse tree for this utterance {s shown in
Figure V=16, Note that many of the same constructs appear in this
tree as appeared {n the tree of Figure Ve{3, F{igure Vei{7 presents
ILRs of phrases appearing {in this second example that did not
appear {n the fi{rst, and IFigure V=18 shows the ¢final network

representation of the question,

The current example differs from the first
primarily {n that its S component is formed from an AUXD, NP, and
VP by rule 87 rather than from an NP and VP by rule 8i, In terms
of constructing a representation of the utterance, this difference
{s rather small, since the composition semantics of rule 87
actually calls the composition semantics of rule 851 az a
subroutine, After 83 constructs the structures discussed
previously, rule 87 si{mply marks the POLARITY (whether the
statement is true or false) . being {n queetion, This marking is
accomplished by adding the pair (POLARITY ?) to the property 1ist
of node ‘G4’ and to the top level attributesvalue pair 1ist of the
ILR ot the S, The ILR top level 1i{st {s also set to begin with
the entry (E?), meuaning that the representation contains an
embedded question, The (E?) appears as the first entry so that
routines that use the ILR can tell immedi{ately whether an embedded

question {s present,
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Does the U.S. own one of the four sub s
| I I 1 I | T
DO ART DIGIT "OF ART DIGIT N -PLURAL

o NOUN VERB SMALLNUM SMALLNUM NOUN
AUXD <:::i:::> i <:::;:::>

NOMHEAD NUMBER NUMBER NOMHEAD
NOM NUMBERP NOM
NP10
NP12
NP
NP
NP3
NP
VP2
VP
2 s7
-
3.\‘;‘
'1“:§~ S
AN
V] SA-3804-10

FIGURE V-16 PARSE TREE OF “DQES THE U.S. OWN ONE OF THE FOUR SUBS?”
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Figure V=17 Intermediate Language Semantics of Phrases from
"Does the U,S, own one of the four subs?"

own = VERB
{(TYPE VERB)(SUPSET *OWN,RELS’)(PDGM PG,QWN)
(MANDATORY (OWNER OWNEE))(NBR PL)])

owp o VP
{CYYPE VP)(SUPSET ‘OWN,RELS®)(PDGM PG,OWN)
(MANDATORY (OWNER OWNEE))(NBR PL)(NET *G4°))

own one of the four subs « V[
(CTYPE VP)(SUPSET °‘OWN,REL’)(PDGM PG,0DWN)
(MANDATORY (OWNER OWNEE))(NBR PL)(NET °G4°*)
(FDGM MESSAGE NIL)
(CASES [(OWNEE [(TYPE NP)(NUM 1)(NBR S)Y(NET *G2*)
(SUPSET# ((TYPE NP)(SUPSET °SUBS’)
(CMU COUNT) (NBR PL)
(NET °G1’)(NUM 4)
(DET DEF)YI)YII)]

D?as the US own one of the four subs « §
(CE?)
(TYPE S)(POLARITY ?)(SUPSET ‘OWN,RELS’)(PDGM PG,OWN)
(MANDATORY (OWNER OWNEE))(NBR S)(NET *G4°)
(PDGM,MESSAGE NIL)
(CASES [(OWNER [(TYPE NP)(SURSET “USAS?)(CMU COUNT)
(NBR S)(NUM 1{)(NET °G3*)
(DET DEF)])
(OWNEE [(TYPE NP)(NUM 1)(NBR S)(NET *G2%)
(SUPSET# [(TYPE NP)(SUPSET ’SUBS*)
(CMU COUNT)(NBR PL)
(NET °G1°)(NUM 4)
(DET DEF)))1)1)]
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SA 3804-15

FIGURE V-18 NET SEMANTICS OF PHRASES IN “DOES THE U.S. OWN ONE OF THE
FOUR SUBS?”

Again, the network of Figure V=18 {s the end

product of our current semantic component, However, the structure

produced in the scratech space will eventually be matched against

{nformation i{n the knowledge space to determine whether a node

exists whose structure matches ‘G4’, If such a node {s found, the

{nput question may be answered affirmatively,
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c. Example 3
To round out the discussion of semantic

translation, consider a third exampile utterance

What is the surfaceedisplacement of the Lafayette?

which will {llustrate semantic features not covered by the
previous examples, The parse tree, ILR, and aetwork
representation of this utterance are presented in Figures Vei9,

V=20, and V=21, respectively,

The first point of interest in this example (s the

interpretation of the word "what", In accordance with rule NP8,

the DET "what" (as in "vhat submarine®” vVersus "thi{s submarine®)

may be transformed into an NP, The ILR of NP "what", as produced

by rule NP8 and exhibited in Figure V=20, shows "what" to be three

ways ambiguous, having a NBR of either S, PL or M (singular,

plural or mass), 0Only the (NBR S) interpretation {s shown in the

network of Figure Ve2i1,1., Under this interpretation, all that {s

known about "what" {s that it represents some element of UNIOBJS,

the universal set,

The translation of "the LatayYette" parallels the

translations of "the four subs" and "the US" which were discussed

eariier,
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What is the sutface-displacement of the Lafayette?
DET BE ART N PREP ART N
N‘P AUXB NOUN NOUN

NH2 4

H

!

NOMHEAD NOMHEAD .

§

Crow D '

f

:

NOM L

NP12 5

&

&

‘.v-
NP

PREPP1 .

s

[™1
PREPP =

NH1 '

NOMHEAD -
—
Crom D 3

5« s

B

I.'
p."
NOM s
b

NP12 :
~
U NP ,:_:.
S3
S

w
T
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e
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FIGURE V-19 PARSE TREE OF "“WHAT IS THE SURFACE-DISPLACEMENT OF THE
LAFAYETTE?"
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Figure Ve20 Intermediate Language Semantics of Phrases from
*What {s the surface-displacement of the Lafayette?"

{s = AUXB
[¢(TYPE AUXB)(NBR (SET M S))]

Latayette « NOUN
{CTYPE NOUN) (SUPSET ‘LAFAYETTES’)(CMU COUNT)(NBR §)]

Latayette « NOMHEAD
{(TYPE NOMHEAD)(SUPSET °*LAFAYETTES’)(CMU COUNT)(NBR S)
(NUM §)Y(NET *G4")])

Latayette « NOM
{(TYPE NOM)(SUPSET °*LAFAYETTES?)(CMI1 COUNT)(NBR S)
(NUM {)(NET °G4°))

of the Latayette =« PREPP
{(TYPE PREPP) (PREP OF)
(NP [(TYPE NP)(SUPSET ‘LAFAYETTES’)
(CMU COUNT)(NBR S)(NUM 1)
(NET ’G4°)(DET DEF))})]

surfacee-displacement = NOUN
[(TYPE NOUN)(SUPSET °*SURF,DISPS*)(CMU COUNT)(NBR S)
(INVERTED ,HEAD T)
(INVERSIONS [[(TYPE VP)(SUPSET ’SIIRF,DISP,RELS’)
(CASES ((MEASURE #)))
(PDGM PG,BINATT)} 1))

surtace-displacement - NOMHEAD
[(TYPE NOMHEAD)(SUPSET ’*SURF,DISPS’)(CMU COUNT)(NBR S)
(INVERTED ,HEAD T)
(INVERSIONS [[(TYPE VP)(SUPSET *SURF,DISP,RELS’)
(CASES ((MEASURE #)])
(PDGM PG BINATT)(NET °G2°)1))
(NUM 1)(NET °“G3*))

surface~di{splacement of the Lafayette = NOMHEAD
{(TYPE NOMHEAD) (SUPSET *SURF,DISPS’)(CMU COUNT)
(NBR S)(INVFRTED,HEAD T)
(INVERSIONS
{L(TYPE VP){SUPSET °*SURF,DISP,RELS’)
(CASES ((0OBJECT [(TYPE NP)(SUPSET °*LAFAYETTES’)
(CMU COUNT)(NBR S)(NUM {)
(NET *G4°)(DET DEF))])
(MEASURE #)1))
(PDGM PG,BINATT)Y(NET °G2°)(PDGM,MESSAGE NIL))}))
(NUM $1)(NET °G3*))
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Figure V=20 Intermediate Language Semantics of Phrases fronm
"What {s the surfaceedisplacement of the Lafayette?"
(continved)

surfacee=digplacemnent of the Lafayette = NOM
[(TYPE NOM)(SUPSET *SURF,DISPS’)(CMU COUNT)
(NBR S§)(INVERTED,HEAD T)
(INVERSIONS
(C¢(TYPE VP)(SUPSET °‘*SURF,DISP,RELS”)
(CASES ((OBJECT [(TYPE NP)Y(SUPSET ’LAFAYETTES’)
(CMU COUNT)(NBR S)(NUM 1)
(NET *G4°)(DET DEF)Y])
(MEASURE #)))
(PDGM PG, BINATT)I(NET °G2°)(PDGM,MESSAGE NIL))1)
(NUM 1)(NET °G3’))

the Lafayette = NP
[(TYPE NP)(SUPSET °‘LAFAYETTES’)(CMU COUNT)Y(NBR 8S)
(NUM 1)(NET *G4°)(DET DEF))

P R ol i I P T

ASAE the surfacee-displacement of the Lafayette = NP
L {(TYPE NP)(SUPSET °*SURF,D18PS’)(CMU COUNT)
(NBR S)(INVERTED ,HEAD T)

(INVERSIONS )
({(TYPE VP)(SUPSET °*SURF,DISP,RELS’) r
(CASES ((OBJECT ([(TYPE NP)(SUPSET ‘LAFAYETTES’) -

(CMU COUNT)(NBP S)(NUM 1) >
(NET *G4°)(DET DEF))) 1
(MEASURE %))
(FDGM PG,BINATT)(NET *G2’)(PDGM,MESSAGE NIL))))
(NUM $)(NET °*G3“)(DET DEF))

what = NP
[AMBIGUOUS
(CE?)(TYPE NP)(SUPSET *UNINBJS’)(NBR S)(ISF ISF)(NUM 1)
(NET “G1°*)(DET ?))
{(E?)(TYPE NP)Y(SUPSET ‘UNIOBJIS’)(NBR PL)(ISF ISF)
(NET ’G1°)(DET 7))
{(E?)Y(TYPE NP)(SUBSET ‘UNIOBJS . MASS’)(NBR M)
(ISF ISF)Y(NET ’*Gi°)(DET 2)))

--------
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Figure Ve«20 Intermediate Language Semantics of Phrases from
"What {s the surtace~displacement ot the Latay~tte?"
(concluded)

What {s the surfaceedisplacement ot the Lafayette? = S
(CE?)
(TYPE S)(SUPSET *EQUIV,EXT’)(NET °G5*)
(CASES
((E?)
(THEME
((E?)
(TYPE NP)(SUPSET °*UNIGBJS?*)
(NBR 8)(ISF ISF)(NUM 1)
(NET °G1°*)(DET 2)1])
(THEME2
{C(TYPE NP)(SUPSET °SURF,DISPS’)
(CMU COUNT)(NBR 8)
(INVERTED HEAD T)
{INVERSIONS
[((TYPE VP)(SUPSET *SURF.DISP.RELS?)
{(CASES
[ (QOBJECT [(TYPE NP)(SUPSET °LAFAYETTES’)
(CMU COUNT)(NBR S)
(NUM {)(NET °G4°)
(DET DEF)}) "

(MEASURE #))) -

(PDGM PG,BINATT)(NET °G2°) &
(PDGM MESSAGE NIL)))) ]

(NUM 1)(NET °G3*)(DET DEF)))1)] s
i
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The most {nteresting point of¢ this third example
concerrs the translation and {nterpretation of the werd
"surface=displacement”, ("Surtaceedisplacement” is eurrently
treated as one Word, sinCe Tules for the treatment of classifiers
have not yet been implemented, The reader who 86 wishes may
replace rgsursace=-displacement” with "displacement" or, say,
“length",) The word "surfaceedigplacement”, unlike words such as
"submarine” and "own", carries with {t two concepts bundled as
one, These two concepts are the concepts of a surface
displacement as a weight measure and as a rejationship between an
object and the weight of water it displaces when ¢tloating,
Appealiny to a more familiar example of such concept bundling,
consider the word "owner", An owner i{s clearly some legal person
(a person, corpovation, government), but the word "owner" also
carries with it the {dea that this person {s engaged in an
ownersnip relation with some owned object., To say that an owner
{s £4mply a legal person ‘s to miss hal¢ its meaning, Likewise,
to interpret "surfaceedisplacement" as only a weight measure is to

miss the relational aspect of its meaning,

The semantic portion of the lexical entry for
"surface-displacement”, shown in Figure V=12, {ncludes both
aspects of meaning. The immediat> meaning of this word, reflected
b, the top level 1ist of attributeevalue pairs, is that "surtfacee
displacement” is a singular count noun representing an element of

the set SURF,DISPS, a set of weight measures (as seen in the

knovledge net of Figure Vel0), But this “op level 1list also
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includes the attribute INVERSIONS whose value is a 1ist of
verbelike constructs in wnhich the top=level interpretation (i.e.,
the weignht measure aspcct of the total meaning) is a participant,
The verbelike constructs on this list are inverted in the Sense
that verbs typically dominate their arguments as was the case with
all VPs discussed in the first two utterance examples, When an
ILR contains INVERSIONS, one of the arguments of the verbelike

constructs is the princip.l meaning of the total constituent,

The lexical entry for "surfaceedisplacenment"
contains only one entry on i{ts list of INVEKSIONS, a reference o
an element of the set SURF,DISP,RELS, tiie set of all ajtuations in
which an object is related to the weight of water that it
displaces while floating, Members of this situation category have
two deep case arjuments, an #@object (the floating object) and a
femeasure (the measure of the weight of water displaced), The ILR
of "surfaceedisplacement” makes no men:tion of the case OBJECT,
since its assigned argument i{s unknown, But the case MEASURE doe¢s
appear in the CASE 1list and is shown to have the value #, This #
{s a pointer to the construction in which the verbe=like component
is embedded, Thus, the weight measure component of the meaning of
"surface=-displacement" serves as the value of the MEASURE case

argument of the relational component of the meaning.

When rule NH2 {s applied to the NOUN

"surfaceedisplacement” to produce the corresponding NOMHEAD, dual

entries, associated with the two aspects of the NOMHEAD’s meaning,
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are made in the scratch space of the semantic network as shown in
Figure V=21,2, The {nterpretation of this network fragment {s
that node “G2’ represents a situation (an element of situation set
SURF,DISP.RELS) {n which some unknown object displaces a volume of

water with weight measure G3,

Rule NH1i combines the NOMHEAD "gurfaces

displacement” with the PREPP "of the Lafayette" to produce a new
NOMHEAD, The operation of rule NH1 {s very similar to the
operation of rule VP2 associated with the production VP 3> VP NP
which was discussed earlier, Appealing to the previous

discussion, rule NHi determines that the input NOMHEAD contains an

embedded verb=like component in the form of an inversion, A test
{s then made, using the paradigm code associated with the
inversion, to see if the PREPP may f£ill one of the yet unassigned
cases of the embedded Verbelike component, For the current

example, the PREPP specifi{es the OBJECT case, The incorporation

L st i e M A o » g - "
a AOPRPRINPEIIN, - Pl i o o, Uil
= I v . r "o . 1
) Yats 83959550 1 . T -
s R R R e Lt 4

bg: of the argument carried by the PREPP into the inverted structure :
g;% {s reflected in both the ILR and the network reprasentation g
%;' (Figure V=21,5) of the resultant NOMHEAD, E
é;f Yet another point of {nterest in the translation of >
;?jz this third example utterance is the application of rule 833 to ;
’zf produce the final 8, Rule S3 i{s used only to combine components =
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For the current example, the meaning of the & (s "‘what’ b
IS=EQUIVALENT=TO ‘the surface-displacement of the Latayette’?" In b..

the knowledge space of the semantic network, equivalent objects

are recorded by the same node, Hence, there is no true network K
counterpart of the relationship IS~EQUIVALENTeTO, To circumvent b,

: ] S
this difficulty, a node *G%’ {8 created to encode the equivalence "

relationship in the scratch net only, Since °G3%° can have no
counterpart in the knowle.ge space, {t {s marked as a PSEUDO node,
Despite the special nature of *G5°, all the usual conventions are
folloved {n {ts encoding, and the network routines perform in
their ysual way without considering the PSEUDO property, Thus, by !n~
an e arc, °G5° {3 associated with the knowledge space (PSEUDO) i
node *EQUIV,EXT’ which encodes the set of all situations in Wwhich

a 4s@theme! and a #8theme2 in the scratch net are equivalent {n ;:‘
extension ({,e,, are equivalent when mapped {nto the Kknowledge -

net), Sl

When {mplemented, the routines that act on the P
aetwork translation of user {nputs will process instances of
EQUIV,EXT by mapping the #8themei and #8thame2 onto the same node s

in the Kknowledge space, This mapping may require the merger of Ao

two knowledge space nodes, For example, suppose the {nput is
é; "8200 tons {s the surface=displacement of the Lafavette," Then the ot
. knowledge space node representing "8200 tons" is merged with the
L knowledge space node representing "the surface=displacement of the
Lafayette" (provided these wo descriptions do not already map

onto the same node),
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For the example utterance "What is the
surface-displacement of the Lafayette?", the node for "what" {s
merged with the node for "the surtacee-displacement of the
Latayette”, causing the merger product to be flagged with the
property (DET ?) which indicates that the {nformation content of
the merged node is to be output as an answer to the user’s query,
(The question marker is removed by the output process,) Generation
routines determine that the node may be expressed either as "the
surfaceedisplacement of the Lafayette" or as "8200 tons", Since
the question was posed {n terms of the former, & generation

contreller selects the latter for output,

In answering questions about "the Latayette",
question answering procedures must determine to which node in the
knowledge space "the Lafayette" refers. This task {s the
responsibility of the discourse analysis routines discussed in
Section VI, Discourse Analysis and Pragmatics, Examining the
network in Figure Vet{, "the Lafayette® might refer to some
particular Lafayette that i{s currently under discussion, such as
the Von Steuben, 1If this i3 the case, the referent node {s
‘VON-STEUBEN’, However, "the Lagayette" might refer to the
generic, in which case the archetypal element ‘EN.LAFE* ({3
appropriate, being associ{ated with information that is general to
the category LAFAYETTE, Even to find the "surface=displacement of
the Von Steuben", processing may pass through °‘EN,LAFE’ {f

surface~displacement {nformation has not been explicitly recorded

with °*VON«STEUBEN®,
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D, Problems and Plans for Improvements
The implementation and testing of the system described above

have shown Uus both the strong points and the weaknesses of our

original designs and have provided insights into hovw improvements

in system performance may be achieved, Two lnslqhts gained

through the construction effort are particularly important, The

¢irst of thege is the realization that the intermediate language

is really not necessary for discourse analysis as was originally

supposed, The discourse procedures that hav2 been developed for

our current system extract what {nformation they need directly

¢rom the semantic net, Certain information from the associated

parse tree appears also to be helpful--and is to be coembined with

network data {n the novel way described below, The second major

insight concerns our use of partitioned semantic nets, Haviag

gone through one iteration of partitioning implementation, we no¥
see both better ways to encode the partitioning mechanism and new

These innovations will be presented

applications ¢for {ts use,
shortly, As {s usually the case with regard to running systems,
we have found that the semantic composition routines run slower

and consume more memory than was hoped, However, these

shortcomings {n efficiency will be at least partially corrected by
intermediate language

curtailing the construction ot

representations and by using a more sophisticated partitioning

mechanism,

In our first implementation of partitioned networks, for the
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system discussed above, both the routines that build and

manipulate the network and the network data structures themselves

were quite straightforward, While the original system had the

virtue of si{mplicity, it also had a major problem of inefficiency

which at ¢first was thought to be an {nherent property of

performing translations into nets, The {nefficiency arises in the
followving way, Whenever the acoustics mishears a word or the
parser (temporari{ly) takes the wrong path through the grammar,

erroneous network structures are produced, While the construction
0of nUmMerous erroneous structures must be expected in the process
of parsing natural language (especially speech), these spurious
structures are particularly costly in networks, The cost arises
not so much from the wasted effort of constructing inappropriate
structures (which must be done in any system of representation),
but because the backe=linked nature of networks causes the network
representations of phrase constituents to be {irrevocably altered
wvhen these constituents are {interlinked to produce the
representation of the complete phrase, Thus, {f the network
representation of an utterance constituent {s erroneously used {n
forming a spurious phrase, {its structure becomes altered,
rendering it unusable for incorporation under {ts correct
fnterpretation (or other spurious interpretations), To prevent
the network representations of utterance components from being
altered, our original system makes a copy of a representation
before the representation is alloved to be altered, This copy

{ncludes all {nformation in the acratch space that relates to the
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constituent, The copying process is costly in terms of both

computation time and memory space,

Rlthough the constituent modification problem discussed above
wvas anticipated in our original design, the ratio of spurious
constructs to valid constructs was expected to be much Jlower,
When it became apparent that the bulk of the semantic processing
effort was being wasted in copying existing structures, the
original design was carefully rethought. This exercise led to a
solution to the problem tnat entatls a more sophisticated use of
net partitioning than originally envisioned, The original design
for partitioning implicitly incorporated the assumptions that the
hierarchy of net spaces would be strictly tree=like and that an
arc would lie either {n the space of its to=-node or in the space
of its ¢frome-node, By allowing the hierarchy of spaces to be
generalized to a partial ordering and by freeing arcs to 1lle on
spaces that are unconstrained by their associated nodes, a
solution to the constituent modification problenm vas made

possible,

This solution {S the following, Net ¢fragments Tepresenting
the most elementary sentence constituents are encoded on separate
scratch spaces that are direct descendants of the knowledge space,
Lying in sister spaces, these fragments are separated from the
Knowledge space and from one another by the network partition,
When a more complex phrase is to be constructed from a set ot

subconstituents, a new net space i{s created that is a descendant
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of all the spaces encoding the phrase’s constituents, (Hence the
partial ordering.,) While information in this new common descendant
space is (as usual) invisible from its parent spaces, all the
{ntormation in the parents i{s visible from the descendant, New
1inks (and nodes) uniting the components into a representation ot
the more complex phrase are encoded {n the descendant space,
leaving the spaces encoding the constituents unaltered and

amenable o incorporation in alternative interpretations,

As an example of the application of this schemes, consider the

parsing of the utterance

The=powereplant of theesub vase=hbuilt by Westinghouse,

using the simplified grammar

R1t S => NP VP
Rt NP a> NP PREPP
R3t VP s> VP PREPP

R4y PREPP a> PREP NP

where

NP => theepowereplant
£> theesub
=> Westinghouse
VP 3> wase=built
PREP => of

®=> by
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The scratch spaces created during the parsing of this utterance

are shown {n Figure V=22, with each box representing a net space

and arrows between spaces indicating the partial ordering,

At the start of processing, the knowledge space {5 already
set up. That is, the system Kknows about powere=plants,
have=asepart relationships, submarin®s, building events, and
West inghouse, On spotting the noun phrase "thee=povereplant", the
system sSets up a space, NP{, below the KknoWledge space {n the
partial ordering, Within this space, a structure i{s constructed
representing the meaning of “"the-power=plant®”, S{milarly, nevw
spaces are set Uup to encode the other primiti{ve constituents of
the sentence, Through the process of parsing, the parser groups
subphrases {nto ever Jlarger units, calling on the composition

semantics routines to aid in the process,

Using ryle R4, PREP1 ("by") and NP3 ("Westinghouse®) are
combined to form PREPP!1 ("by Westinghouse®), PREPP{ {5 allocated
*s own space, but this space contains no nev information,
However, when VP{ ("wasebuilt") i{s combined with PREPP1, the space
set asjde to encode the resultant VP2 {s used to record an arc
labeled ‘"builder" from node ‘wase-built’®’ of space VPi to node
*Westinghouse’ of space NP3, This new arc is vi{sible only ¢from
space VP2 (and {ts descendants) and is not visible from either VP1
or NP3, These latter spaces maintain an appearance of being

unagfected by the combining operation,
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Continuing the parse, NP2 ("thewsub") is combined with VP2
("wasebuilt by Westinghouse") to form S{, The product arc linkjing
the constituent phrases of S! {35 contained {n space 81 and hence
i3 invisible from the spaces of the constituents, The construct
"the=sub was=built by Westinghouse" which is encoded by St {s &
spurjous {nterpretation of utterance components, The reader
should note carefully that under our old system the construction
of this spurious phrase would alter (and hence, for practical
purposes, destroY) both the representation of NP2 and of VP2, As
seen below, both these representations are needed in the

construction of the correct parse,

Using rule R4, PREP "of®" may be combined with NP2 to form
PREPP2, The formation of PREPP2 {s unaffected by the presence of
the product arc from ‘wasebuilt’ to ‘theesub’ whieh lies in space

S1, since all {nformation in Si is invisible from PREPPiZ,

Using rule R2, NP1 and PREPP2 may be combined to form NP4
("theepover-plant of the-sub"), The space encoding this new NP
contains a node ‘*H’ and three arcs, While these new constructs
are visible from space NP4, they are invisible from constituents
NP1 and PREPP2 (and NP2), Furthermore, they cannot be Seen from
spurious space Sij; hence the construction of NP4 has not altered

the view of the net from Si,

Using rule Ry, S2 {s constructed from NP4 and VP2, In

addition to the product arc contained in space 82 itself, the vievw

of the net from S2 includes all the {information visible <¢rom

R R

¥ v
B .
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either space NP4 or VP2, This viev {s summarized in Figure V=23,

the vie» from Si being depicted in Figure V=24, Since the parse

corresponding to space S1 does not successfully accourt for the

:3; gragment "the=power-plant of", it is rejected, and S2 is accepted

as erpressing the meaning of the input,

2% The partial ordering of spaces indicated in Figure Ve22 {s
identical to that represented more clearly in Figure Ve25,
Viewing this ordering from the vantage of space 82 (and {gnoring
all links to space knowledge) yields the structure of Figure V=26,
which, because of the choice of space labels, may be recognized as

the parse tree of the input sentence,

The structure thus built by the parser turns out to be well
gsuited for later use by the discourse analysis routines, The
gemantic representation of the total sentence and each of {ts
syntactic subparts is encoded ir a separate net space,
Furthermore, the syntactic structure of the input is reflected 1in

the partjal ordering of the net spaces as a byeproduct,
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e
the-sub Westinghouse
SA 3804 20
FIGURE V-24 VIEW OF THE PARSE FROM S1
/ AN \
NP1/ PREP2 NP2 VP1 PREP1 NP3
PREPP2 PREPP1
/,’ /
NP4 VP2
\32 S1 SA .3804-22
» FIGURE V-25 A PARTIAL ORDERING OF NET SPACES
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vl DISCQURSE ANALYSIS AND PRAGMATICS

Prepared by Barbara G, Deutsch

Contents:

A, Introduction
i, The Data Management Protocols
2, The Computer Consultant Protocols
3, Discourse Requirements for the Two Task Domains
B, The Current Capabilities
1. Ellipsis
2. Anaphoric Reference
a, Pronoun References
b, Detinite Noun Phrases .
3, Limitations of the Local Routines
C, The Need for Attention Foeusing
De Focus Svace Partitioning
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A, Introduction

Knovwledge about the structure 2¢ a task and about the
language usctu by a person in performing that task is essential for
the development of a discourse component for the speech

understanding systen, To get the necessary data, we have been

conducting experi{ments {n wWhich we collect protocols £from people
ifnteracting with sinulated systems for both of our task domains,
In particular, we are interested {in samples of the kinds of i
language people use when the only constraint placed on them is to

restrict the discussion to the given task, This {nformation {s o
needed to determine the subset of English to incjude in the =
language definition (see Section IV, The Language Definition).
'iiii Recordings of spontaneous speech also &are necessary for developing

znd testing the acoustic components of the system, More =
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[ particularly, for the development of a discourse component, these
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protocols provide evidence about the relationships between

/
)

successive utterances in a dialog and bhetween the utterances and

elements of the task, Betore describing the discourse component

m o e
r " L
A -

we have been developing, {t will be helpful to examine these

protocols and to consider the different requirements of the two

b .
it .
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tasx domains,
1, The Data Management Protocols

The data hase used by the System Development Corporation

o in 1its previous speech understanding research consisted of a file

of the attributes of submarines taken from Jane’s Fighting Ships,
To obtain natural spontaneous diajlogs, ¥e needed to define a set o
of tasks that would guide peoble in requesting data, As a ¢tirst

step in degining a set of problems tor the subjeétl to work on, ve

met with personnel of the Naval Postgraduate School {n Monterey vl
and discussed possible applications of our data base, as vwell as

=
some of the terminology used by people working on submarines, Two )

kinds of ¢tasks for which the data base might be useful were

1t v -

{dentified, It could sepve as a source of {nformation for people

preparing reports concerning the strengths of varlous submarine

fleets, and it <could be used by commanders making strategy

decisions,

An {nitia)l s2t of experiments was conducted at the Naval

Postgraduate School with subjects from the school, Trhe subjects

were given a set of charts to £i{1] out and two small! problems to
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solve, The charts were intended to represent ones that might be
filled out for a report, The problems vere intended to elicit the
kind of speech that might occur if the data base were used as an
aid in decision making, In addition, the subjects vwere
intervieved after their sessfion both to get more data on
terminology and to get feedback on the problenms, For the
experiments, the data base system was simylated by a Navy officer

with relevant experience,

The subjects we used fell, coinci{dentally, into two
categoriess those vwho had experience on submarines but none with
computers, and these who had worked with computers but not on a
submarine, 0f the dialogs we collected, we chose two for
intensive study, one representative of each of these classes of
subjects, These two dialogs were issued as SUR Note 147, There
are interesting differences in the kinds of speech used by the two
classes ©o¢ subjects, One major difference was that the people
with computer experience used more stiited language; they
specitied every parameter of a request completely, This kind ot
variabiiity may be useful in developing a user model for the

system,

These experiments and the {-terviews that followed thenm
were gquite useful in helping us to define an initial set ot
requirenents Yor the discourse component, However, as a result of

our discussions with the subjects, we realized that the problems

needed to be made more realistic, We contacted a group at the

ey

Fi
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Naval Electronics Laboratory Center (NELC) and have defined a new

problem: handling a simulated crisis {n the Mediterranean

concerning the movement of a variety of U,S, and Soviet ships,

We will be conducting experiments at NELC soon and expect to use

the protocols in further modifications of the system,

2. The Computer Consultant Protocols

In our computer consultant task, an apprentice

technician i{nteracts with the system in the maintenance and repair

of electromechanical equipment. For our simulations, a person

acting as an expert gave advice to the person acting as the

apprentice about how to assemble and disassemble an air

compressor, The large number of interruptions that occurred in

protocols collected when the expert and apprentice spoke directly

to each other led us to establish an experimental dellqn {n which

the two pavticipants were geparated and could communicate only
third person who was responsible for ensuring that the

SUR Note

through a

expert and the apprentice did not {nterrupt one another,
146 contains the transcripts of four of the dialogs Collected; a

description of the experimental design and the facility tor

gathering data {s provided in Deutsch (1974),

The protocols can be divided {nto those in which the

apprentices actually were experienced at working with mechanical

equipment and those where they were not, The more experienced
apprentices tended to ask questions that were specific ("Do I do X

very general questions

or YI") whereas najive apprentices asked
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2 ("What should I do next?")., In some of the dialogs {t is clear -
. Ny
that the (human) expert changes his mode of communicating as he bl
begins to appreciate the skill level of his apprentice, We are Eﬁ{
examining these data to determine how they can be used {n gquiding Eﬁ;
i
the development of a user model, o
o
One unexpected consequence of the experimental design {s fal
. ."N‘“
that the spprentice may infer that advice is being given to him by Eﬁ

b
& system rather than by a human expert, Thus, we were able to :

collect some protocols {n which the apprentice actually belfeved ?l:

he was speaking (albeit ({ndirectly) to a computer, These '
protocols difter somewhat from the ones in which the apprentice is f?T
avare that responses are being generated by another person, For ?_é
example, {n the first case the requests are often more formal L%f
although not necessarily i{n a form that would be easier for the 33
system to process, :fi
‘ 3. Discourse Requirements for the Two Task Domains :ti
s 5
éf, The di{scourse component of the current system {s capable Sﬁf
i;y of handling some of the discourse phenomena ' aat occurred in the NGE
3?: protocols we collected for the daca management task domain, In ;?T
;;3 the process of implementing these procedures, we have identified iﬁ
f‘n; better ways of {nteracting with the semantic component of the Si;
EZ-' systenm, As a result, we have designed a new frarework for the fT'
;:j discourse component which should be able to handle diclogs for the ;é
R H
i computer consultant task domain as well, ;?3

-, e
.
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There are distinctive ditferences i{n the discourse found
{n the two task domains, A user {nteracting with the system {n
the data menagement task wants to find the ansvers to questions he
has about the {nformation stored {n a particular data base, A
jarge number of questions can be asked, and {t 15 net easy to
predict which ones would be asked and in what order, That is,
although the user obviously has a rationale, it is hard to {nfer
it from his questions, If one could determine what he vas
‘getting at®, then it would be more reasonable to provide him with
the {nformation than to make him go through a long series ot
questions, To build a system that could infer the structure of a
question answering dialog would require modeling the intent of the
questioner, Since we would want to be able to allov many people
to Uuse the same data base for different purposes, {t {s not Clear
that {t even makes sense *o try, 1In essence, we arz2 not saying
that there 1is no structure to data management dialogs, only that

{t {s hard to determine that structure {n a way that {s useful for

a lanquage understanding systen,

In taskworiented dialogs of the Kkind found {(n the
computer congultant task, the structure of the discourse parallels
the structure of the task that i{s being vorked on, Consequently,
{t {5 possible to restrict the context that needs to be considered
{n the analysis of the utterance, Although the particular order
of performing tasks i3 not kno¥Wn, the partial ordering of the
subtasks can be encoded, and the small number of topics that are

at all likely to to be discussed at any particular time can be
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determined, It is important to emphasize that this structure 1{s

useful precisely because the system can know it a prieri,

The two discourse level problems we have been primarily

concerned with this year are the resolution of anaphora and the

completion of elliptical utterances. An anaphoric expression {s

one that substitutes for another one, as {n the use of pronouns {n

English to refer to a preceding noun, The i{dentification of that

reference requires establishing correspondences with other

utterances {n the discourse, Elliptical utterances are those with

portions missing so that they do not form complete Sentences, To
{dentity the missing elements also requires relating them to
previous par®s ot the dialog, In addition to these two major
concerns, we have spent some effort studying the use o¢ discourse
{n a predictive role to anticipate what is likely to be said next,

For all these discourse level problems, §{n any
nontrivial domain, it s necessary for the system to be capable of

establishing a local context, BY local context we mean the subset

of the system“s total knowledge base that {s relevant at a given

point {n the dialcg, We consider this analogous to determining

wvhat {s {n the focus of attention of the uger with whom the systemn

{s carrvying on the dialog, (It {s closely related to the notion
of "foreground" developed by Chafe (§1972)).
The tbility of the system to estab ish a local context

di-¢ers for the two task domains. Becanse o¢of the nature of

e T queryi{ng in data management, it {s difficult to determine any
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structure i{n those dialogs, For this reason, ve consider the
history of the data management dialogs to be linecr, and the focus
of attention to be what was said {n the previous utterance, (It
i8 clear that what (s really needed (s to use ¢the previous n
utterances for some small value of n,) In the computer consultant
domain, hovwever, the structure of the task can be uysed to
establish a local context, Once & focus of attention has been
determined, semantic, syntactic, and pragmatic constraints must be
used to resolve referances and complete utterances, The
procedures we are developing to make effective use of the focus ot

attention are discussed after a description of our current

tacility.

B, The Current Capabjlities

We fi{rst describe how we deal vwith the 1limited torms of
ellipsis and anaphora occurring {n the current set of submarine
protocols and then consider extensions needed for handling more
general sccurrences of these phenomena, We note here that most ot
the extensjons Will require jncluding a task mode} ¢for aiding
reference resolution .nd establishing a focus of attention larger
than a single utterance, Also, in the computer consultant task
domain, the system’s part of the d”alog i3 much more important and

4111 have to be processed more systematically by the discourse

routines,

»
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In examining the submarine protocols, we found tfairly
irequent occurrence of ellipsis (by the professional Navy
personnel), but little use of anabPhoric reference, Mest of the

definite noun phrases were generirs and there was only one use of

a pronoun ("{t"), Our initizl implementation can process somewhat
more sophisticated torms of ellipsis and anaphora than the ones

found {n these protocols,

Ellipsis

We wi{ll use the following discourse fragment to ?_é:

i{llustrate the capabilities of the current system for handling E;;

ellipsis., The sequence {s typical of the ones found {n our T?z

protocols, S;Tg

(1) What is the draft of the Latayette? t:

{2) The Ethan Allen? %*‘L

(3) Submerged displacement? %ﬁgﬁ

B

We initially used the {ntermediate language ?gé;

7 representation (ILR) discussed {n Section V, Semantics, as the ;;g;

j‘; basis for both the ellipsis and the anaphora nandling routines, A i_{;

flf major reason for using this represe~tation was that it included EE@;

Eﬁf syntactic as well as rnemanti{c information, (An example is E;&f

i!l discussed below to show the i{mportarce of syntactic information,) ;j::

ii However, the use of the ILR had several drawbacks, The major : 3

iif problem was that ({mportant elements of the sentence often are _»;

?!‘ buried very deep {n the ILR structure, For example, Figure Vlel Qﬁi:

2 =
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shows the ILR tor utterance i, The element correspondina to "the :Hb
EYRN
n.’.“._"
Lafayette" {s five levels dow¥n {in the structure! Intuitively, B
when we consider utterance 1, there are two concepts that seem g;;
Lo
most {mportant, namely "dragt" and "the Lafavette", Any AN
representation that the discourse routines use should make these

[

two concepts stand out, It is clear from the examwple that the ILP ﬁ

Ny
does not have this characteristic, bort

;
——
Figure VI=1 ILR for "What {s the draft of the Latayette?" DR
ey
L .
((E?) g
(TYPE S)(SUPSET ‘EQUIV,EXT?)(NET “G5°*) gad
(CASES —
((ED) Lo

(THEME1
((E?)

(TYPE NP)(SUPSET “UNINBJS?)
(NBR S) (ISF ISF)(NUM 1)
(NET *G1°)(DET 2)])
(THEME?2
(¢(TYPE NP)(SUPSET ’DRAFTS’)
(CMU COUNT)(NBR 8)
(INVERTED ,HEAD T)
(INVERSICGNS
({C(TYPE VP)(SUPSET °’DRAFT,RELS*)

(CASES
(¢OBJ [(TYPE NP)(SUPSET °LAFAYETTES’)

(CMU COUNT)(NBR §)
(NUM 1) (NET °G4*)
(DET DEFY])
(MEASURE #)])
(PDGM PG,BINATT) (NET ‘G2°)
(PDGM ,MESSAGE NIL)]])

e (NUM 1)(NET *G3°)(DET DEF)])1))

®

s In contrast, the semantic net representation for the
1 utterance does emphasize the signiticant elements, For this

reason, the discourse procedures use the semantic net that resuvlts

from parsing an utterance as the starting point fo. prncessing.
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The semantic net that results from parsing utterance i {s shown {n
Figure VI=2, Node Ni{ represents the fact that the two objects are
being equated, In this case, one of the arguments (S unknown and
to be determined by the retrieval routines, This ¢act {s shov¥n by
N2 being an element of UNIOBJS, the set of all objects, vwithout
turther determination, The property DET that i{s stored with the
node i{s marked ‘?’, Nodes N3 and N4 represent number concepts fot
the value of a draft and for the draft relation, vespectively,
Node NS representt an element of the set of Lafayettes, From
information stored with tne utterance, but separate from the
gemantic net, the discourse processor can determine that the
utterance {s a complete sentence, Thus, the only discourse level
processing needed {s the resolution of anaphora; speciffcally, it
1s necessary to determine the specific references for "the draft"
and "the Lafayette", The procedures for making this determination

are discussed in the section on anaphora below,

When {ts processing is completed, utterance | s added
to the discourse history, As mentioned previously, at present the
history list contains the seguence of utterances understood up to
that time, Each element 0f the list is the semantic net of the
utterance augmented by some Syntactic features (e,9., surface
sul .ect/object indicators), which the discourse processor uses,
When structuring has been added to the history, deep Ssemantie
representations will be kept for all utterances ie surtace form

will be kept only tor the most recent utteranCe, It this

utterance {s elliptical, the filledeout Version will be kept, In
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UNIOBJS

MEASURES BIN.ATT PHYSOBJS
s
EQUIV.EXT LINEAR.MEAS BIN.ATT.MEAS OWNABLES
YN 3 )
\ s H
N L

node) DRAFTS DRAFT.RELS

)

LAFAYETTES

83

KNOWLEDGE NET ;é}'

A

;- .*“ i

SCRATCH NET b

€ o

e é:r"-.."

SA-3804-24
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W e

"

FIGURE VI-2 PARSE LEVEL SEMANTIC NET FOR UTTERANCE 1,
“WHAT IS THE DRAFT OF THE LAFAYETTE?"
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the new implementation, net space partitioning will be used tor
recording syntactic features in conjunction with the semantic net,

as described in Section V, Semantics,

KNOWLEDGE NET

SCRATCH NET

(DET DEF)

SA-3804-31

FIGURE VI-3 PARSE LEVEL SEMANTIC NET FOR UTTERANCE 2, “THE ETHAN ALLEN?"

We are now ready to consider the processing ot
utterance 2, The semantic net that results from analyzing it (s &
single node in the scratch net, as shown in Figure VIe3, It
represents an element of the set ETHAN,ALLENS and is marked as
definitely determined, The grammar rule that produced this parse
{ndicates a partial utterance, which must be £{lled out from the
discourse context., Intuitively, we see that the meaning of the

phrase 1is
What is the dratt of the Ethan Allen?

That is, the meaning of utterance 2 is eguivalent to the meaning

of utterance § with "Lafayette" replaced by "Ethan Allen", The

discourse routines have two problems to solve in reaching this

v
e g
Al S

o
:

u

<m
M
e |

"m‘*‘m-“r'
o :\lry"!..a
il

"
s

T T

% ol

wht
ior

¥ ey
¥ i
o L gy

-

- * o

sl e
o T

W,

e

g

=

P
“.“‘I’ 'f'f“

P
‘:”.-’

L ll‘.
,,‘

x

o

T
Pl || E

»
-

)
R

e N,

T o
A
-tl N 9

A

g,
LR pl
Wl

e 4



SPEECH UNDERSTANDING RESEARCH Page VIei4
Discourse Analysis and Pragmatics
{nterpretation, First, it is necessary to detect that Ethan Allen
matches Lafayette in the previous utterance, Second, {t s
necessary to determine hov much of the structure of utterance |
should be carried over in expanding utterance 2, When we consider
utterance 3, we wil)l see that this last problem {s nontrivial, We
note that it {s clear that any ellipsis must be patterned on the
inmediately preceding completed utterance. (If {t were patterned
on an \utterance betfore that, the syntactic patterns of the

intervening utterances would {nterfere,)

We proceed as follows, The last utterance processed, in
this case utterance i, 4is taken from the discourse history., We
vant to determine which element ot th; net corresponding to this
utterance s most closely related to the main concept of the nevw
(and ellided) utterance, That {%, we want to f£ind what slot {n
the old utterance the ne¥ utterance :{l1s, We use the superset
hierarchy of the semantic net for this purpose, The two nodes
that are most closely related are so because they belong to a
common set that does not inciude any of the other nodes, That is,
considering element (e) and subset/superset (s) ares, the tvwo most
closely related nodes are the ones that have the c¢losest common
ancestor, For example, consider the net fragment {n Figure VI=4,
The sets ETHAN,ALLENS and LAFAYETTES are ‘closer’ than the sets
ETHAN ,ALLENS and TORPEDO,TUBES, since {t takes two 1inks to find a
common sSuperset (OWNABLES) for ETHAN,ALLENS and TORPEDO,TUBES, but

only one 1link to find a eommon superset (SUBS) for ETHAN,ALLENS

and LAFAYETTES,

-
Fr

i

Wl
L

=3 F”""Mr'
oo .
L7 e To el



SPEECH UNDERSTANDING RESEARCH Page VIeis
Discourse Analysis and Pragmatics

OWNABLES
TORPEDO.TUBES

ETHAN.ALLENS

SA-3804-25

FIGURE VI-4 SEMANTIC NET HIERARCHY

To £ind the node of the o0ld utterance tha: shares the
closest common ancestor with the new utterance head node, ve grow
paths along e and s arcs from all the nodes of the old utterance
and from the head node of the new utterance., When paths from two
different starting nodes reach a common nede, it {indicates that
the two original nodes are elements of a common superset, I¢ one
of these two nodes i{s the head node of the newv utterance, the
desired match has been found, Note that all paths will eventually
reach UNIOBJS, For this reason, any path that reaches UNIOBJS 1{s
eliminated j§mmedjately, (We also eliminate any node Connected to
the pseudo=node EQUIV,EXT, because that node only establishes the

equivalence of the two structures attached to it,)

The paths traced {in our example are shown in
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Figure VIes, Paths ¢from ¢the old utterance nodes are shown with

dotted li-es) the path from "the Ethan Allen" s shown with a

dashed 1line, In the first st.p of the application of the

algorithm, the paths out of N10 and Ni1 are eliminated, The nev

node set {s DRAFTS (from N§2), DRAFT,RELS (from N13)), LAFAYETTES

(¢rom N14), and ETHAN,ALLENS (frem N1S), On the second
application of the algorithnm, the paths from DRAFTS and DRAFT,RELS
are extended to LINEAR,MEAS and BIN,ATT.MEAS, respectively, The
paths ¢rom ETHAN,ALLENS and LAFAYETTES meet at SUBS, The desired

match has deen found,

In this example, the merging of the appropriate parts ot

the nev and old utterances is trivial, All that needs to be done

{s to replace the matching node (in this case Ni14) with the nev¥

utterance node (N15), The fact that replacepment can be

complicated is {lilustrated by the case of utterance 3, The parse

level net for utterance 3 is shown in the scratch net portion of

Figure VIe6; note that {t has ¢two nodes, The head concept

(determined by semantic routines; see Section V, Semantics) {s

SDRy {t is an element of the set of SUBM,DISP,RELS, The ({nitial

matching proceeds as for utterance 2, The result of the path

growing algorithm {s shown in Figure VIe7, Merely replacing N23

by N2% would give a meaningless structure, In fact, to get the

desired interpretation of utterance 3, a whole subnet of the net

for utterance | needs to be rePlaced: N23emeasureeN22 by
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N25=measure=N26, The utterance expansion routines actually build i

a new net around the new (partial) utterance using the {nformation

from the old utterance net wWhich {8 not supetseded by information 5

{n the new uytterance,

SUBM.DISP.RELS SUBM.D!SPS

measure i
B

e
\5E )
SA-3804-16

FIGURE VI-6 PARSE LEVEL NET FOR UTTERAFMNCE 3, "SUBMERGED DISPLACEMENT?"
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In the .bove discussion, we assumed that there would be
a unique first match, Unfertunately, that {85 not alvays the case,
It is possible for two nodes in the 0ld utterance to be elements

of sets, one of which is a sybset of the other, This happens., for

example, {n

Is the Lafayette a U,S, sub?

More often, it may be the case that two of the elements of the old

utterance are members of a common set and hence tvwo paths merge

with the new utterance at the same time, This {s most 1likely to

happen with comparatives, Consider the question




Viei9

Page

SPEECH UNDERSTANDING RESEARCH

Discourse Analysis and Pragmatics

€ ANV ¢ S3ONVYH3ILIN O1 d317ddV WHLiHODIV INIMOYD HIVd 40 17NS3H

L-IA 3HNOII

8Z-v08E ¥S
»(o0zn
F2) A
3,
9ZN )e— sZN ey £ZN 1Ny v
unseaw o 1231go N a
»® .
? a3 - E
13N HOLVHIS : :
13N 39C3TMONX . :
- :
o 2
SINIW3DVIdSIa : 1apou
H opnasd)
: \
- //
3. \ 4

SY3IW LHOIIM

11V'NI8

SrA0SAHd

)

SraoinNn -

LXZ AIND3

£ PR
LER TV 08

.
e
k|

2R

DR = X, " )
WERLRI

MRS
Fwl o
RERE VS

FEu

al
AN

bl




SPEECH UNDERSTANDING RESEARCH Page VIe20
Discourse Analysis and Pragmatics s

Is the Latayette longer than the Ethan Allen?

(Although this question cannot yet be handled by our language

definition, it s included because {t is a clear ‘'xample of a

d4scourse level problem,) "Latayvyette" and "Ethan Allen" are both
members of the c¢lass SUBS, Consider what happens if the next

utterance 1is
The George Washington?

Paths froem both the node corresponding to "Latayette®" and the one
corresponding te "Ethan Allen" will meet at the same time with the

path from "Georc Wwashington", In this case, there is no fusther

information in *“he nev utterance and the discourse routines will
rTeport an unresolvable ambiguity, However, it the second

utterance had been either ey

Is the George Washington? o

Than the George Washington?

there would have been some syntactic information to disambiguate
the senantic mateh, Thus, the discourse routines use the
syntactic markers now kept with an utterance to see (¢ syntactic

position can be used to disambiguate,
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24 Anaphoric Reterence

a, Pronoun References

To resolve pronoun references ("it", "they"), we
look at the {mmediately ©preceding utterance {(n the discourse

history, For the linear history we are restricted to with the

submarine domain, this short perspective {s suffictent, When we
augment the current discourse capabilities with a structured
history (necessary for the computer consultant task domain), we
wvill also add the ability to look back more than one utterance for
pronoun references, Note that {n Jooking at more than one

utterance back we wil] be looking up the structure, not Jlinearly

back (cf, Deutsch, 1974),

The basic strategy we follow is to look at the case s
slots that the pronoun £111s and find the restrictions on those

slots, Then the previous utterance is searched for a concept that

g

sat{sties those restrictions, Consider the folloving sequencej

L
-

L
’l

TR

-
L '“l "l

(4) What (s the length of the Ethan Allen?

(3) What {s {ts speed? -
R5a
The restriction on the antecedent for "{t" (s that {t be an entity 'iaf

that can have a speed, That s, it must be some physical object
lq; capable of nmotiony in the submarine domain, that means a
submarine, The only submarine mentioned {n the local discourse is

,55 the Ethan Allen, And, intuitively, {t {s clear that utterance S

{5 really rejuesting the speeda of the Ethan Allen,

1
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To see how the program rcaches this conclusion, we
need to look at the Semantic net structure resulting from parsing
these utterances which 4s shown in Figure VIes, "It is
represented by node N34 which is an element of UNIOBJS and (not
shown in the net, but recorded with the utterance) s definite.iy
determined and singular. To determine the case slots filled by
m{t", we look at all of th> arcs coming {nto §34, The only arc to
node N34 {s the object arc from N33, wnhich is an element of
SPEED,RELS, To determine the redtrictions imposed on this case
slot, we need to lock at the delineating element for SPEED,RELS,
shown in Figure Y1e9, Note that this ¢ull description {s not
stored explictitly in the semantic network, but {s {mplicit from
the network hierarchy, That is, the description {s built trom the
delineating elements for SPEED,RELS and from the concCepts that are
supersets of it in the network, (See the discussion in Section V,
Semantics, tor further ejlaboration,) In this case only
BIN,ATT,MEAS {s relevant, The restriction on the fitem £il1ing the
case argument ‘object’ s that {t be & member of the class
PHYSOBJS, Note that if t.here were more than one case slot (e,g.,
in con‘unction, "the X and Y ot {t"), the restrictions would be

the union of the individual restrictions,

To tind the elements of the preceding utterance
that fit the restrictions, we follov element and superset arcs
from the nodes cf the Utterance in a manner similar to the one
used for matching elements when an ellipsis occurs, In the case

of ellipsis we have a filler for a slot, but need to determine

PR S

L

L,

S LT

3

A;.i' L' ,".I' el

oty

AT e a e

B

A Ty
r i
- |

W
‘ P
R .

™ A
PRSP Rl EA

poriees

oy



E

SPEECH UNDERSTANDING RESEARCH Page VIe2} E
Discourse Analysis and Pragmatics

,_
r
et

P
T

L]

Lo aul i A0 S o

=

i

roz
"
i

v

Y YL T, T
Figih A
k. ety Aty Aty

”

4

4

s
MEASURES BIN.D

4 4
S s

|
i3

....
T e s
v " rr

EQUIV.EXT

o

"’s"f
't "y
"2"a

b\

¥
.

SPEED.MEAS BIN.ATT.MEAS

\
\
(pseudo

node)

T o o g
e

k] R

4

SPEEDS SPEED.RELS

ENGLT

KNOWLEDGE NFT

£

’-

SCRATCH NET

asm
Ty .
»

.

o

'

,,,
N

¥

L

t2

£ N32 — — — —(DET DEF)
(NBR 8)

b SA-3804-2y

FIGURE VI-8 PARSE LEVEL SEMANTIC NET FOR UTTERANCE 5, “WHAT IS ITS SPEED?"

=1 LR
™ .
»* s
. .
A CR
3 N
- -,
" [N
L .
" LS
" R
2 N
sl bR

el
A "t .
> [ERI

o g LTI

[(' e 1y

T
;_-“'h"ﬁl
lIVA\_-‘.i
Eh- - .' .
§ %,
B, -

15

| e P



SPEECH UNDERSTANDING RESEARCH
Discourse Analysis and Pragmatics

PHYSOBJS

SA-3804-30

speed
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EXPANDED DELINEATION ELEMENT FOR SPEED.RELS

FIGURE VI-9
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vhat the slot {s) in the case of a pronoun reference, ¥e know the
slot (it (s ¢filled by the pronoun) but need to £ind something
specific with which to £{11 {t, The node corresponding to the
restriction class (i{in the example PHYSOBJS) {s marked, and, using
the path growing algorithm deseribed above, paths are grown from
all the nodes of the o0ld utterance unti{] an intersection with the
restriction class occurs. At this point we have a semantic mateh,
Before the match {8 accepted and the replacement made, syntactic
agreement checks (e,g,, for number and, wvhere appropriate, gender)

are made,

Again, there may be an ambiguity: more than one
node {n t e old utterance may match at the same time (i{,e,, on the
same step of the algorithm), In this case, al]l matches are
considered as candidates, and factors such as syntactic position

are used to> find the best match,

In essences, then, the resolution of anaphofic
reference {s done prirarily on semantic grounds, Other factors
are considered only when semantics {s not sutficient for

determining a unique antecedent,
be Definite hNoun Phrases

The network matching that has to be done to resojve
definite noun phrases i{s a subset of what must be done to anawer

questions, This may be seen by considering the phrase
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L 1% E
’.a::;y :-
Se b e
R The U,S, submarine .
= r :_
The parse level network for this phrase is shown in Figure VIei0, 1

Another interp;etation of thi{s structure {s iy
The submarine owned L, the U,S, -

o

In fact, this structure {s exactly the one that would have to be %:

ratehed to ansver the question fﬁ

-

=

Which submarine is owned by the U,S,? iq

~

A general package of network matching routines is being written to &é

service both the needs of the question answerer end the discourse 5:

ke

routines, At this time, the definite noun phrase resolver ic not ks
implemented, ;:

3. Limitations of the Local Routines %ﬁ

AR

. 7

Thern are several limitations to the current discourse [

package, caused primarily by eur dependence on a linear history. o

P

The implementation of multiple partitionings {n the Semantic !

network and the addition of a focus space partitioning (discussed §§Z

{n the next sections) are aimed at overcoming some of these el

i

problems, We discuss other limitations of the current system Ieie

here, i

e

First, the current implementation dapends on being in a Ny

question answering environment, It assumes that the syntactic ﬁ;f

structure of the system’s answer to a user’s question {s not %L

- R LRI
= - - i - - L]
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FIGURE VI-10 PARSE LEVEL STRUCTURE FOR "“THE U.S. SUBMARINE"
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relevant to the structure of the next question, For the computer
consuitant task domain, this assumption is not valid, In that
domain, the user and the system are earrying out a true dialoeg,
Both the questions and the answers are important to the dialog
nistory, For this reason, the dialog history will include both
system and user generated utterances and Wwill Kkeep track ot

question/ansver parity, As an example, consider the sequence

SYSTEM: Which bolts are tightened down?

USER:t The front ones,

To understand this response, first ‘"ones" must be Tresolved to
"holts", then the NP, "the front bolts", must be used to replace i i

the NP, "which bolts", {n the question, These steps reguire

i o
{,

matehing the two concepts and then replaecing the complete NP,

T
% 7

r

8
I

( T gy
v e [ v
PR
LA -,
PR R T R I

A second (and related) limitation of the current system
{s the relatively small use of syntactic information in resolving

references, The use ot net space partitioning te encode the parse

T
y L)

T

i t-"*

S
x

'I
1’, ‘l
a

2 S W)
Ty B e

tree wil) help here, One major concern {S being able to determine

N
el
ﬂ- ‘.I !

o

tre scope of noun phrases, Consider the sequence

o
L

T

What {s the draft of the diesel sub? o

The nuclear sub? T

The networks for these two utterances are shown in Figure Vielg,

Rt

Pl g
H ‘l .
L3 o Fal

.t_ l_l'll‘:f'
2

(The repregsentation of fueletype in Figure Vieij i3 a shorthand to

A
3 oa

A simplify the net for {llustrative purposes,) In expanding the

o second utterance, it is necessary to be able to pick up the part
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of net! corresponding to "draft", but pot to pick up the part

corresponding to "diesel"™, This is clear svntactically from the

tact that "diesel" is part of the noun phrase with sub, but

"dratt" is not.

Finally, the discourse routines currently work on a

complete utterance, They need to be modified to work on parts of

utterances and to return to the parser knovledge about missing

fnformation that must be provided {if the utterance is to be

understood, This knowledge would be used to guide predictions and

to influence scoring and other evajuation procedures,

C. The Need for Attention Focusing

The need for an ability to establish a focus of attention can

be seen most clearly in terms of the computer consultant task

demain, There, not only reference resolution but also tre

descriptions require that the
small but

generation of object and action

system have the ability to restrict its attention to &

pertinent subset ot its total knowledge,

In taskeoriented dialogs, the dialog context s actually a

of three different component contextst a verbal

composite
context, a task context, and a context of general world knowledge,

context inecludes the history of preceding utterances,
in thenm,

The vVerbal
their syntactic form, the objects and actions discussed

and the particular words used. The task context is the focus
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supplied by the task being vorked on, It includes such
{nformation as: vwhere the current subtask fits in the overall
plan, what {ts subtasks are, what actions are 1likely to follow,
what objects are {(mportant, The context of general vworld
knowledge {s the {nformation that reflects background
understanding of the properties and interrelations of objects and
actions; for example, the fact that tool boxes typically econtain

tools and that attaching entails some xind of fastening,

An {mportant aspect of the reference problem {8 determining
what sources of knowledge should be accessed to resolve a
reterence, Decisions must be made concerning how much effort
should be spent testing one antecedent candidate and how much
eftort should be spent {nvestigating the different context
perspectives ¢rom which that candidate may be viewed, To

{llustrate this point, consider the question
Where are the setscrews?

in the context of a preceding command
Tighten the setscrews with an allen wrench.

The phrase, "the setscrews”, in the question, must be resolved as
the one previously mentioned in the command, This resolution
comes from the verbal context (or dialog history), However, {n

the context of the command

Attach the pump pulley next,
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the Question can be understood only it the consUltant {s avare

that {nstalling and tightening some screws are part of the

operation of attaching the pump pulley, The resolution comes from

knowledge of the task, Any screws mentioned {n the previous

dialog would probably be frrelevant, I"inally, if we consider as

context the statement
I have the parts box,

then the reference can be resolved by knowing that screws are

typically stored {n a parts box,

The reference Tresolver must consider as candidates for
antecedent not only objects and actions that are explieitly
represented in the dialog history (which would work only for the
first of our examples) but also the interconnections of thoSe
objects and actions {n the task domain and in general world
knowledge, It s pecessary to decide which kinds of connectiont
to econsider first and hov 1¢ng to investigate them before looking
at others, It also is necessary to determine how nuch effort
should be put into looking at all the connections of one object or
action before considering others, The {mplementation of the
reference resolver is being designed so that vwe can experiment
easily with different strategies for looking at tpe various
contexts, The separation between the three context components i
made explicit, The task cortext i{s supplied by a connection to &

model of the task, The difference between the Jlocal verbal

context and general world knovwledge connections is retflected in
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the way the semantic representation of the discourse history {s

kept, Essentially, the 1local ccntext {s separated from global

o

K
.

knovledge, put a few links are maintained, as described belovw,

s,y

R

The problem of object description is closely related to the

reference problem, essentially as (ts inverse, An obdect {3

r g m

unambiguously described i{f the description given can be used to §§
locate it uniquely, Any object has a multitude ot attributes) ;i
some are simple (e.g,y c¢olor, shape), and others involve Ei
connections to other obiects (e,g,, on-top=of, inside), However, ié

&3

at any one time only a few of these properties are needed to

»
2

specify an object uniquely, because context 1imits the other
objects from which it needs to be distinguished, As an example,
consider the situation when the apprentice is using a 1/2" boxeend

vrench and a 1/2" socket wranch to tighten a nut/bolt fastening,

e §h. 7. Gk
WL, 20 d o
. 1 p—
v e’ u ACTRE T T AR

The two wrenches can bpe distinguished by typet "the wzench" is

ambiguous, but both "the boxeend wrench" and "the socket wrench"

‘1
o

are unambiguous, Hovwever, {f the apprentice is using two 1/2"

‘ "1'1
o, A

-y
Ug7 r

boxeend wrenches for his task, they need to be distinquished by

other criteria, such as which (s on the nut,
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D, Focus Space Partitioning

Since the s7stem’s Kknowledge {s recorded in a semantiec
network, a torm of net partitioning may be used to group together

the facts that are likely to be pertinent at a given point in the
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dialoq, (6ee Hendrix, 197%, and Sectien V, Sepmantics, for
detajled descriptions of net partitionina,) For tagkeoriented
dialogs, the division ot the dialog {nto cohesive subdialogs is
closely tied to the task structure, In our system, the structure
{s embodied {n the procedural net, which encodes the task
structure {n a hierarchy of subtasks and allows the representation
of partial ordering ot steps (Sacerdotd, 19783 Nilsson et al..,
19758). By grouping the information relevant to each subtask into
a separate net space and ordering the net spaces in accordance
vith the procedural net hierarchy, a knowledge structure is

produced that supplies contexXtual focus,

Figure VI=12 is the semantic net representation of a vrench W
and {ts relationships to other objects (by ‘objects’ we mean any
entity that is encoded as a node in the semantic net), Note that
this {s a fragment of a larger semantic netj) onlYy a supset of the
relationships in which W might participate is indicated, The
partitioning shown is the legical partitioning described in
Section V, Semantics, Space Sw of this partitioning s used to
delineate the class of wrenches, and indjcates that each wrench
nas a size and an endtype, These components of a wrench’s
description are indicated through case relationships because they
are time invariant, intrinsic properties, Neither the size nor
the endtype of a vwrench may be ajtered without destroying the
wrench {tself, Node structures could have been used to encode
this {ngormation but such an encoding is more expensive and {s not

needed here, Wrench W, an element of WRENCHES, has size 1/2" and
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enutype BOXeEND, In addition to the intrinsic properties of size
and endtype, wrench W has the distinction of having been vsed (as
the tool) {n the attaching of the pump to the platform between
times Ti and 74 and of being in (being the content of) the
apprentice’s left hand from time Tk to the present, (Note that
"ti{me"” arcs go to intervals, An entity also may hsve a startetine

and a endetime; in this case the {nterval is (endtime,starttime),)

A1l this information is part of the history of wrench W, AS
such, any of {t may be used i{n the description of W, However, in
any given contcxtual focus, only some of it is valuable, For this
reason We vwould 1like to be able to highlignt certafn arcs and
nodes in the network while they are {n focus, letting them return

to their unhighlignted state when the focus changes,

To do this, network partitioning is used in a nev way, Nodes
and arcs belong to both logical and focus spaces, The logical and
focus partitions are orthogonal to one another in the sense that
vne 1ogical space on which a node or arc lies neither determines
nor depends on the focus space in which the node or arc l1ies, To
clarigy the differences between these two spaces, we need to

consider how focus spaces are established,

The procedural net representation of a task encodes both the
subtask hierarchy and the partial ordering of subtask performance
¢or that task, For any given execution ot the task, only a subset
of the nodes in the procedural net {s invoked, These correspond

to the subtasks actually discussed by the apprentice and the
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expert, For example, {¢ the expert directs the apprentice to

attach the belt housing cover, and the apprentice replies by

saying that he has done {t, then the nodes that correspond to

details of how to perform the attaching are never invoked,

A new focvrs space {s created for each subtask that enters the
dialog, The procedusal net impoSes a hierarchical ordering on
these spaces., This hierarchy wi{ll be used, as the logical one is,
te determine what nodes and arcs are visible from a given space,
tete, in particular, that the arcs and nodes that belong to a
space are the only ones immediately visible from that space, Arcs
and nodes in spaces that are above a given space also are
potentially visible, but must be requested specifically to be

seen, Other arcs and nodes are not visible.

The focus partitioning differs from the logical partitioning
in severa]l ways, First, a node may appear in any number of focus
spaces hPut must appear {n exactly one \logical space, When the
Same object {8 USed {n two different subtasks (e.g., the Wrench of
Figur: Viei2), either the same or different aspects of the object
may be {in focus in the two subtasks, It is also possible for a
node or are to be {n no focus space, In this case, the object s
net strongly associated with the performance of any particular
subtask, For completeness, we define a tope-most space, called the
‘c amunal space’, and a bottomemost spaCe, called the °‘vista
space’, The communal space contains the relationships that are

time=invariant (e,g,, the fact that tools are found in tool boxes)
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or common to all contexts, The vista space {s below all other

spaces and hence can see everything in the semantic net, This

perspective is useful for determining all the relationships {nto

which an obiect has entered,

Figure Vieil shows the net of Figure Viei2 with a tfocus
partitioning superimposed on the logical partitioning, Focus Fi

views wrench W as a boxe-end wrench that {s being Uused in the

operation of bolting the pump to the platform, Focus FJ views the

sam: wrench as one that is in the apprentice’s 1left hand, The

other information about the wrench (e,g., its size) is recorded in

the communal space, All the information s visible from the vista

space,

The representation of an object in a focus space will include

only the relationships that have been mentioned in the dialog

concerning the corresponding subtagk of that are inherent {n the

procedural net delcription of the local task, The distinction

between the verbal context and the general world knovledge

coritext, mentioned previously, may now be seen, The verbal

context {s supplied by the information recorded {n the subspace

hierarchy, The general vworld knowledge context is information
that {s present {n the communal space, When resolving a

reference, vwe can decide how to divide effort between examining

1inks in the local space and looking back into the communal sPace,

Another advantage of adding this new partitioning {s that

spec.s]l {nformation can be recorded at the local focus level,
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Thus, {f several 1inks {n the net must be followed to establish
some gact about an obdect (i.,e,, some logical deduction must be
dene), the result of that vork may be stored explicitly (n the
local focus space, The 1logica)l deduction does not have to be
redone for local references, If this informatfon is put in {ts
owvn logic space, then it remains invisible from the knowledge net
(the topmost loaic space), For example, consider ¢the situation
portrayed {n Figure VI-14, All the nodes and arcs in this gigure
are {n one focus space, BeE {s 8 set of boxe-end wrenches to which
Wi belongs, HeE is a set of hex-end wrenches to which W2 belongs.
It the apprentice nov says, ".,, the boxe=end wrench”, he means Wi,
The utterance level structure (created by parsing) for the phrase
"the boxeend wrench" {8 shown in Figure VI-{5, and some amount ot
vork must be done to eistablish the correspondence between Wi and
W3, However, it {s quite likely that Wi will again be reterred to
as "the boxeend vwrench", By explicitly storing the boxeend
property of Wi {n the focus space, redundant work may be avoided,
Figure VIei6 {llustrates the new structure, Note that the e arc
to WRENCHES and the end~type arc to BOX-END are 4in a separate
logic space, Li, This makes them invisible at the knovledge net

level, In fact, they are not visible ¢from any Jlogic partition

outside this focus space,

gur experience with focus space partitioninq and with other
possible uses of network partitloninq is limited, HowWever, ft is
clear that the concept will prove to be extremely valuable {n

turther work on discourse analysis and pragmatics,
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WRENCHES

e

FIGURE VI-14  SEMANTIC NET SHOWING MEMBERS OF TWO SUBSETS OF THE
SET “"WRENCHES"”
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APPENDIX A LANGUAGE DEFINITION

Prepared by Jane J, Robinson and Ann E, Robinson

Contents:

Lancgage Definition
Globa)l Attributes
Word Detinitions
Tokens
Neouns
Determiners and Articles
Numbers
Verbs
Quantifiers
Measure Phrases
Number Phrases
Composition=Rule Definitions
Utterance Level Rules
Sentence Level Rules
Noun Phrase Rules
Noun and Nomhead Rules
Verb Rules
Auxiliary Ryles
Miscellaneous Rules
Number Phrase Rules
Number Rules

INFIX FILE LANGDF,GRM

SECTION(T1,"(71 0))9

LANGUAGE ,DEFINITION

CATEGORIES U,N,NOUN,NP,DET,ART,BE,DO,VERB,Y,QUANT,PREP,REL,MP,
THANR,DIGIT,NUMBER, TEEN, TOKEN,S,NOM,AUXD,AUXB,NEG,NUMBERP,
VP,ADJ,NOMHEAD, PREPP,SMALLNUM,DIGTY,BIGADD,BIGMULT,BIGCAT)

ROOT CATEGORY U;

RULEFN RULEFN;

WORDFN WORDFNj

CATEGORYFN CATEGORYFN)

RESPONSEFN RESPONSE)

T
[l
ot A G
.« W l-".‘
R e L
L PRt R

T
~E . L]
W

w

ATTRIBUTES §‘’DECLARE ATTRIBUTES FOR THE VARIOUS CATEGORIES’
ALL HAVE MAPINFO, PHRMAPINFO)

: ALL HAVE LEFT,RIGHT,S8TRING,F8THC,LSTWD,SPELLING,

- ALL KAVE SIZE,DEPTH,BULK)

T
e
- g 1‘11 !

L

3
U )
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ALL EXCEPT TOKEN HAVE SEMANTICS;

NP,MP,NUMBERP HAVE WDSEMANTICS;

S,VP, VERB HAVE VOICE;

U,NP,PREPP,DO,QUANT,S,AUXB,AUXD HAVE AFFNEG}

DIGIT HAS DIGTYPy

U,NP HAVE ELLIPSE;

U,vP,NOMHEAD,NUMBER,MP,S,NP,NUMBERP,DET, ART,NUMBER, PREPP HAVE
MOOD)y

S'VP'NP'VERB'V HAVE TRANS’

NP,VP,AUXD,AUXB,DO,BE,NOM,NUMBERP ,NUMBEP, wveT,ART,

NOMHEAD ,QUANT ,N,NOUN,MpP ,SMALLNUM,DIGIT,TEEN,PREPP,DI1GTY,VERB
HAVE NBRy

NP,DET HAVE GCASE)

AUXD,AUXB,DO0,BE,NEG HAVE STRESS)

U,NUMBERP,MP,QUANT,S,VP,PREPP,NP,DET,ART.NUMIER HAVE FOCUB’

VP,VERB,V HAVE IMPj

S,U HAS PITCHC)

NP,AUXB,BE HAVE PERS)

VP,VERB,V HAVE AGENCY;

ADJ,DET,NP,NOM,NOMHEAD ,NOUN,N HAVE SUBCAT;

NP, QUANT,NOM,NOMHEAD,NOUN,NUMBERP,NUMBER, PREPP, 8,
DET,ART,N,MP HAVE CMU;

NP,BIGCAT,BIGADD,BIGMULT,MP,NUMBER, SMALLNUM,DIGIT,DIGTY, TEEN,
NUMBERP HAVE NUMj

¥ MHAS PLSUFF;

ADJ HAS MARKj

ADJ HAS CFORM;

N,NOUN,NOMHEAD ,NOM,NP, S,PREPP HAVE RELN;

NP HAS GENSUFFy

ADJ HAS CVALy

THANR HAS RELj

SMALLNUM,TEEN HAVE NUMTYP;

PREPP,PREP HAVE SEMPREP;

ENDATTRS)
ENDy

EOF

oy

I‘J,-l [
ol el
. ..W"lv

-

i -:;'ﬂ.}fnrmrn;' -




sl M . MI-wmY R W-Jal WU W W B W T T b R R e A L R R o e S e i e e e e

SPEECH UNDERSTANDING RESEARCH Page A=)
Appendix A Languyage Definition

S

INFIX FILE TOKEN,LEX

-
)
.
i
~
.

SECTION (71,"(71 0))3

CATEGORY,DEF TOKEN
ENDy

WORDS ,DEF TOKEN
AND}
oFy
HOW}
NOT
THAN}
S°SUFFIXES DO NOT APPEAR IN THE LEXICON; ONLY IN THE RULES,
::DﬂsgsffT, SUFFIXES AREg «GEN, «NT, =PL, «8G, <TEEN,

ENDWORDS)

EOF

ol e CHEAS OF
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INFIX FILE NOUN,LEX
SECTION(74,"(71 0))3

S’LEXICON’ _
]
A ’NOUNS* ;;
i
30
CATEGORY ,DEF N i
i
hN
FACTORS g
INIT = 80, %T
RESCHEDULE ¢
Y
WORDFN oY
LAMBDA (CAT, WORDDEF) Ex
BEGIN :&
IF NOT (ATTRCK("CMU)) THEN ADDATTR("CMU, "(COUNT))j ko
RETURN WORDDEF; b
ENDg 7 H
S’SETS CMU = (COUNT) UKLE3S OTHERWISE DEFINED® 50
END} Bl
WORDS ,DEF N !
DIESEL ;
SEMANTICS 3 ((SUPSET sDIESELS)(CMU COUNT)(NBR 8))j
DRAFT 08
RELN = T, s
SEMANTICS = ((SUPSET ¢DRAFTS)(CMU COUNT)(NBR S) L
(INVERSIONS ( ( (SUPSET #DRAFT,RELS) i
(CASES((MEASURE #)))(PDGM PG,BINATT)))))} Fom
ETHAN (ALLEN ??3
SEMANTICS = ((SUPSET #ETHAN,ALLENS)(CMU COUNT) Y
(NBR 8))} oy
FOOT

PLSUFF = NO,

CMU = (UNIT),
SEMANTICS ® ((SUPSET #FOOT)(MEASURES #LINEAR,MEAS));

FUEL REG
k‘.”.‘ ™

CMU = (MASS)y e

GUPPY, THREE 47
SEMANTICS » ((SUPSET #GUPPY38)(CMU COUNT)(NBR 8)); ik

AR
g
ﬁb ¢{ ;
u \'\-‘
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D i o N

e

P KNOT
= CMU & (UNIT),

SEMANTICS = ((SUPSET #KNOT)(CMU UNIT)(NBR §) &
(MEASURES #SPEED ,MEAS)), Q
LAFAYETTE ﬁ
SEMANTICS = ((SUPSET sLAFAYETTES)(CMU COUNT) e
(NBR 8))} o
&
LENGTH v
RELN = T, 3
SEMANTICS = ((SUPSET sLENGTHS)(CMU COUNT)(NBR 8) .
(INVERSIONS(((SUPSET #LENGTH,RELS) W
(CASES( (MEASURE #))) (PDGM ‘PG,BINATT)))))) =
NUC X
SEMANTICS = ((SUPSET #NUCS)(CMU COUNT) I
(NBR S))) E
SEANOLF E
SEMANTICS = ((SUPSET #SEAWOLFS)(CMU COUNT) (NBR $)); E.
SPEED %
RELN = T, i
SEMANTICS = ((SUPSET #SPEEDS)(CMU COUNT)(NBR 8) :
(INVERSIONS (( (SUPSLT
( #SPEED,RELS) (CASES( (MEASURE #))) (PDGM PG,BINATT))))))
3&& SUBMARINE
Ny SEMANTICS = ((SUPSET #8UBS)(CMU COUNT)(NBR 8));
o
PSR SUBMERGED ,DISPLACEMENT

RELN = T,

SEMANTICS ® ((SUPSET #8SUBM,DISPS)(CMU COUNT)
(NBR &) (INVERSIONS(((SUPSET #SUBM,D15P,RELS)
(CASES((MEASURE #)))(PDGM PG,BINATT)))) )

L S8URFACE ,DISPLACEMENT
RELN = T;
SEMANTICS s ((SUPSET #SURF,DISPS)(CMU COUNT)

B S LT T S N e P R TAEE P

7

g (NBR 5) (INVERSIONS(((SUPSET #SURF,DISP,RELS) s
) (CASES((MEASURE #)))(PDGM PG,BINATT)))))) [
o o
- 8UBMERGED , SPEED o

RELN s T, _ s
~F SEMANTICS s ((SUPSET #8UBM,SPEEDS)(CMU COUNT) 9
g (NBR 8)(INVERSIONS(( r
[ (SUPSET #SUBM,SPEED,RELS) (CASES( (MEASURE #))) 0
e (PDGM PG,BINATT)))))) -2
L] SURFACE, SPEED :
e RELN = T, _ N
o SEMANTICS » ((SUPSET #S8URF,SPEEDS)(CNU COUNT) I
g b
R G

h
4
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(NBR S)(INVERSIONS((

T I
>, gl M
ot e He e e i
it e dy |
v ] 5 . , ¥
[ ;7 2% o O WS

(SUPSET #SURF ,SPEED,RELS)(CASES((MEASURE #))) i
L (PDGM PG,BINATT)))))j ;
|::* 3
o TON ;
s CMU = (UNIT), ¢
Eﬁ;: SEMANTICS = ((SUPSET #TON)(MEASURE #MEASURE,DISP))} .

TORPEDO , TUBE
SEMANTICS = ((SUPSET ¢TORPEDO,TUBES)(CMU COUNT)(NBR 8)))
; u.s,
Ly PLSUFF = NO,
s SUBCAT = PROPN,
; SEMANTICS = ((SUPSET #USAS)(CMU COUNT)(NBR §))}
Fgﬁ' ENDWORDS y
's"‘:h-'

CATEGORY,DEF NOUN

iy SRS T 0 g ” e
R R gy ey e g g

END)
WORDS ,DEF  NOUN
FEET

CMU = (UNIT), 9

NBR = (PL), i

SEMANTICS = ((SUPSET #FOOT)(CMU UNIT)(NBR PL) o

(MEASURES #LINEAR,MEAS))) Ee

ENDWORDS) 5%

Gty )
o CATEGORY,DEF NP i
Gk 2%
’"_:”f:. ATTRIBUTES i{;
abe PLSUFF = "NO, o4
k) SUBCAT = "PRO, B
A1 SEMANTICS = SEMCALL ("SEMRNPS,WDSEMANTICS,NBR); e
5o FACTORS =
[y INIT = 80, -
e RESCHEDULE} o
Lo ENDj T
o -
L & Tl o ",‘s ~
17l o
X WORDS ,DEF NP 52
s 1 &
[ MOOD = (DEC), e

T
A
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FOCUS = (DEF),
GCASE = (NOM),
CMU = (COUNT),
NBR = (S8G),
PERS = EGOy

IT

1 caw L ) 3
e e iy d v
R AT TR |

MOOD = (DEC),

FOCUS = (DEF INDEF),

GCASE = (NOM ACC),

CMU ® (COUNT MASS UNIT),

NBR = (SG),

PERS s 3,

WDSEMANTICS a= (AMBIGUOUS ((SUPSET sUNIOBJS)(NBR 8) g
(ISF ISF)) . F
((SUPSET #UNIOBJS,MASS)(NBR M)(ISF ISF))), o

-

ME i

MOOD = (DEC), £

FOCUS s (DEF), -

GCASE = (ACC), ' E.

CMU & (COUNT),
NBR & (SG),
PERS = EGO)

o

i v e
.!1

THEY
MOOD = (DEC),
FOCUS = (DEF INDEF),
GCASE = (NOM),
CMU = (COUNT MASS UNIT),
MBR = (PL).
PERS » 30

WDSEMANTICS » ((SUPSET #UNIOBUS)(NBR 8)(ISF 18F) ),

THEM
MOOD = (DEC),
FOCUS = (DEF INDEF),
GCASE = (ACC),
CMU = (COUNT MASS UNIT),
NBR = (PL),

WDSEMANTICS = ((SUPSET #UNIOBJS)(NBR S)(ISF I8F)))

us

_‘,“..H
f LA )
a o PR S 4
W ML Poh
ot st i R b

MOOD = (DEC),

FOCUS = (DEF),

GCASE = (ACC)H,

CMU = (COUNT),

NBR = (PL),

WDSEMANTICS = ((SUPSLT #USAS) (CMU COUNT)(NBR 8))

MOOD = (DEC),
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FOCUS s (DEF),
GCASE = (NOM),
CML = (COUNT),

NBR = (PL),
PERS = EGO,
WDSEMANTICS = ((SUPSET #USAS)(CMU COUNT)(NBR S))»
WHO
NBR = (SG PL),
MOOD = (WH REL),
GCASE = (NOM), b
WDSEMANTICS 3 (AMBIGUOUS((E,QST)(SUPSET sLEGAL,PERSONS) ;5
(NBR PL)(DET ?)(I8F ISF)) ?:}
((E,QS8T)(SUPSET sLEGAL,PERSONS) A
(NBR S)(DET ?)(ISF ISF))) b
NBR = (SG PL), K{q
GCASE = (NOM), G
WDSEMANTICS = (AMBIGUOUS ((E,QST)(SUBSET $LEGAL ,PERSONS) S
(NBR PL)(DET ?)(ISF 1SF)) ?*F
((E,QST)(SUPSET #LEGAL,PERSONS) ﬁ??
(NBR S)(DET 7?)(ISF 18F)))) ;}H
ENDWORDS) ?Ei
EOF ﬁfi
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INFIX FILE DETERM,LEX
SECTION(71, "(71 0))

8 °DETERMINERS AND ARTICLES’

CATEGORY,DEF DET

ATTRIBUTES
FICUS = "DEFy

FACTORS
INIT = 80,
Wb = IF SPELLING EQ "WHAT THEN
IF LEFT EQUAL STARTTIMEBOUNDARY THEN GOOD ELSE POOR
ELLSE 0K,
RESCHEDULE)

END;

WORDS ,DEF DET

176
CMU s (COUNT MASS UNIT},
MOOD = (DEC),
SUBCAT = PRO,
GCASE = (GEN),
SEMANTICS = (AMBIGUOUS((SUPSET #UNIOBJS)(NBR S)(I8F 1SF))
((SUPSET #UNIOBJS,MASS)(NBR M) (ISF ISF))))

THAT
NBR = (SG),
MOOD = (DEC),
CMU s (COUNT MASS UNIT), _
SEMANTICS = ((SUBTYPL (SET i 2))(DET DEF)(NBR(SET M 8))))

o THESE
N NBR s (PL),
Lo MOOD = (DEC),

CMU = (COUNT UNIT),

SEMANTICS s ((SUBTYPE (SET { 2))(DET DEF)(NBR PL))y

THIS
MOOD = (DEC),
NBR = (5G),
CMU = (COUNT MASS UNIT),
SEMANTICS = ((SUBTYPE (SET { 2))(DET DEF)(NBR (SET N 8)))y

THOSE
NBR = (PL),

of

4
1
o
A
E
x
4
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f
o
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CMU = (COUNT UNIT),
SEMANTICS = ((SUBTYPE (SET { 2))(DET DEF)(NBR PL));

WHAT
MOOD = (WH),
CMU = (COUNT MASS UNIT),
NBR = (8G PL),
SEMANTICS s ((E,QST)(TYPE WH) (SUBTYPE (SET i 2))(DET ?)
(NBR (SET M PL S)))

WHICH
MOOD = (WH REL),
CMU = (COUNT UNIT),

NBR = (8G PL),
SEMANTICS ® ((E,QST)(TYPE WH)(SUBTYPE(SET 1 2 3))(DET ?)

(NBR (SET M PL S8)))3

WHOSE

CMU = (COUNT MASS UNIT),

SUBCAT = PRO,

GCASE = (GEN),

MOOD = (WH),

SEMANTICS s (AMBIGUOUS((E,QST)(SUPSET #LEGAL,PERSONS)
(NBR PL)(DET ?)(ISF ISF))
(CE,G8T)(SUPSET #LEGAL,PERSONS)(NBR §8)
(DET ?)(1SF 1SF)));

ENDWOF.0S3

CATEGORY,DEF ART
END}

WORDS ,DEF ART

A
MOOD = (DEC),
CMU = (COUNT UNIT)Y,
NBR = (5G),
SEMANTICS s ((DET INDEF)(NBR (SET M 8)))

THE
NBR = (PL 8G),
CMU = (COUNT MASS UNIT),

MOOD = (DEC)g

ENDwORDS;

EOF

i'l
i
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INFIX FILE NUMBERS,LEX
SECTION (71,"(7! 0))

S°NUMBERS’

CATEGORY,DEF DIGIT
ENDy

WORDS ,DEF DIGIT

ONE
DIGTYP = (1),
NUM = 1,

TWO
DIGTYP = (1),
NUM = 2y

THREE
DIGTYP = (1),
NUM = 3

FOUR
DIGTYP = (§ 2 )3),
NUM = 4,

FIVE
DIGTYP = (1),
NUM = &

SIX
DIGTYP = (3 2 3),
NUM = 6

SEVEN
DIGTYP = (1 2 3),
NUM = 1y

EXGHT
DIGTYP = (1 2 3),
NUM = 8y

NINE
DIGTYP = (1 2 ),
NUM = 9y

TWEN
DIGTYP ® (3),

wu TR ey R ORI ECTRTTLT

» - @ e e

Page
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NUM = 23 ]
THIR T
DIGTYP = (2 3), I
NUM = 3) .
o
FIF E'
DIGTYP = (2 13), é;
NUM = 83 g
ENDWORDS} 3

e g

I i

2

y T

CATEGORY,DEF BIGCAT

ENDg

r
-

T T STV ”
AN s

WORDS,DEF BIGCAT

Tl ¥ At

N
A

HUNDRED 541
NUM = 100} T

THOUSAND i
NUM = 1000} F

MILLION -

NUM = 10000009

BILLION
NUM = 10000000009

ENDWORDS;

CATEGORY ,DEF TEEN

END3

WORDS ,DEF TEEN

TEN
NUMTYP = DECADE,

NUM = 109

ELEVEN
NUMTYP = DECADEPLUS,
NUM = 11

TWELVE
NUMTYP = DECADEPLUS,

NUM 3 123
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ENDWORDS}

EOF
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INFIX FILE THANR,LEX
SECTION {71,"(71 0))9

$’THANR WORDS?’

CATEGORY,.DEF THANR

END}

WORDS,DEF THANR

FEWER
REl, = LESSTHANj

GREATER
REL = GREATERTHAN)

LESS
REL s LESSTHAN)

MORE
REL = GREATERTHAN}

ENDWORDS)

EOF
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N

INFIX FILE VERBS,LEX o
SECTION (71,"(71 0))) b~

S’VERBS*

CATEGORY ,DEF BE
END)y

WORDS ,DEF BE

AM
NBR = (SG),
PERS = EGOj

ARE
NBR = (PL),
SEMANTICS = ((NBR PL))

IS
NBR a (8G),
PERS = 3,
SEMANTICS a ((NBR (SET M S)))

ENDWORDS}

CATEGORY,DEF DO

=
"2, ]

END ] *k.:}
Gt

.L:-\“'

WORDS ,DEF DO e
% n
NBR = (PL), e
SEMANTICS = ((NBR PL))j e
DOES o
NBR = (5G), e
SEMANTICS ® ((NBR 8))9 L

DONT -

NBR = (SG PL),
AFFNEG = NEG,
EMANTICS = ((NBR (8ET S PL)))y X

ENDWORDS ¢ I




WORDS,DEF v

SPEECH UNDERSTANDING RESEARCH Page Ae«if i

Appendix A Language Definition .F

}

{

CATEGORY ,DEF VERB ¢

FACTORS i

INIT = 80,

RESCHEDULE

END} i

WORDS ,DEF VERB 5

HAS &

NBR = (SG), B

TRANS = 2, ¢

AGENCY = NO, i

TMP = NO, 5

SEMANTICS = (AMBIGUOUS ((SUPSET #OWN,RELS)(NBR 8) .

(SEMROOT OWN)(PDGM PG,TRANS)(MANDATORY OWN3ACTOR o

= OWN$DO)) ((SUPSET #HAS,PART,RELS)(PDGM RG,TRANS) I
—_— (SEMROOT HAVEPART) } g
L8 (MANDATORY (HAVEPART$ACTOR HAVEPART:;D0))) £
B ((SUPSET #HAS,PART,RELS)(PDGM (HAAFN))))) o
{00 5t
b HAVE i
s NBR = (PL), Lol
5 TRANS = 2, =
AGENCY = NO, i

IMP = NO, B

SZMANTICS = (AMBIGUOUS ((SUPSET #OWN,RELS)(NBR §) e
(SEMROOT OWN)(PDGM PG,TRANS) (MANDATORY OWN3ACTOR Y
OWN$DO)) ¢ (SUPSET #HAS,PART,RELS)(PDGM PG,TRANS) e
(SEMROUT HAVEPART) £

‘ (MANDATORY (HAVEPART;ACTOR HAVEPART:D0))) ;
e ((SUPSET #HAS,PART,RELS)(PDGM (HAAFN))))) S
5, .‘1: ;&\;-:
20, ENDWORDS g 0
(3
I i

. CATEGORY ,DEF v

o 5
;‘f< END; Eﬁ:
o g
'I‘ i'—-:-:

B LIST

S TRANS = 2,

e AGENCY = NO,

o IMP = YES; e
S '~:,.-.:.
. OWN B
o TRANS = 2, T
o AGENCY = YES, ot
I8 ,\)_‘\

)
x_ 8
o
Ty
-~
s

]
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IMP = NO,

ENDWORDS}

EOF
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i

INFIX FILE PREP,LEX .
SECTION (71,"(71 0))3 ;

i

]

A°PREPS’ n

G Tl o

CATEGORY,DEF PREP

7

>
A s

END;

e e
z_ ¥

WORDS ,DEF PREP

-

¥

.’ dnd
Pl »

BY

!
e

SEMPREP = PG,BY}

]

e

orF
SEMPREP = PG,OF; %

WITH
SEMPREP = PG,WITH) 5
oy

ENDWORDS}

EOF
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INFIX FILE QUANT,LEX
SECTION (71,"(71 0))3

S °QUANTIFIERS’

CATEGORY ,DEf QUANT
END}

WORDS ,DEF QUANT

ALL
CMU = (COUNT MASS UNIT),
NBR = (8G PL),
SEMANTICS = ((SUBETYP(SET 1 2 3 4))(QUANTF FOREVERY)
(NBR (SET M PL))(NMOD((DET (SET DEF UNI))
(NBR(SET M PL))))(ALL ALL)(NUMREST (LESSP 2)));
ANY
CMU = (COUNT MASS UNIT)Y,
NBR = (8G PL), .
SEMANTICS = ((SUBTYPE (SET § 2 3 4))(QUANTF(SET FOREVERY
CHOICE))(NBR(SET 8 PL M))(NMOD((DET(SET DEF UNI))(NBR
(SET M PL))))(NUMREST(NUMBERP)Y))}
BOTH
CMU = (COUNT UNIT),
NBR = (PL),
FOCUs = DEF,
SEMANTICS s ((SUBTYPE(SET 1 2))(QUANTF FOREVERY)(NBR PL)
(NMOD((DET DEF)(NBR PL)(NUM 2)))
(NUMREST NOTAPPLICABLE));
EACH
CMU = (COUNT UNIT),
NBR = (SG)o
SEMANTICS s ((SUBTYPE(SET 1 2 3))(QUANTF FOREVERY)(NBR 8)
(NMOD ((DET (SET DEF UNI))(NBR PL)))
(NUMREST (EQ 1)))
EITHER
CMU = (COUNT),
NBR = (SG),
SEMANTICS = ((SUBTYPE(SET 1 2 3))(QUANTF CHOICE)
(NBR S)(NMOD ((DET DEF)(NBR PL)(NUM 2)))
(NUMREST(EQ 1)))}
EVERY

CMU = (COUNT UNIT),
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e

NBR = ( SG Yo :
SEMANTICS = ((SUBTYPE(SET { 3))(QUANTF FOREVERY) (NBR §) t
(NMOD ((DET(SET DEF UNI))(NBR PL)))(NUMREST (EQ 1)))3 £
NEITHER %
CMU = (COUNT), s
NBR = (SG)., §
AFFNEG = NEG, &
SEMANTICS = ((SUBTYPE(SET 1 2 3))(QUANTF NOTANY) A
(NBR 8§)(NMOD((DET DEF)(NBR PL) (NUM 2))) ﬁ
(NUMREST (EQ 1)))y .
.
NO ;ﬂ
CMU = (COUNT MASS UNIT), =
NBR = (SG PL), :
AFFNEG = NEG, %
SEMANTICS = ((SUBTYPE(SET 1 3 4)) (QUANTF NOTANY) e
(NBR (SET M PL $))(NMOD ((DET(SET DEF UNI)) b
(NBR(SET M PL))))(NUMREST(NUMBERP)))} i
i
NONE }*
CMU = (COUNT UNIT), r—
NBR = (SG PL), ;
AFFNEG = NEG, !
f SEMANTICS = ((SUBETYP 2)(QUANTF NOTANY) (NBR(SET M PL)) £
o (NMOD ((DET (SET DEF UNI))(NBR(SET M PL))) ) (NUMREST i
NOTAPPLICABLE) )} r_
CMU s (COUNT MASS UNIT), b
NBR = (8G PL), ;?y
SEMANTICS = ((SUBTYPE(SET { 2))(QUANTF CHOICE)(NBR .
(SET 8 M PL))(NMOD((DET (SET DEF UNI)) :j
(NBR (SET M PL)))) )y %;:
L
ENDWORDS i
E"\
153
EOF =
Fﬁﬁ
i
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INFIX FILE MPWORDS,LEX
SECTION (71,"(71 0))y

"MP'

CATEGORY,DEF MP

ATTRIBUTES
FOCUS = "INDEF,
SEMANTICS s SEMCALL("SEMRMP,WDSEMANTICS),

END)y

WORDS,DEF MP

FEW
NBR = (PL),
NUM = FEwW,
WDSEMANTICS = ((NBR PL)(NET $NUMBERJFEW) )

LITTLE
CMU = (MASS),
NBR = (5G),
NUM » LITTLE,
WDSEMANTICS = ((NBR M) (NET sNUMBER{FEW)),

MANY
NBR = (PL)'
NUM = MANY,
WDSEMANTICS = ((NBR PL)(NET #NUMBERgMANY))y

MUCH
CMU = (MASS),
NBR = (SG),
NUM = MUCH,
WDSEMANTICS = ((NBR M)(NET $NUMBER$MANY) )

ENDWORDS

EOF
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2 -
%; INFIX FILE NMPWORDS,LEX :
é! SECTION (71,"(71 0))) =
A’NUMBERP WORDS® o
g;
CATEGORY .DEF NUMBERP b
ATTRIBUTES o
SEMANTICS = SEMCALL("SEMRMP,WDSEMANTICS)) i
FACTORS ;3
INIT = 80, E_]
RESCHEDULE) {ﬁ
A7
END) bi
bl
[es oy
WORDS ,DEF NUMBERP 3
S
HOW MANY R

MOOD = (WH),
FOCUS = INDEF,

NBR = (PL),
WDSEMANTICS = ((E,QST)(NUM ?)(NBR PL)

(NET $NUMBER,QST)))

ENDWORDSy

CATEGORY ,DEF U

FACTORS .
LEFT a COART(LEFT,STARTTIMEBOUNDARY),

RIGHT s COART(RIGHT,ENDTIMEBOUNDARY))

END)

WORDS ,DEF U

" ™~ —
B0 L2 LOiraraen TS
PRRSULY IS |
‘. v Rt ayl
i

s . ll l‘ » 1 . .
. AR A

OKAY
. AFFNEG = AFF,
- MOOD = (DEC)j e
- o
o 0K Patsr
b - AFFNEG = AFF, oo
Fe MOOD = (DEC)) %:rf
3
0 ENDWORDS) §E§§
« i
= FE
i A
; e
A e e I K R e e R ]
R COi v ey :
S R I
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INFIX FILE URULES,GRM

SECTION(71, "(71 72 0 73) )

g .. Y
T {7 L S
fotadt] L] r’, a1

£
..

Eah
I'rJ-’-

o
A,

S‘UTTERANCE LEVEL RULES®
gg
RULE.DEF Uj U = Sy -
)
ATTRIBUTES i
ELLIPSE = "NO, £
MOOD,FOCUS, AFFNEG FROM §, o
PHRMAPINFO 2 PHRM(STRING, o
STARTTIMEBOUNDARY,ENDTIMEBOUNDARY), E
SEMANTICS FROM 8, R
FACTORS ;h
PROB = LK1 ’ e.“_.
LEFT = IF VIRTUAL THEN OK bt
ELSE COART(LEFT,STARTTIMEBOUNDARY), "
RIGHT = IF VIRTUAL THEN OK B
ELSE COART(RIGHT,ENDTIMEBOUNDARY), b
MOOD = IF MOCD EQUAL "“(WH) THEN VERYGOOD ELSE OK, 3
SCORE IF NQT VIRTUAL, 3
SIZE = (X=SIZE, IF X EQ "UNDEFINED THEN 60 ELSE 1
60+(40#X)/DISTANCEBETWEENSTARTANDEND], -
PHRMAPPING = IF VIRTUAL THEN OK N
ELSE PMCHECK(PHRMAPINFO,STRING)} v
EXAMPLES o
WHAT IS THE SURFACE DISPLACEMENT OF THE LAFAYETTE (OK)) )
END’ g.:!\'.‘-‘
B
RULE,DEF U2 U = NPy £y
s
ATTRIBUTES =
ELLIPSE = "YES, g%?
FOCUS,MO0D FROM NP, P
PHRMAPINFO = PHRM(STRING,STARTTIMEBOUNDARY, h)
ENDTIMEBOUNDARY), S
SEMANTICS FROM NPy e
)
FACTORS TR
PROB LKz' . \‘ A
LEFT = IF VIRTUAL THEN OK Lt
ELSE COART(LEFT,STARTTIMEBOUNDARY), AT
RIGHT = IF VIRTUAL THEN OK et
,!—.-‘—;

ELSE COART(RIGHT,ENDTIMEBOUNDARY),

MOOD = [X=mMOOD(NP), g
IF SUBCAT(NP) EQ "PRO AND X EQUAL "(DEC) S
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E THEN BAD ELSE IF X EQUAL "(WH) THEN VERYGOOD ELSE OK]),
SCORE IF NOT VIRTUAL,
81Z2E = (X=SIZE, IF X EQ "UNDEFINED THEN 60
ELSE 60+(40#X)/DISTANCEBETWEECNSTARTANDEND],
PHRMAPPING = IF VIRTUAL THEN OK
ELSE PMCHECK(PHRMAPINFO,STRING);

EXAMPLES
HOW MANY LAFAYETTES (OK)
THE ETHAN ALLEN (OK)
WHO (OK)
WE (BAD))

END}

RULE,DEF U3 U = NOMj

ATTRIBUTES
PHRMAPINFO = PHRM(STRING,STARTTIMEBOUNDARY,
ENDTIMEBOUNDARY),
SEMANTICS FROM NOM,
ELLIPSE = "VES;

FACTORS
PROB = LK2,
LEFT = IF VIRTUAL THEN 0K
ELSE COART(LEFT,STARTTIMEbOUNDARY),
RIGHT = IF VIRTUAL THEN OK
ELSE COART(RIGHT,ENDTIMEBQUNDARY),
SCORE IF NOT VIRTUAL,
SIZE = [XzSIZE, IF X EQ "UNDEFINED THEN 60 ELSE
60+(40#X)/DISTANCEBETWEENSTARTANDEND],
PHRMAPPING = IF VIRTUAL THEN OK
ELSE PMCHECK(PHRMAPINFO,STRING))

EXAMPLES
SUBMERGED DiISPLACEMENT (OK))

ENDy

EOF
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INFIX FILE SRULES,GRM

. SECTION(71, "(71 72 0))

% "SENTENCE LEVEL RULES®

RULE,DEF S1 S = NP VP9

e, ATTRIBUTES
e FOCUS,MOOD FROM NP,
> VOICE = "ACT,

TRANS 3 [XasTRANS(VP), IF NUMBERP(X) THEN Xe} ELSE X],
SEMANTICS = SEMCALL("SEMRS{ ,SEMANTICS(NP),SEMANTICS(VP))9

[ FACTORS
i%; PROB = LK2,

g VOICE = SELECTQ VOICE(VP) WHEN PASS THEN OUT,

&5 GCASE s IF GCASE(NP) EQUAL "(ACC) THEN ouT ELSE 0K,

MOOD = IF MOOD EQUAL "(WH) THEN GOOD ELSE OK,
WH = IF MOOD(VP) EQUAL "(WH) THEN POOR ELSE 0K,
NBRAGR = IF GINTERSECT(NBR(NP),NBR(VP)) THEN OK ELSE OUT;

; EXAMPLES
b ONE OF THE SUBMARINES HAS FOUR TORPEDO TUBES (OK)
' SUBMARINES HAS FOUR TORPEDO TUBES (OUT)

L THE SUBMERGED SPEED HAS FOUR TORPEDO TUBES (OUT)
- THE LAFAYETTE HAS FOUR TORPEDO TUBES (OK)
' WHICH SUBMAPINE HAS FOUR TORPEDO TUBES (OK)

NO SUBMARINE HAS MORE THAN TWELVE TORPEDO TUBES (OK)

:_‘:1
- THEY HAVE FOUR OF THEM (OK)
HOW MANY OF THEM HAVE MORE THAN FOUR TORPEDO TUBES (0K))

®)

b ENDj

5

5] RULE,DEF §2 S8 = NP AUXD VPj

T ATTRIBUTES

MOOD,FOCUS FROM NP,
TRANS = [X=TRANS(VP), IF NUMBERP(X) THEN X={ ELSE X],

AFFNEG FROM AUXD,
SEMANTICS s SEMCALL("SEMRS2,SEMANTICS(NP),

SEMANTICS(VP),AFFNEG(AUXD)))

b FACTORS
NBRAGR = IF GINTERSECT(NBR(NP),NBR(AUXD)) THEN OK

FLSE OuT,

PROB = LK4,
GCASE = IF GCASE(NP) EQUAL *(ACC) THEN OUT ELSE oK,

VOICE z SELECTQ VOICE(VP) WHEN PASS THEN OUT,
MOOD = IF MOOD EQUAL "(WH) THEN GOOD ELSE 0K,

umwr~
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WH = IF MOOD(VP) EGUAL "(WH) THEN POOP ELSE OK, o

STRESS = IF VIRTUAL THEN OK ELSE e

IF AFFNEG EQ "AFF AND STRESS(AUXD} EQ "REDUCED b

THEN POOR ELSE OK; ol

o=k

g EXAMPLES 3
. THE LAFAYETTE DOES HAVE FUE! (POOR) =e e
' THIS UTTERANCE MAY BF ACCEPTABLE UNDER CERTAIN b
z DISCOURSE CONDITIONS AS IN THE CONTRADICTION OF oy
3 SOMETHING IMPLIED OR STAYED PRZIVIOUSLY E1n
5 THE LAFAYETTE DOES NOT HAVE FUEL (OK) o
3 IT DOES HAVE WHAT (POOR) e
v SUBS DO OWNED BY THE US (OUT); E“
ENDy i

3y

RU.%,DEF 83 S = NPgNP) AUXB NP3NP2j M
ATTRIBUTES Eij
MOOD,CMU,RELN,FOCUS FF M NP1, iy

AFFNEG FROM AUXB, Py
SEMANTICS = SEMCALL("SEMRS3,SEMANTICS(NPY), e
SEMANTICS(NP2),AFFNEG(AUXB)), A
TRANS = 0} Swd
! FACTORS S
- NBRAGR) = IF CMU EQUAL "(UNIT) THEN oo
i [IF NBR(AUAB) EQUAL "(SG) THEN OK ELSE OUT) ELSE %
& IF GINTSRSECT(NSR(NP1),NBR(AUXB)) THEN OK ELSE OU,, %
b NBRAGR2 = IF CMU(NP2) EQUAL "(UNIT) THEN OK ELSE —
) IF GINTERSECT(NBR(NP2),NBR(AUXB)) THEN OK ELSE OUT, -
o PROB = LK1, Y
3 FUCUS = IF FOCUS(NP1) EQ "INDEF AND FOCUS(NP2) EQ ®DFF s

THEN PQOR ELSE 0K,
GCASEY = IF GCASE(NP1) EQUAL "(ACC) THEN OUT ELSE OK,
GCASE2 = IF GCASE(NP2) EuUAL "(ACC) THEN OUT ELSE 0K,
MOODY = IF MOOD EQUAL "(WH) THEN GOOD ELSE OK,
MOOD2 = IF MOOD EQUAL "(WH) AND MOOD(NP2) TQUAL ™ (WH) 0y
THEN POOR ELSE 0K, e

.
L 4
«

L)

m
) 1
v "
.
b X7 I T

.l
2

ot
z
ot e nl 2y

AFFNEG = IF MOOD EQUAL "(WH) AND AFFNEG EQ "NEG THEN BAD

ZLSE OK, el
= PELN = IF RELN EQ "T THEN it
Ll IF CMU(NP2) EQUAL "(UNIT) THEN YERYGOOR ELSE OK, )

PERSAGR = IF GINTERSECT(PERS(NPL),PERS(AUXB))
THEN OK ELSE 0dJTy

- EXAMPLES *?3

L THE LAFAYETTE IS A SUBMARINE (OK) ]
ol THE LAFAYETTE IS SUBMARINES (OUT) L
=3 A LAFAYETTE IS THE SUBMARINE (POOR) 2

%&; THE¥ ARE SUBMARINES (OUT) e
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END}

WHAT IS THEM (OUT)

WHAT IS IT (GOOD)

HOW MANY ARE WHAT (POOR)

IT AM A LAFAYETTE (OUT)

WHAT ISN’T THE SURFACE DISPLACEMENT OF THE LAFAYETTE (BAD)
WHAT IS THE SURFACE DISPLACEMENT (GOOD)

THE SURFACE DISPLACEMENT IS 7000 TONS (VERYGOOD)j

RULE, EF 5S4 S = VPy

ATTRIBUTES

FOCUS FROM VP,

MOOD = " (IMP),
SEMANTICS = SEYCALL("SEMRS4,SEMANTICS(VP)),

FACTORS

WH = IF MOOD(VP) EQUAL "(WH) THEN OUT ELSE 0K,
VOICE = SELECTQ VOICE(VP) WHEN PASS THEN OUT,

PROB = LK2,

IMP = SELECTQ IMP(VP) WHEN (YES, UNDEFINED)
THEN OK ELSE OUT, :

NBR = IF NBR(VP) EQUAL "(SG) THEN OUT ELSE OK;

EXAMPLES

END)y

LIST WHICH sUBS (OUT)

LIST SIX SUBS (OK)

LISTS sIX SUBS (OUT)

OWNED BY THE RUSSIANS (OUT)
OWN THE SUBS (OUT)

RULE,DEF S§$§ § = AUXD VPy

ATTRIBUTES

AT et e e
.......
.......
EO S

FOCUS FROM VP,

MOOD = "(IMP),
AFFNEG FROM AUXD,
SEMANTICS z SEMCALL("SEMRSS,SEMANTICS (VP),AFFNEG(AUXL)Y),

TRANS & (X=TRANS(VP), IF NUMBERP(X) THEN Xej ELSE X];

FATTORS

VOICE = SELECTQ VOICE(VP) WHEN PASS THEN OUT,
PROB = LK6,
IMP = SELECTQ IMP(VP) WHEN (YES, UNDEFINED)
THEN OK ELSE OUT,
NBR = IF NBR(AUXD) EQUAL "($G) THEN OUT ELSE CK,
WH = IF MOOD(VP) EQUAL n"(WH) THEN OUT ELS® OK,
AFFNEG s SELECTQ AFFNEG WHEN NEG THEN GOOD ELSE POORj
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EXAMPLES
DONT LIST THE DIESELS (GOCD)
PO LIST THE NUCS (POOR) we
ASSUMES THE AFFIRMATIVE EMPHATIC FORM
IS LESS LIKELY AND THAT IF AUXD IS
PRESENT, IT IS LIKELY TO BE NEGATIVE;

i
é
g END3 A%
X RULE,DEF S6 S = NPINP1 AUXD NPiNP2 VP, o
b ATTRIBUTES -
FOCUS FROM NP2, e
. MOOD = "(WH), s
.\ AFFNEG FROM AUXD, s
i SEMANTICS = SEMCALL("SEMRS6,SEMANTICS(NP1), NOF
- SEMANTICS (NP2),SEMANTICS(VP),AFFNEG(AUXD)), e,
3 TRANS = [XsTRANS(VP), IF NUMBERP(X) THEN Xe2 ELSE X); e
E% FACTORS Wk
3 MOOD = IF MOOD(NP1) EQUAL "(WH) THEN GOOD ey
- ELSE IF MDOD(NP{) EQ "UNDEFINED THEN OX ELSE OUT, N
3 PROB = LK1, =k
S NBRAGR = IF GINI1ERSECT(NBR(NP2),NBR(AUXD)) gy
THEN OK ELSE OUT, -
VOICE = SELECTG VOICE(VP) WHEN PASS THEN OUT, e
TRANS = [XeTRANS(VP), IF X EQ "UNDEFINED THEN OK P
ELSE IF X LQ 1 THEN OUT ELSE OK}, i
GCASE{ = IF GCASE(NP2) EQUAL "(ACC) THEN BAD ELSE OK, biu
GCASE2 = IF GCASE(NP1) EQUAL "(NOM) THEN OUT ELSE OK, R
WH = IF MOOD(VP) EQUAL "(WH) THEN OUT ELSE OK, L.
MOOD2 = IF MOOD(NP2) EQUAL "(WH) THEN POOR ELSE OK; bt
2
EXAMPLES N
WHAT SUBS DO WE OWN (OK) )
THE SUBS DO WE OWN (OUT) F =
WHAT SUBS DO WE OWN MANY SUBMARINES (OUT) e=- —
& THE LAST EXAMPLE SHOWS THE USE OF THE N
- TRANS ATTRIBUTE BY FACTORS) R
7 s
- END3 AN
i -
g RULE,DEF §7 S = AUXD NP VPj oo
e K
g ATTRIBUTES (4
1 FOCUS FROM NP, Pl
& MOOD & "(YN), -
' TRANS = [X=TRANS(VP), IF NUMBERP(X) THEN Xe{ ELSE XJ, .

SEMANTICS = SEMCALL("SEMRS7,8EMANTICS(NP),SEMANTICS(VP)),
AFFNEG FROM AUXD,

--------- P -t
e Rt ; u

'L oY
Cohha
5 R ‘_»\.\ H'Qq .'\-
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PITCHC = FINDPITCHC(PLEFT,PRIGHT);

FACTORS H
VOICE & SELECTQ VOICE(VP) WHEN PASSIVE THEN OUT, :

PROB = LK2,
WH = IF MOOD(VP) EQUAL "(WH) THEN OUT ELSE 0K,
MOOD = IF MOOD(NP) EQUAL "(WH) THEN BAD ELSE OK,
GCASE = IF GCASE(NP) EQUAL "(ACC) THEN BAD ELSE OK,
NBRAGR = IF GINTERSECT(NBR(NP),NBR(AUXD))
THEN OK ELSE 0OUT,
4CORE IF NOT VIRTUAL,
PITCHC = IF VIRTUAL THEN OK ELSE
SELECTQ PITCHC WHEN HIRISE THEN GOOD ELSE OK,

STREES = IF VIRTUAL THEN OK ELSE
SELECTQ STRESS(AUXD) WHEN UNREDUCED THEN GOOD ELSE 0K

NI 7 e .
* 2 & "' ;":"‘:‘ .'r;"*: » ! L: ".-‘ .‘-"—'..(-Il "Y »,

»

g

EXAMPLES
DOES IT HAVE TORPEDO TUBES (OK)

DOEs IT HAVE TORPEDO TUBES?? (GOOD) ee
NOTE: ?? INDICATES A PITCH CONTOUR THAT ENDS
IN A HIGH RISE, WHICH INCREASES THE LIKELIHOOD
THAT WE ARE ON THE CORRECT PARSING PATH

DOES WHAT HAVE TORPEDO TUBES (POOR);

3

e
"l."

b o

i R

e
¥

i L Tt
P N NI
Le rge®y Syt

END;

22

X ,T
»
A

2

RULE,DEF &8 S = AUXB NPiNP3 NP:NP2:;

ATTRIBUTES
RELN,CMU,FOCUS FROM NP},
MOOD = "(YN),
TRANS = 0,
AFFNEG FROM AUXB,
SEMANTICS ® SEMCALL("SEMRS8,SEMANTICS(NP1),
SEMANTICS(NP2)),
PITCHC s FINDPITCHC(PLEFT,PRIGHT))

S0 T
s

A
Y Tty

2z M0

Ty
"y
[4

e
FL L
P

e
.

o | -
K] ¥ 3 '-‘ - r
I L IL l. .

FACTORS
GCASE1 = IF GCASE(NP{) EQUAL "(ACC) THEN OUT ELSE OK,

PROB = LKi,

GCASE2 = IF GCASE(NP2) EQUAL "(ACC) THEN OUT ELSE 0K,
MOODt = IF MOUOD(NP1) EQUAL "(WH) THEN BAD ELSE 0K,
MOOD2 = IF MDOD(NP2) EQUAL *(WH) THEN BAD ELSE 0K,

o NBRAGKR{ = IF CMU EQUAL "(UNIT) THEN
L (IF NBR(AUXB) EQUAL "(SG) THEN OK ELSE OUT] ELSE
e IF GINTERSECT(NBR(NP1),NBR(NP2)) THEN OK ELSE OUT,
o NBRAGR2 = IF CMU(NP2) EGVUAL "(UNIT) THEN OK ELSE ‘
b IF GINTERSECT(NBR(NP2),NBR(AUXB)) THEN OK ELSE OUT, [
- PERSAGR = IF GINTERSECT(PERS(NP1{),PERS(AUXB)) v
¢ THEN OK ELSE OUT, i
2 FOCUS = IF FOCUS(NP1) EQ "INDEF AND FOCUS(NP2) EQ "DEF s
THEN POOR ELSE 0K, g

5T
l‘l

s o

A

o

i

Caat}
RN _i.'l
wlwl a0 ]
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£ g g

RELN = IF RELN EQ "T THEN

IF CMU EQUAL "“(UNIT) THEN VERYGOOD ELSE 0K,
SCORE IF NOT VIRTUAL,
STRESS = IF VIRTUAL THEN OK ELSE

SELECTQ STRESS(AUXB) WHEN UNREDUCED THEN GOOD, .
PITCHC = IF VIRTUAL THEN OK ELSE

IF PITCHC EQ "HIRISE THEN GOOD ELSE 0Kj;

EXAMPLES

IS A LAFAYETTE THE SUBMARINE (POOR)

IS IT A LAFAYETTE?? (GOOD) =e
NOTE: ?? INDICATES A PITCH CONTOUR THAT ENDS
IN A HIGH RISE, WHICH INCREASES THE LIKELIHOOD
THAT WE ARE ON THE CORRECT PARSING PATH

IS WHAT THE SURFACE DISPLACEMENT (BAD)

IS THE LAFAYETTE A SUBMARINE (OK)j

WK BT

Py

T

END)

RULE,DEF 89 S = NP AUXB VP

ATTRIBUTES
MOOD,FOCUS FROM NP,
AFFNEG FROM AUXB,
VOICE FROM vP,
SEMANTICS =z SEMCALL("SEMRS2,SEMANTICS(NP),
SEMANTICS(VP),AFFNEG(AUXB)),
TRANS = [XaTRANS(VP), IF NUMBERP(X) THEN Xe{ ELSE X);

e T T T

Ca

FACTORS
VOICE x SELECTQ VOICE(VP) WHEN (PASS,UNDEFINED)
THEN OK ELSE OUT,
PROB = LKS,
AGENCY = SELECTQ AGENCY(VP)
WHEN (YES,UNDEFINED) THEN OK
ELSE OUT,
GCASE = IF GCASE(NP) EQUAL "(ACC) THEN OUT ELSE OK,
MOOD = IF MOOD EQUAL "(WH) THEN GOOD ELSE 0K,
PERSAGR = IF GINTERSECT (PERS(NP),PERS(AUXB))
THEN OK ELSE OUT,
NBRAGR = IF GINTERSECT(NBR(NP),NBR(AUXB))
THEN OK ELSE OUT)

P

I T TR

AT AT AT B

L, S ]

EXAMPLES
WHICH IS OWNED BY THE U,S, (OK)
THAT ONE IS OWNED BY THE U,S, (OK) Lo
WHICH ONE IS HAD BY THE U,s, (OUT)y ™

. o
v
PR N

END;
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-

Y

...,,_
O 1

RULE,DEF S10 S 3 AUXB NP VP)

I

ATTRIBUTES
AFFNEG FROM AUXB,
VOICE FROM VP,

MOOD = "(YN),
TRANS = (XzTRANS(VP), IF NUMBERP(X) THEN Xei ELSE X],

SEMANTICS = SEMCALL("SEMRS10,SEMANTICS(NP),SEMANTICS(VP)),
PITCHC = FINDPITCHC(PLEFT,PRIGHT))

e e R
r"i‘ym pl" (N I'.“,

c A

FACTORS
MOOD = IF MOOD(NP) EQUAL "“(WH) THEN BAD ELSE OK,

PROB = LK4,
VOICE = SELECTQ VOICE(VP) WHEN (PASSIVE,UNDEFINED)

THEN OK ELSE OUT,

AGENCY = SELECTQ AGENCY(VP)

WHEN (YES,UNDEFINED) THEN OK

ELSE QUT,

PERSAGR = IFf GINTERSECT(PERS(NP),PERS(AUXB))

THEN OK ELSE OUT,

NBRAGR = IF GINTERSECT(NBR(NP),NBR(AUXB))

THEN OK ELSE 0OUT, e
GCASE s IF GCASE(NP) EQUAL "(ACC) THEN OUT ELSE 0K, L
SCORE IF NQOT VIRTUAL, !
PITCHC = IF VIRTUAL THEN OK ELSE
SELECTQ PITCHC WHEN HIRISE THEN GOOD;

.
.:' -

g e,
L

ra

S

2x

Ry g gy
L s ael
vz

| PRy

T w1 %

P G
G tettem

§ et T
ST et

(e 3
I3
T
LY

EXAMPLES
1S IT LISTED (OK)
IS WHICH LISTED (POOR)
IS IT LIST (OUT)»

2 e
'y
>N
2 LN ¢

T
E_¥
L]

- _'_
K el 5
& RV R ]

L 3 »

e

r

END}

e
x

EOF
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a
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J g
-
1Y

o
o

INFIX FILE NPRULE,GRM
SECTION(71, "(71 72 0)))

$‘NOUN PHRASE RULES’

RULE,DEF NP{ NP = NOMy

ATTRIBUTES
SEMANTICS FROM NOM,
FOCUS = “INDEF,
MOOD = "(DEC),
SUBCAT,RELN,NBR,CMU FROM NOM,

FACTORS
NBRCHK = IF NBR EQUAL "(8G) THEN
IF GINTERSECT(" (MASS),CMU) THEN OK ELSE BAD
ELSE OK,
SUBCAT = IF SUBCAT(NOM) EQ "PROPN THEN BAD;

EXAMPLES
FUEL (OK AS COMPLETE NP)
U.S, (BAD AS COMPLETE NP)
SUBMARINE (BAD AS COMPLETE NP),

END;

RULE,DEF NP2 NP = NUMBERP)

ATTRIBUTES
SEMANTICS = SEMCALL("SEMRNP2,SEMANTICS(NUMBERP),NBR,NUM),
MOOD,NUM,NBR FROM NUMBERP,
ELLIPSE = "YES,
GENSUFF = "NO,
FOCUS & "INDEF;

FACTORS
PROB = LK3,
HUN = SELECTQ FSTWD(NUMBERP) WHEN HUNDRED THEN 0OUT;

LR A

LRI I I
v

e

EXAMPLES
HUNDRED (OUT) —
HOW MUCH (OK) o
MORE THAN FOUR (OK)} f

LA
l.n‘

‘l

ENDy o

v
2
[l
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RULE,DEF NP3 NP = NUMBERP "OF NPy

ATTRIBUTES [
FOCUS = "INDEF, -
SEMANTICS = SEMCALL ("SEMRNP3,SEMANTICS(NUMBERP), W

SEMANTICS(NP),NBR(NP),NUM(NUMBERP),NUM(NP)),
CMU = GINTERSECT(CMU(NUMBERP),CMU(NP)),
GENSUFF = "NO,
NUM,NBR,MOOD FROM NUMBERP)

I
f"f" '> v'

-

x

FACTORS
FOCUS = SELECTQ FOCUS(NP) WHEN INDEF THEN POOR,

PROB = LKS,

NUMCHK = [XsNUM(NP),Y=NUM, IF NUMBERP(X) AND NUMBERP(Y)
AND X LQ Y THEN BAD ELSE 0K},

CMU = SELECTQ CMU WHEN NIL THEN OUT,

GCASE = IF GCASE(NP) EQUAL ®(NOM) THEN OUT ELSE 0K,

MOOD = IF MOOD(NP) EQUAL "(WH) THEN POOR ELSE 0K,

UNIT = IF "UNIT IN CMU(NP) THEN BAD ELSE OK,

HUN = SELECTQ FSTWD(NUMBERP) WHEN HUNDRED THEN OUT;

L

N S S it
P

— g
A Ll S
S | A

o g g
4 *

‘-'-

el
»

EXAMPLES
TWENTY OF SUBMARINES (POOR)
TWENTY OF THE SUBMARINES (OK)
MANY OF THE FUEL (OUT)
FIVE OF THE SPEEDS OF FIVE KNOTS (OUT)
TWO OF THE SPEEDS OF SUBMARINES (OK)
HUNDRED OF THE SUBMARINES (OUT);

1“; T o P
Wiy T L o
gt (A
fLRE U e ] L

oL

»
.

END}

e —
P

-l
bt 4

£ l" 'y

.
SR
X

RULE,DEF NP4 NP = NUMBERP NOMy

ATTRIBUTES
FOCUS s "INDEF,
MOOD,NUM FROM NUMBERP,
NBR = GINTERSECT(NBR(NUMBERP),NBR(NOM)),
RELN FROM NOM,
SEMANTICS = SEMCALL("SEMRNP4,SEMANTICS(NUMBERP),
SEMANTICS(NOM),NBR(NOM),CMU(NOM),MOOD),
CMU = GINTERSECT(CMU(NUMBERP),CMU(NOM));

1[_t’__.r'."f B
s i

Pt o, e
B e ¥
ey e T

!

..,..
oy

""{i i {
el

FACTORS
CMU = SELECTQ CMU WHEN NIL THEN OUT,
PROB = LK},
HUN = IF FSTWD(NUMBERP) IN "(HUNDRED THOUSAND MILLION)
THEN OUT,
NBR = SELECTQ NBR WHEN NIL THEN OUT,
UNIT = IF "UNIT IN CMU THEN VERYGOOD ELSE GK,
RELN = IF RELN EQ T THEN OUT ELSE 0K,
SUBCAT s SELECTQ SUBCAT(NOM) WHEN PROPN THEN OUT,
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PLIN [ 3

L
2.

EXAMPLES
FIVE FUELS (OUT)
HOW MUCH SUBMARINE {0OUT)
ONE SUBMARINES (0OUT)
HOW MANY FUEL (OUT)
FIVE FEET (VERYGOOD)
FIVE SUBMERGED SPEEDS OF THREE KNOTS (OUT)
FIVE SUBMERGED SPEEDS OF THE SUBS (0UT)
FIVE SUBMARINES (0K);

(3

Pl TRAPINY i P

A

sl
J I
e ‘,r

'. e
L7 S RIS
4 ww e e e e

PR Y

END;

RULE,DEF NP5 NP = DET)

ATTRIBUTES
ELLIPSE & "YES,
GENSUFF = "NO,
SEMANTICS = SEMCALL("SEMRNPG,NBR(DET),M00D,FOCUS),
MOOD,NBR,FOCUS FROM DLT)

A

I3
.

._.,.,'.,_.
9 [

= bl TR

FACTORS
PROB = LKiy

i

EXAMPLES
WHICH (OK)
THOSE (0K)}

ENDy

RULE,DEF NP6 NP = DET "OF NP3

ATTRIBUTES
SEMANTICS = SEMCALL ("SEMRNP7,FOCUS(DET),SEMANTICS(NP)),
GENSUFF = "NO,
MOOD,NBR,FOCUS FROM DET)

__,,y_”____
RN Rl (e M
- XY O Mg A N A .

RS
wr L

ST
s

T

FACTORS o
PROB = LKS, o
FOCUS = SELECTQ FOCUS(NP) WHEN INDEF THEN BAD, A
GCASE = IF GCASE(NP) EQUAL *(NOM) THEN OUT ELSE OK, o
MOOD = IF MOOD(NP) EQUAL "(WH) THEN POOR ELSE OK, o
UNIT = IF CMU(NP) EQUAL "(UNIT) THEN BAD ELSE OK, e
STRCHK = IF STRING(DET) EQUAL "(WHICH) THEN GOOD RLSE OK; s

EXAMPLE o
WHICH OF THEM (OK) %
WHICH OF THE KNOTS (OUT); ‘;f

—
END T
"o

5
,
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RULE,DEF NP7 NP s DET NOMy

ATTRIBUTES
FOCUS = "DEF,
CMU = GINTERSECT(CMU(DET),CMU(NOM)),
SEMANTICS s SEMCALL("SEMRNPS,SEMANTICS(NOM),GCASE(DET),

MOOD,FOCUS),
NBR 3 GINTERSECT(NBR(DET),NBR(NOM)),
RELN FROM NOM,
MOOD FROM DET;

FACTORS
CMUCHK = SELECTQ CMU WHEN NIL THEN OUT ELSE OK,

PROB = LK2,
UNIT = IF “UNIT IN CMU THEN POOR ELSE OK,

NBRCHK s SELECTQ NBR WHEN NIL THEN OUTy

EXAMPLES
THOSE SUBMARINE (OUT)

THAT SUBMARINE (OK)

THOSE FUELS (OUT)

THAT FUEL (OK)

WHICH TONS (POOR)

THAT DRAFT OF FIVE FEET (POOR)
WHAT FUEL (OK)

WHICH SUBMARINE (OK)

THAT SPEED (0K)

THAT SURFACE DISPLACEMENT (0K},

R T L e L e

¥ e

i R ———
T o L i S

END;}

]
i e

RULE,DEF NP8 NP = DET NUMBER "OF NPy

™ '.“".?
X A i

ATTRIBUTES
Mo0OD,FOCUS FROM DET,
SEMANTICS = SEMCALL("SEMRNP9,FOCUS,GCASE(DET),

SEMANTICS (NUMBER),SEMANTICS(NP),NBR(NUMBER),
NUM(NUMBER) ,NUM(NP)}),

NBR = GINTERSECT(NBR(DET),NBR(NUMBER)),

NUM FROM NUMBER,

CMU FROM NP,

GENSUFF = "NOj

x

L lrl“‘

e -
AT
B e e -

R LN e R P : SO,

FACTORS
NBR = IF NBR(NP) EQUAL "(SG) OR NBR EQ NIL THEN OUT

ELSE 0K,

PROB = LK6,
FOCUS = SELECTQ FOCUS(NP) WHEN INDEF THEN BAD,

GCASE = IF GCASE(NP) EQUAL "(NOM) THEN OUT ELSE OK,
UNIT = IF "UNIT IN CMU(NP) THEN BAD ELSE 0K,

MASS = IF CMU EQUAL "(MASS) THEN OUT ELSE OK,

MOOD = IF MOOD(NP) EQUAL "(WH) THEN POOR ELSE 0Ky

S -
T q L ol
- "‘... - "
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e il 2

r
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EXAMPLES
THOSE TWO OF THE KNOTS (BAD) P
THESE TWO OF THE SIX (0K) o
WHICH TWO OF THE SPEEDS OF FIVE KNQTS (BAD) o
WHICH TWO OF THE SPEEDS OF SUBMARINES (OK) K
THOSE TWO OF SOME SUBS (BAD))

END)y

RULE,DEF NP$S NP = DET NUMBER NOMj

ATTRIBUTES
NBR = GINTERSECT(NBR(NOM),
GINTERSECT(NBR(DET) ,NBR(NUMBER))),

. L
I.-l
.
(S
.
.
h.l
u‘.'
s
L 35
|
.
.
H
Y
e,
-
L
B!
an
3

7

MOOD,FOCUS FROM DET, (i
SEMANTICS s SEMCALL("SEMRNP{0,FOCUS,SEMANTICS(NUMBER), 9
SEMANTICS(NOM),GCASE(DET)), P
NUM FROM NUMBER, AW

CMU FROM MOM,
RELN FROM NOMj Bre
o
FACTORS A%
PROB = LK4, e
UNIT = IF "UNIT IN CMU(NOM) THEN BAD ELSE OK, e
MASS = IF CMU EQUAL "(MASS) THEN OUT ELSE OK, =
NBR = SELECTQ NBR WHEN NIL THEN OUT; ke
EXAMPLES N
WHICH FIVE TONS (BAD) o
THOSE FIVE SUBS (OK) k3o
WHICH TWO SPEEDS OF FIVE KNOTS (BAD) b
WHICH TWO SPEEDS OF SUBMARINES (OK) S
THAT ONE FUEL (OUT)) oS
END) bi
b
RULE,DEF NP1O NP = DET NUMBER) o
ATTRIBUTES s
NBR a GINTERSECT(NBR(DET),NBR(NUMBER)), T
SEMANTICS = SEMCALL("SEMRNP1{,FOCUS,SEMANTICS(NUMBER), 5
GCASE(DET)), fad
GENSUFF s (X®eSTRING(NUMBER), IF X EQUAL "(ONE) THEN "YES .
ELSE IF X EQ "UNDEFINED THEN "UNDEFINED ELSE "NO), U
MOOD,FOCUS FROM DET) e
FACTORS %

PROB = LK4, W
NBR = SELECTQ NBR WHEN NIL THEN OUT) e
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EXAMPLES
THAT HUNDRED (OK)
THIS ONE (OK)}y

END}

RULE,DEF NP1t NP = ART NOM;

ATTRIBUTES
RELN FROM NOM,
CMU = GINTERSECT(CMUCART),CMU(NOM)),
SEMANTICS = SEMCALL(“SEMRNP12,SEMANTICS(NOM),M00D,FOCUS),
NBR = GINTERSECT(NBRCART),NBRINOM)),
MOOD = "DEC,
FOCUS FROM ART}

FACTORS
CMU = SELECTQ CMU WHEN NIL THEN OUT,
PROB = LK1,

NBR = SELECTQ NBR WHEN NIL THEN OUT,

UNIT = IF "UNIT IN CMU THEN IF FOCUS EQ "DEF
THEN POOR ELSE GOOD,

RELN = IF RELN EQ T AND IF FOCUS EQ "INDEF AND
IF CMU EQ "(COUNT) THEN OUT ELSE 0K,

PROPNCHK = IF SUBCAT(NOM) EQ "PROPN THEN
[XeFSTWD(ART), IF X EQ "THE THEN GOOD

- ELSE IF X EQ "UNDEFINED THEN OK ELSE OUT)
o ELSE OKj

w4

Ei

ool EXAMPLES

A SUBMARINES (OUT)

THE TON (POOR)

THE DRAFT OF FIVE FEET (POOR)

A FUEL (OUT)

THE SUBMARINE (OK)

A TON (GOOD)

A SUBMARINE (OK)

A DRAFT OF FIVE FEET (GOOD)

THE SUBMERGED SPEED (OK)

A DRAFT OF THE LAFAYETTE (OUT)g

END}

RULE,DEF NP{2 NP = ART NUMBER "OF NP

ATTRIBUTES
MOOD,FOCUS FROM ART,
SEMANTICS = SEMCALL("SEMRNP9,FOCUS,NIL,SEMANTICS(NUMBER),
SEMANTICS(NP),NBR(NUMBER),NUM(NUMBER) ,NUM(NP)),
NBR = GINTERSECT(NBR(ART),NBR(NUMBER)),

GENSUFF = "WNO,
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CMU = "(COUNT);

FACTORS
ACHK = IF FSTWD(ART) EQ "A
THEN [Y=FSTWD(NUMBER),

IF Y NQ "HUNDRED OR Y NG "UNDEFINED THEN QUT ELSE 0K}
ELSE 0K,

PROB = LK§,

GCASE = IF GCASE(NP) EQUAL "(NOM) THEN OUT ELSE oK,
MOOD = IF MOOD(NP) EQUAL "(WH) THEN POOR ELSE oK,
UNIT = IF "UNIT IN CMU(NP) THEN BAD ELSE OK,

FOCUS = SELECTQ FOCUS(NP) WHEN INDEF THEN BAD;,

EXAMPLES
A HUNDRED OF THE TONS (BAD)
A ONE HUNDRED OF THE SUBS (OUT)
THE FIVE OF THE SPEEDS OF FIVE KNOTS (BAD)
THE FIVE OF THE SPEEDS OF THE SUBS (OK)
A HUNDRED QF THE SUBS (0K);

END}

RULE,DEF NP13 NP = ART NUMBER NOM; RE
ATTRIBUTES o

NBR = GINTERSECT(NBR(NOM),NBR(NUMBER)), =
MOOD,FOCUS FROM ART, 3.
SEMANTICS = SEMCALL("SEMRNP10,FOCUS, "
SEMANTICS (NUMBER), SEMANTICS(NOM)), st
CMU,RELN FROM NOM; T

vl

FACTORS S
PROB = LK4, A5
UNIT = IF CMU EQUAL "(UNIT) THEN N

IF FOCUS EG "INDEF THEN GOOD ELSE POOR ol
ELSE OK, Gl
NER = SELECTQ NBR WHEN NIL THEN OUT, =
ACHK = IF FSTWD(ART) EQ "A THEN [YsFSTWD(NUMBER), e
IF Y NQ "HUNDRED OR Y NQ "UNDEFINED THEN OUT ELSE OK) L
ELSE 0K; D

EXAMPLES AR
A HUNDRED TONS (GOOD) _
THE FIVE SUBS (OK) b

THE HUNDRED TONS (POOR); |
END} -

RULE,DEF NP14 NP = ART NUMBER; o
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ATTRIBUTES
NBR 2 GINTERSECT(NBR(ART),NBR(NUMBER)),
SEMANTICS = SEMCALL("SEMRNP{1,FOCUS,SEMANTICS(NUMBER)),
M0O0D,FOCUS FROM ARTY

FACTORS
PROB 3 LK¢,
ACHK = IF FSTWD(ART) EQ "A THEN (YaFSTWD(NUMBER),
IF Y NQ "HUNDRED OR Y NQ "UNDEFINED
THEN OUT ELSE 0K}

I3 .
o
"

W:' "l“ ﬂ“‘r ﬂ“ﬂ“"‘ﬂ
4 r
v 'y
P

i, m
Lot S

P
wt o
4

EXAMPLES
A FIVE (OUT)
THE FIVE (OK)
A HUNDRED (OK)j

ke

3
Lo te
am‘i}

END;
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INFIX FILE NRULES,GRM

SECTION(71, ™(71 72 0 72))3

$°NOUN AND NOMHEAD RULES"®

E RULE ,DEF NOM} NOM = NOMHEAD;
f- ATTRIBUTES
. SEMANTICS FROM NOMHEAD,

‘ CMU, SUBCAT,NBR,RELN FROM NOMHEAD)
s EXAMPLES

- SUBMERGED SPEED (0K)j
8 END)
14 RULE,DEF NHY  NOMHEAD = NOMHEAD PREPP)
- ATTRIBUTES
5 CMU = IF RELN EQ T THEN
= GUNTON (CMU(NOMHZAD),CMU (PREPP)) ELSE CMU(NOMHEAD),
. RELN,SUBCAT,NBR FROM NOMHEAD,
SEMANTICS = SEMCALL("SEMRNH{,SEMANTICS(NOMHEAD),
: SEMPREP (PREPP) , SEMANTICS (PREPP) ),
Eﬁ\ FACTORS
i PROB & LK1,
= FSTWD = IF FSTWD(PREPP) EQ "OF THEN GOOD ELSE 0K,
MOOD a IF MOOD(PREPP) EQ "(WH) THEN POOR ELSE OK,
RELN = IF RELN THEN VERYGOOD ELSE OKj
5 EXMMPLES
= SPEED OF WHAT (POOR)
95 SPEED OF TWENTY KNOTS (VERYGOOD);
. END}
o RULE,DEF NH2  NOMHEAD s NOUNj
L
o ATTRIBUTES
L CEMANTICS = SEMCALL(MSEMRNH2,S8EMANTICS(NOUN),NER(NOUN)),
o N8R, RELN,CMU,SUBCAT FROM i DUNy
o FACTORS
A5 PROB = LK1}
.
:"-:. EXA:- LES
. FEET (OK)

[ 20"
s ‘.‘l
LI
= -

(R
el
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LAFAYE1TES (OK)
SPEED (0K}

END}y

RULE ,DEF Nt NOUN = Ny

ATTRIBUTES
CMU,RELN,SUBCAT FRQM N,

SEMANTICS FROM N,
NBR = "(SG);

FACTORS
PLSUFF = IF PLSUFF(N) EQ "NO THEN GOOD ELSE 0K,

RELN = IF RELN EQ "T THEN GOOD ELSE OK,
CMU = IF "MASS IN CMU THEN GOOD ELSE 0K,
PROB = LK2y

$°THIS MAKES THE PL BE TRIED FIRST

AND FORCES THE LONGEST MATCH,*

EXAMPLES

FUEL (GOOD)
FOOT (GOOD)
TORPEDD TUBE (OK)
SUBMARINE (0K)}

END}

RULE,DEF N2 NOUN = N «PLj

ATTRIBUTES
CMU,RELN,SUBC*T FROM N,

SEMANTICS FRO.. N,
MAPINFO = MAPSUFFIX(LEFT(N),RIGHT(N),SPELLING(N),"PL,"S),

- RIGHT = [X=MAPINFO, IF X NQ "UNDEFINED THEN CADR(X)

g ELSE "UNDEFINEDI,
W STRING = [X=SPELLING(N),IF X EQ "UNDEFINED THEN "(NIL PL)

= ELSE LIST(X,"PL)],
: NBF = "(PL)j

» FACTORS
; PLSUFF = IF PLSUFF(N) EQ "NO THEN OUT,

PROB = LK},
CMU = IF CMU EQUAL "(M"SS) THEN OUT ELSE OK,

RELN = IF RELN EQ "T THEN POOR ELSE OK,

SCORE,
\ MAPI = IF VIRTUAL THEN OK FLSE
@3 [(X=MAPINFO, IF X EQ "UNDEFINED THEN (5] ¢
= ELSE CADDR(X)]);
?ﬁ
o', o
r',f_-l'
)
l; v
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SURFACE,DISPLACEMENT «S (POOR)

FUEL =8 (OUT)
TON =8 (GOOD)
SUBMARINE =S (0K)p

FOOT =8 (0UT)

Appendix A
EXAMPLES

SPEECH UNDERSTANDING RESEARCH
ENDy

EOF

o,
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gﬁ Appendix A Language Definition 5
L A
- INFIX FILE VPRULE,GRM o)

SECTION(71, "(71 72 0))3 ' -

$’VERB RULES® §o

RULE,DEF VP} VP = VERB)

ATTRIBUTES
SEMANTICS = SEMCALL("SEMRVP{,SEMANTICS(VERB),VOICE(VERB),

FSTWD(VERB)),
AGENCY,IMP,NBR,VOICE,TRANS FROM VERB}

FACTORS
PRCB = LK1}

EXAMPLES
LIST (0K)3s

END

RULE,DEF VP2 VP = VP NPy

ATTRIBUTES
FOCUS FROM NP,
SEMANTICS = SEMCALL ("SEMRVP2,SEMANTICS(VP),
SEMANTICS(NP)),
MOOD = IF MOOD(NP) EQUAL "(WH) THEN "(WH)
ELSE MOOD(VP),
AGENCY,IMP,NBR,VOICE FROM VP,
TRANS = [X®TRANS(VP),IF NUMBERP(X) THEN Xei ELSE X);

FACTORS
TRANS = IF TRANS EQ 0 THEN BAD,
PROB = LK},

MOOD = IF MOOD EQUAL "(WH) THEN POOR ELSE 0K,
GCASE = IF GCASE(NP) EQUAL " (NOM) THEN BAD ELSE 0Ky

EXAMPLES
LIST THEM (OK)3

END;

B

RULE,DEF VP3 VP = VP PREPP;

T ey e T
"

i gl T
H . .
L e L e LS.

ATTRIBUTES
AGENCY,IMP,NBR,VOICE FROM VP,
K FOCUS FROM PREPP,
iy MOOD = IF MOOD(PREPP) EQU"™ "(WH) THEN " (WN)

. - -
v e -
. M £y N .

L P S e ra v S
-, “ o . » AN
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ELSE MOOD(vP),
SEMANTICS = SEMCALL("SEMRVP3,SEMANTICS(VP),
SEMANTICS (PREPP),SEMPREP(PREPP)),
TRANS = [X=TRANS(VP), IF NUMBERP(X) THEN Xej ELSE X),

FACTDRS
TRANS = IF TRANS EQ 0 THEN BAD,
PROB = LK3,
MOOD s 1IF MOOD EQUAL "(WH) THEN POOR ELSE 0K)
5 EXAMPLES
L. OWNED BY THME RUSSIANS (O0K);g

g END)

RULE,DEF Vi VERB = V;

. ATTRIBUTES
- NBR = " (PL),
i SEMANTICS FROM V,

AGENCY, IMP, TRANS FROM V),

FACTORS {

PROB = LK}y iy
5 paslan
! EXAMPLES -
o -, b"_" 'J-
B TR
5 PR,
0 END) iy
4 gt
RULE,DEF V2 VERB =z V «5G) T
N0
SEMANTICS FROM v, ?ﬁﬂ
NBR = " (SG), ﬂﬁ:

MAPINFO = MAPSUFFIX(LEFT(V),RIGHT(V),SPELLYNG(V),"8G,"8), 2l

RIGHT = [X=MAPINFO, -
IF X EQ "UNDEFINED THEN X ELSE CADR(X)),

STRING = ([X=SPELLING(V), IF X EQ "UNDEFINED THEN "(NIL S6)
ELSE LIST(X,"SG)],

AGENCY, IMP, TRANS FROM V;

9 FACTORS —
e MAPT & IF VIRTUAL THEN OK ELSE e,
s (XeMAPINFO, IF X EG "UNDEFINED THEN OK ELSE CADDR(X)], X
T PROB = LK2j -
e EXAMPLES | -
iy LIST (OK) —
= LISTS (OK)) ’
e

o 2 P - -
st S T R 0 . S LR I
- P IS - - 3 L2
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e B L vy A -~ .
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END}

RULE,DEF V3 VERB = V =PPL}y

ATTRIBUTES

SEMANTICS FROM V,

VOICE = "PASSIVE,

MAPINFO = MAPSUFFIX(LEFT(V),RIGHT(V),SPELLING(V),
WPPL,"ED),

RIGHT = (X=MAPINFO,
IF X EQ "UNDEFINED THEN X ELSE CADR(X)I,

MAPINFO = MAPSUFFIX(LEFT(DO),RIGHT(DO),SPELLING(DO),
*NT,"NT),

STRING = [X=SPELLING(V), IF X EQ "UNDEFINED
THEN "(NIL ED)
ELSE LIST(X,"ED)],

TRANS FROM Vj

FACTORS

PROB = LK3,
AGENCY = SELECTQ AGENCY(V) WHEN NO THEN OUT,

MAPI = IF VIRTUAL THEN OK ELSE

(XaMAPINFO, IF X EQ "UNDEFINED THEN OK ELSE CADDR(X)),

TRANS ® (Xs3TRANS(V), IF X EQ "UNDEFINED THEN oK
ELSE IF X LQ 1 THEN OUT ELSE OK]y

EXAMPLES

END¢

EOF

OWNED (OK)

LISTED (OK)
(THIS WILL HAVE TO BE CHANGED WHEN PAST TENSE AND

PERFECT ASPECT ARE ADDED; E,G,, WE OWNED IT,
WE HAVE OWNED IT)
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-
INFIX FILE AUXRUL,GRM oo
SECTION(71, "(71 72 0))y S
i:t:‘.‘:,__.
S’AUXILIARY RULES’ A
‘_:;.;:,:.
RULE,DEF D1 AUXD = DO; FERES
ATTRIBUTES e
NBR,STRESS FROM DO, RO
L"‘;'_‘ﬁ
SEMANTICS FROM DO S
FACTORS F:f-{,‘.'“.“
PROB = LK1} o
EXAMPLES Ry
DO (OK)
» DOES (0K) TR
f! DON’T (0K)) E;;
o END; b
RULE,DEF D2 AUXD = DO NEG) —
g
ATTRIBUTES g
NBR FROM DO, Tl
AFFNEG = "NEG, [
SEMANTICS FROM DO, A
STRESS = MAXSTRESS(STRESS(DO),STRESS(NEG));
Ay
* FACTORS i
B PROB & LK2) ot
ok heot
NS EXAMPLES t’ﬂ:\
= DO NOT (OK); Ol
Ly END) g
SR A
o o
o RULE,DEF D3  AUXD & DD «NT) i
L) ATTRIBUTES
8 NBR,STRESS FROM DO,
o SEMANTICS FROM DO,
;.T,_ z RIGHT = ([(X=MAPINFO,
s IF X EQ "UNDEFINED THEN X ELSE CADR(X)],
AR MAPINFO = MAPSUFFIX(LEFT(DO), |
L RIGHT(DO),SPELLING(DO), "NT,"NT), R
o STRING = [X=SPELLING(DO), IF X EQ "UNDEFINED o
b THEN "(NIL NT) :
w d
= " k.s' } v
rj':‘:: g
TN =
T L {0
et S ol O R e T o U s | s
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5 ELSE LIST(X,"NT)],
AFFNEG = "NEGj
FACTORS
PROB = LK2,
MAPI = IF VIRTUAL THEN OK ELSE ;
(xsMAPINFO, IF X EQ "UNDEFINED THEN OK ELSE CADDR(X)), S
STRESS = IF VIRTUAL THEN OK ELSE S
SELECTQ STRESS(DO) WHEN REDUCED THEN OUT -
EXAMPLES s
DOES (OK) ol
DOESN*T (0K)j o
END; b
e
RULE,DEF Bj AUXB = BEj o
ATTRIBUTES B
SEMANTICS FROM BE, o
NBR, PERS,STRESS FROM BEj e
FACTORS 1
PROB = LK1 D
EXAMPLES ij4
ARE (OK) L
AM (0K) o
END) b
RULE,DEF B2  AUXB = BE NEG)
ATTRIBUTES
NBR,PERS FROM BE,
AFFNEG = "NEG,
SEMANTICS FROM BE,
STRESS = MAXSTRESS(STRESS(BE),STRESS(NEG)))
FACTORS
PRUB = LK2, o
STRESS = IF VIRTUAL THEN OK ELSE e
SELECTQ STRESS(NEG) WHEN REDUCED THEN POORj e
EXAMPLES ' -
R IS NOT (OK)
bt ARE NOT (0K)

:f. AM NOT (OK)
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o
END) -
e
bey
RULE,DEF B3 AUXB = BE eNT; oy
ATTRIBUTES N
SEMANTICS FROM BE, o
NBR,STRESS,PERS FROM BE, e
MAPINFO = MAPSUFFIX(LEFT(BE),RIGHT(BE),SPELLING(BE), b
"NT,"NT), i
RIGHT ® [X=MAPINFO, X5
IF X EQ "UNDEFINED THEN X ELSE CADR(X)), e
STRING = [X=SPELLING(BE), IF X EQ "UNDEFINED =
THEN "(NIL NT) -
ELSE LIST(X,"NT)), =
AFFNEG = "NEG) 10
FACTORS o
PROB = LK2, o
STRES8 = TF VIRTUAL THEN OK ELSE pulERe
SELECTQ STRESS(BE) WHEN REDUCED THEN POOR, L

MAPI = IF VIRTUAL THEN OK ELSE

{XsMAPINFO, IF X EQ "UNDEFINED THEN OK ELSE CADDR(X)),
SGCHK = IF NBR(BE) EQUAL "(SG) AND PERS(BE) EQ 1

THEN BAD ELSE 0OK;

EXAMPLES
ISN’T (OK)
AREN‘’T (OK)y

v vty

_{;l’l

el St JUCAE & DTN A
[ ‘.'.‘ P 5
“ e

Ay K - Ao

PR o
o &£ 1
v

£,
.,

r 'r

END}

-

~F ['.
e %

EOF
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Appendi{x A Language Definition

INFIX FILE MIRULE,GRM

SECTION(71, "(71 72 0))
$’MISC RULES’

RULE,DEF PREPP! PREPP 3 PREP NP

ATTRIBUTES
SEMANTICS FROM NP,
SEMPREP FROM PREP,
FOCUS,CMU,NBR,RELN,MO0OD FROM NP,

FACTORS
GCASE = IF GCASE(NP) EQUAL "(NOM) THEN OUT ELSE 0K

EXAMPLES
OF THE LAFAYETTE (OK)
OF 7000 TONS (OK)
FOR WHICH SUB (OK)
BY THE RUSSIANS (OK)

OF THEY (OUT);

END}

RULE,DEF DET! DET = &ir =GEN)

ATTRIBUTES
GCASE = "(GEN),

MOOD,SUBCAT,FOCUS FROM NP,
SEMANTICS = SEMCALL(®SEMRTHP1,SEMANTICS(NP),"GEN),

MAPINFO = MAPSUFFIX(LEFT(NP),RIGHT(NP),SPELLING(NP),
"GEN,"S8),

RIGHT =& [X=MAPINFO,
1IF X EQ "UNDEFINED THEN X ELSE CADR(X)],

NBR = "(SG PL)3;

FACTORS
GENSUFF s IF GENSUFF(NP) EQ "NO THEN OUT,

MAPI = IF VIRTUAL THEN OK ELSE
{XaMAPINFO, IF X EQ "UNDEFINED THEN OK ELSE CADDR(X)),
SUBCAT = IF SUBCAT EQ “PRO THEN OUT,
RELN = 1F RELN(NP) EQ T THEN BAD ELSE 0K,
CMU = TF CMU(NP) EQUAL " (UNIT) THEN BAD ELSE 0K,

EXAMPLES
THAT ONE °S (OK)
THE LAFAYETTE °S (OK)
THE 7000 TONS *3 (BAD)
THE SURFACE DISPLACEMENT ‘S (BAD)
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WE *S (OUT)y
END;

EOF
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.

N

! INFIX FILE NMPRUL,GRM

SECTION(71, "(71 72 0))3

$NUMBERP RULES’

% ’DELETE THIS RULE FOR NOW AND HAVE "HOW,MANY" AS SINGLE WORD,
RULE,DEF NUMP1 NUMBERP = "HOW MP;

ATTRIBUTES L

SEMANTICS = SEMCALL("SEMRNUMP1,"HOW,SEMANTICS(MP)),
MOOD = " (WH), S
CMU,NBR FROM MP, i
[ S
FACTCRS o
PROB = LK2, e
STR & [X&FSTWD(MP), L
IF X EQ "UNDEFINED THEN OK i
ELSE g
IF X IN "(MANY MUCH) THEN OK E
ELSE BAD)s o
[ R
EXAMPLES e

HOW MANY (OK)
HOW MUCH (0K))y

END;
END OF COMMENT FOR DELETING RULE,’

RULE ,DEF NUMP2 NUMBERP = MP}

ATTRIBUTES
SEMANTICS FROM MP,
MOOD,NUM,CMU,NBR FROM MP;

FACTORS
PROB = LK23;

EXAMPLES
MANY (0K)
MUCH (0K)3

END;

RULE,DEF NUMP3} NUMBERP = THANR "THAN NUMBER)

ATTRIBUTES
NUM = COMBNUM(REL(THANR),NUM(NUMBER)),

CMU = "(COUNT UNIT),
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SEMANTICS = SEMCALL ("SEMRNUMP3,NUM, SEMANTICS (NUMBER)),
- MOOD = "(DEC),

NBR FROM NUMBER;

FACTORS
PROR = LK}

EXAMPLES G-
MORE THAN FOUR (OK); e

END; L

Phdd
»
[ o

_'f"
€

RULE,DEF NUMF« NUMBERP = NUMBER;

ol

S i
'S

ATTRIBUTES

CMU 3 "(COUNT UNIT), i)
SEMANTICS FROM NUMBER, 3
MOOD = " (DEC), |
NUM FROM NUMBER, i
NBR FROM NUMBER) K
F
FACTORS o
PROB = LK1} e

g1
=
s a
1

EXAMPLES
FOUR (0K)y

r.rlj

END}

e
X s

EOF
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INFIX FILE NUMRUL,GRM

SECTION(Y1, "(71 72 0 73))
8 ’NUMBER RULES’

RULE ,DEF NUM{ NUMBER = SMALLNUMj

ATTRIBUTES
NUM FROM SMALLNUM.,
SEMANTICS = SEMCALL("SEMRNUMBER,NUM),
NBR FROM SMALUNUM;

FACTORS
PROR = LK3j
EXAMPLES
ONE (0K)
FIFTY ONE (OK)
TEN (0K)3
END3

RULE ,DEF NUM2 NUMBER = BIGADD}

ATTRIBUTES
SEMANTICS = SEMCALL("SEMRNUMBER,MNUM),

NUM FROM BIGADD,
NBR = "(PL);

FACTORS
PROB = LK4j

EXAMPLES
FOUR HUNDRED AND FIFTY ONE (0K)j

END}

RULE,DEF NUM3 NUMBER = u1GMULT;

ATTRIBUTES
SEMANTICS s SEMCALL (®"SEMRNUMBER,NUM),

NUM FROM BIGMULT,
NBR = r(PL)}

FACTORS
PROB » LK4y

Page

A=54
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EXAMPLES
FIFTY ONE THOUSAND (0K),
END;

RULE,DEF NUM4 BIGMULT = SMALLNUM BIGCAT)

ATTRIBUTES
NUM = SMULT(NUM(SMALLNUM),NUM(BIGCAT)))

FACTORS

NUMTYP = IF NUMTYP(SMALLNUM) EQ "DECADE AN
FSTWD(BIGCAT) EQ "HUNDRED THEN POOR)

EXAMPLES
FIFTY ONE THOUSAND (OK),

END)

RULE ,DEF NUMS BIGHULT = BIGADD BIGCAT;

ATTRIBUTES
NUM &= SMULT(NUM(BIGADD),NUM(BIGCAT))

FACTORS
NUM & [X = NUM(BIGADD),YsNUM(BIGCAT),
IF NUMBERP(X) AND NUMBERP(Y) THEN
IF X LS Y THEN OK ELSE OUT ELSE OK);

EXAMPLES
FOUR HUNDRED AND FIFTY ONE THOUSAND (0K),

END}

RULE ,DEF NUMG BIGMULT = BIGCIT

ATTRIBUTES
NUM FROM BIGCAT)

EXAMPLES
HUNDRED (OK)
THOUSAND (OK))

END}y

RULE ,DEF NUM? SMALLNUM = DIGITy

ATTRIBUTES
NBR = (XaSTRING(DIGIT),




Appendix A

IF X
ELSE
IF X
ELSE
NUM FROM
NUMTYP =

FACTORS
DIGTYP =
IF X

SPEECH UNDERSTANDING RESEARCH
Language Definition

EQ "UNDEFINED THEN "UNDEFINED

EQUAL "(ONE) THEN "(SG)
n(PL)],
DIGIT,
"DIGIT)

(X=DIGTYP(DIGIT),
EQ "UNDEFINED OR { IN X THEN OK ELSE BAD];

Page

EXAMPLES
ONE 1, 0K)
FIVE (OK)
FIF (0OK)
NiNE (OK):

END}

RULE ,DEF NUMS SMALLNUM = TEEN)

R Sl 0

ATTRIBUTES
NBR = "(PL);
NUM FROM TEEN,
NUMTYP = "TEEN;

RS ) e TS

EXAMPLES
FIFTEEN (OK)
NINETEEN (OK);

END} F
g

- RULE,DEF NUM9 TEEN = DIGIT <TEEN)

- ATTRIBUTES L
éi NUM = SADD(NUM(DIGIT),10), 8
N MAPINFO = MAPSUFFIX(LEFT(DIGIT),RIGHT(DIGIT), ﬁq
o SPELLING(DIGIT), "TEEN, "TEEN), g
. STRING = (X=SPELLING(DIGIT), IF X EQ "UNDEFINED THEN )
L "(NIL TEEN) ELSE LIST(X,"TEEN)], rs
i RIGHT = [XsMAPINFO, N
&+ IF X NQ PUNDEFINED THEN CADR(X) ELSE "UNDEFINED], oo
= NBR 3 *(PL)j p
L FACTORS a
o MAPI = IF VIRTUAL THEN OK ELSE E
B (X=MAPINFO, IF X EQ "UNDEFINED THEN OK ELSE CADDR(X)}, s
4 DIGTYP = (X=aDIGTYP(DIGIT), {e
< IF X EQ "UNDEFINED OR 2 IN X THEN OK ELSE BAD)) 3
5 <
?j :.:::
N o

A,

[y

»

T APy P SRy e PR AT G LA AR R T
h‘” .x.‘ » ." 9 F...“.‘F \\ - i
Y 2 aF P e AT A e e T
'\:.'-v"'-; S A T
e A= k'S 4 L =
» :i'}-,"_'- ..H.u"j:!"f 1'.'1-\':!‘.')'-}‘:.1& St ?H i i“.”-‘.?g:: :\"‘ i



SPEECH UNDERSTANDING RESEARCH Page
Appendix A Language Definition

EXAMPLES
FIFTEEN (OK)
NINETEEN (OK)j

END}y

RULE,DEF NUM1O DIGTY = DIGIT =TY;

ATTRIBUTES

NUM = SMULT(NUM(DIGIT),10),

MAPINFO = MAPSUFFIX(LEFT(DIGIT),RIGHT(DIGIT),
SPELLING(DIGIT),
"TY,"TY),

RIGHT = (X=MAPINFQ,
IF X NQ "UNDEFINED THEN CADR(X) ELSE “UNDEFINED],

STRING = [XaSPELLING(DIGIT), IF X EQ "UNDEFINED THEN
PINIL TY) ELSE LIST(X,"TY)),

NBR = "(PL)y

FACTORS
DIGTYP = {X=DIGTYP(DIGIT),

IF X EQ "UNDEFINED OR 3 IN X THEN OK ELSE BAD},
SCORE,

MAPI = IF VIRTUAL THEN OK ELSE

(XaMAPINFO, IF X EQ "UNDEFINED THEN OK
ELSE CADDR(X)])

EXAMPLES
FIFTY (OK)
NINETY (OK);

END)

RULE,DEF NuM11 SMALLNUM = DIGTY;

ATTRIBUTES
NUM FROM DIGTY,
NBR = "(PL),
NUMTYP = "DECADE)

EXAMPLES
FIFTY (0K)
NINETY (OK))y

ENDy

RULE,DEF NUM12 SMALLNUM = DIGTY DIGIT)

ATTRIBUTES
NBR = "(PL),

A=57
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NUM = SADD(NUM(DIGTY),NUM(DIGIT)),
NUMTYP =z "DECADEPLUS;

FACTORS
PROB = LK}{,
DIGTYP = [(X=DIGTYP(DIGIT),
IF X EQ "UNDEFINED OR { IN X THEN OK ELSE BAD];

EXAMPLES
FIFTY TWO (OK)y

END3

RULE,DEF NUM{3 BIGADD = BIGMULT SMALLNUM;

ATTRIBUTES
NUM = SADD(NUM(BIGMULT),NUM(SMALLNUM)),

EXAMPLES
TWO HUNDRED THOUSAND FORTY SEVEN (OK)

TWO HUNDRED THOUSAND TWO FORTY S8EVEN (OUT))

ENDg

RULE ,OEF NUM14 BIGADD = BIGMULT "AND SMALLNUM;

ATTRIBUTES
NUM 3 SADD(NUM(BIGMULT),NUM(SMALLNUM)))

EXAMPLES
FOUR HUNDRED AND FIFTY TWO (OK),

END}
RULE,DEF NUM{S BIGADD = BIGMULT BIGALCD;

ATTRIBUTES
NUM s SADD(NUM(BIGMULT),NUM(BIGADD));

FACTORS
NUM 3 (XsNUM(BIGMULT),YaNUM(BIGADD), IF NUMBERP(X) AND
NUMBERP(Y) THEN IF X GR Y THEN OK ELSE QUT ELSE OK]},
S*THERE CAN AND PERHAPS SHOULD BE AN INTONATION BREAK

BETWEEN THE TWO BIGNUMS’

EXAMPLES
FIFTY TWO THOQUSAND FOUR HUNDRED (OK)
THREE HUNDRED TWO THOUSAND (OUT) ee
BECAUSE THOUSAND IS TO BE MULTIPLIED BY
THREE HUNDRED TWO, NOT ADDED TO THREE HUNDRED TWO

R |
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SEE RULEDEF NUM 16
ENDj

RULE ,DEF NUM16 BIGMULT s BIGMULT BIGCAT)

ATTRIBUTES
NUM s SMULT(NUM(BIGMULT),NUM(BIGCAT)))

FACTOPS
NUM = ([(XsNUM(BIGMULT),YsNUM(BIGCAT),
IF NUMBERP(X) AND NUMBERP(Y) THEN
IF X L8 Y THEN OK ELSE OUT ELSE 0K}
%’AN INFLECTION BREAK HERE IS VERY UNLIKELY’

EXAMPLES
THREE HUNDRED TWO THOUSAND (OK)
FIFTY TWO THOUSAND THREEL HUNDRED (OUT) ee
BECAUSE HUNDRED IS NOT TO BE MULTIPLIED BY
FIFTY TWO THOUSAND THREE, INSTEAD, THREE HUNDRED
IS TO BE ADDED TO FIFTY TWO THOUSAND
SEE RULEDEF NUM15s

ENDy

EQF

A=9%9
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