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ABSTRACT 

This renort describes the wartc^ oerformed durlnn ^he last year 

on a contlnulnq prolect'to develop a comouter oased consultant (CPC) 

system. The svsterr is heJng designed to talk (In ordinary English) 

with a human user to helo him Perform tasks entaiiino maintenance and 

trou'jleshootinq of electromechanical equipment. 

our plat for this research calls for bulldlno a series of 

Increasinqlv sophisticated systems to be demonstrated in 1976» 1977, 

and 197«. nur current (Aorn 1975; demonstration system if « hat« 

for future systems and already Illustrates abilities to Interact with 

an apprentice to helo him assemble a small air compressor. 

The body of the report Is divided Into two major iectioni. 

On» of these describes the technoloqy behind the April 1975 

demonstration system. The other describes work in oroqre« that win 

contribute to the power and versatility of future demonstration 

systems, 

nur l('75 system has the followlnq specific abilities» It can 

qenerat» and execute olans for assembly/disassembly at several levels 

of detail. It can answer queries from the apprentice about the 

status of the equipment, it can ooint at oarts of the compressor and 

can name parts pointed to by the apprentice, it has a rudimentary 

ability for two-way communication usinq «peech. The basis for each 

of Lhese is described in detail. —, 

Ui 
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* 

Work sunportlna suhseTuent svsteirs has been in the urea of 

natural Janquaae understanrtlm» ■"O'lellm» troubleshooting» and 

vision, Secarate suhfectlons of the reoort deal with each of these 

areas, 

The rerprt also describes oroaress on so^e suoportlno 

activities Including the SRI Artificial Intelligence Center Computer 

Facility, the lanauaqe OLISP, hardware Interface work, and a scanning 

laser range finder. It concludes with a list of presentations and 

publications by the Prolect staff. 
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I, TMTRnPUCTIOM 

A. Tn»  Computer-Based  Consultant   Project 

1 . Project Goal 

For the oast 18 months or so w#» have heen »orJclnq on 

a svsten th^t we call the Computer-Rased Consultant CCBC). The 

system win be abl«- to talk (In natural lamoaqe) with a human user 

to hein Mm perform tastes in sc^e particular taste environment. We 

Intend to build ä consultant that approximates th* communication, 

oercertual reasonino, and factual knowledge sicllls of an actual 

exoert on the scene. 

Our main aoal 5s to create the fundamental technoioav 

needed to build such consultant systems, we expect (or hope) that a 

good portion of this tecbnolooV wm be independent of the details of 

the particular iclnd of expertise being dealt with and of the details 

of the particular task environment. Thus we view our work as having 

Potentially hloh nayoff because of the great variety of applications 

In several t^sk environments in whicn consulting expertise is needed 

or would be useful . 

?. Background 

The technoloov of computer-based consultants can be 

vielen as stemming trom the confluence of two lines of research. One 

line hai centered  on  formulating  and  encodino  a  great  deal  of 

■:::-:--::::::::; $£tt^ ::^i:': :: - •v:::v>^-:-:--->:;^^v. >:-,■:-:-,.- •:;-:-M-:-:-:v •:•:■:--:•■:■:•:•-.■ 
^■-'.•AA---.-.-.-.-.-..-..-v-v-v.-. .-o-v•■.■•.■■■-.v.-,v-.. .• .•-■• .-.-.-.--v-- .-.>■.•.■,•. •■■ ^.y.'.'.-.-y-'t- . ■- 

.-■: 
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»cnowledae ahout a chosen oroble^ rtoiraln In order to Produce a proaram 

who^e perforTance rivals ^xoert humans, Often cited examples of this 

research Include proqrams that analyze chemical structure tl#21#« 

perfrrn  svrhollc   Int^iratlon   [•»]»   or  play  board  qames   t4#S«6]« 

■ 

The second line of research ha« focussed on methods 

for constructlna a proaram that can carry on a dlaloo with a user, 

IinDortant contributions to this research have come from work In 

computer aided instruction, and from wortc In understandlnq typed and 

spoken natural lanouaae. Representative examples of this work 

Include programs to carry out a "mixed Initiative" tutorial dialog 

n,«]; to enqaoe in a dialog about a toy block world t9); and to 

understand sooken Fnq]ish sentences about such diverse tobies a» 

olu^bim [101, news stories [11], moon rocks [121, or submarines 

C1 31 . 

Perhaps one of the best examples to date of a small 

comruter-based consultant is the MYCIN system [14], Thil system 

provides advice to physicians on the diaqnosis and therapy of certain 

classes of bact^iial diseases. It solicits various kinds of medical 

data frr,, 3 physician user, can answer hi& Questions (expressed in a 

hiohly restricted natural Fnqllsh format!, and can accept advice from 

him reqarrilno qeneraliy useful rules for diaqnosis and therapy. 

•-■:- 

»References are listed at the end of this report, 

2 
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3. Thp T^sk environment 

Notwlt hstanrtlnn onr aoal of ^»»vplrnlnn tnnlanenr^l 

and widely usetnl t-fc^nolonv» ie ■'nist, of course» select so'.-e 

Oarciculflr t^äk e^vironrrpnt" for the C*C. svste^, •'f b^vo Htte-nnteii to 

select A task environment t^at is an innort^nt ctnr 1 icat J ori ^»rea to 

Its own rloht as well as one that serves wpli AS a typical 

representative of a wiHe varletv of aroiications, 

We havp SMlPcted the task of rpnajrlrm, modlfyfno, 

and checkino nut co^rlpy elertrorrechan J cal enuipment, ')iir CHf systeT 

• 111 be helplno an inexperienced tipchanlc (whox vn? shall call an 

apprentice) as hP works on a Piece of <»nutP»«»nt In a "wnrkstat} pp." 

The kinds of prohiens encountered uslna this particular task 

environment are typical of those of many other environments. 

Furthermore, maintenance of eaulnment is an Important task In ItsPlf, 

costina literally billions of dollars each ye^r. Thus, there Is a 

hicth potential for S'Jhstantlal savims derivlm from improved 

efficiencies in this one application area alone. 

Before ilscusslno tnp details and SPPC!ticatIons of 

the CHC system ItsPlf, let us first oripfly conslHer some of the 

charactet istlcs of eauinmpnt tndlntenance as a task atPi. Imaolne an 

apprentice -/orkina on a olece of eouipment in a workstation likp the 

one sketched in FInure 1. Typically he is responsible for a varlPtv 

of lobs, such as troobipsnoot im, renajrtno» or monifyina eomoment. 

3 

■ ■ --v-v■.• ■ -•.■■.•..- ■.••.■"■•■,--•..■., «.■ 
•■ •-»■.-■■■■■ v ■•■. •.-••.-•.■•.■•■■•.■-•.■■■;•■■ 
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FIGURE  1      A WORKSTATION 

■ 
■ 
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In ord«»r to do those 1obs# he ne^ds certain <lntis of »oeciallzed 

Knowiedap; he iPUSt know dno'it the U«e of VHTIOIIS tools, ^hout 

prlncloles ot trouhleshootIna, ani nhout principles ot flssp^blv and 

disassemhlv, and he irnst Msn Kon*; .3 c^rt-^in imount pf detail aho'it 

the cnpstrur-t ion ^nn nDer^tlon of the snpclflc equipment on hand. " 

• tradition«! wav ot ronvpvim this k-po^ieiap tn a 

mechanic has beep throuah the use of manjfl]s> ^ ^ore pearlv idpal, 

thouoh usually Imnractlral, wav wouli hp to WBK* an exr^it hnm^n 

mechanic continuously available as 1 ronsuit^nt. This exoprt could 

Identify various components, answer sneclflc Questions about 

equloment details» suoopst treib 1»shoot Inn senupnees, hypothesize 

causes of failure, wero of hazards, an^ so forth. 

j 
■ 

In order to bpoln to «xoiorp wnat would re involved 

in rerlaclno the human expert by a conpjter-hased expert, we recordpd 

a number of dlaloas hetwppn expert human -pechanlcs and novice 

mechanics. The dialons concern the air compressor shown in Finure ?, 

T-*o excerpts fro* these dlaloas are presented below. At the time the 

dlaloas were recorded, the expert and no/lce were In different rooms 

and the expert viewed the scene only oy means of still pictures taken 

throuqh a television carrera. tWe ■Hid this to simulate tne limited 

visual intormation liiceiv to be avaijabi*» to a comouter based 

expert.) The first excerot concerns the subtasic of Installlno a oumn 

ouiipy on the putrn. 

i 
•^a 

;;; 

•.--•.-■ - - - . - ~ •     . • • . -  .    -  . •       . • . ■    ■-.■,-.•."-.•. . 

■ . ■ . •. - > .-• ■-■.--  . ; ■ - ■ ■- -■..■".•'.-.■.-■".•-•.-■.■ 

- --■■  - ■ .■  - .■-■. .'■. ■ .■ ^,.-. ■ .-   -  -A-.V.'-V 
■■■ \--y    . ■„■■ 

».■-.• 



i'.«. •. «T^^vrv .." .■'," 'v" -—' v ," . •'." ^ • •'.».•." ' j • ._■ i > j ■ i 11_ > i i ■ 11 ■ i i»^^^^r<^p^^^ 

ExrTPt 1 

F x p p r t: The pump oullev snould he next 

Arnrentlce:     Yes ... in» 4f»«»s the slrt*» of the nomo 

poiiev Aith t^p holes face «wav fro^ 

the pumo or towards it? 

E: Away   froTr   the  pomo. 

A: All   rloht. 

F";      Did you Insert the i<:ey--that Is, the half-moon 

shaped piece? 

A: Yes, I did. 

Fl He sure you erjeck th*» allonment of the two 

pulleys hefore you tidhten the set-screws. 

A! Yes, J'm   lust now flddllm with that. 

Fl OK . 

fe:>::v:-■;.-:■■..    ;--::^v;;:. ^v-:v^^...-\.v::.V;.-.v:--   . ^.-y.,^:;-:--.-.-,:::^-.      -Jim 
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rinhtenln;!  the   ftllen   scr^n   nov, 

I : (.)K,   t.h^nk   vou. 

.--■ 

This fraom«nt Illustrates s^venl l^nort-ant ahilitt#s 

of consultants that contrast sharoiv *ith a static information source 

llice a manual, First» notlc*» that a question from the aonrentlcp Is 

answered directlv anH in hts terms. There Is no need for him to 

search throuqh a rass of inforfit loo, or to convert information from 

in abstract or "standarH" form Into a directly usable form. Notice 

that the exo-rt is rheclrlno on oroqress nv offering watnlnos and 

reminders about critical steos. This has the function not onlv of 

minlmizino errors, but al«;o of allovlna the »»xoert to ic<»eD track of 

t^e omaress of tne woric. The latter function is the h,v;is for the 

exoert's ability to present relevant advice, and to present It In a 

context that Is familiär to the aoprentlce. 

The second dialog »xcernt concerns th*» s^me suot^sK, 

but was carried out with different Participants.. Tt offers an 

Interestlnq comrarlson of the different d»»man is Imposed ny different 

skill levels: 
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Kxrerpt ? 

FxperM Install the piUipv on the shaft. 

Aoprentlce:     What Is the first thlna to do In 

installlm the nulley? 

F: Rotate the shaft so that the slot (KevvMV) Is 

on the top. 

ft: OK .., now what 

F: Place the icev In the slot. 

A: Flat sHe uoward? 

F: Yes. 

This  short  fraament  dr imat leal ly  illustrates  *;he 

ability of the expert to descend into detailed instructions in  order 

8 

■ ■ • 
-■. >. 

>ü.T^>i>>>^y.- ■' 

- - - 

n- ■ - -•--•. 1  . -.-. ■>,■. •. •>. ■ . f. -. •. - - . - . -. <n •. • --,-•. --. ■•....-. ■■. ■ 
> •• v • • ■ -   •••■.-■.•---■.-•.-",-•■■■•-•-•• V " - - •■•'■- - - • - • - ■ 

-i^^\ .-v^.-:^^.-f>•:>■:■ ■:.■•'. v»■£,■.. ^.-v, 



. ,w,r.,r. . .....,.,.,,,,,,, I ■ I ■ I »U • f ■ I • ■ ■ I ■ I • I V! I < I i. « ' *-^»^^^^^r"»^ "  '  ■ mmmm^m^^wmmm^^^m^^^ 

to help a verv nalv*» user.  Tn<s ^porentlcp neens much -nore helj than 

the first one did, -i Rltuatlcn fnreshndnwp-l bv njs  initial  nupstior 

f    ahout a relatively simple nDeratlon, 

These short rllaloa excerpts exemplify s^-ne o* the 

abilities that a consultant reeds in order to he helPfUl tn the 

aoorentice mechanir. hoth Infrosnect ion anrj nrotoro] exn^r irrppt s 

Dolnt out a niiiBber of other reouirpn abilities, an-ona which arp the 

ability to provide advice ahoul troool esh-iot 1 m? to describe the use 

of tools? to desrrlhp the appearance of tools tor to hp able to point 

them outl: and, of COUTSP, the ability to us? lanauaoe. fWe sh^n 

have more to sav In a later section about how v* arp uilno protocols 

of this sort tu desion the sobsvsrem for nrocessino natural 

lanauaae, ) 

\ 

hurina the oast vear we have been uslm the simple 

air comprfssor of Kloure 2 as an exemplar PIPCP of equipment, While 

the device appears to be reasonably simple, certain of its 

subaisembiles are rather complex, Ror example, the air pump, shown 

in Fiaure 3, contains a lanp number of Parts put toaether in complex 

fashion. 

The compressor has served us well as a bealnnina 

device, hut we are now ready to move on to sone more complex devices. 

We are especially anximis to select a device demandlna rather 

sophisticated t rouh 1 eshoot im skills, ^e exppc'- to make a decision 

soon about which new device to use. Several caidldates are discussed 

In the Appendix, 
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Model Numbers 

(I7'.99) I02.I7;00 
(17209) 102.17210 

102.17220(17218)     102.17021 
102.17001 102.17046 
102 17011 102.17041 

AUTOMATIC SWITCH CONTROL - STORAGE TANK TYPt 

PARTS LIST 

i 

Rrinrn. r 

Num^f NMM OF PART 
He(eren. r 

Number 

Pan 

Number NAME OF PAKT 

1 690 MwRonUr HI..» '/••■ hi«« Tuhr I ','• Pip.- 
Pumr - Vr KifWt 9 H 12191 Pressure S.irch (or (17209) 102 17210. 102 17720(17218) * (JO^^ AlltKoukf (or  102.17001.  102.17011, 
102.17021, 102. (7016 ..nd 102.170(1 

102.17011, 102.17021 and 

102.17041 
t (7IIV Aftricoolrr (nt ((7199) (02 (7200. (17209) (02 172(0, H H8S8 Pressure Mwt (or 102.17046 

and (02 (7220(1721(0 M (247) I'r.ssure Switch (or (17199) 102 17200 
1 ^ I'MI 

<X100 

Wit! 

blhra ( UBIR-.I..!- ,'." Tube K   *l" P.|'.  Thifjd 

((«cl Vat»-*« Fi|an 4 (™ P«i» 

11.1 O.in Nippl. -1/." . V l,mt 

(III llfjin ( ..p.' •" 

14 

IS IBS9I 

Pressure Switch Relief Valve, then oiderin| 

Relief Valve give Pressure Switch Nameplate 

Da.a. iKe(. No.  13) 

Check Valve Relief Tube (also available 

H 11779 Tjnk and PUilorm *■. .rmbtv (o( ((7I"9) 102 17200, loc.ily %" aluminum or copper tube iV4 lt»8|. 

(17209)(02 (72(0, (02 (7220 ((72(8) 16 IgSSfl Sile', valve (or 102.17001, 102.17011, 

H H7I« Tank ..nd PLwIorm AssrinUy w MnMtlHIMtH 102.17021, 102.17046 and 102.17041 

Sprcidcanons (or (17199) (02 (7200. 16 I8S44 Massach.iserrs Safety Valve for (17199) 102 17200, 
((7209)(02 (72(0. and (02 17220 ((72(8) (17209) 102 17210. 102 17220 (17218). 102 17001. 

H 417RI Tank .md Pl.xdxm As^r-mhly  lf)2.[?(Wl 
102.17011, 102.17021, 102,17046 and 102.17041 

H 4179/ 
.in.( 102. ['\l((. ( sr (or klMS4i-lMMIII alno. 
Tank and Pladorn. Assembly (or 102.11021, 
(02.170(6 .md (02.(7041 

17 Motor or Gas hngtne-See Motor Nameplate and 

tias Kngine Part booklet lot characteristics. 

H u»! Tank and PUilorm AamMf Is MMMCbWtia 
Spriiluanons (or ('12.(7021, 

when wrr.ng regarding motor or engine service 

include complete nsmeplate data. 

Il)2.nil6and (112.(7041 (N 4S0S( Motor Pulley for (17199) 102 17200 

1 16614 Mani(uld (or moundni Fr. ssu.r Switch, ru. li 1S0SR Motor Pi|i.y !„r 1172091 102 17210 and ICJ 17021 
(or (02.17021, (112.17046 and IH 4y)ss Motor Pulley for 102.17001 and 102.17011 
102.(7041. 11» (..r ,il( M..>S. Ifnilkaini (N IS0S9 Moror Pulley (or 102 17220(17218) and 102 17041 

9 MW Uamddd I.M nmunnnn Pi. ssurr Switch and IK (0S4S Motor Pulley for 102.17046 
(.aunt , (Sal. 1)  Val.t   and (lis. har^t   Valve 19 17469 Heir for 102.17001 W wide 
included) (»(171991 102 17200. 1(72091 102 17210, 

> 44" lung) 

Belt (or 102 17220 (17218), 102 17021 and 102 17041 
102 172201(72(81 and (02 (700(   No) 

(or HHMcbwmi Sprctdcanona 
19 17470 

id 12^71 Prtssutt (.au|c- (or (02.(700(, (02.(70(1, W wide ■ 47" (ong) 

(()2.(702(, ((12. (7046 and (02.17041 (O iMV.f, licit (ot (17209) 102 17210 IH" wide t 46■■ long) 

in 1^79» htUM Ciup lor ((7(99) (02 (7200. ((72091 (02 (72(0, 
and 102 17220 1(72(81 

10 IHIKI Belt for 102.17011 and 102.17046 (S" wide 

« 4»" Ion«) 
10 nom Pressure C.auft (or Srale o( Ha •. M kviMfa 19 (2622 Be, fot (171991 102 17200 - V wide « 4)" long 

Aftercooler Vent Coco-Gas Kngine Only 

Tank Dr.un Valve 

II 9WI9 Dischatft Valve (or 102.17001    t,2.17011, N..1 SKown 96S7(| 
Iü2.(702(, 102.17046 and (02.(7041. Alto Ni.i Shttan 'XJKK) 
used on Mass. Spec ideation nmdela ((71991 102 17200, 
(17209) (02 (72(0 and (02 17220((72{R) 

Ni.i Slum,. 11241 Tank Drain Valve Only fur State of Mass. 

12 MX conduK-A.atlable loci(lr (See (nllillanon 

Initructiona lot witr siir) 

Not Shown 41420 Cord and Plug Assembly fot 102.17)01, 

102.17400 and 102.17410 
Nor slmwn 4141(1 Adapter Ground Plug for 102.17)04 

102.17400 and 102.17410 

SA-1530-56 

FIGURE 3      PARTS LIST FOR AIR COMPRESSOR 
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4. Prolert nro^nizatton «nl v»thon of Arnro^ch 

VP hsvp alrenlv stfltPi that our noal for the C^r 

orolprt Is to build a systPT i^a'c aonroxl "'«♦■PS ^ hu'T'^n exrert. T'r is 

rflthpr difficult for us now to orpriict orpclspiv lust how firivt. or 

coarse this anrroxltrat Ion will hp rr nnv alven futurp tlrrp. In our 

early rlans for thp proipct [151 j«rp stated somp uereral 

specif trat Ions for a SVSCPTI wp hpiipvp-i would ^P riprronstranip tn 

l1??«. Current pronrpss on thp oroi^ct- rplntorc^s our ronflderce In 

beina .^hle to arhlpvp *n improsslvp svstpm nv that tl»e. 

-. 

In rlannlna our *inri<r wp havp rpllpri hpavilv on 

stiHvlna tat)P-rpcorOPd nlalocis bPtwppn nunan ^xnprts and apnrpntirps. 

From these «e have extractpd various re'3Uirem#nti for our to?^ 

ipironstrat 1 on   svstpm.   In   suTtiary   thpse   are: 

:-:• 

fl)  The  /stprr win OP abl» to oian Imlral seauences 

of actions to accomollsh -.joals.  These rjoals will 

includp a ranap of tasv-s Involvlnn check-o'it. 

Talntenance» treib]pshoot Inn, rpnalr» and 

asspMibl y/dls^sse-nbl y of pouinrrppt. 

(2)  ThpSP seTUpncps of actions wni bp Planned to 

whatpver IPVPI ol dptall Is approprlatp to thp 

aporpntlcp's ability and to thp othpr rpquiregents 

o*^ th*> system, 

12 
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(31  The svst** will bs Abi*, to renlan on encounterlnn 

iinpxnecte<i situations (surh as the apprentice 

rprfor-Mna a taRic Incorrecflv or nut of SPTUPPTP). 

(4?  It win be able to   answer sn^ciflr oi-cstions about 

enuloment, tasks, nianr, and about its own KnowJedoe 

(TO  it Mill   understand spoken otteranre« (with various 

restrictions appropriate to the state of the art of 

speech understandlna). 
■ . 

fh)  jt Ain qive Instruct ions an^ answers to ouerles 

PV speaVlna. 

(71  It win he able to obtain Information visuaiiv 

about the actions of the apprentice and the 

chan^lnn stafs of the equipment. 

(«)  it will oolnt at thinos ani create displavs or 

rennpst from the aporentic0. 

f)  Tt «ill rie Prmr^-ntiei in surh a ^av that it win he 

easv to add -nore detailed fnowiedae about its 

specific domain of expertise or to aid new k-nowiedqe 

anout related donains. 

Tn  order  to  achieve these ahlljtlesf a substantial 

body of research must he  unrtertaXPn.   We  have  nrnuped  the  "Mior 

13 
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resparcn questions into four catenorips: nroblp-n-sol vl nq» natural 

lanquaqp, vision» ann system intearatlon, ^ach cateoorv has its own 

team of researchers» aithouih there is considerable overlan and 

sharinq of personnel between each of these tasKs, nur stratenv is 

that as research proqresses on the first, thre*» of these topics» the 

Interim results will immedlatelv oe Integrated into a qrowjna 

demonstration systpm. Thus» at any tl.^e» the current version of the 

demonstration system can oe tak-pn as a mpasurp of rronress toward our 

1Q78 qoals. 

ThP nrowlna demonstration svtem will be an important 

tactic to ensure prorer com-Tiimicat 1 on between various parts of the 

orolect, we are also uslnq it to structure maior subqoals and 

schedullnq. We have defined certain subsidiary abilities that should 

be achieved by each of tbree maior demonstrations to occur each Hrril 

In 1975» 107ft» and 1977 Mf1. 

A description of the abilities ot the CRC system at 

the time this report went to press Is olven in the followlnq 

oaraqranbs, Subseauent sfrtions of the report will descrioe the 

details of the tpohnoloaV underivim this oresent ("April m7S) system 

and the work1 belna done in support of future systems. 

14 
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B,      The 107s npFonstratJon System 

1 .      General 

Tn this section we shall ^escribe a rtemnnstrat 1 on 

that exhibits the current abilities of the svstem. we bealn bv 

describing the settlnn of the detnonst rat Inn. 

The place where the action calces olare Is called a 

work-station. It is a room, apnrox i matel v 11 Met hv Ifl feet In si^e 

contalnlm the   followlnn items: 

A work-bench with a tnnl box and tools. 

A round t^ble with a turntable too on which Is 

placed a s^all air compressor: ♦•his Is located In 

the middle of the room with access from all sides. 

A comnuter terminal. 

A microphone headset with a lorn cord that will 

reach to any point In the room. 

A sreak-er/flnpi t f ier . 

A TV can-era, mounted near the cell Ina on a movable 

pan/tilt bead. 

A TV dlSPlaV CPöMTE:K) on which Is dlspj^ved a TV 

picture of the air compressor, with a superimposed 

line drawing of the air compressor. 

A laser/rar.^efInder mounted near the TV camera. 

The  air  compressor  is  in a DartlaUy disassembled 

15 
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rondltlor. The l.rlt houslrn cover ^nd hPit *Tf rpipoved and lyina on 

the workbench. The p"»0 holts ^re removed, ^nd the nut.r IS turned 

<v*-av froir Its normal orientation. 

The anorentic*1 enters the room and '.val^s to the 

terminal and finds the followlnq rr.pssai^: "Your IQ*! is 'Assenhjed 

A lri"omrres5or', Please out on the headset, and sav 'Headv' Into the 

mlrroPhone, The computer «111 nive vou verhai instructions. You ran 

say ^nv of the followlnn responses: 

kS 

ÜK indicates vou can do the tasV, 

HOW indicates vou n^ed more letalled instructions. 

WHY indicates vou want to icno^ the motivation for the 

particular Instruction lust received, 

HUH or WHAT or PLEASE-PCPEAT wiu cause the last 

command to re repeated, 

WHEHE IS THE .,.  or SH1W ME THE .,. followed bv the 

narre nf a component wm result Jn PositioninT 

of the laser ranoeflnder heam on that comoonent, 

WHAT IS THIS, couoleri with Vour toUrhlnq a component 

with the llohted wand, will aet VOU the name 

of the component, 

BREAK, PAUSK, or MATT will cause an interrupt in the 

prooram execution so th.^t vou mav use the terminal 

to ouerv the nrooram ahout the state of thlnos, 

fSorrv» there is no voice I/Ü for these nueries), 

LDCATIDN DF ,,, followed bv the name of a component will 

result In oosltionina of the laser beam nn the 

location where the co'Tiponent is to be positioned. 

16 
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CALIBHATE   irvok^s   n  calibration  SPO'IPHCP   tor   c*Tpr*, 

i^spr/^nir^naor. 

FIMD  rnf-pi^ssnp  c^nse«;   th#»   MSer/r«nqer   to  fieterwine  the 

Incfltlnn   ^irl   ortpnt^tinn   of   the   copr^ressor   rind 

update   Its  THpis   anH  ritsolavs   riccorrMmiv. 

Nf-LP   mp^ns   that   sonipthln'7   has   none   i"ronn.      !*>   v\\\ "4 

»Xri^lnp   fhe   rr^rpilna   steps   APH   net   VPU   an   expert 

oersnn   It   peressarv, 

Please     a^j.jst     the     headset   ani  procoen  when   von   are 

readv." 

7. Onaiitatlve AhUltle» of tne Conpnter Mased Consmtapt 

The abilities of the CRC are alluded to In  the  Ust 

of  responses  alven  above,  and  Tore  details i\\l   he presented In 

Section II.    In »umnarv» the CbC ronta5ns  a  syste-n  for  Dlannlno 

usembly  rr  disassembly  of  the  air  compressor.     The  plan Is 

reoresented by a structure called a procedural  net  whim,  in  this 

demonstration. Is Mil it from a oresoecifled dl sasse-nb led state of the 

CompreiSPf, namely the  one  described  ahovp.    Fac^  stec  of  the 

assembly  plan  can  be  olven ^t several different levels of detail» 

denendlna on the needs of the  Particular  aPorentlce.   The  proqram 

Iceeos  an  Internal  model  of  the  "connectedness" of the different 

components of the air  covoressor,   rt  also  contains  a  aranhical 

(absolute   positions)  mod*!  of  the  locations  of  the  different 

components.   At the present time  t^ese  "O^PIS  are  limited.   Toe 

oraphlcal  model "k-nows about" the pu-no, -"otor, pressure switch, pelt 
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hoiislnq frarrip, b^lt hoosim rov»»r» poTi nullev, notor DOHPV, 

Diatforn, tan^» and taMe, The connectivity moiel "tcnows ahout" all 

the vlslMe comoonents, but the two models do not as yet Interact 

with each other. 

The CKC !s able to olve r«»SDonses usino the voice of 

the Votrax Phonorre SvptheslZpt (described in detail lr Section n,F.2 

below) and can understand sooken Instructions nslna the VIP-1"">0 

Phrase recnonlzer (described in ^pction Tt.F.n. The TV camera Is 

used In obtalnlna the location of the hrljhtest oolnt In its field of 

view. This Is uspful In cooperation with the laser beam, both in 

callbratlna the araphlcal system and also In answerlna questions 

about names of cnrtlcular parts ot the compressor. The laser heam Is 

oronram controlled, and can be -roved to Point at a alven component, 

or to Indicate calibration points. 

When these various «Miltles are combined, they 

produce a system that is aireadv rather unique and Impressive. 

Further development Is needed for each abilltv, and the 

sYstem-buildino task is an onqolm one (see Section II,F). other 

abilities vin be added as thev become available. In particular 

these ar^ a natural lanouaqe capability (see Section TI1.B) and a use 

of vision (scene analysis) to aid the problem soivim (see Section 

III.D), 
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3. FxanclP of A CHr/ftpnronl-1 c» Tnter-^rtlon 

The following slTuiflted ij^ioa between an exnert fKi 

arvi an apprertlce (A) shows the abilities m the system as nf Roril 

l^TS. The interactlor is hy volre, with HSF of co^^^rcla 1 1 v 

available devices for voice racoonltion ani vole*» svnthesis. 

Ej THY TO ACHIFVF ApSFMBLKD AlPCOMprtKSPdR 

A; HOW? 

Ej THE TOP LEVEL pr.fi^l is INSTALL PU'-1P, FMSTALl. PllMpupAffr, 

INSTALL PUMpPULLEY, INSTALL PELT, ANH IWSTALL ÖKLTHUIJSINGCOVEP 

E: REAPY F0f< QUESTIONS 

A: SHf)W ME THt PUMP 

(Laser heap moves to point at pumo) 

E: READY 

A; SHOW ME THE MOTOR 

(Laser beam n-oves to noint at motorl 

F: READY 

ft; WHERE FS THF RFLTHOUSIVGKRAME? 

(Laser beam movps to oolnt at the belthouslnqframe) 

K'.   PFADY 

Ai .A/HAT IS THIS? (Tovirhino tank Platform with wandl 

E: TANK PLATFORM 

E: HFAPY 

A: WHAT TS THIS? (Pojrtlno ifltb wand at nressnre switch) 

F: PRESSURE SWITCH fPVFP 

E: READY 

A: OK 
19 
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El INSTALL PUMP 

A; HOW? 

r.i CDnnv.CT  PUMP TO PLATfOR^ 

A; HDto? 

F: POSITIHK   pllMp   OK   PLATFORM 

A: LOCATION   OK   PUMP? 

(Laser   be^in   moves   to   point   at   nurrnrlace   on   rldttorfO 

A; OK 

Ej POSITION PUMP DM PLATFORM 

A: How? 

E: PLAC1: TliF PllMp ON THE PLATFORM TM SUCH A WAY THAT HOLES 

IN THK Plivp ARF MATCHED UP WITH HOLES IN THE PLATFORM 

A; OK 

Ft ATTAOH ptiyp TO PLATFORM 

A: HOW? 

E: USE HLLTS TU ATTACH PUMP TO PLATFORM 

A: HOW? 

E| GET 4 ONE AND A UUAPTEH I^CH I S/lft HEXAGONAL MOLTS AND 

4 5/tft HOLK DIAMETER FLAT WASHERS AND 4 SIZE P/16 HFXAGONAL MIJTS 

At HUH? 

(Apprentice did not hear the command) 

E: CF.T 4 ONE AMD A QUARTER INCH I s/i*, HFXAGONAL BOLTS AND 

4 5/1 f» HOLF DIAMETER FLAT WASHERS AMD 4 SIZE 9/16 HEXAGONAL NUTS 

A: HOW? 

E: GET I ONE AND A QUARTER INCH « S/Jft HEXAGONAL HOLT 

A; ALL RIGHT 

E; PLEASE REPHRASE YOUR AMSWEP 

(Exoert did not reconnlze the response) 
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GFT 'IMF: s/lf. HOIK DlAMFTE« FLAT WASHFW 

OK 

HET UHE   SIZF Q/lf, HEXAGONAL MUT 

OK 

GFT   3   ONK   AND   A   OUAHTFR    iNCH   »   s/16   HKXAGONAL   IHJLTS   AM. 

3   S/lf.   HOLE   OIAMFTER   FLAT   -vASHFPS   ANo   ?   STZF   Q/l^,   HEXAGONAL   'HITS 

OK 

LOOSELY FASTFI" THE" 4 ROLTS 

HOW? 

STAKT IN ONE HOLT 

HOW? 

PUT THF BOLT THROUGH THE HOLE IN PUMpHASE ANO PLATFORM ANO 

WASHER AND TUH" THF NUT CLOCKWISE ONTO THF BOLT AS FAR 

AS YOU CAN 

HK 

LOOSELY FASTFN THE OTHER 1 HOLTS 

OK 

TIGHTEN THF 4 ROLTS 

HOW? 

TIGHTFN ONE HOLT 

HOW? 

FIND   A   ST7F   Q/if,   WHFiJCH   TO   FIT   THE   HUT 

OK 

FIND A SIZF 1/2 TfiCH WpENCH TO FIT THF BOLT HFAD 

OK 

USE THF FIRST WRENCH Tu HOLD THF NUT FIHMLY 

OK 
21 
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Et MSR   THK   SiCONO   i«IKENCH   TO   TURN   F'^F   POLT  CLOCKWISE   UNTfl-   FAlRliY   TTGHT 

A: OK 

E: TIGHTEN THE UTHEH 3 BOLTS 

A: OK 

El INSTALL PUMPBRACK 

A: HOw? 

E: CONNECT PUMPBRACt TO BELTHÜIJSINGFRAME 

A: HOW? 

E; POSITION   pliMpPpACE   ON   BELT40USINGFRAME   AND   pOSTTIDN   PUMRBPACE   ON   ptlMu 

A: OK 

Ej ATTACH PUMPBRACE TCI BELTHOUSTNGFRANIE 

A: HOW? 

E: USF" SCREWS TO ATTACH PUMPBRACE TO »ELTHOUSlNGFwAMF 

A; HOW? 

E| OFT 7   HALF INCH ( 14 SCREWS 

A: UK 

E: LOOSELY FASTEN THE ?   SCREWS 

A: HOW? 

r: START IN ONE SCREW 

A: HOW? 

E: START IN THE SCREW PY TURNING IT CLOCKwISF AS MUCH AS YOU CAN IJMTTL 

IT HOLDS THERE RY ITSELF 

A: OK 

El LOOSELY FASTEN THE OTHER SCREW 

a; OK 

E: TIGHTEN THE 2 SCREWS 

A HOW? 

• TIGHTEN ONE SCREi* 
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HOW? 

FIND Ä SCPF^npiVFR THAT WILL FIT IHtn   TMF WICH W THK SCREW 

WHY? 

IN OROER TO TIGHTFN THF 1 SCWFW 

WHY? 

IN HRDEP TO USE SCHFwS TO ATTACH PIIMPPRACF T'l BELTMOHSINGFHAME 

WHY? 

IN ORDEP TO ATTACH PilMpRRACE TO PFLTHOUSINGFRA^E 

WHY? 

IN CRDEF TO CONNECT PlIMPRRACF TO hELTHOUSINGFRAMF 

WHY? 

E: IN ORPER TO INSTALL PUMPBPACE 

Aj WHY? 

E| NEXT STEPS ARE TU INSTALL PUMPPULLEY AND INSTALL HELT AND 

INSTALL BFIiTHPUSINGCfT'ER 

A 

E 

A 

£ 

A 

E 

A 

E 

A 

E 

A 

E 

WHY? 

IN ORPER TO TRY TO ACHIEVE ASSEMBLEH A IRCOMppESSOR 

WHY? 

ASK THE BOSS 

OK 

FIND A SCREWDRIVER THAT Wl^L FIT I^TH THE NOTCH np THE SCREW 

OK 

USE THE SCREWDRIVER TO TURN THE SCREW CLOCKWISE UNTIL TIGHT 

OK 

TIGHTEN THE OTPER SCREW 

OK 

CONNECT PUMPLRACE TO PUMP 

'- 

r * 

v. 

A: OK 23 
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E:    INSTALL   PUMPPULLKY 

A:   MOW? 

F:   CONNECT   PUMPPULL^Y   TÜ   PlIMp 

A:   HO«? 

E:    POSITION   I-IIMPPULLKY   0*   P'IMp 

A:   HO»*? 

E: PI,ACE THE PUMprULLEY OU THE PUMp SHAFT IN SUCH A WAY THAT THE FLAT 

SIDE OF THE SHAFT IS ALIGNED WITH THE FLAT PÄH1 INSIDE THE CENTER 

HOLF OF THE PllMppliLLEY AMP THEN PUSH THE PIJMPPUILEY flNTC THE PUMP 

SHAFT AS FAP AS YOU CAM 

A! CIK 

E:    ATTACH   PUMPPUM.EY   TO   PUMP 

A:   new? 

E: ATTACH THE pilMppULI EY TO THE SHAFT OF THE PU^P 

A; HOW? 

Et GET 7   OUAPTER TMCH « 1/4 SETSCREWS 

A! OK 

E: LOOSELY FASTEN THF ? SETSCRFWS 

A: HOW? 

E: START IN ONE SETSCPFW 

A; HOW? 

E| START IN THE SETSCREW BY TURNING IT CLOCKWISE AS MUCH AS YOU CAN 

UNTIL IT HOLDS THERE BY ITSELF 

ÜK 

LOOSELY FASTEN THE OTHER SFTSCREW 

OK 

TIGHTEN   THE   2   SETSCREWS 

MOW? 

'■■: 

.-J 
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TIGHTFN r^e SF1SCKFW 

HOW? 

FIND A 5IZK 1/p AMFNWRFNCM 

OK 

TURN THE SFTSrpEW CLOCKWISF UNTIL TIGHT 

HOV. . 

INSKRT THE SHnp.TPP HEXAGONAL fc'MI1 OF THF ALLENWPFMCH tNTO THE 

HEXAGONAL HOLE OK THE S^TSCPFW ANH THEN TURN THE SFT.SCHE«; 

TLOPKWISK UNTIL TIGHT 

A: OK 

E: TIGHTEN THE IJTHKP SETSCPEW 

OK 

INSTAIL   F^FFiT 

HOW? 

CONNECT   HFLT   TO   MOTORPULLFY   AND   CONNECT   «ELT   T"   PllMpptJLI,FY 

HOW? 

POSITION PELT ON MnTOHPULJ^Y AMP POSTTTOM BELT 0?^ PU^PPULLEY 

HOW? 

PI ACF BELT IN GROOVF OF MOTORPUIiLEY 

OK 

PLACE BELT IN GROOVE OF PUMPPULLEY 

HOW? 

IF YOU HAVE TROUBLE GETTING THE BELT AROlIND THE PUMPPHLLEY THY 

MOVING THE MÜTOP WHICH VAY MEAN r.OQSENlNG THE FASTENINGS TO AI,LOW 

IT TO SLIDE SIDFWAYS 

A: OK 

E; ATTACH PELT TO »OTORPULLEY AMD ATTACH BELT TO PHMPPULLEY 

A: HOW? 25 
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Äo 

MAKE bf.lT   VFRY TIGHT By ADJUSTING THK POSITION PF THF 'UlTOR 

DK 

INSTALL   PFLTHOUSINGCOVE'R 

OK 

THANK-YOII 

Finished 
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c. Uroanization of the Heonrt 

^s mentlonen, we have oroanlzerj wnrk In the prolect un^er 

four headinas: ornbien-solvlna, natural lanouao», vision, and 

systen; Irteoratlon. Each of these research areas entails two types 

of work. First there Is some "iTrredlate" vork that is no» helm 

Incorporated Into the demonstration system. Second there 1- some 

lonoer term research that win have an Imoact on future systems. 

Pather than orianlr.lno the renort Into separate sections 

correspondlna to the four research tonics, we have decided to 

describe In section n the vor* in each cateoorv thai- underlies the 

Aoril 1^75 system. This will divp the r**f\*>r an idea of how the 

oresent system works and an unierstanilno of its deficiencies, Then 

in Section m we shall describe the work whose Impact will OP felt 

in later systems. 

In addition to the front-line research tobies, the rrolect 

needs the help of several important suoportim tasks. These are 

maintenance Of and Improvements to the QLTSP l.amuaae, maintenance of 

and improvements to the SRI Artificial Intel 1lopnce Center computlna 

system, ard development of certain hardware Items such as the 

sca.,nlna laser ranoe finder and Interface equipment. Thesp 

suonortinq tasks wm pe described In Section TV. 

•. .- 
•-V 

.'"ection V lists the publications and presentations of the Cur 

project staff durim this reportino oeriod.. 
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U,  COMPONENTS OF tH£   APF1L 1975 SYSTEM 

A,     Introduction 

Our 1^75 system nas already Inteqrated several abilities. it 

can generate and execute plans tor assembly/disassembly at several j 

levels ot detail. It can answer queries from the apprentice about 

the status ot the equipment. It can point at oarts of the coTipressor 

and can name parts pointed to by the apprentice. it nas a 

rudimentary ability for two-*ay communication using speech. It is 

the purpose of this section of tne reoort to describe lust what 

underlies each of these abilities* 

In  Section  B  we  shall  olscuss our work in generatina and 

executing  hierarchical  plans.   This  work has  resulted   in   the       ■ 
■ 

development  of a concept called the "procedural net for representing       » 

I 
hierarchical plans." The basic rfork on the procedural  net  has  been 

done by Earl Sacerriotl as part ot his doctoral research.  In Section 

C we shall describe the pointing abilities ot tne system.  Underlying       i 
I- 

pointing  is  a  "geometric  model"  of i-he compressor,  work on this 

model and on pointing is largely the work of Jerry Agin and  Georgia 

Sutherland, i*ith some Important early contributions oy David Nltzan.        t 

G 

In  Section D,   a modeling package developed by Hichard FKes 

is described.  Tnis package is used  for  makim  deductions  on  the 

model  In  order to answer queries from the apprentice and from other 

29 
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oarts of the systein.  The pactcaqe also orovldes a means for  updatlnq 
i 

fiofiels  ot  the  world darinq oianninq.  The current system uses some 

features of this  packaqe,  and t>e     have  olans  to  use  additional 

features soon. 

üur simple system for voice I/Ü is described in Section t, 

rt consists of a speech synthesizer and a word recoqnizer--both 

commercially available. 

Finally» In Section F we discuss some of the problems of 

system inteqration, Gecrola Sutherland has been responsible for this 

t^stc» and it necessarily has Involved her In each of the others also. 

B. Feasoninq  About   Assembly/Disassembly  Actions 

1. Introduction 

The    assembly    and    disassembly     of     equipment     is     a 

subtasic    oi     virtually     all     «-oricstation     tastes. For  example»   many 

troubleshootinq Jobs and almost all repair lobs require some amount 

of disassembly and reassembly of the machine. So a major aspect of 

the consultation task is to modei the actions entailed in assembly 

and disassembly» to compose sequences of these actions to accomplish 

soecific tasks, and to model and monitor tne execution of tnese 

sequences   by  a  aporentice. 

Since     the     execution  of   a  task  is   done  under  a  mixed 
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initiative reqlmen, allowing the apprentice to jmiertatcp subt,-i*Ks in 

the manner he chooses, we cannot siinpi/ DUIM a valid fixed sequence 

of actions to accomplish a task. Father, Ae nust include in our 

model the apprentice's implicit freedom to order the individual steps 

himself. 

: 

In addition to deveiopina -^ metnodolOdV for ouiiJinq 

and executing hierarchically organized plans of action that reflect 

this freedom ot orderinq, we are levelooinq methodologies for 

defining a hierarchy of relations to descrine states of Partial 

assembly, and for deflninq a nierarch/ of actions to alter those 

states . 

;:. 

In thJs section we shall first Jiscuss the integrated 

problem solving and execution monitoring system developed durinq the 

last year. Then we snail present the relations and action models that 

are being used to describe electromechanical equipment, with portions 

ot the semantic model 01 the air compressor included as an example. 

Finally, we shall describe how the system develops tne dialog 

presented in Section I. 

2. An Inteurated Problem Solving and Execution 

Monitoring Systen 

The  NUAH  (Nets  Uf  Action   dlerarcnies)   prooram 

combines  a  general purpose problem solver with an execution monitor 

31 
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that Is specitically rjeslqned for man-machine cooperation. In this 

section we shall present a simplitied explanation ct the procedural 

net, NOAH'S representation for actions and plans, of SOUP» the 

lanquade tor qivina the system tas<-specific Knowledge» of the 

planning alaorithm, and of tne execution alaorithrr, A complete 

discussion ot the system will appear elsevhere [171. 

.-• 

NUAH is implementert in QLISP tl8l, and runs as 

compiled code on a POP-10 computer under tne TKNEX time-sharina 

system, 

a.     The Procedural Met 

The system's plans are built up In a data 

structure called the procedural net, w;,ich has characteristics ot 

both procedural and declarative representations. 

Basically» the procedural net is a semantic 

network ot nodes, each ot wnlch contains procedural information» 

declarative Information, and pointers to other nodes. Each node 

represents a particular action at some level of detail. The nodes 

are linked to form hierarchical descriptions of operations, and to 

form plans of action. 

Nodes at each level of the hierarchy are 

linked  in a  partially  ordered  time  sequence  by predecessor and 
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Successor links. Each such sequence represents a plan at a particular 

level of detail. 

IT the current Implementation, the nodes are 

ot six types: GUAL nodes represent a go«! to oe achieved; PHANTOM 

nodes represent noals that are expected to be true when they are 

encountered; SPMT nodes have a single predecessor and multiple 

successors, and represent a forkina ot tne partial ordering; JOIN 

nodes have multiple predecessors and a single successor, and 

represent a rejoinlnq of subPlans *ithin the Partial ordering; BUILD 

nodes represent an action that builds uo a class ot objects; BREAK 

..odes represent an action that is Iteratlvely applied to the elements 

ot a class ot objects. 

'Cach node points to a body of code. The 

action that the node represents can be simulated by evaluatlna tne 

body. The evaluation *ill cause new nodes, representing more 

detailed actions, to be added to the net. It will also update a 

hypothesized world model to refle.-t the effects of the more detailed 

actions. 

Associated vlth each node is an add list and 

a delete list. These lists are computed when the node is created. 

They contain symbolic expressions representing the charges to the 

world model causeg by the action that the node represents. 

Thus, the nodes of tne procedural net contain 
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t^o very different representations of an action. The add and delete 

lists provide a declarative representation of actions that is quite 

similar to that of STRIPS [lyj. The body of code provides a 

procedural representdtion similar to that of the new A.I. lanquages 

[20], The declarative representation is used to model the action at 

the node's own level ot detail. The procedural representation Is 

used for generating more detailed subactlons at levels ot greater 

detail. 

Figure 4 shows the graphic notation 'ised here 

to display a node of a procedural net. 

Predecessor(s) •l» Su ccessor(s) 

Node types are designated as follows: 

Description of action Description of action S J 

GOAL PHANTOM SPLIT      JOIN 
TA-740522-11 

FIGURE 4       GRAPHIC  REPRESENTATION  OF  A  NODE 

As an example» let us examine a procedural 

net representing a hierarchy of Plans to paint a celling and paint a 

stepladder. The plan can he represented, in an abstract way, as a 

single node as shown in Figure 5(a). In more detail» the plan is a 

conjunction»  and might oe represented as in Figure 5(b).   The more 
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detailed subplans to acnieve these two goals flint oe "cjtt paint, aet 

ladder, then apply Paint to ceiling," and "get Paint» then apply 

paint to ladder," as depicted in Figure 5(c), 

LEVEL  1 Paint  the ceiling and paint the ladder 

(a) 

LEVEL 2 

Paint the ceiling 

Paint the ladder 

(b) 
TA-740522-12 

LEVEL 3 
(Before Criticism) 

Get paint Get ladder 
+ 

'— Apply paint to coj ing 

Get paint —   Aoply paint to ladder 

LEVEL 3 
(After Criticism 
by  Resolve Conflicts) 

(0 

Get paint — Get ladder Apply paint to ceiling 

(j?t paint 
C 

D 
Apply paint to  ladder 

(d) 

FIGURE  5      PROCEDURAL NET  FOR  PAINTING 

TA-740522-13 

- • ■ 
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The pictorial representation used here 

suppresses much of the Information assoriated with each node. The 

add and deiece lists» tor instance» are not indicated in the 

dlaorams. They are not hard to Inter» however. For example» "get 

ladder" will cause "has ladder" to -c added to the wcrio model» and 

"apply paint to celllna" mlqht delete "has oalnt" from the world 

model. 

Precondltlon-subgoal relationships are 

Inferred by the system from Pointers that li dicate which nodes 

represent detailed expansions of other nodes. These pointers are 

also omitted in the pictorial representation. The system assumes that 

every action but the last in such an expansion is a precondition for 

the last action. 

b. Tas<-Speclfic Knowledge 

Knowledqe about the task domain is given to 

the systeir in procedural form» written in the SOUP (Semantics Of 

User's Problem) language. SOUP is an extension of OLISP 118] that is 

interpreted in an unusual fashion. The process of planning 

transforms this procedural knowledge into the hybrid procedural net 

form» which contains both procedural and declarative information» and 

which represents a hierarchy of solutions to the particular problem 

at hand. 
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we win tirst present the statements ot snap 

tnat have been added to QLISP, (We will rail them K-statements.) Then 

*e win describe how the SÜÜP code is interpreted. Specific examples 

of äüUP code are presented In Section II,H,ltb. -• 

P-statements   that   refer   to  actions   are: 

PGDAL   - 

A PGOAL statement is of the form: 

(PGOAL query pattern APPLY team). 

Its  meaning  is similar to the QLI5P 

GOAL.  it has an additional argument, 

t;ie query, that specifies a veroal 

request for the rioal to be ahieved. 

Evaluation of a PGDAL results in the 

insertion of a new node in the 

procedural net,  it a true instance 

ot the goal pattern is found in the 

world model, a PHANTOM node is created. 

If no true instance is found, a true 

GOAL node Is created. 
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PBUILD - 

A PiliXLD statement is of the form: 

(PBUILD class-name query (ITEKATF...n. 

It  soeclfles  an  action  tnat  will 

build up a class of objects.  The 

query is a verbal request to nuiid up 

the class.  The iterate statement 

contains an arbitrary body of code 

that specifies the subactions entailed 

in processinq one element of the class. 

KvalUdtion of a PBUILD statement 

results in the creation of a BUIT',> 

node in the procedural net. 

PBHtAK - 

J 

PBREAK has the same syntax as PBUILIJ, 

It specifies an action that Iterates 

through a pre-existinq class of oblects. 

Evaluation of a PBREAK statement results 

in the creation of a BREAK node in 

the net. 
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world  niodel   are: 

PAND - 

A PANo statement Is of the form: 

(PA.MD exp-l exD-2 ... pxp-n), 

PANi)  specifies   a  collection   of 

expressions that mav he evaluated 

Independently, Execution of a PANO 

statement results In a n-way branchlnq 

In the procedural net. 

P-statements  that  refer specifically to the 

PIS - 

A  pis statement is of the form: (Pis 

exp),  it searches tor an instance 

of the exp that is true in the current 

world model.  If none is found, it 

causes a failure condition. 

PAS5ERT - A  PASStHT  statement is of the 

form:  (PASSEPT exp). 

It ma<es exp be true In the current 

world model and places exp on the add 

list of the current node in the 

procedural net. 
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Idnquaqes t20j , Kather, the action is mocked (we mean simulated, 

but we're already uslnq that term tor another operation) and the 

world model is updated as If the deep computation had oeen done and 

the action were accomplished in full detail. The Information 

necessary to continue the computation to further depths is stored as 

the body of code associated with tbe new nodes that are cr.ated in 

the procedural net. For example, wh2n a PGOAL statement Is evaluated 

(thus mocking the action that achieves the goal)» the team of 

functions associated with the statement Is placed as the body of the 

new node representing that goal. When a PBUILD or PBHEAK statement 

is evaluated, the ITERATE clause is stored as the new node's body. 

This type of evaluation results in the creation of hierarchies of 

Dians of Increasing detail. This scneme tnus extends the ability to 

do hierarchical planning as was done by ABSTRIPS [211 from a 

syntactically oriented declarative representation to SOUP's 

semantlcaliy oriented procedural representation, 

c.     The Planning Algorithm 

Initially, NOAH Is given a goal  to  achieve, 
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PDENY - |N^f 

PüENY  Is  similar  to  PASSEHT.   It 

makes exp be false and adds exp to the 

delete list ot the current node. 

•. ■'. 

when a P-statement that refers to  an  action 

(I.e.,  PGOAL,  PbUILD,  PRRfcAK,  or  PAND) is evaluated, it does not 

cause an arnltrarlly deep computation,  as  would  most  PLANNER-llke 
•"."-■, 

•. 
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.vlüAH first  builds  d  orocedural net that consists of a single goal 

node to achieve the given goal.  mis node h^s i list of all relevant 

SOUP functions as its body, and it represents tne Plan to acnieve the 

goal at a very high level of abstraction.   Tnis  one-step  plan  indy 

tnen be expanded by the Planning al-jorlthin. 

¥ 

The rlannlnq algorltnm of the NOAH system is 

simple, its Input is a procedural net. it expands the trost detailed 

Plan in tne net py simuiatlnq eacn node of the Plan in turn. In 

addition to building a detailed model of the effects of each action 

in the plan, tne simulation of each node will produce child nodes. 

Thus py simuiatinq the Plan, a new» more detailed Plan wm pe 

created. 

ft 
.■■• 

-•' 

• ■. 

■ -;■ 

The individual subplan for each node will be 

correct, but there is as yet no guarantee that the new plan, taicen as 

a whole, win be correct. There may oe interactions between the no*, 

detailed steps that render the overall plan invalid. For example, 

the individual expansions entailed In generating the plan in Figure 

5(c) from that in Figure 5(b) are correct, yet tne overall plan is 

invalid, since it permits painting the ladcer before palntlna the 

ceiling. 

Before the new detailed plan is presumed to 

work, the planning system must take an overall look at It to ensure 

that the local expansions make global sense.  This global examination 
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Is provided by a qroup of critics. These critics serve a purpose 

somewhat simiiat to that of the critics of Sussman's HACKtH [22J, 

except that foi NüAH they are constructive critics» desioned to add 

constraints to ^s yet unconstrained Plans, whereas for HACKCM they 

were destructive critics *hose purpose was to reject incorrect 

assumptions reflected in the plans. 

Kor example, a constructive critic win alter 

the Painting Plan in Fioure 5(c) to ensure that tne endangered 

subJoal, painting the ceiling, is achieved .■•efore the step that 

endanoers it» namely painting the ladder. After this critic has 

altered the Plan» it *iii aPPear as in Figure 5(d). Note that 

olanners that use a linear representation of plans cannot solve such 

uroolems without extensive use of bactctractcing, or sophisticated plan 

optimizat ion. 

, - - ■ 

is as follows: 

The algorithm for the planning process, then» 

(1)  Simulate the most detailed plan in the 

procedural net.  This win have the effect 

of producing a new, more detailed plan. 

(2) Criticize the new olan» performing anv 

necessary reordering or elimination of 

redundant operations. 

(3) ^o  to  Step   i. 
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Clearly, tnls alaorltnm is an 

overslmpliflcationi hut for the purposes of this report we ^ay 

imagine that the Piannlnj process continues until no ne* -letalls dre 

uncovered. (in tact, tor the complete problem solvino and execution 

monitoring system, rt local decision must be made at every node about 

wnether It should be expanded.) 
■ ■'. 

i 

A detailed example of the generation of a 

plan tor assembling a disassembled air compressor Is presentee In 

•■iectlon 11.H.4. 

A recent paper [23] discusses In more detail 

the problem solving aldorlth7>s, the constructive critics, and a 

comparison of this approach with other recent woric. 

d. The Execution Algorlthr 

The output of the planning process Is a 

procedural net, Khlcr, was developed as a hierarchy of partially 

linearized plans, Kloure 6(a) suggests the planner's viewpoint of the 

procedural net. The same procedural net is also the Input to the 

execution portion of the system, ihe execution algorithm views the 

net differently, however. It sees the procedural net as a co.lection 

of  action  hierarchies,  as  suggested  oy Figure 6(b).    An action 
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hierarchy, consisting ot a node representing ^n action, together with 

- Us children nodes representing suoactlons, together with tnMr 

descendent nodes, will be termed a wedge. Tne execution monitor 

views the procedural net as a sinale «edge, to whicn it applies the 

following aigorlthrr: 

CD  Asx the apprentice to accomplish tne 

action represented by the node at the top 

of the wedge. This Is done by saying the 

node's guery to hin. 

(2)  It he resuonds positively, assume the 

current wedge has been accomplished, and 

so assume the current wedge has been 

successfuly executed. 

(i)  If he responds negatively, assume he 

neeas a more detailed breakdown of tne 

action, and so execute in turn all the 

subwedges headed by children of the 

current wedge. 

Actually,  the  algorithm Is more complicated 

than this.  The apprentice may make a wider variety of responses.  To 

:'•-• 

- 

I 
r 

■.■ 

each  guery,   his  possible   responses  are: V-" 
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Atflrmatlve responses - Yes, OK, \up,   Check... 

This type ot response Indicates tnat 

tne .pprentlce understands the 

Instruction and Is able to do It. 

In fact, in the current lirplementatlon, 

the cnc proqram assurres that the task 

has oeen conpieted.  This type of 

response signals the execution 

alaorlthm to .Tiove on to the succeeding 

wedge. 

: 

Negative responses - NO. HOW, Can't... 

Tnls type ot response Indicates that 

the apprentice needs help before he 

can perform the Indicated action. 

Tnls signals tne procedural net 

program to move to the first child 

node. 

Repeat responses - Ahat, Huh... 

This type ot response indicates tnat 

the apprentice did not hear the 

Instruction or *as not sure what was 

said.  Please repeat.  The program 

merely repeats the query. 
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Motivation response - wnv 

Tne apprentice vants to know why a 

certain task needs to oe done.  The 

current response to tnls question is 

for the procedural net program to list 

the tas<s that remain to be done at 

that level.  These corresoond to the 

queries ot successive nodes that have 

the same parent as the current node. 

If the apprentice still wants to know 

why, tne proaram then repeats the query 

associated with the parent node.  This 

process may be repeated until there are 

no more parent nodes. 

r 

fcscape responses - break. Pause, Graphics,., 

These responses are temporary expedients 

to allow Interaction with other portions 

ot the CBC system, such as the graphics 

Package.  (See the description ot the 

CöC fcxpert System in Section II.F below). 

This allows the apt>rentice the opportunity 

to ask questions like "where," "what is 

this," and tht like. 

*ihen the too ^edge of tne procedural net  has 
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been  successfully  executed,  the  Execution  pnase  terminates with 

"Thanic You-. 

The current system's ability to monitor the 

execution of a 'ask is limited, and its ability tc respond 

intelliqently to unexpected failures is nil. During the coming year 

we plan to focus considerably more energy on the execution monitoring 

aspect of the assembly/disassembly task. 

3. The Semantics of Assemoly and Disassembly Actions 

a. Relations 

i>j 

■J 

In order to model the processes of assembling 

and disassembling equipment, we have defined a set of entitles and 

relations that are used to describe a device in arbitrary stages of 

assembly and disassembly. The definitions being used In the current 

system are given In this section along with examples that relate to 

the air compressor. These definitions form the basis for the SOUP 

functions that produce a procedural net of Plans for assembly and 

disassembly. The SOUP functions will be described In Section 

H.B.3.b. 

n Connections 

A "connection" Is defined between any 
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t*o components that are fastened to eacn other «nen a device is tullv 

assembled. The elements ot a connection are an ordered pair of 

components, wnere the orderinq impiles that tne first component is 

fastened to tne second component, for example, we have (CONNKCTION 

PUMP PLA1F0KM) ratner than tCONNecriUN PLATKUHM PUMF), since one 

would say "connect the pump to the olatform" rather than "Connect the 

Platform to the pump". In the cases ^rhere no intuitive or actual 

assymetry exists between tne components, we determine wnetner one of 

the components supports tne other in the fully assembled device. if 

so, the supnortee is the first Pierrent of the Pair, In the 

remaining cases, ^here neither criterion applies, an arbitrary 

orderinq ot the components is chosen. 

0 

;•:■ 

The connection relations are usej for 

detinino the canonical locations ot components for tne fully 

assembled device, rather than for specifvina actual locations of 

components at any Particular time. Thus, connection relations remain 

unchanged during aasemoly and disassembly. 

ii) Fastenings 

Connections usually represent 

components that are fasteneo toaether ny bolts, screws, machine 

screws, or setsrre*s. The objects that tasten components together 

are referred to as "fastenings", A bolt with its nut and washers is a 

standard  type ot fastening,   examples of fasteninas include each of 

V 

-'- 

i 
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the tour nut-washer-tol t asserrblies tnat connect the pump to tho 

Platform and each ot tne ten sheet metal screws that fasten the belt 

houslna cover to the frame. 

WS 

The association between a fastening 

and the components It fastens is represented by storing witn each 

connection tne fasteninos that hold it together. Table 1 lists some 

of  the connections and fastenings that are currently used by the CBC 

system 

Table I:  CONNECTION txpressions for the Air Compressor 

(CONNECTiON Hump Platform) 

FASTENFN«öOLTON 

KASTE;N1NG=(_B0LT Pu-ripbase Platform -WASHER -NUT) 

LtNCTHsl.25 

DIAMLTEHs.3125 

NUMBERB4 

(CUNNtCTlüN Motor Platform) 

FASTENFNrBOLTÜN 

FASlfcNING=(-BüLT Motorbase Platform -WASHER -NUT) 

LEiMGTH = l 

DIAMETLH   =.25 

NUMbEP=4 
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•;.    (CONNECTION Pumppulley fump) 

7 F ASTtNFNsrtHE-JLLON 

P ASTENING=(„St:TüCH(:,A FUmppuuey PUmPShaft) 

LKNGTht=.2b 

CI DIAMfcTEKx.ZS 

NUMbKRB2 

I    (CUMNKCTION Motorpuiley Motor) 

t ASTtNfNsWHKKLUN 

F ASrtNliMGsf-StTüCHEw '^otorpu l ley Motorsnat t) 

L,F.NGTh=.2b 

DIAMfcT&H=.25 

NUMBFR»! 

(CUNNtCTION Belt pumppulley) 

fASTENFN«BELTON 

(CQNNECI1UN belt Motorpulley) 

F ASTfcNFNsHEl.TON 

(CUNNECTIUN PumPbracr Pump) 

\ ASTEUFNshOLTClN 

FASTENlNGs(„buLT Pumpbrace PuinptOD) 

LENGTH=.7b 

DIAMF1EH=,3125 

NUMhF.H«! 
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(CONNECTION Pumpbrace yelthousinqframe) 

fASTENFN«SCREWON 

KAöTENIMG=(_SCRt:w   putnDbrace  BelthoU3inafrarie) 

LFNGTHs,5 

DIAMETERS.25 

NUMBF:R=2 

(CONNECTION Belthousinqcover Be 11housImtrame) 

FASTENFN»SCRLWON 

FASTENlNG=(_öCRE^ Beithousingcover BeithousinQframe) 

LENGTHS.b 

DIAhEXER«,2b 

NIIMBEB«10 

"H 

I 
. 

(CONNECTION Aftercooler Pump) 

FASTENFNsSCHE^lNTO 

FEMALEBPUIBP 

KAI.E; = Af tercooler 

(CONNECTION Attercooler AttercoolerelDow) 

FASTENFNsSCRErtlNTO 

FEMALEsAftercooler 

MALEsAttsircoolerelbow 

-,_•.■ -.•.-.-,.■•   •.•.■.•, . - . 
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ill)    ChunKs 

.%' T*o component« x and Y have a 

connection path defined oetween them it there exists some sequence ot 

connections between components X-ci, Z\-C.2, ..., CN-Y, A "ChunK" is 

a collection of components that have connection paths defined amon" 

them and are all positioned with resoect to each other; i.e., a 

positioned suoasrembly. we define tne "loose ends" of a chunk to be 

that collecr.ion ot connection relations between memoers of the chunk 

and nonmembers of the cnunk. For example, an Isolated single 

component can pp considered a chunk and all the component's 

connections would be considered loose ends. If a chunk is positioned 

with respect to some other chunk, then the loose ends set of the 

newly formed (larger) cnunk consists of those connections that were 

elements ot exactly one of the loose ends sets of the two old chunks 

(since connections that were loose ends of both the old chunks are 

now connections between members of the new chunk.) 

lv) Fastened/Unfastened 

It X is a fastening, then the 

relation (FASTEfJED X) Is true whenever X nas been Inserted In Its 

proper place and tightened.  For example, a  fastened  nut  and  oolt 
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assembly ireans that the bolt, nut, and all associated washers are 

firmly In place. Similarly, (UNFASTENED X) Is true when thf fastenlnu 

X Is disassembled and removed from its proper position. 

v) Fosltloned/Extractea 

If components X and i have a 

connection defined oetween them, then the relation (POSITIONED X Y) 

Is true whenever X and Y are In the same chunk. Similarly, if 

components X and Y have a connection defined oetween them, then the 

relation (EXThACTFO x Y) Is true whenever X and Y are in different 

cnunics and X and * do not restrict each other's movement In any 

meanlnafui way. 

. 

Chunk descriptions and the relations 

POSITIONED and EXTRACTED are redundant, since being a loose end 

implies EXTRACTED and not being a loose end implies POSITIONED, 

I 

It is convenient to define the 

relational form (POSITIONED X) to be true for a component X if and 

only it (POSITIONED X Y) Is true for each Y such that (CONNECHON X 

Y) is defined. Similarly, (EXTRACTED X) is defined to be true for a 

component X it and only if (EXTRACTED X Y) Is true for each Y such 

that (CONNECTION X Y) is defined. 

vl)     Attached/Detached 

If (CONNECTION X Y) is defined,  then 
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the relation (ATTACHfcD X Y) is true whenever (FASFFJNED Zi is true for 

an fastenlnqs Z dssocldted witn the X-Y connection. (Note that 

ATTACHEü and FA%STENED can only ne tru? it POSlTIUNkD is also true.) 

Similarly, it iCONNECTION X Y) is ilefined, then the relation 

(JETAChFD x i) is true wnenever (UNFASTENED i) is true tor all 

fastenings Z associated witn the X-Y connection. 

we also define tne relational form 

(ATTAChED X) to be true tor a component X if ani only it (ATTACHED X 

Y) is true tor each Y such that (CONNECTION X Y) is defined. 

Similarly» (DETACHED X) is aetined to be true tor a component X it 

and only If (DETACHED X Y) is true for each Y such that (CONNECTION X 

Y) is defined. 

vii)   Connected/Disconnected 

For any components X and Y» the 

relation (CONNECTED X It) is true whenever (ATTACHED X Y) is true, and 

tne relation (DISCONNECTED x Y) is true whenever (EXTHACTED X n is 

true. (None that ATTACHED implies POSITIONED and EXTRACTED implies 

DETACHED.) 

•■■.■ 

we also define the relational form 

(CONNECTED X) to ne true for a component X if and only if (CONNECTfcD 

X Y) is true for each y such that (CONNECTION x n is defined. 

Similarly, (DISCONNECTED ,:) is defined to be true tor a  component  X 
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X) Onhari 

• >.». It X Is a coTiponent of ^ fastening or 

is a tool, then the relation (ONHAND <otf)ect-tyDe ot X> X) is true 

whenever X Is In use oy or Immediately avaiiaoie to the technician. 

This relation is typically used for objects such as screws, oolts, 

nuts, washers, setscrews, wrenches, or screwdrivers. 

xl) Stdrtedin/laKenout 

It X is a fasteninq, then (STARTEDIN 

X) Is true whenever the components of X have been positioned with 

respect to the connection thc:t they fasten. Similarly, if X is a 

fastening, then (TAKtNOUT X) is true whenever the components of X 

have been reiroved from the connection that they fasten. 

xii) 'ightened/Loosened 

It X is a fasteninq, then (TIGHTENtD 

X) is true whenever the components ot X have been tightened. For 

example, a bolt-washer-nut fastening if tigntened by turning the nut 

onto the bolt until tight. Similarly, (LOüSENED X) is true whenever 

the components of a fastening are loosened. The relations 

STARTED1N/1AKKNÜUT and TIGHTENED/LOOSENEO for fastenings are 

analogous to the relations POSlTlONtü/t-XTHACTED and 

CONNECTED/DISCONNECTED for components. 
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xlli)   Spindled 

SHIi^DLLD is a relation that applies 

to a fasteninq and a list of components, Tne SPINDLEU relation, if 

true, implies that the objects are fastened together in the order 

listed in the relation. An example is (SPINDLED boltl fump Platform 

dasherl Nutl), This type of relation is used to keep track of 

associations between partlcJlar bolts, nuts, washers, and the like. 

xiv)    Applied 

The relation  (APPLIKü  <tool-tYPe> 

<tastenlng-name>) Is true whenever a tool of the  specified  type  Is 

belno  used by  the  apprentice  to tighten or loosen the specified 

fastenlna. 

b. Describing       Actions       for Assembly and 

Disassembly 

The     relations     described     in     the  preceedlnq 

section  imply  a  hierarchy   of   actions  to     be     used     in     forming    plans 

aoout     assembly     and     disassembly    of     equipment.       Accordlnoly,   SOUP 

functions   have  been  written   to  achieve   all   tne     relations,     referrinq 

explicitly  to   tools   and   fastenings  when  appropriate. 
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Figure»  7  and  3 snow the relations/actions        'A 

hierarchy tor assembly and  disassembly  planning.   The  upper  case 

names   refer   to   relations;   the  actions,  or  SOUP  functions 

correspondlnq to those relations» are lower case names.  Trie vertical 

lines  connectinq the Mocks in tne figures indicate dlfterent levels 

of the hierarchy, and imply function  calls.  wnen  a  SOUP  function 

calls more than one lower level SOUP function, tnls is indicated by a 
• 

horizontal line. Some of the assembly actions are described below. 

ASSRMPLK (ULAMBDA CASSEMBLEÜ -ObJ) 

(APPLY CFUNCTlüiM PAND) 

(MAPCAH (GtTP $UbJ (ulUUTE COMPONENTS)) 

(FUNCTION iLAMHüA (X) 

(tC^GOAL (INSTALL (« X)) 

(USIALLFD (t«i X)) 

APPL^ (INSTALLO»J)))J 

:■:: 

A list ot COMPONENTS has been previously set up. To assemble tne 

object, set up a goal for installina each component separately, if 

any component is already Installed, this information win be already 

stored In the world model. pGüAi *ill discover this tact, a PHANTOM 

node will be Inserted in the nee» and the apprentice will never be 

Instructed to install a component unnecessarily. 
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ASSEMBLED 
assemble 

INSTALLED 
installotaj 

CONNECTED 

connectobj 

I 
1 i i 

1 

POSITIONED ATTACHED 
posltionobj belton 

bolton 

screwinto 
scremon 
weldon 
wheelon 

FASTENED 

fastenobj 

ONHAND 
lookforobj 

STARTEDIN 
startin 

lookforsubstituteobj 

TIGHTENED 
tightenbolt 

tightenmachinescrew 
tightenscrew 

tightenset screw 

ONHAND 
lookforobj 

lookforsubstituteobj 

APPLIED 
useallenwrench 
usescrewdriver 

usewrench 

SA-3805 7 

FIGURE  7       FLOW CHART  FOR  SOUP  FUNCTIONS  IN  THE  ASSFMBLY  DOMAIN 

60 

i 

.        • -     .     .] 



**^y~r~i?-ir~T*7*^*~r~i?**w*i~i*T*y^^ 

.■• 

,e 

DIASSEMBLED 
unassemble 

REMOVED 
uninstallobj 

DISCONNECTED 
unconnectobj 

DETACHED 
unbelton 
unbolton 

unser ewinto 
unser ewon 

unweldon 
unwheelon 

EXTRACTED 
unpotitionobj 

UNFASTENED 
unfastenobj 

1 
1 

i ' 
LOOSENED 

untlghtenbolt 
TAKENOUT 

unstartin 
""•■»"•»"Ml 

untight« 
untighten 

mserew 
set screw 

ONHAND 
lookforobj 

lookfor- 

substituteobj 

APPLIED 
useallenwrench 
useserewdriver 

usewrench 

SA-3805-8 

FIGURE 8      FLOW CHART  FOR  SOUP  FUNCTIONS  IN  THE  DISASSEMBLY  DOMAIN 
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1NSTALL0BJ (ÜLAMPDA (INSTALLED -UBJ) 

(UPRUG (»-ÜHJ2) 

(APPLY (FUNCTION PAIMü) 

(MAPCAH (CUP (INoTANCES 

(CONNECTIUN $ÜBJ »-ÜBJ2))) 

(FUNCTION (LAMBDA (X) 

(SETO X (CADOH Xn 

(t(PGUAL (CONNECl SUHJ TO (@ X)) 

(CONNECTED SÜBJ (tf» X)) 

APPLY (CUNNtCTDBJ) ) )] 

Each defined connection relation is explicitly stored  In  the world 

model.   The  ULISP  function,  INSTANCES,  will  retrieve  all those 

connections that Involve SOBJ.   Then a qoal Is set  up  to  connect 

$OBJ  to  an other components. Notice that the P-function» PAND, is 

used to make a conjunction of all the connections; the procedural net 

critiques will put the conjuncts In the best order for execution. 

CGNNECTUBJ (ULAMBDA (CONNECTED -OBJ1 -04J2) 

(PGOAL (POSITION $UBJl UN $UBJ2) 

(POSITIONED $0BJ1 $OBJ2) 

APPLY (POSITIONOBJ)) 

(PGOAL (ATTACH $0BJ1 TO SOBJ2) 

(ATTACHED $ÜBJ1 $OBJ2) 

APPLY (((MQGET (CONNECIION sOBJl $OBJ2) FASTCNFN)))) J 
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t 
In order to connect two objects, they most first be  positioned,  and 

then  attached  to each other. The tyoe of attschrrent Is Implied by 

the fastening function property, FASTENFN, stored on each  connection 

relat ion. ■■-•- 

POSITlONC'CJ (QLAMHDA (POSITIONED -ÜBJ1 -übJ21 

(OPPOG («-MUBJ - FOBJ) 

(SELECTü IUGET (CONNECTION $OöJl sUbJZ) FASTENFN) 

(WHEELON CPGOAL (PLACt; THf   SUBJl UN THF SUBJ2 

SHAFT IM SUCH A WAY THAT THF: 

FLAT SIDE OF THE SHAFT IS ALIGNED 

WITH THE FLAT  FART INSIDE THE 

CENTER HOLE OF THE SORJl AND THEN 

PUSH THE SOBJl UMTU THE SOBJ2 

SHAFT AS FAR AS YOU CAN) 

(PUSITIUNED SOBJl $08J2) 

APPLY ML)) 

(BELTUN (PGOAL  (PÜSITIÜN $übJl Ju   GROOVE ÜF $ObJ2) 

(POSITIONED SOBJl $ObJ2) 

APPLY C-'XPLAINHELTPOSITIO*)) ) 

(SCPEwlNTÜ (üGET (CONNECTION SOMJI sOBJ2) 

FEMALE »-FOBJ MALE-MOBJ) 

(PGOAL (PLACE THE END OF- THE S^OBJ 

NEX1 TU THE HULt Ofr THE $FOBJ) 

(POSITIONED SUBJI $OHJ2) 

APPLY ML)) 

3 

:■:.- 

.-•■: 

.-•, 
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(PGUAL (PLACE THt $OBJl AND TMt S0BJ2 NEXT TO EACH 

OTHER IN bUCH A WAY THAT HOLES IN THE $UBJ1 

AUE MATCHED UP WIH HOLES IN THE snBJ2) 

APPLY ML)))] 

This is a general positioning function that gives instructions about 

four different types ot Positlonings: Wheels, belts, components that 

screw into other components, and, finally, components tnat are 

connected with fasteninqs such as bolts, or screws. 

BOLTON (QLAMBDA (ATTACHED -UBJl <-OBJ2) 

(PGÜAL (USE BULIS TU CONNLCI $ObJl AND $OBJ2) 

(FASTENED BOLT (SOBJ1 $OBJ2)) 

APPLY (FASTENOBJ))] 

This is an example of an attachment function, applying to components 

that are to be bolted together. 

FASTENOBJ (ULAMBDA (FASTENED »-FASTENING (-OBJ 1 .-0BJ2 ) ) 

(QPHUG (»-OBJECTS-LENGTH -H  -DIAMETER -C 

-COMPUTATION -VARIABLES 

(-FASTENINGS (MKATOM (CONCAT SFASTENING "S")))) 

(QGET (CONNECTION SOBJI $OBJ2) 

FASTENING -OBJECTS   LENGTH -LENGTH 

NUMBER -N SHAPE -SHAPE   DIAMETER - DIAMETER) 

(COND ((EQ $N IH^ATCHO -FASTENINGS PLASTEN 1NG) )) 
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(We hdve omitted a section of code nere that sets SVAH1ABLKö 

equal to tne list of variables in süHjeCTä.  These 

are the bolts» washers, nuts, screws, etc., which 

are not exrllcltiy specified by name.  The code 

constructs a query of the form "qet two 13 bolts and 

two »4 washers and t^o »3 nuts" to be used In the 

subsequent PBUiLü statement,  rhls special query Is 

saved as the value of tCOMPUTATlON,) 

CPBU1LD (CLASS --C) 

(GET (1 (9   (CDR (APPLY (FUNCTION APPEND) 

sCü^purAriüN))))) 

(ITKR^Tt: $N IVARIABLES 

(MAP2C SCLIMPUTATION SVARIARLES 

(FUNCTION (LAMBUA (X Y) 

(PGÜAL (GLT ÜNr: (! (f (C0ÜB X)))) 

(ONHAJÜ (H (MKC0N5TANT Y)) (^ Y)) 

APPLY (LUüKKUHÜBJ) lYPt (ü (CDDH X))))) 

(«PUT (CONNECTION SUBJl S|JBJ2) HARDWARE $C) 

(PBHEAK (CLASS--C) 

(LOOSELY FASTKN Tdt $M $F ASTEN l.MGS) 

(ITERATE |N SVAHIABLES 

(PGOAL (START IN ONE $FASTEN1NG) 

(STARTEDIN SFASTEMNG (P(t $ VARI ABLES) ) ) 

APPLY (STARTINJJ 

(MAPC SVARIABLES (FUNCTION (LAMBDA (V) 

(SETQ V (LIST (UUOTE UNHAND) 

(MKCONSTANT V) V)) 

(PDENY (i (T (0 O)))))))) 
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V 
(PbHtAK (CLASS --CJ 

(TIGHTEN THt; $N SFASTCN1NGS) 

(ITtBATE. SN SVAHlABLtS 

(PGOAL (TIGHTEN ÜNE SKASTtNING ) 

(TIGHTENED SEASTENING ((a ( t $ VARIABLES) ) ) 

APPLK (TIGMTENdOLT 

TIGHTENMACHINE5CREW 

TIGHTEMSCHErt 

flGHTE.\lSETSCREW)) )) J 

In fastening objects toqether, first get the fastenings, then loosely 

fasten them, then tighten them. The Initial QGET statement retrieves 

the properties of the fastenlnas themselves (length, diameter, 

number, and so on). The PBUILD statement instructs the apprentice to 

physically get the fastenings. The two PBREAK statements tell the 

aoprentlce what to do with the fastenings to ma<e the connection. 

TIGHTENbULT (QLAMBDA (TIGHTENED BÜLT («-.BOLT -^0)) 

(QPRDG C-.WRENCHl <-WRENCH2 - MUT ) 

(COND ((OR (NULL $0) 

(NUT (EQ (GETP (MATCHQ «-NUT (FLAST $0)) (QUOTE TYPE)) 

(liUUTE NUT))))) 

(PGUAL (FIND A wRENCH TO FIT IHE BULT HEAD) 

(ONHAND ARENCH <-^RErvCH2) 

APPLY (LOÜKFÜROHJ) TYPE FRENCH) 

(FDENY (ONHAND WRENCH $WHENCH2)) 
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(PGfJAL   (üSfc-   THF   WRENCH   TO   TURN   THK   BÜLT 

CLUCKwlS^:   UNflL,   KA1RLY   TIGHT) 

(APPMEID   8WRENCri2    SBOLl) 

APPLY    (UStWREMCH))) 

(T    (PGt)AL    (FIND   A   FRENCH   TU   FIT   '[HK   NUT) 

(ÜNHANÜ   WRENCH - VMRENCHI ) 

APPLY   (LUOKFOHUbJ)    TYPE   WRENCH) 

(PÜtNY   (UNHAND   WRE'MCH   SWRENCHl)) 

(PGÜAL   CFINf   A   WRENCH   TO   FIT   THE   BOLT   HEAD) 

(UNHAND   WRENCH  -WRENCH2J 

APPLY    (LOCJKflJRUriJ)    i'YPE   FRENCH) 

(PDENY    (ONHAwD   WRENCH   SWREUCH'^)) 

(PGUAL   (USh   THE   FIRST   ARENCH   TU   HOLD   THE   NUT   FIRMLY) 

(APPLIED   $WRENCH1    |NUT) 

APPLY   (USEwRENCrt)) 

(PGOAL    (ÜSt:    THE   SECOND   WRENCH   TO   TURN   THE   bGLT 

CLOCKWISE   UNTIL   FAIRLY   TIGHT) 

(APPLIED   $WRE'<CH2   SHOLT) 

APHLY    (USEWRENCH) ) 

(PASSEHT    (UNHAND   WRENCH    $WRENCHl)))) 

(PASSERT   (ONHAND   WRENCH   $WRENCH2))] 

m 
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This is an example of a particular tlqhtenlna function. 

(TIGHTENSCREW, TIGhTtNMACHINESCHEW, and TIGHTENSETSCREW are similar.) 

Tne process requires the apprentice to get the tools and use them. 

While the tools are in use, they are declared to be "unavallabie" by 

the PDENY statements. They are later made available again oy 

PASSEHT. 

It is Important to notice that none of the 

SOUP-functlons described In this section actually refer to an air 

compressor In any way. Ti.ey refer to members of a COMPUNKNTS list 

and to a set of CüNNECTION relations that are stored in the world 

model. Tools are explicitly referrei to In the lower level 

functions» as are fastenings such as screws, nuts, and bolts. 

Ail the specific Information about the air 

compressor Is coded Into a single Initializing function that sets up 

the world model betöre any of the procedural net Is built. The 

Initialization function contains many expressions of the following 

form: 

(ASSERT (CONNECTION PUMp PLATFORM) 

FASTENFN BOLTON 

FASTENING (-bOLT PUMPBASE PLATFORM «-WASHER - NUT) 

LENGTH 1,25 

DIAMETER ,3125 

NUMBER 4) 

(Other examples were shown in Table 1 above,) 
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Thus we expect thdt It would be relatively easy to 

convert the current planning and execution monitoring program to 

another example ot electroiriechanical eguipment. 

4. Examples   trom  a  Demonstration   System 

a. A Detailed irdce of the Planning Algorithm 

The NriAH system is invoked with a top-level 

goal as its argurrent. An initial procedural net is bunt, with tne 

structure shown in Figure <i(a). Tne body of the GOAL node is the 

vaiue of a üLI.sp vanaoie that is bound to a ust of an top-level 

SOUP functions (in this case, ASSEMBLE and DISASSEMBLE)• 

The planning algorithm is then applied to tne 

most detailed plan in the initial net. At this point, the most 

detailed plan consists of the single GOAL node. Tne GUAL node is 

simulated, wnich means that the functions in its body, namely 

ASSEMBLE and DISASSEMBLE, are applied in turn to its pattern 

(ASSEMBLED AlFCOMPKESSUR) until some function does not fail, (Note 

that this is essentially equivalent to evaluating the QLISK statement 

(GUAL (ASSEMBLED AIRCUMPRESSUR) APPLY (ASSEMBLE DISASSEMBLE)).) 

The   function  ASSEMBLE  «as  reproduced  In 
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Try To Achieve 

(Assembled Aircompressorl 

(a) 

u.V. 

Install 
Pump 

Install 

Pump Brace 

Instn 11 

Pump Pulley 

Install 
Belt 

Install 
Belt Housing Cover 

Install 
Attercooler Elbow 

Install 
After cooler 

(b) 

SA  3805 9a 

FIGURE  9      PROCEDURAL NET OF  THE   DEMONSTRATION  SYSTEM 
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Section 3 af>ove. it evaluates the exoresslon (PAMP (PbUAL (Install 

COMP-l) (INSTALLED COHP-l) APPLY (INSTALLOBJ)) ... (PGÜAL (Install 

COMP-n)(INSTALLED CüMP-n) APPLY (INSTALLOBJ))). for components COMP-1 

through COHP-n of the air compressor. (-valuation ot the PAND 

staterrent results In the evaluation ot each of the PGOAL statements. 

When each PGOAL statement is evaluate-!, the expression (INSTALLED 

COMP-1) is asserted in the current world model, and a new node is 

Placed in the procedural net. The new node will have (XUSTALLED 

COMP-i) as its pattern, and wui nave (INSTALL08J) as its body. 

A- 

Because the PGOALs are inside a PAND 

statement, the nodes that tney generate in the orocediiral net are not 

linked linearly. Rather, they are liniced In parallel to special SPLIT 

and JOIN nodes, as depicted in Figure 9(b). rhis completes the 

simuidtion of this level of the Plan, 

At tnis level the critics do not yet have a 

sufficiently detailed model to analyze, ana so they prooose no 

alterations to the plan. 

Next the new, rnore detailed plan is 

simulated. This mp^rs that eacn of its nodes, in turn, win be 

simulated. First, the SPLIT node is simulated, and this results in 

the creation of a new SPLIT node at a lower level of the procedural 

net. Then, each of the GOAL nodes is simulated, by applyina the 

function INSTALLOBJ to  its  pattern.   IIMSTALLOBJ  con*ains  a  PAND 

■■:-\ 
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statement. tsee section 3 above). Kach application of INSTALLOHJ 

represen:s the installation o'f c» particular component. Evaluation of 

the FAML statement in T'STALLuHJ *iii result in the qeneration of a 

parallel gro"p ot GUAL nodes sp.cifylnq all the connections to be 

nade to the qiven component in the fully assembled air compressor. 

Finally» the JIUN node is simulated» resuitinq in the creation of a 

new JOIN node. The new, most detailed level of the procedural net 

looks Ilk* figure ^(c) at this point. Now, it preconditions had been 

detJned '.or each connection, the critics would be able to modify this 

structure to appear as in Figure y(d). However, the preconditions 

have rot as yet been encoded, and so the demonstration system relies 

on the intelligent Initial oMering of the components list by the 

detiner ot the domain. The critics do, however, clean up any 

superfluous SPLITS and JLHNs. 

. •■. • 

.---■•" 

Expansion of the net proceeds in this manner, 

until a predetermined depth has been reached. In the future the 

depth of expansion will be determined by a model of the apprentice's 

capabilities. Further expansion can, of course, occur during 

execution of the plan it the apprentice requires more detailed 

instructions. 
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Connect Pump To Platform 

Connect Pump Brake To Pump 

Connect Pump Brace 

'o  Belt  Housing  Cover 

Connect Pump Pulley To Pump 

Connect Belt To Pump Pulley 

Connect Belt To Motor Pulley 

Connect Belt Housing Cover 

To Belt Housing Frame 

(cl 
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FIGURE 9       PROCEDURAL NET OF  THE  DEMONSTRATION  SYSTEM   (Continued) 
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b. A Sample nialon 

A satiole dialog was alven In Section I,B.3 

above. It extiiblted an Interaction oetween the CBC expert (FJ) and ".ne 

apprentice (A) ani contained a few annotations and explanations ot 

the Interaction, This type of dialog is produced from the execution 

of a previously-constructed procedura] net, although it is possible 

to have the net constructed "in real time" as the apprentice gives 

answers to the Instructions of the expert, A given procedural net can 

produce many variations ot dlaloa accordlnq to the level ot 

experience of the apprentice. This makes it a powerful base on which 

to build the rest of tne system's capaoi ut les, as wm be descrioed 

in succeeding sections ot this report. 

C A Geometric Model Used for Polntlna In the CFC Prnlct 

1 . Jntroduct1 on 

we have devised a method of computer modeling of the 

shapes of mechanical parts jnd assemblies» and we havp devised a 

number of algorithms for manloui^tlna the models, TheSp have been 

Incorporated Into a demonstration nroaram modellnq the air 

compressor. The proaram constructs models of the- compressor from 

symbolic descriptions, dlsoiays an Imaoe in Perspective, and mav be 

used to Identify or point to various parts of the compressor, by 

means of 9  television camera an 1 laspr ootntpr. 
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The roTPUter represent^tjon of complex assemblies ts 

hullt from nrimitJve solHs (cuhps, w«»Hoes, ani cvl Inders. 1 In this 

resnert, the mnHMs are Similar to those i*»scrlh«»d hv ^^^id r24] anri 

others [2S, 2^], The Principal characteristics which we bplleve to 

he unique In this Imp ipinontat Ion are the OSP of symbolic "attachTient 

points" to specify the relative oosltlonr of parts with resoect to 

one another, and the retalnlnqt of sv^bollr and descriptive 

Information alono with purelv oeometrlo information. 

We use the nrdels in the followlna ways: An 

apprentice may "point to" various parts of the compressor by toucnlnn 

chat part with a wand with a s^all Haht bulb at Its tip. The 

computer responds by namlna the part. Alternatively, the 

apprentice may ask t.h*1 computer to alii the las*»r pointer at a named 

part, 

The system at present maV be described as "oraPhlrs 

oriented", in the sense that It Infers appearances from oeometrlc 

models» rather tban In^errlnn oeometrv and structure from appearances 

as a "vision oriented" system would, we are In a preliminary phase In 

the developmppt of the modellm capability. As we qaln experience, 

the system will oe extended to provide a basis for scene 

understanding In the wortcshop domain, and to do aeometrlc reasonino 

for Mannlna purposes. 
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The dp^onstr^t ion system consists of twn iroiiuies for 

"forks" In TFNFX parlance), one ooeratlnq In ^ LISP environment *nd 

one operatlna under SAIL. The LISP Portion mananes symbolic 

descriptions to determine the structural and snatlal relations amono 

parts. The SAIL nortion keeps the specific opometrlc descriptions and 

absolut« spatial Positions, and also contains algorithms for 

manipulatlno visible outlines. The symbolic/structural data 

structures and aiqorlthws arp doscrihpd in the next subsectirn» and 

the oeometric/spatial in the one following. 

7. Symbolic and Structural Models 

Thp basic unit of structure In our modellno svstem is 

the "oart". Descriptions of complex objects are bunt hierarchically 

from simpler obiects. Thus a par!: may represent somethlnn as simple 

as a primitive bulldlno block, or as complex as the entire 

workstation. Associated with each part are a number of properties 

that describe its structure and position, and define attachment 

points for use In assembllm parts Into higher-level assemblies. 

Two kinds of parts arp used. "Model parts" make use 

of dummy parameters to specify their variable dimpnsiors, and are 

usualiv described in a canonical Position. "Actual Parts" are cooies 

of model parts that have a specific position and oripntatlon in space 

and dummy parameters replaced by actual numbers.    VodPi  parts  arp 
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created  by  a  pronram-ner  or  desinner  in  sneclfvlnq  a  Rlere of      X 

eoulpTient; actual oarts are created by the nrooraT. in  either  case, 

all  Information  about a oart Is carried on the prorertv list of the 

LISP atoir. representino the part. 

The system is b«*st described bv example. Consider 

the description of the Mr compressor's oumn. Kor the purposes of 

qeometrlc mndelino, the pumo Is modeled as two rectilinear olocks 

stacked as shown in FMcmre tn. The model rart PUMP contains nn its 

oroperty list thr follo^inn; 

STRlirTURE 

[(CRANKCASF:  (BHICK 5.0  3.5 5.511 

(PlSTnN-CYMNDF«» (HRrCK 3.1 3.1 5.01 rRFF CPANKCASE T0P)1] 

This description says that the pump Is the union of 

two simpler parts. The first item in each subitst is a symbolic name 

to be used within the context of the nuno to refer to the subparts. 

The two sunparts of the rump are assigned the symbolic names 

CRANKCASF and PISTON-CYLlMDEP. Thp second Item in each suhilst 

describes how to build each suhpart. The CRANKCASF is to be modeled 

« a brick of dimensions 5.0 x 3.5 x 5.5 Inches and the 

PISTON-CYLINDEK as a brick of dimensions 3.1 x 3.1 x, 5.0 inches. 

The remainder cf pach subiist tells how th# subnarts 

are to be Positioned *ithln the assAmbiv. Since the crankcase 

description contains  no  explicit  position,  the  location  of  the 
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FIGURE   10      GEOMETRIC MODEL OF  PUMP 
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crankcase is the same as the location of the oumo Itself. The 

location Information for the PISTON-CYMWDFR states that It Is to be 

placerj at the too of the crankcase. To find the definition of "toD"» 

It is nPcessarv to examine the rlescr int ion of PHICK, The complete 

description of RRTCK Is as follows: 

STPUCTURF PRIMITTVR 

PARAMLTEPS (WIDTH PF.PTH HFIGHT) 

ATTACHMENTPOTNTS 

rfRASE (MTRSP 0 0 (MINUS (^QUOTIENT HFIGMT ?)■))"! 

(TOP (MTRSP 0 0 (FOUOTIFNT HEIGHT 7)1) 

(BACK (MTRSP 0 (FQUCITTENT DEPTH 7)   0) MROT "X" - 90.0)))! 

The attribute PRIMITIVE under the prooerty STRUCTURE 

Implies that there are no supparts to a Prick, (There exist routines 

In both the LISP and SAIL proarams for dealino aeometrlcally and 

spatially with bricks and other primitive oarts.) The PARAMETERS list 

contains symbolic names for the hrick's dimensions» which are 

Indicated in Flqure 11. Finally» attachment Points are provided for 

olaclnq other objects on or near an example of a brick. Since our 

description of the pumo depended on the TnP of a brick, let us 

examine Its attachment oolnts In greater detail. 

An attachment point Is a rule for flndino a specific 

point or the surface of a part from an arbltrarv oolnt on or within 

the part, A brick Is deflnpd qeomeirleal 1y In  the  SAIL  fork  In  a 
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FIGURE   11       BRICK 

canonical   Position  and  oriPnt..tion  centered  o^  the  oriam  of 

coordinates. Hoover, It. is n-ore convenient to thin* of the  location 

of  a  brick  as  the  location  of a Point on 'vhlch thß   oricK ^aV he 

Placed.   The  RASF attachment  point  allows  us  to perform  this 

transformation automatically.  When *e vish to specify ::hat a cube of 

? inches is to h^ placed on a table 10 inches off the floor, the HASE 

attachment  point  tells  us the base Is located HFTGHT/? Cor 1 inchl 

below toe cube's center. (The fUnctlon ^TRSP reoreSents a translation 

In x, v and z.) Thus the center Is one Inch above the tabletop, or M 

Inches above the floor.  Furthermore, the ton of the cube Is  located 

one inch above the cube's center, or .12 inches above the floor. (When 

a oart contains no explicit BASE attach^nt point, as In the case  of 

the rurnn. the null transfor-flt Ion Is assuned. TOP BASF of the rump Is 

the samp as the point on which the CPÄNKC4SE Is to bp placed.) 
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The attacbmert point tiACK Is Interestlnn In that It 

Is a combination of two rrjrMtive transformations. To attach a oart 

to the back- of a brick, must HP first moved nKPTH/2 back from the 

brick's center, then rotated QO H»»qrees about the x-axls so that Its 

base may rest on the vertical back face of the brick, (The function 

MROT nenerates a rotation about an axis.) 

A fair amount of rroresslno is necessarv to deterrMne 

where a part is to be placed. But the main curoose In the use of 

attachment points Is that once thev jre defined, the croarammer need 

not be aware of it. He need only snecify the symbolic name of an 

attacbment point anH the computation oroceeds automatically. 

>;v JJ 

. 

Parameters have not been well exploited In our 

des^rlDtlon of the air compressor, Nevertheless we exnect them to 

be very useful when w? model to a oreater level of detail. For 

example, a slnoie structural description may specify a generic RULT, 

with lenatn, diameter, and hesd tvioe to be suoolled in each specific 

instance, Washers, nuts, bearlms, shafts, and other common Parts 

may also be sneclfled in this wav. 

llsina the mechanisms described above, model 

descriptions of the relevant oblects In the workstation may be built 

UP. Such a descrlntlon Is shown In Flcires 17(al throuoh 12(b), 
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ROOM:  STRUCTURE [ (TABLE (TABLE) 

(MTRSP 6.0 30.0 0)) 
(COMPRESSOR (COMPRESSORONBASE) 

(REF TABLE TOP)) ] 

... 

TABLE:  STRUCTURE [ (TABLE (CYLINDER .7 54.0) 
(MTRSP 0 0 27.6)) 

(TURNTABLE (CYLINDER .7 36.0) 
(REF TABLE TOP) 
(MTRSP 0 0 .95)) ] 

ATTACHMENTPOINTS [ (TOP (REF BASE TOP)) ] 

■ \ 

TABLE 

TURNTABLE 

COMPRESSOR-ON-BASE 

TABLE 

(Table Legs Are Not Modelled) 

(a)    ROOM 

FIGURE   12      GEOMETRIC  MODEL OF WORKSTATION 

SA-3805-12.. 
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COMPRESSORONBASE: 
STRUCTURE   [   (COIIPRESSORBASE   (COMPRESSORBASE)) 

(COMPRESSOR   (COMPRESSOR) 
(REF COMPRESSORBASE TOP))   ] 

COMPRESSORBASE: 
STRUCTURE   [   (BASE   (BRICK  31.625  15.0  1.5))   ] 
ATTACHMENTPOINTS 

[   (TOP   (REF  BASE  TOP))   ] 

-. ". 

COMPRESSOR: 
STRUCTURE   [   (TANK   (TANK)) 

(PUMP   (PUMP) 
(REF TANK PUMPPLACE)) 

(MOTOR   (MOTOR) 
(REF TANK MOTORPLACE)) 

(BELTHOUSINGFRAME   (BELTHOUSINGFRAME) 
(REF TANK PLATFORMBACK)) 

(PRESSURESWITCH   (PRESSURESWITCH) 
(REF TANK PRESSURESWITCHPLACE))   ] 

PRESSURE SWITCH 

PUMP 

BELTHOUSING 
FRAME 

(b)    COMPRESSOR 

FIGURE   12      GEOMETRIC MODEL OF  WORKSTATION   (Continued) 
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.S 

TANK: STRUCTURE [ (TANK (HÜRIZONTALCYLINDER 26.0 12.4) 
(Ml'RSP 0 0 1.6)) 

(LEFTLEil (BRICK 2.5 8.0 3.1) 
(MTKSP -8.0 0 0)) 

(RIGHTLEG (BRICK 2.5 8.0 3.1) 
(MTRSP 8.0 0 0)) 

(PLATFORM (BRICK 20.5 9.125 3.15} 
(REP TANK TOP) 
(MTRSP .375 0 -2.5)) ] 

ATTACHMENTPOINTS 
[ (PUMPPLACE (REF PLATFORM TOP) (MTRSP 5.85 2.45 0)) 
(MOTORPLACE (REF PLATFORM TOP) 

(MTRSP -3.15 0 0) (MROT "Z" -90.0)) 
(PLATFORMBACK (REF PLATFORM BACK); 
(PRESSURESWITCHPLACE (REF TANK TOP) 

(MTRSP -li.5 0 0))] 

MOTOR PLACE 
PI ATFORM BACK 

PRESSURE- 
SWITCH- 

PLACE 

PLATFORM 

TANK 

LEFT LEG 

RIGHT  LEG 

SA-3805-12c 

FIGURE   12      GEOMETRIC MODEL OF  WORKSTATION   (Continued) 
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PUMP:  STRUCTURE [ (CRANKCASE (BRICK 5.0 3.5 5.5)) 
(CYLINDER (BRICK 3.1 3.i 5.0) 

(REF BOTTOM CYLINDER)) ] 

MOTOR: 

Id) PUMP 

STRUCTURE [ (MOTOR (HORIZONTALCYLINDER 6.75 5.5) 
(MTRSP 0 0 ,15)) ] 

(e)    MOTOR 
SA-3805-12d 

FIGURE   12      GEOMETRIC MODEL OF  WORKSTATION   (Continued) 
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BELTHOUSINGFRAME: 
STRUCTURE   [   (BELTHOUSINGFRAME   (BRICK  21.0  3.0  12.0) 

(MROT  "X"  90.0) 
(MTRSF  1.1   1.5  -.7))   ] 

(fl    BELT HOUSING FRAME 

PRESSURESWITCH: 
STRUCTURE   [   (SUPPORT   (CYLINDER  3.7   1.0)) 

(COVER   (BRICK  3.C   2.7   3.0) 
(REF  SUPPORT TOP)) 

(GAUGE   (CYLINDER 1.0  2.2) 
(MTRSP  0 --.5   2.4) 
(MROT  "X"  -90.0))   ] 

GAUGE 

COVER 

^ 

SUPPORT 

(gl   PRESSURE SWITCH 

SA-3805-12e 

FIGURE   12      GEOMETRIC MODEL OF WORKSTATION   (Continued) 
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HORIZONTALCYLINDER: 
PARAMETERS (LENGTH DIAM) 
STRUCTURE [ (CYLINDER (CYLINDER LENGTH DIAM) 

(MTRSP (MINUS (FQUOTIENT LENGTH 2)) 
0 
(FQUOTIENT DIAM 2.0)) 

(MROT "Y" -90.0)) ] 
ATTACHMENTPOINTS 

[ (BASE NIL) 
(TOP (MTRSP 0 0 DIAM)) 
(END (REF CYLINDER TOP)) ] 

- 
■ 

(hi    HORIZONTAL CYLINDER 
SA-3805-12« 

FIGURE   12      GEOMETRIC MODEL OF WORKSTATION  (Concluded) 

Since descriptions exist only as rroperty lists 

attacheri to the Utoml renrpsentlm wotiel oarts» and since any rart 

may h*» represented several times in ^ 5iv»»n scene or assemhlv with 

different actual parameters» a function is necessary that will create 

actual Darts a* copies of the model Parts. The function CRKATF 

accomplishes this In two passes throuqh the data structure, 

CRFATF must be aiven a part nam^ from which to create 

a coov» actual parameters (if aprroprlate), and a position in which 

to Place the completed assembly. In the first nass, the hierarchv of 

tne  part is explored, coules of each part create-:, actual parameters 

88 

■- . .■■•. 

- ,..•:• ;-. .:-■-;>?•. -"-.■; •  -;- . -"■■■ ■:■■'  . •.'■■, 

' -'■-"-•-*-' ■ i ■ . .  ■ 

:•■:•-:-■ ■■ 

'-■ JA 



v ■ • •-'•• '. • . ■'.      •   '   >    • I 11 I I I'li.-i'^'^-   ^.i^."- ■ ■. i« i.   ■ ■■   m ■ ■■■■ ■«■«■pBv«|aiapag 

evaluated, and relative Positions calculated within each level of 

hierarchy. In the second nass, the relative position« are accumulated 

to alve an acutal oositlon for each inpirher of tne ^sse-nblv. The 

primitive objects that torn, the terminal nodes of the hierarchy ar* 

passed to the SAIL seament with their actual dimensions and rosltlons 

for incorporation into the oolVhadrai data structure, Thp result of 

the call on CHtATt: Is a cory rf the noael oart, with all actual 

parameters, sizes, ard positions evaluated. 

• 

l-v 

What WP havo, then. Is a method of srecifvlnn a 

hierarchical oroanljatlnn of oarts and subparts, uslno some verv 

simoie     primitives     a/     the     terminals. This     r.ethort   is   more  human 

oriented than previously published methods In that It allows the use 

of symbolic attachment points, and it allows the use of parameters to 

specify dimensions «nd other v^riaole Information that win he 

suoplled  at   evaluation   time. 

•: 

The oata structures and functions already Implemented 

could form the basis tor an Interactive oarts deglon system. Although 

we have not done so, It would be relatively easv to add facilities to 

display a continuously undated picture of an assembly as the 

proarammer or deslaner snecltles a new oart, Tn fact, we Intend to 

implement a minimal such facility to specify new Parts when a new 

domain for tb^ CHC project is chosen. 

1 

■•.--" 

A  class  of narts that have not been well modeled by 

our method are nonriold parts, such as cahies and  belts.    To  deal 

with  these  in  the  future,  we orooose to implement a nefc class of 
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primitive called "snakes." These will consist of a cross section 

description and a set of constraints on a soace cirve alona which the 

cross section Is traced. Such an aporoach to ohlect descriptions has 

been described by Aq'n 127]. Mtho"'ih details hav^ Vet to be priced 

out» It seems likely that soeclfIcatlon of the lenath of a snake and 

the positions of Its end points will be useful for most of the 

Durncses w.* envision. 

.•.■ 

■ - 

.«- 

. ■ 

3. Geometric and Spatial "odelS'-VislMe outlines 

This section dlscisses the alaorlthms  that use  the 

symoollc  models  in  ordpr  to identify and point to narts of a r^al 

compressor wltl; thf> TV camera and laser pointer. Hut first» a  brief 

discussion of the SAlL-ba .ed data stricture js in order. 

Intnrpatlon abnut Polybedra is contained in short 

contiauous blocks of core that we call nodps. b node Is 14 words 

lono» and contains a mix of two typ»»s of data: addresses of related 

nodes, and tloatinci point numbers represent Inn dimensions, 

coordinates, or vectors. 

Correspondlnn to each actual orlmltlve nart In the 

LISP data structure Is a oolyhedral reoresentatIon called a "bodv 

node." (Cylinders are approximated by eloht-slded orlsms. Bricks 

and wednes are themselves oolyhedra.) The hodies are linked toqether 

hierarchically to form "obiects," dupllcatino some of the structural 

information of the LISP rarts. Relow the level of bodies are "faces," 

"edqes," and "vertices," 90 
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The structure ef a hnr!v, an^i Us fares, edTes, And 

vertices follows the ^Inaei-edoe representation described hv Raumaart 

t-?«]» which n-ay ee M.iT"rpdr i zed briefly -is follows. 

Most of thp toonioqicai ronnect ivi f y t nf nriiat ion 

about the body is carried In edqe nodes. ^ach edae nodp contains 

oolntprs to the facps on e^ch side of the Pd^e» to the vertlcps or 

each end, and to four neiqhborlna enaps. The vertex nodes contain the 

actual x-y-r coordinates of the vertex, *hiie the face nodes contain 

a 4-Mpment vector oivim the Plane equation of the facp In 

homooeneor.s coordinates. Tn aHdltlon, there Is snacp In p^ch face ^nd 

vertex node for transformed coordinates olvlnq the samp information 

in thp coordinate frame of thp TV ca^pra nr user oolnter. fFrequent 

•nention will be madp in this section of homooenenill coordinates, and 

of translations, rotation«:, and nroiectiv«» transformations baspd on 

homoapneous coordina'ps. Ft Is beyonrt the SCOOP of this reoort to 

describe them. The Interested rpader Is advised to refer to niMa ana 

Hart r?q). 

r 
r " 

associated with each ob-ject Is an "encloslnq sphere". 

Contained in the object node are the radius and the location o* thp 

center of a sphere within which the oolect win he entlrplv enclose^. 

These spheres are extremely useful in SOTP of the alqoflthm» to be 

described later for rr.inlmlzina search. For an object composed of 

only one primitive nolvhedror, this sohpre m^v ne cair-jlated from the 

dimensions ani  location  of  the  DO 1Vh^ron.   fn  the  Process  of 

■-■ 
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combining two or ^ore objects to torii ^ more complex one, a simple 

geometric calculation will tind a sphere (but not necessarily a 

minimal one) that encloses the union of the enclosing spheres of the 

Individual oarts, 

A straightforward use of the polvhedral models is In 

the presentation of a visual displav of t-he rompressor. A set of 

subroutines can convert the polv^Pdrai renresentation of bodies to a 

set of vectors in homooeneous coordinates. The term "wire model" is 

appropriate here because, as shown In Kiqure  H,  hidden  lines  and 

SA-3805-47 

FIGURE  13      WIRE  MODEL OF  THE COMPRESSOR 
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back faces are net removed, and the dlsoUy looks like a cniiPcti™ 

of "wirps" rtionn t-hp P^IOPS of the mod*»J . THP USPT has rontrol (from 

thp keyboard) of the virtual camera through which the scenp is 

viewed. Thus the llsoUv ^av hp rotated, translated, shrunk, or 

enlarqed. A soeclai split-screen vj«w«r allows vlewim the imaao in 

binocular stereo. 

The commands to alt^r thp dlsnlav ^re not now In a 

form such that an apnrpnMcp could pasnv control it. But it should 

not be difficult In the future to dpslqn ^ control Unnuaap to use 

such commands as "move left," "zoom in," "tilt un," nr "rotate." 

The aloorlthms for polntlno at and Identlfyinq parts 

of the compressor derend upon precise knowledge of their Positions 

and orientations. This Is because the locations of the oolvhedra] 

models are assumed to be correct, and reference is not made to the 

Imaae of the compressor as such. We presume we can .-alculate from the 

LISP model exactlv wh#re the Im^ae of eac^ o^rt would aopear on a TV 

picture, and makP no checks to ascprtaln that fMs Is actually the 

case. (We are currently enaaoed In efforts to Identify the compressor 

in imaqes obtained from the TV camera or from the laser used as a 

ranqe finder. This Inform^tior win he used to calculate the actual 

oositlon of the compressor, and update our sn^tia] models.) 

'.- 

«: 

"Calibration"  Is the procedure bv which we calculate 

the transforms and Internal parameters for the laser pointer  and  TV 
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c^Ter«. Th^se transfortis ^re necessary If ie «re to be ame to 

calculate i-naae coordinates trffn positions in snace and vice versa. A 

semiautomatic ororedure tor calibration entails almim the laser at 

various olaces about tbe room wher^ pieces of orapb paper have heen 

precisely located op the A-all or table ton, and tvplnn into th* 

computer tp*" araPh coordinates at wnicb the heam hits the Paoer, 

Based on these locations and the deflections apolled to the laser, it 

is oossible to calculate (by ^n Iterative "hill climbim" alnorltbm) 

a transform that aives the hest correspondence between predicted and 

actual oraph coordinates. The TV camera may be similarly calibrated 

by usina the raster coordinates of the brlqht snot In the imaore where 

the laser stritces the araoh laoer. 

To cherf the corresoondence of the model, the actual 

compressor, and the rv calibration, it is sometimes useful to 

sunerlmoose on the sa^e display a dloitlzed TV imaoe and the "wire 

model" of the comnressor. Flaure 14 shows such a displav. 

Once corresoondence Is established, we can find the 

intersection of a ray In srac*» with the compressor. This Is how we 

identifv parts pointed to by the apprentice. He points with a wand 

with a small linht bulb at its tip. The lioht buln is identified as 

the briohtest spot In a TV picture of the scene, (The laser nolnter 

miaht also create a briaht snot in the nicture, dependinq on where it 

is  aimed.  Put a areen filter In front of the camera eliminates this 
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SA-38 05-48 

FIGURE  14      WIRE  MODEL SUPERIMPOSED ON TV  IMAGE 

possible arrhlaultv.) The straloht line connectlna the camera center 

and the llqht bulb defines the ray in space, whose Intersection with 

the compressor model we are to find. 

. 

The lloht bulb Tiust he touchlna or in close proximity 

to the part the apprentice wishes Identified. (To make It possible 

for him to point to the Part from a distance would require 

determinlno the position of the wand in three dimensions. Locatlno 

lust the tip of the wand entails only a two-dimensional determination 

of Its imaqe coordinates.) 

•H 

cvi 
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F"nr Intprsectlm the rav *lth th<» mdeli It- is uspfui 

to wori*' In the prolPCtlvf» cnnrriln^te svsteT of th.a TV r^per^. The 

rav» in this cooMlnate snace» Is a Tin» of constant r and J (the 

iTiaae coordinates n.easured for the orlaht snnt.) Starting with tne 

object node representlna tnp entire workshop domain, nolects whose 

transformed encloslna srhpres do not Include the coordinates of the 

ray are ellnilnated, and those that do are broken down Into 

suboblects, until we arrive at A set of candidate bodies that cannot 

be ruled out on the basis of thMr encloslna spheres. Further 

analysis of the oolyhderal renresentat1 on of each body vlelds either 

(1) the distance from the camera at »Mch the r'iv strikes a face of 

the polvhedron or (?) tne Met that tne rav does not strike the body 

at all. Based on tnese distances, the body closest to the camera Is 

Identified as the one Pointed to. 

*n alternate proc^dur* is sometimes used. This 

entails subdividing the scene (as seen by the iv camera) Into a 

coarse "vislbllltv matrix- of 40 x 40 points. Adln and Mltzan no] 

describe a procedure by ^hlch a matrix reDresentation of the eddes of 

a oolvhedron may he derived, and the Interior of the resultlno 

outline marked or "colored in" . Ml of the oblects in the scene are 

sorted by their distance from the camera. Then startlno with the 

farthest object, the polvhedra that make un the object are "colored" 

with a numper Identifying that oblect. Wner* the Imaoes of two 

objects overlap, the number of the nearer overwrites the number of 

the farther. Piqure is shows the result of aoplylng this Procedure 

to the model of the compressor. 
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with  this  rrecoTinuter)  matrix,  determining wnat is 

belna pointer) fo hy the  llqht  wan^"  reaulres  only  convertinn  the       - 

coordinates  of  the  hrloht srot into the aroroprlate Indices of the 

matrix, and retrievim the inentlfyino nim-her stored there. 

This vislhlllty matrix orocedure provides a taster 

resoonse to er:rh Identification request, at the cost of Increased 

computation ri'irlnq the mode 1-hu 1 Idino ohase. In addition, the matrix 

must oe recomputed each time the relative positions of the camera and 

comortssor chame. The sortlna of oolerts by distance of sphere 

centers -rom the camera Is not always guaranteed to worv, hut for the 

cases we have tried, the results have been adeouate. Thus» althouoh 

the visibility matrix approach is the one we generally use, we are 

aware of its limitations, anri have the mnre reliable ray intersection 

method to fall pac^ on should cases arise where the faster method 

fills. 

Peoardless of wnich procedure Is used, the SAIL fork 

nasses to tne MSP forlf the address of the ooltct node It found. By 

referrino to a tahip of node-part correspondencps, a particular 

orimltlve part is retrieved. There remains the problem cf translation 

tnis orimltlve Into a meaningful response to the orlolnal question» 

"What is this?" A possible solution would be to return the entire 

ancestry of the oart In Its hierarchy, such as CHPny COMPRESSOP 

COMPP^SSPR-ON-BASF m^PPESSOR PUMP PUMP PISTHM-CYL INDER PRICK 1, But 

such an answer is unnecessarily lorn and redundant.  For  lac'<  of  a 

98 

«>.;-:     ■■ .•       •    ■■•. . . .-■' .. ■■■:   ■    ■:--   . •'     -:•■:. .   ■■ .\ ;•.. . •   : 



•  »  •.«.■  •  •-■  ■  •» !■» ■ 1 ■ f I i ■ I I I i !■ 1 ■! i 1 I 1  •  1 

better mode] of what is wanted, nur solution is to r*nlv »1th the 

Sollest oonprimitive Par, to which the Primitive helonns, and the 

symbolic substructure narre of the Drlmltlve. The above pxampir 

reduces to rPUMP PTSTnN-CYT.T»JrF»n. A tew snecial-rase rules take care 

of Instances where such an answer wou]d bp Inappropriate or 

ridiculous. Cle^rlv, here is a case where rrodels of the dialoT ind a 

model o: the apprentice would help in formuiatlnq an appronriate 

response. 

The convprsp of nart identiftcat 1 on Is nnintlna. An 

«pprentice may *s* "Where is the olatform?" and pyrect the co-r-puter 

to point to toe Platform (on ton of rhP t*nk) with the laser pointer. 

Satisfvinq fhls request entails two sters: fmdinn an outline of the 

Dl*ttorm (takinn into account anv parts that ^v he in front of the 

Platform and hide a portion of it), anl lecatino a point near the 

centrold of the outline at *hlch to point. 

The first nart -rav he acco^oiishPd bv usina a 

visibility rratrix such as the one previously shown in Floure is. 

tin this case, the matrix must be computed in laser coordinates 

rather »n TV coordinates, so a separate rratrix is necessary.) rir 

the outline of the desired cart rr.av be obtained hv the method of Ref. 

31. Those oMects whose encloslncf sphPres indicate the possibility 

of nidinn a portion of the Platform win PP si^iiarlv outlined and 

their "colored in" portions subtractp^ fron the orloinal. ThP 

procedures for recoonizinn occlusion and for suhtractlnq  the  narked 

•■/■: 
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areas are described In detail by '■Jltzan [11]» 'live, tb* matrix 

reorespntat Ion of the visible rortton of the iesir*»rj nb-Uct, its 

centrold may be found hv the 'nptbod of "cha-nfer 1 no," descrlhed In 

Ref, ■<?. The x and v Indices of the cntrold rolnt are converted to 

the appropriate laser deflection constants, anrj the laser pointer 

will tber Tove so as to pntnt near the enter o' the nart. 

•. -_. 

: 

D« Deductive Retrieval Mechanisms tor State Description Models 

t 1. IntroductIon 

This section describes some modelinq facilities that 

have been developed as part of the CflC, The models that we are 

concerned about here could be descriptions of any environment of 

interest at specific instances in time. Each such description is 

said to model a "state" of the environment, and a stdte can be 

transtorined into a new state by an event that, alters the environment. 

For the CBC» these models describe tbe state of the workstation-- 

including the device» tools, test equipment, and so on--dnd tne 

events are primarily maintenance and repair ooerations performed oy 

the apprentice. 

Procjram^inq fccilltles for querylnq state description 

models and for updatlnq them to reflect the occurrence of an event 

are  vital  In  many Al systems, particularly those that do question 
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answerlna and  those  that  do  automatic  aeneratloi. and  execution 

monitoring  of  plans.   Planners,  for  example, use these models to 

simulate potential operator  Cevent)  sequence*  and to  investigate 

their consequences. 

The modeling mechanisms to oe described here are 

basically extensions and modifications of facilities typically founrt 

in recent planninn program', implemented in lannuages such as CÜMNlVeP 

133], PLANNER [341, and QA4 [35]. ir.e need for such additional 

Knowledge representation mechanises is evident as Al projects 

continue to move in the direction of considerlno -ro.e complex task 

domains. The presentations here are maant to add an increment to 

our ability to deslon and ouiid such large systems. 

2.     txpressions, states, and Context« 

Our modeling system Is implemented as an extension of 

the ULISP programming language [18J. E;ach state description model can 

be thought of as a set ot QUSP expressions, with each expression 

ha-^ ig a truth value associated with it. An expression typically is 

a statement of a relationship among entitles in the task domain such 

as objects, concepts, or other relationships. For example, the 

expression (CÜNNFCTKn PUMP PLATFORM) is a statement that the pump is 

connected to the natform, and the expression (FASTENER (CONNECTION 

PUMP PLATFORM) BOLTll) Is a statement mat BOLTtl is a fastener ot 

the pump-platform connection. 
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We use the QLISP context nnerhanlsir, which allows the 

.system to build and manioulate a tree of state descriptions without 

havinq to create and maintain a complete cooy of each state, hiach 

node in this "context tree" denotes a state. To represent the new 

state that is produced by the occurrence of an event in some statt 

Si, the system creates a ne* node in the context tree as a direct 

descendent of the Si node. An information in state Si that is rot 

explicitly chanqed in the new state ij assumed to also hold In the 

new state. That is» each state inherits model information from the 

state that is its parent in tne context tree. 

-:•>:■ 

The QLISP context mechanism depends on the fact that 

all information associated with an expression In the data base is 

stored on the expression's property list. The presence of an 

expression in the data base implies only that there has been a 

reference to the expression (as with LISP atoms), but says nothlrq 

about any of its properties, Includinq its truth value, A QLISP 

expression actually nas a collection of property lists, one for each 

state in which some Information has been stored about the expression. 

Hence, when an expression is asserted as being true In some state Si, 

TRUE is stored as the value of the property TRUTHVALUE on the 

expression's Si property list. 

102 



3. Oueryina State Descrlotlon Models 

a. Truth  Values 

••■ 

ft state description model is a source of 

information about a particular situation, and its primary use is as a 

data base for answering queries about "ne situation. Hur modelino 

system interacts with its users (both people and proqrams) as If 

ULISP expressions *ith truth values attached were the only 

representations being useri. Hence, all queries from outsi-ie the 

modeling system concern the truth value of exoresslors In some qiven 

state. 

«hen answerinq a query about a particular 

expression in some given state, the system searches for a truth 

value. The search begins with the property list for the qiven state. 

If the property THDTHVALUfc: has no value on that property list, tne 

property list for the given state's parent (in the context tree) is 

checked. The search continues in this manner until a value is found 

or until all the states in the context are considered. If no value Is 

found, the search returns UNKNOWN as Its result. Since any expression 

can be stored as the value of property IHüTHVALUK, this retrieval 

mechanism allows use of an N-valued loqic. For examrie, one could 

nave "fuzzy" truth values represented as integers from -loo to ♦100, 

For our models, we currently are using a i-valued logic that allocs 

the  system  to distlnquish expressions that are "known true", "kno*n 
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false"» or "have unknown trurn value" in any qiven state. This is the 

slmplist loolc that meets a modellna system's needs since state 

descfiutlon models are inherently incomnlete. and It is important for 

the system to be aware ol what it does not tcnow as well as what it 

does know. 

b. Generators Instead of Hacktrackinq 

QLISP provides facilities for associativelv 

retrieving expressions from the data base that match any given 

pattern» where a pattern is defined to be an expression that contains 

unbound variables. The QLISP statements for guerylng the data base 

use this pattern matching facility and are similar to the query 

statements found in PLANNE« and 0A4, They are designed to find a 

single instance of a given pattern. To cause the patterr matcher to 

continue Its search and obtain another sucn instance, the user's 

program must return to the guery statement via the language's 

backtracking mechanism (i,e,, by "falling"). 

-.v 

Using backtracking in this way to sequence 

through a class of expressions that all match a given pattern has 

severe limitations in that it ties the seguentlal production of each 

expression to the control structure of the user's oroaram. in 

Particular, it requires tnat the same portion of the user's program 

be executed for each expression (namely, the statements Immediately 

following  the  guery  statement).  Also, since all the backtrackable 
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effects of that portion are belnq "undone" after each failure, it 

makes cumbersome the savlnq of results tor Aach expression generated. 

Such a backtrackino mechanism is best suited to a "qcnerate-end-tesf 

situation v-nere the user desires a single expression tnat not only 

nasses the query statement's tests, but also nasses additional tests 

included In the user's nroqram. 

we have adoptei the rciNNlVER solution to 

these limitations in our modelinq system PV orovldino functions that 

are generators of expressions from the data base. For example, there 

is a qenerator version of the QLISP is statement called GfcNjiS that 

finds instances of a qiven pattern havinq truth value TMUE in a qlven 

state. Each time a generator function sucn as GEN-ls is caned, it 

produces as many expressions as Is L-nvenient for it. These 

expressions are put on a "Possibilities usf ^lonq with a "tag" that 

indicates how the generator can be restarted when more expressions 

are requested, and this possibilities list 1« returned by the 

generator as its value. 

\    " 

if the function THIfHEXT Is called with a 

Possibilities list as an argument, it will remove the first 

expression from the list and return it as a value. if the 

Possibilities list ccitains no exoressions, then TPYzNEXT attempt« to 

produce new ones by usinq the tag to restart the qenerator. since 

each call to TFY:NEXT can be made from any-here in the user's 

program, qenerators of this totm successfully separate the production 

of a next data element from the proressino that is done on each 

element. 105 
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ronslder» for examplCf a set of queries 

concerning whlcn components are connected to the pumt- In state Si, 

They can be initialized as follows: 

■H. 

(SETO PI. (GEN!l& (CONNECTED PUMP-C) Si)). 

Then whenever one of these components Is needed, evaluation of 

(TRY:NEXT PL) wm return a true Instance of the pattern (CONNECTED 

PUMP *-C) and will set the value of the QLISP variable C to be the 

"found" component:. 

We have implemented proqramming facilities to 

support the writing and use of generator functions using INTEHLISP 

FUNARGS, A FUNAPG is a data object that conceptually represents a 

copy of a function and a private data environment for that copy. This 

FUNAPG implementation allows the definition of a generator function 

to include a set of variables (i.e., a data environment) whose values 

will be saved and restored each time the generator is restarted. 

These "own variables" allow the generator function to save pointers 

indicating where it is in its searcn for generatable items. The 

FUNARG is added to the possibilities list as the "tag" that TH^NEXT 

uses to restart the generator. Included in the Implementation are 

CONNlVER-style functions such as NOTE, AU-'^EVOIP, ADIEU» and 

TRYtNEXT, which make the definition and use of generators convenient 

and practical. 
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c. 
| 

I The Query Functions 

rte  can  now  describe  our  model   auerylnq 

mechanism. The followina query functions are available: 

(DEDUCErONE <Dattern> <context>), 

(ÜEDUCE:EACH <patl.ern> <ccntext>j, 

(DELUCE:ALL <pattern> <context>), 

fRFKUTfc:ONE <pattern> <context>), 

(PEHITEsEACH <pattern> <context>), 

(REFUTEtALL <Dattern> <context>). 

The DEDUCE functions find Instances of the 

pattern that are true In the given context, and the REFUTf functions 

find instances of the pattern tnat are false in the given context. 

The :ONE: functions find only a single instance and are not 

restartaMe, the :EACH function. are generators and return 

possibilities lists; and the :ALL functions return a list of all the 

findable instances. 

Known truth values are usually not all 

explicitly stored In a model. Instead, the user provides derivation 

functions that compute them when they are needed. These functions 

may embody for., a theorem proving strategies or simny be statements 

of implicational rules derived from tne semantics of the task domain. 

•:■■ 
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They  serve  to extend each nodel In the sense that, from the calllna 

program's point of view, the  derived  Instances  of  a  pattern  srr 

Indistinguishable frcr; instances actually found in the model. 

:r^ 
Our query functions are similar to a FliANNKP 

or UA4 GOAL statement in that they first use the pattern matcher to 

find suitable instances of the pattern In the data hase and then, it 

more instances are needed, they call user supplied functions to 

attempt derivations of the desired instances. These functions are 

assumed to be generators that oroduce derived Instances of the 

pattern, 

A typical deduction function in the CbC 

system finds and generates true Instances of patterns of the form 

(POSITIONED-X - Y) by using DEDUCt:tACH to find true instances of the 

oattern (ATTACHED $X $Y), since components that are ATTACHED are 

assumed to be POSITIONED, A typical refutation function finds and 

generates false instances of patterns ot the form (POSI riONED .-X -n 

by using DEDUCEtEACH to find true Instances of the pattern (REhiiVED 

S\ SY), since components that are REMOVED are assumed to be not 

PCSITIONED, 

These  derivation  functions  are the user's 

primary means of expressing the semantic UnKs  among  the relations 

occurring  in the state description models. Also, they can provide an 

Interface tö information that Is stored In representations other than 
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QLISP expressions. That Is, it r, ay pp much „oTt convenient and 

efficient to store some Information In arrays, tree.;, or on disk 

files? deduce and retote actions serve as the access functions to 

these alternate data uases. 

d. Storaqe   and   l-^trlevai   of   Action {• unctions 

( 

The first element of each non^toi.ic 

expression in the model is assumed to be the name of a relation (or a 

QLISP variable that Is to be bound to a relation). Tnerefore, the 

DEDUCE: and REFUTE functions can use relation na.es as an index to 

determine which derivation functions should be called. Accordingly, 

»• associate »1th e..ch relation na^e two lists of derivation 

functions that can derive instances of oatterns that beqln with the 

relation. one list contains the "deduce actions" used ny the three 

forms of DLDUCE and the other contains the "refute actions" used ny 

the three forms of REFUTE, 

4. Savinn Derived Kesults 

When a model query causes derivations to be 

attempted, we want the results of those derlvatlor.5 to be stored and 

retained m succeeding states as ion:, as they remain Valid, In this 

-ay the system achieves the maximur. benefit from derivations and 

minimizes unnecessary redorivations . 
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A moDel query Is an attempt to tlnd true (or false) 

Instances of a qlven Pattern. K^ch time such an instance is 

determined, our PFDUct: and PEFUTE query functions save the derived 

result oy assigi.inq a truth value to the instance (i.e., put it as 

the value of THUTHVALUF on the expression's oroperty list) so that 

the value wm not have to be rederived if it is needed aqain. -or 

example, if a deduce action for ASSEMBLED determines :hat the pump is 

assembled by queryinq the model about each of the pump's components, 

then the expression (ASSEVBLED PUMP) will pe assiqned a THUTHVALUE of 

true. 

If a query is one of the :ALL forms, or If It is an 

:EACh form and the oeneratlon continues until all derivable instances 

oi the pattern are produced, or If the query pattern contains no 

unbound variables (and therefore has only one possible instance), 

then the system also records the fact that all Instances of the 

pattern have been derived, if the same query Is repeated, the system 

will know that the dctlon functions cannot find any new Instances and 

can therefore prevent ill-fated attempts at rederivation. For 

example, if durinq a query all the components that are positioned 

with respect to the pump have been found as Instances of the pattern 

(POSITIONED PUMP -C), then, when that information is requested in a 

later query, derivation functions such as the one that looks for 

components attached to the pump will not be recalled. 

These "set completeness indicators" are also 

frequently useful  to indicate the case where there are no derivable 
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Instances of a pattern. For example, If all derivation attenpLs are 

unsuccessful at d#termlnlnq wnether the pump is assembled, then th« 

set of derived instances Is empty and rnartced as complete, 

nur alqorlthms for maintaining these derived results 

in succeeding states depend on availabilltv of the "suoport" for -ach 

derivation. The "support" tor a derived Instance is defined to be 

those expressions from the model that are used as axioms in 

constructinq the derivation. For examole, if an action function 

queries the model for the locations of two objects and concludes that 

one of the objects is above the other, then the locations of the two 

objects form the support set for the result. Actually, since any 

model query may return a derived result, the support set tor the 

-above" result would be the union of the support sets for tne two 

location expres ions. 

A derived result remains valid in succeedino states 

as long as its sunport remains valid, we therefore nave the system 

do the required maintenance on derived instances in new states by 

including the following facility: 

Whenever an expression with a known truth value has 

its truth value changed during a model update, the 

truth value of each of the expression that it supports 

is set to UNKIMUWN in the new state. 
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The troth values of tnese "supportees" may not in 

fact have chanaed In the new state, hut the derivations that made the 

L truth vjiues known are no lonaer valid. If a model ouery needs to 

know one of the deleted truth values in the new state, a new 

derivation  must  he  attempted.   For  example»  If  (ATTACHED  I'LMP 

1 PLATFOPM) is the support for (POSITIONED PUMP PLATFORM) and a detach 

pump from platform action causes a new state to he created, then the 

truth value of (POSIHUNED PUMP PLATFQKM) wm be set  to  "unknown"; 

" the pump may still be in position on the platform, out the 

justification tor the earlier conclusion about the pump's position is 

no longer valid, 

A  similar mechanism is used to save and maintain the 

"completeness  ndicators"  that  are  attached  to  derived  sets  of 

|     Instances, 

\N 

.- 1 

5,     State Transitions 

a.     Updating Functions 

The models of state chanalng operators that a 

system works with must contain sufficient information about the 

effects of each operator so that they can be simulated and a 

descripMon produced of the expected resulting state. As In most 

Planning systems, we are assuming that the application of an operator 

in some itate SO is modeled by producing a new state Si that is 

conceptually  an  i-pdated copy of SO (i,e,, SI is a direct descendent 
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-•-;.:    ot SO In the QLISP context tree).  The effects of  the  operatoi  are 

n Indicated  by asserting, denying, and deleting expressions in tue npi* 

state 51. 

In  our  modeling  systeir.  we   provide   the 

following set of model updating statements: 

(SIM:ASSEPT <exoression> <context>), 

(SIMtUENX <expression> <context>), 

(STMtDKLETE <pattern> <contv'»xt>), 

SIM:ASSEPT (SlMrDENY) cnanges the truth value of the given expression 

to THUE (FALSE) in the state Indicated by the given context. 

SIMrDELETE changes the truth value ot all expressions that match thp 

given pattern to UNKNOWN in the state indicated by the aiven context. 

These statements also can a set of user supplied functions Cllke 

PLANNFP antecedent theorems) that typically make additional cnanaes 

in the new model that are direct results of the assertion, denial, or 

deletion being done. These user supplied functions play an Important 

role in simplifying operator models in that the/ allow the user to 

express in one place side effects of particular assertions, denials, 

or deletions that always occur no matter what operator fioes them. In 

this way, these side effects do not nave to be repeated in each 

operator that causes them to occur. 

As in the  case  of  the  DEDUCE  and  KEFUTh 
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functions (and for similar reasons)» we have electeei to store the 

user supplied updating functions on each relation's property list. 

Hence, a relation can have a list of ASSLPT:ACTIONS, DKNYtACTinMs, 

and DELETE.'ACTlONi), These lists Indicate how a irndel updatlnn 

operation should proceed for an expression having the given relation 

as its first element. 

The updating functions also perform the 

maintenance operations on derived results. This means that if the 

expression had a known truth value and that value is being changed, 

then all the expression's supportees must he deleted. Also, checks 

are made to determine If any set completeness indicators should he 

removed. 

b. Model Updating Usina Deauce and Hefute 

Actions 

Consider now a consistency checking procedure 

that could be applied as a standard part of model updatinct. The 

purpose of the procedure would be to perform additional assertions, 

denials, and deletions that are implied by the given expression's 

truth value change without reguiring the user to write additional 

action functions. For example, if the user has written a deduce 

action that embodies the rule "X implies Y", then we do nrt want him 

to also have to write a deny action for Y that removes from the model 

any truth values that could be used to derive  X,    The  information 
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m necessary  to do these chames at the appropriate tirre Is Included in 

the original deduce action. 

-. 

This procedure would work as follows. Th« 

truth value ot the expression belnq updated would be set to UNKNO^; 

and an attempt would oe made to deduce the expression. if this 

attempt produces a successful derivation, then the new state contnlns 

suoport for the truth of the expression even tnouah it Is oeinn 

denied. The Inconsistency can be eliminated by removing the support 

for the derivation. If the support !.?t has exactly one expression Jn 

It, then that expression can have its truth v^iue reverses. (Tnls is 

the "X Implies Y" case where the denial of i is Impiyinn the lenlal 

of X,) The reversed truth value would be stored as a derived result 

with the original expression beino uooated (Y) -JS its support, in.en 

the support set contains more than one expression, we know that at 

least one of the expressions must have its truth value changed, t it 

we do not know which one(s). Therefore, the best we can do is to 

delete (l,e., make truth value unknown for) all of the supoort 

expressions. 

If the system knows which relations are 

changeable by events and which ones are true in all states, then It 

can decrease unnecessary deletions ny removing the unchanaeable 

expressions from the support set before considering deletions or a 

truth value reversal. After the support for the derivation has been 

removed, a new derivation is attempted and the process is reneated 

until no new derivation can be found, 
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This updatim procedure does not quarantee 

consistency In the new state nor does It prevent later chanaes to the 

state from Introduclnq new inconsistencies. Howeverr it does 

automatically take care ot manv mooel uodatincj details rind it renoves 

all «»xistina inconsistencies in the state that are discoveraole by 

the system's deductive machinery. It the system cannot derive fnp 

facts from which an inconsistency followSf then the inconsistency is 

Irrelevant and can safely be ignored. 

Obviously, there are situations in which this 

procedure initiates computationally expensive derivations and causes 

many unnecessa y deletions. Hence, it must be selectively applied, 

tie ,urrently have the entire process under user control by allowina 

individual specification of which deduce and refute actions are 

employed to determine truth value deletions and reversals durlnn 

model updatim. 

Note that  usinq  an  "x  implies  Y"  deauce 

action  as  a  deny  action  tor  Y Is not the same as writing -i   oeny 

action for Y that simply denies X. The difference  is  that  in  the 

latter  case  X would  be denied each time Y Is denied, and the deny 

actions associated with X would then trioger  off  other  assertions, 

denials,  and deletions.  Such  a process could clutter up the model 

with many irrelevant implications of the denial of  Y.   However,  in 

the  former case  where the deduce action Is used as the deny action 

for Y, no changes are made in tne model if X cannot be  derived;  and 
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if     X  can  be  derived,  only  the  supporters of the derivation are 

changed. This iT>eans that only those truth values  that are  actuallv 

Inconsistent  with  the  denial  of i     are  changed; no  irrelevant 

implications are stored. 

6. The delations 'AND', 'OH*, and 'MOT' 

AND, UH, and NOT are "built into" our modelinq system 

in the sense that deduce, refute, assert, deny, and delete actions 

have been written for each of them, whenever possible, conlunctions, 

disjunctions, and negations are decomposed Into more primitive forms 

by the action functions. For example, the assert action for AND also 

assertr. each of the conluncts, and the deduce action for NUT strips 

off the NOT from the query pattern and attempts to refute the 

remaining pattern. 

k 

The refute actions tor ANn and OR translate the query 

into a call on DEDUCKtEACH by using the rules: 

((NOT Xl) AND ... AND (NUT Xn)) implies fMOT (XI OH ,,, OR Xn), and 

((NOT Xl) OR ,,, OR (NOT Xn)) implies (NOT (Al AND .,, AND Xn) . 

The deduce actions for AND and OP have a important 

role to play in that they are the overlords of the derivations of 

each conjunct or disjunct.   They could each he  expanded  int.  full 

problem   solving  executives  that  would  make  use  of  co-routine 

■■:• 

117 :. 

^i^^^^^^^^^f,^^^:^^:. ^: ;.•:;;■.-■.. ■■■v;^ -.-/•-:•■■- 
- •- -  .-.--■-.■-■■ 



, ;T. -v - - ^^rv^~T—^ '"." ',' •. ^. '." . " J " i." » ■ -."', ■>'  .' ■ . ■ .' • .'< I • J t _! • J J I    I I1P»«^^»W^WPT-^P^P^" ■ • ■'• ■'"—^^^^^^^^^^^^^ 

facilities to explore alternative aerlvatlons in parallel And 

semantic intormatior to determine the order in which conjuncts or 

diriuncts are conslder^c . we have experimented with onlv 

unsopnisticated versions ot tnese actions, but tne important nolnt to 

note is that the query rriPchanism oives those actions control over the 

derivation so that the option is there to exnand them when needed. 

7. Summary 

■ 

*e have described a set of orooramrrinq facilities for 

buiidinq» maintainino, and queryino state description mooeis, Tnese 

facilities are useful in systems such as planners, question 

answerers, and simulators. They allow the storage and retrieval of 

statements with true, false, and unknown truth values, and provide a 

prooramming environment that allows derivation rules embodying the 

semantics of a task domain to be easily added as functions to the 

system. These rules can also be used to assist in modelina the 

effects ot an operator that creates a new state. Facilities are 

provided to save the results of tnese derivation functions, and to 

delete the results in new states where the derivations are no lomer 

valid, Kinally, the semantics of conjunctions, disjunctions, and 

negations are provided as a part of the system. 

r-, 
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Use   of   Vnlcp   Inp'Jt   ^n'i   nutnut 

i. Implementation of Vole*» Incut llslno the VtP-inn 

The TBC  Systeir  employ« a VTP-IOO voice recognition 

device which is canable of r^coqnlzlnq M utterances of  duration  or 

to  two  seconds parn, when trained for a sneclfic voice. The process 

is as follows. 

First the message data is Innut. This corslsts of ur 

to ft* display messaaes of op to 16 characters each. Fach of the M 

messaaes must have a unique last character, since only the last 

character is transmitted hy the VIP-100. After the messaoes have h».en 

read from paoer tapp or tyoed, the VIP-IOO is trained ^cr a 

particular voice. This process consists of the /IP-loo promptina the 

oerson by displaylna a messane, wnereupon the person speaks the wor-: 

or Phrase into the microphone. Usually this Is done 5 to 10 times 

for each of the messaaes. After all the messages have b^en trained 

for the person's VOICP, a recoonltion ohase Is entered In which the 

Person speaKs anv of the M messaaes, and thp VTP-IOO displays the 

recoqnized message data on its 16 character display screen, if the 

utterance Is not recoanized, the reject liaht will bp turned on. 

InilVldUal messaaes may be chamed or retrained, and the final 

acceptable message data and tralnina data mav he output on punched 

tape for later use. 

- 
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Fverv tl^e ^n ottPrance Js received and reco-arlr^d 

durlna the rerorinltlon phase, a character Is output to the PPP-IO via 

the PDP-15, This outout character is the last character ot the 

Ift-character display ^essane. An invprs*1 nrocess In the PDP-io 

ormram receives the character and retrieves the associated 

utterance. 

Table 7 contains a list of the utterances cnrrentlv 

used in CbC demonstrations. ^e have found this preliminary voice 

innut system to he quite adequate for our current demonstrations. 

The eventual speech »»»cocinitlon system employed bv 

the mc system win Incoroorate future advances In machine 

recoanltion of natural lanouane» uslm acoustics» syntax, semantics, 

discourse analysis, and so on. ^eanwnile, a fe* Interim improvements 

are nlanned In the current vip-ion system, 

W# will de-.eloo the capahllltv to store messaae and 

tralnlm data in the PDP-1^ and transfer It Cvia a PDP-11) to the VJP 

without havinq to use naoer tapes. This will mak.e It Possible to 

have a laraer Inrut vocabulary, with certain key words Indlcatlna 

which aroup of 64 words to use to recoanlze certain utterances. This 

win also make it possible to have tralnlno Hata for many persons 

available simultaneouslv, nernans with automatic selection based on 

recoanltion of a few sarmie utterances. 
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ji 

22 SHOWMETHE           (CONTROL Y) 

2^ TABLK IV 

24 TANK PLATFORM V 

25 INSTALL Y 

26 RF.^nvt Z 

27 CÜNNFCTEH 1 

28 pnsiTIOMFD 2 

2^ LASEF 3 

30 CAWEPA 4 

'.1 DEDUCE 5 

32 STOP 6 

33 OBJFCTCENTEP 7 

34 CENTEPOF 0 

35 WHATIS 9 

36 WHATS 0 

"»7 VISCEiMTEP A 

38 BEIT P 

3^ PRESSUPESWITCM GAUGE C 

40 CONSULTANT D 

41 POWEPCORD E 

42 PRESSUPESWITCM  COVER F 

43 EXPERT G 

44 POIMTLASEP T 

45 WHEREISTHE .1 

46 PAUSE K 

47 BRFAK I, 

4« ROOM N 

GRAPHICS 

GRAPHICS 

r.RAPHICS 

&• 

H 

PROC NET K GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

PPHC NET fi, GRAPHICS 

PROC NET f,   GRAPHICS 

GRAPHICS 
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49 HAIT 

50 START 

SI PUMP TPP 

52 PUMP HOTTOM 

53 TANK LFFTLKG 

54 TANK RIGHTLEG 

55 APPRFNTICF 

5<S HJMPRRACF 

57 TANK PLATFOPM 

58 TANK CYLINDtP 

59 CYMNDFR 

60 GRAPHICS 

61 QUIT 

62 CONTIMUE 

6^ PLFASE: STnp 

0 

p 

o 

K 

S 

T 

u 

v 

I 

s 

4 

PROC MET £ GPAPMICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

GRAPHICS 

PROC NET 

GRAPHICS 

PRDC NFT s, GRAPHICS 

?. In-Pje^entatlon of Voice nutput Using VOTPAX Phoneme 

Synthesizer 

The CPC system uses voice output *'hpn Irterartlno 

with a user/technician. For these Purposes, we use a VnTP»X moiel 

VS-6 phoneme synthesizer, »hich is a device caoahTe of producina 

sounds corresoondlna to 63 phonemes, each with a choice of four 

Inflection  values.   Phoneme and Inflection are under the control of 
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th*» CRC proaram. In arldlttnn, there are manual controls on nltch, 

volure, ani speech ratp. Klnallv» the vnTR/\X Itself contains a 

built-in analysis facility that emoiovs one ohone-ne look-Hhead in 

order to maice the continuous speech sound fnore natural and 

intellInlble, The result Is a mechanical, hut quite understandable, 

voice to use for output in the demonstraton proirarrs. 

The VfiTRAX consists of a keyboard, a control unit, 

and a speaker. The k?yboard is used for manual Input of .ohonemes, 

but is not used when the VOTRÄX is under computer control. The VDTRAX 

is attached to the PDP-10 throuoh the teletype patch panel. The 

computer pronrarr sends special 8-bit codes that are converted oy the 

VOTRAX control unit and output throuoh the speaker, (A future 

modification to the VOTRAX win allow it to share a teletype line 

with an ordinary computer terminal. This will be an added 

convenience, out «in not chanoe the operation of the proaram,) 

The current use of the VOTRAX is for output of 

orestored utterances (words or phrases). Each word is represented 

Phonetically, and this Is an interestlno problem In Itself, The 

vnTRAX Is designed to  reproduce  Mid-Western  or  standard  American 

English dialect, which is the dialect used aiirost exclusively by the 

nationwide media. Still, it is a skill to renresent words 

Phonetically (and it Is a matter of oninlon as to how well a olven 

word has been represented•), 
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Table 3 contains a llstlna of the h^ phopprres with an 

example or desrriotion of the associate^ souni. It should he noticed 

that srme typical F-nollsh sounds dona vowels, for exampiel require 

two phonemes to reproduce them.  Some of th^se ^re listed In Table 4. 

Table it     VHTPAX Phonemes and Flaht-Blt Codp: 

Phoneme   Octal 

Symbol     Code 

Tvplcal Use 

or bescrlntlon 

PAO 03 

PA1 It 

A 40 

Al 06 

A2 05 

H? r'f 

AF1 S7 

AH 44 

AH1 25 

AH2 10 

AW 7S 

AW1 73 

-..•.-v.;.-.-.-..;-.  ■.-.■..■... 

(oausel 

(snorter nausel 

Cto aet lorn A sound use A,AY1 

(shorter than A) 

(shorter than At) 

hat 

(Shorter than AK) 

hot 

(shorter than AH) 

(shorter than Ann 

awful 

(shorter than AW) 
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.-■- AW2 bO 

r AY 41 

B 16 

\y CH 20 

! 
D 36 

■ 
DT 04 

E 54 
.". 

■ El 7 4 

EH 73 

EH1 0 2 

• 
EH2 01 

, V- EH 3 on 

•". 
ER 7? 

i F 35 

z^. G 34 

vv] H 33 

B T 47 
v T 

Tl 13 

vV 
12 

13 

12 

11 

TU 66 

»•"■■"« • 
J 32 

• 
K 31 

■ i ■ 

L 30 

• • • M 14 
•.-.• H 15 

(.shorter than A^i ) 

(to get lonn A sound us*» ftfAY") 

hob 

Tiatrh,   chair     CCH   is   T,CH  or   0T,CH) 

iay 

butter 

(to aet lona E souni use E or li,K\) 

(shorter than El 

ten 

(shorter than EH) 

(shorter than EHI) 

(shorter than EH2) 

her 

fire 

aet (not the G In Georae) 

hav» ahead 

iclt (to qet long I sound use AH,F1 ) 

(shorter than I) 

(shorter than II) 

(shorter than 12) 

(to aet lona U aound use in»U) 

let, Georae  (J is D,J  or DT,J) 

»cev» sick, car 

He» well 

my 

nine 

i 
■ 
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MG 24 

n 4^ 

n\ *>5 

02 64 

00 71 

001 26 

p 45 

H S3 

s 37 

SH 21 

T 52 

TM 71 

THV 70 

ü SO 

öl 67 

UH ft3 

um 6? 

UH? 61 

UH1 4 3 

V 17 

w 55 

Y 51 

Yl 4? 

Z 22 

ZH 07 

br 1 m 

(to net lonq 0 sound us» l»Hl,on 

(snorter than 0) 

(shorter than jn 

Oooic 

(shorter than 00) 

Pot 

area 

see 

shv 

tea 

three 

then (the volce'l TH) 

(to net long M sound use IU#U) 

(shorter than U) 

out 

(Shorter than UHJ 

(shorter than UMi) 

(shorter than UH?") 

seven 

«on 

^ary 

(Y used as a consonant as In "v»»s") 

zero 

azure (the Z) 

measure (the S) 

:. ■ 
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T^ble 4: Sounds Foffned With Two Phonemes 

Sound TyoJca) Use Phoneme reorpsentat1 on 

J let D,i.l or nT,J 

CH match T,CH or DT^CM 

nw or mi row A H i, n i 

01 or OY noj se 01,EHJ,E1 

Q queer K,W 

name A,AY 

E tree E or 13,El 

I Mqh AHrEl 

helaht AH2,E1 

n note UH1,01 

u t*t I'I,II 

The   octal  ohoneme  code  Is  six binary  nits  of 

Information,  These  are  nreceded  by  t*o  bits reoresentlna  the 

Inflection  level, m Mractlce, the Inflection cod* Is represented as 

eight bits (with the Ust six  belnq zero), and the code sent to  the 

VOTRAX is the sum of Inflection and Phoneme codes. 

Inflection Levels are 

1 300 (lowest) 

2 200 (normdi/defauit) 

3 100 

4 000 (highest) 
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The null code, which is used for rraririm end of transmission  to  the 

VOTRAX, Is the octal code 377 (binary 11111111). 

To date, t^e CBC prnlect has uspd anrroxlmate 1v flno 

phonetic words. Many ^ere copied from a list stiooled by the voTPAX 

tianufactur^r, and nearly thw same number were inout bv various users 

of the eciulpment. A MSP oroaram has been written to handle the 

«torSoq, retrievinn, and transmission of ohonemp reorpsentations. A 

few typical rppresentat1ons are reproduced bPiow. 

fPL^ASK (2 P)(l h)(\    K){1 En(2 Z)) 

(ASSEMBLE (2 UU\)(7   5) (2 EHl)(2 M)(2 ^(2 R)(2 "Hi) (2 Ln 

(AIR (? AE) (1 ER)) 

(COMPRESSOR (2 K)f2 HHIH? M)(2 P){2 R)(2 EU)(1 S)(1 R)(1 R)) 

Addlro to the dictionary Is slmnie, via the LISP 

function ADDW.  An pxamrie is explained below. 

ArnwdESTING) 

This line Is typed by the user, 

TESTIMG: 

This HOP IS typed by the proaram which then waits 

for the user to respond with the list of Inflection and 

Phoneme pairs, 

2T 2EH IS 2T ING 1UH3 

The user inputs a try at the Phoneme reoresentat1 on, 

ThP VOTPAX pronounces the Input strlno, then the prooram 

types OK? and waits for user response, 
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OK? 

■■:■ 

Th«* user b^s a choice of four possible responses, 

Y   If the user tvoes Y, the word wm be accerfe'i In 

Its present phonetic fortr,, 

R    If the user tyoes R, the «ord wm he sooken aoaln. 

N    If the user types N, the woM Is not acceptable and a 

new list of phonemes Tiust h« Incut. 

R    If the user types F, the word Is nnt acceptable hut the 

user Is allowed to edit the previous list of ohonenes. 

•-"o 

•IS 
■.-■ 

-.-:: 

er 

This process recycles until the user types "Y", at which time the 

word Is added to the dictionary list and stored in the special data 

soace described below. 

:■■•: 

The storage of phoneme representations of words matces 

use of LISP's ability to swap data into an Inferior forlf. In this 

case, we use the forlf Into which MSP swaos comolled code. The soace 

for the Phoreme datd is a larTe swanped array. Phoneme and inflection 

pairs are stored four to a wor i, and a pointer Is kept of the address 

of the last phoneme stored, When a new wori is to be stored» the 

pointer Is Incremented by 1, the value of the pointer Is stored In 

the system hash array In the hash address for the word, and the P-blt 

codes are stored with an additional leadlnn "0" (marina 9-blts each) 

sequentially into the swapped data array. The last code stored 

contains a "1" In the left most bit, slcrnallna that the end of the 

word representation has been reached. 
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When  a  word  is  to  be spoKen, the "handle" to the 

nhonene representation Is obtained by GTTHASHfwordl and the  list  of 

Dhoneme codes is retrieved trom the swapped dat^ space and out into a 

buffer (a LISP array) to he sent to the VDTRAX.  The capacity of  the 

buffer is 34 ^crds or 136 Dhone-res.  A oolnter is icePt to the rurrPnt 

end of data In the buffer, and manv words and nhras^s may  be  stnred 

Ihto  the  buffer before they are actually transmitted.  Transmission 

to the VOTRAX (across the  teletyne  lines  by  the  TFNFX  Operation 

system)  taVes  Place  olther  when the buffer is filled, or vhPn the 

ornnram deter-nines that no lore words are to be utterred. The end  of 

transmission  Is  sianalled  tc the VOTRAX by placinn a code "377" at 

the end of the data in the buffer. The VDTPAX itself  has  a  buffer. 

Voice output is Initiated bv the VOTRAX when its buffer Is half full. 

Thus, it is possible to send a  second  t rans-,,issi on  to  the  VOTRAX 

before  the  hUffPr  is  completely  emoty,  maiclna continuous soeech 

Possible. 

Provision is made for savina and restorino 

dictionaries so that phoneme representations must only be Input once. 

The MSP functions M.AKFRICT and LOADDICT accomniish this task. They 

dePend on a list of words b^ina saved as the value of fhe LISP atom 

called "PTCT". (in demonstration oroorams, *e frenuently set DICT to 

ML to save the snace require') to link an the dictionary words into 

a sinqle list. This means, however, that we cannot save an undated 

version of the dicMorarv; but this Is not usually a hindrance.) Tn 

the case of MAKFnrcT, a disk file Is orened, and each word on DTCT is 
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written on th« file with Its correspondlm Phoneme list (not the 

binary for^'-rathpr the forr* that exolldtlv contains Inflection 

numbers ani Phonenies). LPADOICT operates Jn reverse, ooenlnn a 

soeclfled dlsV: file tor Input» reading sequential entries» convertlno 

Phoneiies and Inflections to binary -odes, and storino them i> tbe 

swapped data area. 

The use of computer voice output has been very 

satisfactory in all the demonstrations ie have conducted thus far. we 

Intend to continue to use the VHTHAX for the forseeahie future. 

Refinements will PP made In the representations of exlstlna words and 

new words wm, of course» be added. A prooram will be wrlttep that. 

will attempt to make Its own ohonetlc representation of a new word. 

Another new program win orovide for dynamic inflection of a whole 

utterance, which will be a areat improvement over the current method 

of prestorina the Inflections for each Individual word. 

F, Svstem Integration 

The ultimate form of the Computer Rased Consultant Is 

expected to be a single co^outer program which may be» in fact» a 

combination of manv different» put interlinked» comnuter programs. 

The system building task is a big and important one and there are few 

orecedents or theories for bow to do it. The main phllosoohy that has 

guided system bulldino of the CBC up to now is that as different 

programs and "abilities" become available (even If they are  only  in 
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nrellmlnary  or  simple form) thev are Included in the system as soon 

^s possible.  Tlvis anrroach h^s several advantaTes. 

The m,iin advantage Is that we can aet a "flavor" of what the 

eventual system will be like. For exaTniP. ^n earlv svstem .vas lust 

the Procedural net nroara"-, expanded with air comoressor spm^nt^.s 

^nd Knowledae about tools. [t soon heca-p apparent that voice Innut 

and output would he "nice", so that was added bv taklno advantage of 

available devices that use Preselected wpris and Phrases for fnnut 

and outout, 

Thlnos that are sepn as deflclpncles hv casual observers of 

the demonstrations are taken as Important next stens for the system 

bulldPrs, For example, it soon beca^P „nparent that manv queitlons an 

aoorentice would loolcally ask, such as whv?, where?, what If ...? , 

and so on, could not he handled. The mechanisms for a few of these 

were coded In rudlmentarv form so that their effects could be tested. 

another important consequence of continual system huiidlm Is 

learnina where different parts of the system overlap. For example, 

several different "models" «re alrpadv m use Cl.e., a connectivity 

mode] for deductive auestlon answerlna, and a oolvhedral model for 

graphical display and polntlnq). We must ask whether the models can 

be combined. Are tnpv compatible? Can an models he kept uo-to-date 

simultaneously without too much trouble? vh»re can one program qet 

information from another nroaram's model? 
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in summarvf the current (April 1^755 system has the followlnci 

caoahllltles! 

(1) It knows about tor level components of a srprlflr air 

compressor, 

(2) It knows about some basic hanH tools (screwdrivers, 

wrenches, alien-wrenches) sr.d fastenlnos (screws, 

machine-screws, nuts and bolts, set-screws, washers), 

(3) It knows about assembly and dlsasse^biv senuences 

(Positlonlna, connectlno, fastenlm, remnvlnq, extractlna). 

(4) It kno«-' about oarts adjacent to other parts, both In tre 

connectivity (assembly/disassembly) model and In the 

polyhedral (araoMcs) model, 

(5) It can use a laser beam to point at the location of a part. 

(6»)  It can determine which Part Is Indicated by a 

lioht/pointer or laser beam, 

(7) It can use voice Innut and output in a simple form. 

(8) It can create Plans for accomoi ishinq task-s and answer 

Questions about the plans, 

(9) It can execute the Plan (I.e,, tell a user how to Perform 

a task at levels of detail based on the user's varylna 

responses). 

(10) It can answer ouestions about the chanaed state of the 

equipment at any time, 

(11) It can perform simple execution monltorlnq of the 

proqress of the apprentice in executlno a plan. 
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(1?1 it can nertor^ cflllbr^tlrr of thp Mspr-ranopfInder and 

the TV camera in ^ s^ml^uto^atIc mn^e. 

This is An irrprpssive list of caDahllttles for a rrnqr^m that 

is still in its e-jrlv staaes, Fach of the capabilities reeds more 

development, and certain Important rapabllttlfa are included only in 

rudimentary form (such as execution »onltorinq» natural lanauaoe» and 

vision). Still other canabllities soch as troubleshootina are not 

Included at all. Yet, bv malcino an intenrated system out of 

available parts we are able to envision the final system much more 

readily and recoonlze where our efforts should he directed. 

The "top level executive" or driver proiram for this system 

is expected to be the execution -flonltorim oortlon of the orocedurai 

net tNOAH)i because this is the program that carries on the basic 

interaction with th^ user. This may be riosely associated with the 

eventual speech understandlna proiram, vith the semantic net mode] 

oecomino one of the pri^arv sources of information about the task 

(and world) domain. 

The system is currently implemented cy takina advantage of 

the fork structure under the TKNSX ooeratlna system. The main 

oroarammlna lanauaqes are MSP and QMSP, wjth use .pf SUL, FOPTHAN, 

and machine lannuaoe where appropriate. The for* structure is shown 

in Flaure 1^. 
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I 

TOP 

QLISP 

procedural net 
assemblv/disassembly model 

voice input/output routines 

LISP 

INFERIOR  FORK 
swapped corr .iled code 

stored phonemes for utterances 

LISP 
SUB-FORK 

graphics model, pointing, etc. 

voice input/output routines 

I 
' 1 1 

LISP 
INFERIOR FORK 

swapped compiled code 
stored phonemes for utterances 

FORTRAN 
and/or SAIL SUB-FORK 

display routines 
matrix routines 

polyhedral models 
outline, centroid, etc. 

SA-3805-13 

J FIGURE   16      STRUCTURE OF  THE CBC  DEMONSTRATION  PROGRAM 

■ 
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III,   COMPONENTS OF SMBSFOUENT SYSTFMS 

A. IntroductIon 

in parallel with construct1nn the oresent system, WP nave put 

in a qrpflt deal of desion work on components of future M976 thrrnqh 

1^78) CHC systems. In section IIT.H we nresent ^ rietatled description 

of our worif to orovlde a powerful natural l*nnuaq* understandlnn 

system, our Intention Is that bealnnlna In 107(s we will he able to 

orocess some text innut to the svstem. CTh« text inrut system is 

helna deslaned to he part of a system that will ultimately handle 

speech.) Durlna 1977 we oUn to make extensive additions to the power 

of the text system, and finally in 197P we expect to extend it to 

handle utterances spoken by the apprentice. Garv Hendrix and Barbara 

Deutsch have been responsible for our natural lanouaae research 

worklno In conlunction with the SRi speech understandim prolect. 

In Section ITI.C we describe two pieces of additional problem 

solvina work. First we present some research Performed bv Marty 

Rattner on how to model and compute the "freedom of movement" 

oroPerties of equipment. Mext we dl&cuss the preliminary results of 

Richard Ouda and Mis MIsson toward bulldlnn a system for diaonosis 

of equipment malfunction. 
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Our work In vision Is described In Section TIT.n. U win 

uitttrately orovlde the capahinty of nnswerlnti ouestions about the 

equlcment and the workstation by direct observation. The vision worlc 

reoresents the combined efforts of several people, not,3blv Martv 

Tenenbanm, Harry Harrow, and Thomis Garvey (dolno Ph.D. dissertation 

work), 

■.^•, 

B, Natural Language 

1. Introduction 

The goal of our work in language is to provide a two 

way comtnunlcdtions link between the consultant and the apprentice 

that is both natural and convenient. We are persuaded that the most 

appropriate communications medium is that of spoken Pngilsn. The 

reason for this is twofold. First» speech trees the apprentice from 

the ourdens of Interacting mechanically with the consultant while 

performing his tasks, second, the use of Fnglish makes it 

unnecessary for the apprentice to cooe *ith a formal language, thus 

allowing him to concentrate all his efforts on the performance of the 

work task. It is anticipated that by 1978 the language component 

will have the ability to understand the user's spoken questions and 

remarks regarding the state of his task and the use of tools. 

Further, the system will have the ability to produce spoken responses 

to verbal inputs. 
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in developing a tecnnology tor the understanding of 

continuous speech, our research efforts are being carefully 

coordinated with those of the SHI speech project [36], As a result 

of cooperation during the past year, a common oaslc grammar and a 

common semantic Interpretation system have been developed, further, 

the focused parser desloned for tne speech project has been adapted 

for (Interim) text processing by the CBC. while various acoustic 

processing techniques are being developed, this parser will allow us 

to conduct experiments during the next two years using text and win 

facilitate the eventual conversion to acoustic input In 1978. 

In keeping with the goal of providing natural 

communications between consultant and apprentice, we have, during the 

last year and a half, collected and analyzed numerous protocols 

between human consultants and apprentices, within the past year, this 

analysis has aided us In the selection of a working vocabulary and m 

the development of a tentative performance grammar (which extends the 

grammar developed jointly witn the speech project). Havina used the 

protocol experiments to clarify the language regulrements of a 

computer based consultant, we have been developing a system 

architecture and a semantic representation scheme capable of deallno 

with the linguistic problems lively to arise in consulting 

situations.  Details concerning each of these achievements follow. 

•v-^ 
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2. Protocol Collection 

We have extended the -rollectlon oi protocols 

described in our previous annual report t37J to inciuae ditterent 

tasks  and apprentices  at  different skill levels. One new task has 

entailed working on a suoconnponent  of  t ne  compressor»  namely  the 

t ■■ 
pump.  This task Introduced new vocabulary and, more importantly, the 

need to describe and understand questions about more complex  tools, 

parts, and operations, A sample from one of trie pump assembly dialogs 

is shown in Figure 17, 

■ 

We have an experimental setao now that allows us to 

record new protocols easily, we plan to run additional experiments on 

new pieces of equipment, Tasics for these experiments will entail 

troubleshooting  as   well   as  assembly  and  disassembly. 

3, The Concordance Programs 

As an aid to our analysis of the language used in 

expert/apprentice situations, we have developed a package ot 

concordance programs, A sample output from these proarams, 

illustrating several of the features of tne concordance produced. Is 

shown in Figure 18. This sample shows a collection of results from 

concordances done separately for several dialogs, (The dates were 

added to make the separation clearer,) For each of the that which 

occur, the concordance snows a freguency count and a list of tne 

different contexts in which that word appears, 
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Knowing the context in which a word appears aids in 

determining both the different semantic and the different syntactic 

uses of the word, we nave used this information in constructing our 

wording con-epts and our working grammar. By pulling an of tne uses 

of a word together» the concordance enables us to determine wnich 

word senses are used most often. It would be difficult to get tnis 

same information from the raw dialog because the word uses are so 

spread out. As an example, consider the uses of the word "all" shown 

at the top of Figure 18. These are representative of tne uses we 

found. In only one case is "till" used in the guantificational 

sense (in the FEH12 dialog ". . . I've got all four bolts in 

place'). This result (and similar ones tor tne other guantiflers) was 

unexpected. 
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The number to the left of each entry in the 

concordance is the line number in the dialog where this entry 

appears. This allows us to examine the total context of the word 

use. We have used this to distinguish expert and apprentice word 

uses. For example (see Figure 18) the use of "bolt" as a present 

tense verp comes exclusively from the expert. ine apprentice uses 

the verb form of bolt only in the past tense. 

It is possible to merge the concordance results for 

several dialogs. We have obtained a merged concordance for all of the 

dialogs, which enables us to distinguish Indlvic ai differences from 

general trends.  Those words and  syntactic  structures  that  appear 
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across several dialogs are incorporated in our workim vocabulary and 

worklnq grammar. Later» Individual modes of expression win be 

handled In the user model. 

4. Dialog Analysis 

As mentioned previously, a major motivation in 

collecting the dialog protocols has been to determine the language 

requirements of the CBC. Analysis of the collected dialogs has 

proceded on several levels. On the most oasic level, «e have used 

the protocols In establishing our v»orkina vocabulary and grammar. 

These are discussed more fully in separate sections. In bot.i these 

undertakings, analysis ot the dialogs aided us not only by 

illustrating what languaoe usages there were but also by making us 

aware of what problems did not arise. For example, as noted before, 

we were surprised by the infrequent use of guantification by the 

apprentices. Quantifier words, like MallM, did appear in apprentice 

statements, but mainly in Phrases like Hls that all" meaning "have I 

finished?". 

There are many well known discourse level problems in 

natural language understanding; for example the problems of resolving 

reference and completing partial utterances. In the CPC domain there 

are also the closely related problems of describing and understanding 

descriptions ot objects and actions, we have been using the dialogs 

as guides for our research on tnese more global discourse level 

problems. 
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We have been interested not only  in  the  for,-ns  ot 

these  CBC  discourse  level  problems,  but also In dlscoverlnn what 

inherent. Information there was In the dialoq context that  would  aid 

In "solving" the problems. 

The dialog context is actually a composite of three 

different component contexts: a verbal context, a task context, and 

a context of general world Knowledge. Fne verbal context includes the 

history of precedino utterances: their syntactic form, the objects 

and  actions  discussed  in them, and the particular words used.  The 
■ 

task: context is tne focus supplied by the tas< oeing  worked  on.  It        -"S-S1 

Includes  such  things  as: whtf« does ehe current subtask fit in the 

overall plan, wnat  -e its  subtasks»  what  actions  are  likely  to 
•■,■-.■ 

follow, and what objects are important.  The context of general world 

knowledge  is the  information  that   reflects  a  bacKground 

understanding of  the  properties  and interrelations of objects and 

actions;  for example,  the  fact  that tool boxes typically contain 

tools and tnat attarning involves some kind of fastening. 

An Important  aspect  of  the  reference  problem  is 

determining what sources of knowledge should oe accessed to resolve a 

teference. Decisions must be made concerning how much effort  may be 
■ ' . 

spent  testing  one  antecedent  candidate and how much effort may be       ^-^-i 
i 

spent Investigating the different  context  perspectives  from 

that candidate may be viewed. 

t 
. . 

which 
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In the context ot 

"Tighten the setscrews with an alien wrench" 

consider the question 

"Where are the setscre*s?" 

The phrase "the setscrews" must be resolved as the previously 

mentioned ones, T»is resolution comes from the verbal context (or 

dialog history). However» in the context 

"Attach the pump pulley next" 

the question "Where are the setscrews?" can only be understood if 

the consultant is aware that installing and tightening some screws is 

part of the operation of attaching the pump pulley. The resolution 

comes from knowledge ot the task. Any screws mentioned in the 

previous dialog would probably be irrelevant. Finally» if «e consider 

the context 

"I have tne parts box»" 

the resolution can be found only by knowing that screws are typically 

stored in a parts box. 
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The reference resolver must  consider  as  candidates 

for  antecedent  not  only  oojects  and  actions that are explicitly 

represented In the dialog history (which  would  work  only  for  the 

first  of  our  examples),  but  diso  the  Interconnections of those 

objects and actions In the task  do-naln  and  In  the  "qeneral  real 

*orld".  This  means  deciding which Kinds of connections to consider 

first and how lonq to investigate them before looking at  others.  It 

also  entails deciding how much effort to put into looking at all the 

connections of one object or action before  considering  others.  The 

implementation of the reference resolver is being designed so tnat we 

can easily experiment with oifferent strategies for  looking  at  the 

various   contexts.    The  separation  between  the  three  context 

components is made explicit.  Tne  task  context  is  supplied  by  a 

connection  to  the  procedural net. The difference between the local 

verbal context and redl-w0rid knowledge connections is  reflected  in 

the way the semantic representation of the discourse history is kept. 

Essentially,  the  local  context  is  <ept  separate  from  global 

knowledge,  but  contains a few links to that knowledge.  How this is 

done will be discussed more fully after the semantic  representation 

is presented. 

' Li 

.: 

The problem ot object description Is closely related 

to the reference problem. This is obvious since the description 

problem is basically the inverse of the reference resolution problem: 

an object is unambiguously described if the description given can oe 

used  to  locate  a  unique  object.    Any ooject has a multitude of 
0 
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attributes. Some are simple (e.g.» color, shape) and others involve 

connections to other objects (e.o., on-top-of# Inside), However, at 

any one tine only a few of these properties are needed to uniquely 

specify tne object. This is oecause context limits tne other objects 

from which any one object needs to be distinguished. As an examnie, 

consider the situation when the apprentice is using a 1/2-inch 

box-end wrench and a l/2-lnch socKet wrench to tiqhten a nut/bolt 

fastening. The two wrenches may be distinguished ^y ty^e: "the 

wrench" is ambiguous, but both "the box-end wrench" and "the socket 

wrench" are unambiguous. However, if the aoprentice is using two 

1/2-inch box-end wrenches for his task then they need to be 

distinguished by other criteria, such as which Is on the nut. 

We have been designing the discourse history 

component of the system in a way that will allow us to know which 

attributes of an object are most important in a given context. Again 

this is closely tied to the semantic representation and win be 

discussed in Section 9 below. 

5. Selection of working Vocabulary and Working Concepts 

The concordance proarams  have  aided us In finding 

which words are likely to occur  in the  workstation.  Surprisingly, 

only h20 different words were used in all of the dialogs, üur initial 

working  vocabulary  of  approximately  650  words   includes   some 

additional  words  fce  know will appear as new tasks are added (e.g., 

some part names). 
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As a tirst step toward builainq a semantic 

representation of the Knowledge base necessary to anaerstand CBC 

related dialogs, we have divided the vocabulary Into conceptual 

categories. (Our semantic representation is discussed in Section B 

below. For present purposes, It suffices to icnow that ob-jects and 

actions are represented by nodes in a semantic network. Various 

hierarchical relationships between categories of oblects and actions 

are also represented. In addition, it is important to know that the 

result of parsmo an utterance is the production of a semantic 

network.) At present there are 21 conceptual categories. The 

categories, along with a sample of the words in each category, are 

shown in Figure 19, 

There are several characteristics of tnis cateiory 

list that wm be important in building our network representation. 

First, the categories are nierarchlcai. For example, in the category 

of location operators there are general Position change words (e.g., 

adjust) and also position change words which specify that a tool be 

used (e.g., pound). Note that some of the nierarchies that are 

Important m the CHC domain are not shown in tnis category list, 

because subclasses are not shown to all levels. (To do tnis would 

require showing the compiete^semantic net). Cor example, under tools 

we do not show the hierarchy tool-^ wrench-> box-end wrench. 

1 

f 

Note that some of tne categories are gu.;te closely 

related. The best example of this is the set of categories: 

location, location operators, locate. The location category  contains 
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the communication Category). The presence of tnis category indicates 

tne importance ot the subtask of communicating information between 

the the expert and the apprentice. 

There are also categories that in essence concern the 

syntactic structure of individual utterances. The linguistic 

operators category contains that which win not themselves have 

specific representations in the semantic net. The words in this 

category help quid« the construction of the semantic representation 

being oulit up for an utterance, not by adding new semantic 

constituents, put rather by indicating the relationships between 

existing constituents. For example, the prepositions help supply the 

mapping between surface cases and deep conceptual cases. 

b. 1>e working Grammar 

Through cooperative efforts with the SFI speech 

project, a basic performance qrammar applicable to a wide variety of 

tasks has been developed. For use in tne CBC domain, certain 

extensions to this basic grammar have been made to account for 

syntactic constructions that occur with higher freguency in 

consultation dialogs than in ordinary conversations. The grammar Is 

based on a thoughtful analysis of our protocol experiments, and thus 

reflects a major portion of the language actually spoken by 

apprentices in the performance of tasks rather than some abstract 

theory of how the apprentice "should" speak. Thus,  the  grammar  can 
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handle isolated pnrases dnd ciduses as wen as complete sentences. 

Although It retiects the lanquaqe of this task domain» the grammar 

does include the K-inds of linguistic constructions handled in 

contemporary computational linguistic research and was written with 

extensibility in mind. 

.^J 
■ 

Since the grammar is ultimately to be used in tne 

processing of speech» it has been designed so that advantage »ay be 

talcen of (cnondedge available from whatever sources are capable of 

reporting information at any given point during an analysis. The 

grammar is written so that it is not restricted to a particular kind 

of parsing strategy. That is» it can be used both bottom up in 

building more complex grammatical structures from words that have 

been identified acoustically» and top down In working from predicted 

grammatical structures to the words they contain, (The same grammar 

should also be serviceable for response generation» althouoh not much 

.vtudy has yet been made In this area.) The grammar Incorporates In 

its rules Information on semantic» pragmatic» and prosodlc features» 

as well as on grammatical ones. Experiments conducted by the speech 

group ti6] show that when the basic grammar is compiled with a 

lexicon Into the internal representation used by the parser» the 

result is a language processing system whose sources of knowledge are 

highly Integrated and w^ll coordinated. 

U 

both  the  basic   grammar   and  the  CBC-speclflc 

extensions are expressed as collections of  rules  (following Paxton 
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[38J). As exemplified by (slmplltled and edltea) rule SI ot Figure 

20, a grammar rule has three principal components: a context-free 

production, an attributes statement, and a factors statement. ^hile 

each rule contains a context-free component, it must be emphasized 

that the rules themselves are not context free, since the application 

ot a proöuction Is constrained by restrictions encoded througn the 

attributes and factors statements. 

RULE.OLK     Si I 
Cr-PH'JDUCTIO 

S   c   Np   VP; 
A1TMBUTK.S 

FOCUS,   MOOD   i'PV   mp, 
VOICE   ■   "ACT, 
SEMANTICS S SEMRSKSEMAMTICSMP), 

SP:VA'OTXCS(VP)), 
krrum ■ IF MOOD EG DEC THE*; "AFF^ 

FACTORS 
IF VCICFfVP) EG PASS THEN OUT, 
IF   Glf.TERSECai0N(5iB«(NP)#   NBRCVP)) 

ThfcN   OK   ELSE   OUT» 
IF   TPANS(VP)   F.Q   C   Itila   BAO, 
IF   StMAf'TICS   Eti   ^JIL   THRfl!   '1UT{ 

FIGURE  20      A SIMPLIFIED GRAMMAR  RULE 

The context-free production of a grammar rule 

specifies a string of utterance constituents (either terminals or 

tokens) that, under favorable circumstances, may be combined to form 

a larger or more complex constituent. For example, the context-fr 

production of rule SI Is 

ee 

S   s   NP   VP 

•■;■ 

v 

■:■• 
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wnich indicates that an S constituent of an utterance (a compiete 

sentence or clause) may be formed by joining an NP (noun phrase) with 

a VP (verb phrase); nowever» various attributes of the NP and VP must 

be in aareement. 

To build up internal descriptions of parsed phrases, 

each rule augments its context-free production with an attrioutes 

statement, tach constituent type (e.g., the constituent tvoes NP, VP, 

S, U used by the grammar is associated *ith a set of attributes whose 

values help to characterize particular instances of the constituent. 

For example, the attributes ^OICF and MOOD help to characterize 

particular instances of VPs and SS, The attributes statement of a 

grammar rule assigns values to attributes of the phrase being built 

up. These values are derived primarily from the values of attributes 

in the phrase's constituents. Thus, for example» the FUCUS and MOUD 

of an S constructed by rule '^l are ta<en from the FOCUS and MOOD of 

the NP that is the first constitutent of the s. Attribute-values 

for the most primitive components of the grammar (such as individual 

nouns) are specified by the lexicon. 

To constrain tho application of rules to approoriate 

situations and to aid the parser in deciding which rules seem most 

likely to yield good results» each rult contains a factors statement. 

Since a given context-free production is applicable only if Phrase 

subparts are compatible, the factors statement may apply tests that 

examine  the  values  of  constituent  attributes  to determine their 
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compatibility. Kor those phrases that pass the compatibility test, 

^ tne factors statement derives a number, called the rule score, which 

Indicates how well the constituents tit together. This numoer is 

used by the parser in detern.lninq how much effort to devote to usinq 

the phrase produced by the rule in subsequent computations. 

To use a rule such as Si in the oottom up  mode,  the 

Parser  first  finds  a strinq of tne form "Np VP" to match tne riqnt 

side of the context-free production.    witn such a strinq found, tne 

Parser beqins to check the factors.  First, a check Is made to see if 

the VUlCE of the VP is PASS (passive).  Passive voice is not  allowed 

in  this rule (there is another rule, S9 In Figure 21, that snould be 

used for passives), and hence if VDICE(VP) is In fact PASS, tnen this 

application  of  rule  si  is  thrown UUT ar.d a record of the aoorted 

application is made to prevent future attempts. If the voice test  is 

passed, then a test is made to see if the number attributes of the MP 

and Vp are compatible; e.q., "tney mesh" is OK out "it meth" is  OUT. 

The  passlnq  of  this compatibility test is reqarded as a moderately 

iood siqn (indicated by "OK") and the  rule  score  becomes  sliqntiy 

enhanced.    The  next Portion of the factors statement checks to see 

if the TPANS of the VP (the number of yet  unasslqned  standa-d  case 

arquments)  is  o.  If IRANS(VP) is in fact o, thii is a BAü siqn and 

detracts from the score qiven the resultlnq S constituent. 

, 

-".■-, 

wnen other tests are passed, the SEMANTICS  attribute 

of  S  is  computed  from the SEMANTICS of NP and vp by a call to the 

157 
■:-:■: 

■ L - 

im 
■'.'■■:■ 







tw'imv^fm M 1.1. i ■ i ■ i ■ i ■ IM« i ^ j.» i»i «IP ip i ■ ■^^n^v*^>^^^^^v^;^^n^^p^^^*V*V^aT^r^^^^*V*VPV>V«vm«V*P 

function SEMRSi , If SE^HSI returns ML, tne rule fans on semantic 

grounds. Otherwise, SEMRSI returns tne semantic Interpretation of S, 

and the other attributes of S are computed in accordance wi*.h tne 

attributes statement and stored with the completed S, 

While space considerations rn^ke it Impractical to 

list tne complete grammar in this document (see Pef, 3h for a 

complete listing), a feel for the extent of the grammar may be gained 

by examining just the context-free productions of tne rules. The CFFs 

of the base grammar are presented in Figure 21, with CBC extensions 

in Figure 22. (A base rule marked by "cbc" (or "speech") indicates 

that the rule is currently used primarily by the CBC (SRI speech) 

project.) 

y. 

RULE    COMEXT-FREK-STATEN'ENT 

520 S = NP AUXH PRFPP 
521 S = AUXB Np PREPP 
522 S = "WHERE AUXB NP 
523 S = REL S       REL = tnat. Which 
524 S s SEown W    SEQuence ^orD  -  now, 

next, first 
525 S = SEQWD S 
526 S = SUBORDS S 
327     S = S SUBORDS 

Example!  lürn the oolt 
until it's tignt. 

528 S = S "PLEASE 
529 S = "PLEASE S 
SUBS1   SUBORDS = SUBCONJ S   SUBCOMJ = w^en, 

until, so tnat 
NP18    NP = NPlNpi COORD Np:NP2      • CORD = 

and,or 
NP1     NP = NPlNPl COMMA NP:MP2 
NOM3 NOM = NOM:NOMl "AMI N0MJH0M2 

FIGURE 22  CBC GRAMMAR EXTENSIONS 
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7. The  Fdrser 

The SRi speech group has developed an experimental 

parser that is specifically designed to coPe with the variaDillty of 

pronunciations and the frequent ldc< of separations between words 

that characterize spoken lanouage. To ta<e advantage of knowledge 

about the input stream from any sources that are available, the 

parser is allowea to (simultaneously) work both top down and bottom 

UP, predicting words and ohrases on the basis of context and building 

up phrases and clauses trorr words that have been Identified in any 

position in an utterance. Using information from many sources, the 

parser coordinates knowledge relating to the structure of hnalisn, 

the natuie of cne task beinq performed, the conversation context, the 

Prosodic features of the input, and so on. Since the uncertainty of 

the input and the variety of kinds of Knowledge required can lead to 

consideration of a large ranne of interpretations in the analysis of 

an utterance, the parser contains mechanises that enable it to 

examine the most reasonable alternatives first and to focus its 

activities with respect to both processino time and available space, 

(A full description of the parser is contained In Hef. 36.) 

To facilitate the conversion to spoken Input in 1978, 

we are designing our interim text processor to be as nearly liKe the 

prooosed speech processor as possible. Toward this end, the speech 

parser has been modified to accept text input. Aithouqh a sinpler 

parser could oe written to do text processinq exclusively, py using a 
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modified speech parser In the Interim, the eventual conversion to 

spoken input will entail no interface cnanaes between the parser and 

the CBC-speclflc systems with which the parser communicates. Both 

the CBC-speclflc systems that communicate with the Parser and the CbC 

grammar may be written and tested in text mode. Further, the 

text-based system will serve as a useful tool for testlna 

task-oriented input-prediction strategies tnat win be needed to help 

guide the parser through spoken consultation dialogs. 

8. System Design 

Since the language system must be coordinated with 

other components of the CbC» we have attempted to temper our woric in 

protocol analysis and In the development of a semantic representation 

by keeping In mind the interactions that must occur between the 

language system and various knowledge specialists In the CBC, To 

better understand the intercommunications problems, we have developed 

tentative system designs at two levels. 

The most abstract design» snown in Figure 2i. 

interprets the language component as the interface between the user 

and a group of task specialists. According to this model» the 

language component's Mediator handles interactions with the user and 

with various subsystems that are highl/ competent in the performance 

of restricted and specialized tasks. In Interacting with the user 

and the task specialists» the Mediator  receives  nelP  from  a  user 
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USER 

LANGUAGE COMPONENT 

MEDIATOR 

^ V 
\ 

^ 

USER MODEL 
/ \ 

TASK MODEL 

/ 
/ \ 

\ 

/ \ 
TASK  1 
Specialist 

TASK 2 
Specialist 

•   •  • TASK n 
Specialist 

SA 3805 14 

FIGURE  23      ABSTRACT  LANGUAGE  SYSTEM  DESIGN 

model and a task model. The user model encodes the discourse 

history, the state of the user's prooress In the performance of some 

task, and information concerning other characteristics (e.o,, 

acoustic Parameters and, eventually, problem solving style) of the 

current user. The task model contains abstract descriptions of the 

task specialists' capabilities and of the tasks that the user himself 

can perform. Both the user .nodel and the task model help the 

Mediator understand the user's utterances (prlncloally by providing a 

context for the resolution of anaphora and ellipses). The task model 

helps the Mediator decide which task speclallst to Invoke In seetclng 

to respond to a user's queries. 
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At the .nore concrete level of rott*fare modules» »e 

are *or»cing with the system design of Klqure 24 in mind. in tnis 

flqure, double-lined arrows represent flo* of control, solid arrows 

represent flow of information, and hroKen-line arrows represent 

subroutine calls. According to tnis system desiqn, control is first 

resident in the parser which receives data from the arammar and the 

lexicon (and, of course, from the user). Ir the course of its 

operations, the Parser is expected to call on the Composition 

Semantics subprocessor, which builds up semantic Interpretations uf 

parse fragments. To perform the semantic Interpretation, the 

Composition Semantics may request Information from the 

Praqmatlcs/Dlscourse unit or from the data base (throuqh the Data 

Base Controller), 

;■-■:-: 

Unce  a  semantic  Interpretation of a complete Input 

has been ccnstructed. It Is passed to the Request Server,  Since  the 

CBC  cannot  carry  out  physical  commands,  user  Inputs are either 

requests for Information or statements of  fact  for  the  system  to 

commit  to  memory  or  use  In  updating Its model of the task being 

performed.  In either case, the Request Server calls  the  Data  Hflse 

Controller,  which  may  Input  new  data  Into  the  data  base (ann 

Indirectly cause updatlnq-monltorIng demons to öe fired oft), or  may 

query  the  data  base  (and  perhaps  Indirectly  Invoke  knowiedqe 

specialists, such as the planner, that  derive  pieces  of  data  not 

specifically encoded In th« data base). 

164 

■.-- .^ ,^. 
■ • ' •-:-■-;•-:-■■:-•■'--■•"-•■•-■■"-••".--:-vi-.    .  ,-,     -.-.-..■   >>^j-.>>y-j 

. •  ■   •• .■ , ■ ^ •:--y-v-v :-■-. 
■ - •    - - -  >     -   .  . •• ,  . - -  .  . ■  ■ ."N . • .    /      .-■   , ■- A ."• . • 

■ - ■ 



i 

—^"—»-»-^—«^^-»■^-•^^^^^^^^^ 

.- 

■: 

■ 

< 
K 
O 
O 
Q: 
Q. 

EC 
< 

< 
cr 
(S 

< 
Q 
J 
< u 
X 
UJ 

o 

A 
tr 
O 
K 
< 
IT 

z 
a 

a 
r 
h , < 

-J cc < UJ 
o z 
00 
> 

UJ 
U 

I .j 

< 
3 
w 
> 

a 
K  £ 
uj t; 
w  c 

oc  ^ 
< h 
o-  E 

E m 

O 

, 

 I 

u 
p IT 
o oo Q 

() to 
1- (/) 

H UJ 
tJO z () 

5 
< 
5 

O 
X 
0. 

0 fO CO 
0 3 

Ü5 

 I 

. 

II 

CO 
LU 
_l 

D 
Q 
O 

LU 
cr 
< 

O 
(A 

cr 

a 
u. 

^ 

165 

/- 



' T- p'.' '."—■•',»■■■• ..■■•-.■ ■■'•_■_» _i ■_' ..  • -. I _■  •! ■ _. ■.■I,» 

When an appropriate response has been determined by 

the Pequest Server, the response is passed either to the ianouaqe 

generator (v*hlch produces spoicen output), to the physical generdtor 

(which provides a mechanical output such as the pointing ot tne TV 

camera or the laser), or to both. 

The relationship between the software-module system 

design and the more abstract design Is indicated by Figure 25. 

9. Semantic Representation 

One of the most fundamental tastes In the construction 

of any artificial Intelllaence system Is the selection and 

Implementation of a scheme for representing Knowledge. within the 

past year, our researcn In semantics has concentrated on the 

development of a modeling scheme for use In natural lanouage 

understanding that is capable of encoding multiple aspects of 

knowledge in a uniform, precise, and easily manlpulatable form. 

Special emphasis has been given to the uniformity of representation 

since, depending upon the point of view of a processing algorithm or 

the disposition of the apprentice, a given piece of data may be 

regarded internally or expressed in output in a variety of ways. 

The representation scheme that has been developed for 

use in the CBC is a variation of the semantic network schemes used by 

Simmons 139], Shapiro 140], Humelhart and Norman [41J, and other 

researchers.  For natural language applications, networks have proven 
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to oe very servceable encoding structures» otferlnq such recognized 

advantaaes as a convenient bidirectional Unkaqe netween semantlcallY 

related data items and an inherent facility for associating deep 

conceptual case systems with event types. To extend the encoding 

power and flexibility ot semantic networxs, we have developed an 

augmentation that allows the nodes and arcs of networics to be 

partitioned into units called soaces, Tnis allows knowledge to be 

bundled into units» thereby helping to condense and organize the dr-ta 

base. Specifically» Partitioning allows quantification» abstraction» 

and categorization to be handled easily by networks, Fartitionlnq 

also facilitates the encodinq of process intornation and the 

translation from English into network representations, (A discussion 

of partitioned semantic networks is contained In Kef, 42. 

a. Basic Network Notions 

.-• 

In Its simplest form, a semantic network Is a 

set of nodes interconnected by an accompanying set of arrs. A node 

may be used to represent an object» where an object may be virtually 

anything, including physical objects, relationships, sets, events, 

rules, and utterances. Arcs are used to represent certain 

"primitive" omnichronic (i.e.» time invariant) relationships, (Such 

relationships may also be represented as nodes,) 

A feeling for how nodes and arcs are 

organized to represent various tacts may be aalne.. by considering tne 

network of Figure 26, In this  network  the  node  'PHYSICAL,OBJECTS' 
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FIGURE  26      A TYPICAL  NET  FRAGMENT 

(single quotes die used to delimit nodes) represents the set 

PHYSICAL.OBJECTS, the set of all Physical oblects. Likewise, node 

'MACHINE.PARTS' represents the set 0t an machine parts. The arc 

labeled "•" from 'MACHINE,PARTS' to 'PHYSICAL.OSJECTS» Indicates that 

MACHINE.PARTS is a subset of PHYSICAL.UBJECTS. Similarly, the 

network Indicates that BOLTS is a subset of MACHINE.PARTS and that B, 

an Element of bULTS, is a particular bolt. Following the hierarchy of 
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4notner   family,   X   is   a  particular  box,   an  element   of   BUXES,   a     subset 

Of   CÜNTAINtHS,   a   subset   of   Ph ySlCAIi.CBJECTS. 

.-. 

Node 'C encodes a containing situation, an 

element of the situations set <sit-contain>, a subset of SITUATIONS, 

tne set of all situations. In particular, 'C represents the 

containing of bolt b by öOX X from time Tl until time T2. The 

various component parts of situation C are associated with it through 

special deep case relationships. For example. In the network there 

is an arc labeled "content" from 'C to 'B', Tnis arc indicates that 

B is the ißcontent of situation C, where tne notation "incontent of 

C" means "the value (•) of the content attribute («) of C," 

Similarly, X is the »^container of C while Tl and 12 are the 

•^start-time and «eend-time respectively. 

As a general principle, arcs encode only 

element, subset, and case relationships, (under one interpretation, 

element and subset relations may be viewed as deep cases also.) Arcs 

are never allowed to encode relationships, such as ownership, wnich 

are time bounded. 

b. Net Partitioning 

The central idea of net partitioning is to 

separate the various nodes and arcs of a netwot< into units called 

spaces,  tvery node and every arc of the overall network is assigned 
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to exactly one sPdce, with all nodes and arcs tnat He  in  the  same 

space  being  distimulshaule  trom  tnose  of other spaces,    While 

nodes and arcs of different soaces may ne linked,  the  linkage  must 

Pass  through  certain  boundaries  that  separate one net space trom 

another, 

Net soaces are tvpically used to delimi the 

scopes of guantitied variables and to distlnouisn alt. .native 

hypotheses (during parsino and planning). However, before taking up 

such practical applications, consider the simpler (if atypical) 

network  partitioning  shown  in  Figure  27.    K.ach  space  of  the 
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FIGURE  27       A SAMPLE  NET SPACE  PARTITION 
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partitioning Is enclosed wltnin a dotted line. For example/ space 

SI is at the top of the figure and includes nodes 'PHYSICAL,üBJtCTS', 

'BOLTS', '<sit-contain>', and 'BOXES', Si also includes the two s 

arcs indicating that the set of BOLTS and the set of BOXES are 

subsets of the set ot FHYSICAL,OBJECTS, in our diagramatlc 

representations of semantic nets, an arc belongs to a space If, and 

only if, the arc's label is written within the dotted line boundaries 

of the space.  Thus the e arc from 'B' to 'BOLTS' lies in space S2, 

1 
■ > 

•■.- 

The various spaces of a partioning are 

organized into a partial ordering such as that shown in Fioure '28, In 

viewing the semantic network from some point s in this ordering, only 

those nodes and arcs are visible tnat lie in S or in a space aoove S 

In the ordering. Thus, tor example, from space S2 of Figures 27 and 

29»  or.iy those  nodes  and  arcs  lying in S2 or SI are visible, in 
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FIGURE  28      A NET-SPACE  PARTIAL ORDERING 
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particular. It Is posslole to see that B Is a BOLT and that BOLTS are 

PHYSICAL.OBJECTS, but it is not Possible to see that X is a BOX. From 

space S5, information in spaces 55, si,   S2, and si Is visible. Hence, 

from  05, the whole ot the semantic network ot Figure 27 may oe seen. 

(For certain applications, the net may oe inspected one  space  at  a 

time. For example, it Is possible to query the net in such a way that 

only nodes and arcs  lyinq  in  space  S2 are  visible  even  though       ^ 

information in Si is normally visible whenever S2 is inspected.) -1 

In oractice, partitioned networks are 

constructed by creating omoty net spaces, adding them to tne 

Pcrtition ordering, and then creating nodes and arcs within each $ 

newly created space. The use ot partitioning in the encoding of 

quantified statements and categories is the sublect of the next two 

sections, 

c.      Quantified Statements 

In addition to an ability to encode  specific 

tacts (such as the containing event encoded In Figure 2h), a semantic 

: 
system needs some facility for grouping sets of  similar  facts  into 

units—so  as  to allow  those  facts to be represented collectively 

through some  sharing  mechanism  and  to  be  conceptualized  as  an        Ü 

Integrated  whole.   An ability to encode generalized information (In        v 

the form of quantified expressions)  is  of  considerable  importance 

since it is often impractical (or even impossible) to record the same        :. 
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Information by a collection of individual specific statements, ooth 

because of the very number (possibly infinite) of statements 

required, and because details of particular Individuals may not b« 

explicitly Known. Further, since quantification is d component of 

language, an ability to encode quantifiers is vital to the 

understanding of certain classes of Enqllsh sentences. 

(Quantifier: were seldom used explicitly in the dialogs gathered in 

our protocol experiments con'-arnlng mechanical task». 

Nevertheless, quantification is needed for the representation of 

world unowiedqe.) 

As an exampiJ? of how quantification is 

handled in partitioned networks, consider the network of Flqure 29 

which encodes the statement 

"Every oolt in the box is 3/4 inch long 

and has a nut screwed onto It," 

In this network, the node 'us' represents the set of all general 

statements (the set of statements Involving universal quantifiers or, 

under another Interpretation, the set of recurrlnq patterns of 

events). The node 'q' represents the particular statement (set of 

events) cited above. 

Characteristically, a general statement 

encodes  a  collection of separate circumstances, all of which follow 
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FIGURE  29       EVERY BOLT  IN  THE  BOX  IS 3/4-INCH   LONG AND  HAS A  NUT SCREWED 
ONTO  IT 

the same basic pattern. Tnls basic patttrn Is represented by tne 

»«form of tne qeneral statement. The Mform of g Is encoded by a 

net space, S4, which lies just oelo* SI in the partition ordering. 

(When one net space Is pictured Inside another, the Inner space Is 

below the outer In the partition ordering.) This net space may be 

tnougnt of as a super-node, containing Its own Internal structure ana 
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representing a composite variable that takes on a different value for 

each of the instantiations of the recurring pattern. Each node and 

arc within the space of the super-node may be thought of as a 

subvariable. 

General statements are also typically 

associated with one or more universally guantlfied variables» which 

are allowed to assume values In some specified range. Statement g, 

for example, has a universally guantifled variable b given by its »\v 

attribute. Note that variable b is necessarily a part of the »^forrn 

of g (i.e.» 'b' lies in space S4). Krom node 'D' there is an e arc 

to the set the.bolts,in,the.box, indicating that the value of b 

(written lb) must be taken from the range set the.bolts.in,the.box. 

(The node 'the,bolts,in,the,box' has been created especially to help 

encode the general statement. Its meaning may be inferred 

subseguently when the,oolts,in,box,K is defined in paragraph "d" 

below. 

The interpretation of a general statement is 

that for each assignment of the variables (MVv to values in their 

corresponding ranges, there exist entities matching the structure of 

the »§form. For 5 this means that for every «b an element of 

the,bolts,in,the,box there exist 

«h C <häs.length> 

is C <slt-screwed;simpllstlc> 

in  C   NUTS 
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and the relations 

ib is the «yobj of »h 

3/4UCH is the «cameasure of #h 

»b is the I9mt of li (i.e., lb is the male 

-threaded part of «s) 

and m is the i^ft of »s. 

Thus,  the  interpretation  of  g   is   that   for  every   #o   ln 

the.bolts.in.the.box, there exists a situation #h in which the lenoth 

of üBJect »b is the MEASURE 3/4 inch.  Since '3/41NCH'  Ues  outside 

space  S4,  there  is  only one measure for all the holts in the box. 

Farther, for each holt lb  there  is  a  nut  In  (depending  on  the 

individual  lb)  that  is m a situation of being screwed onto «b. (A 

screwedtsimpiistic connection may exist  only  oetween  two  threaded 

objects,  one  with  male  threads  (the  mm) the other with female 

threads (the »eft). A screwed:simpiistic connection may be contrasted 

• 1th  screwedjstandarci connections in which multiple unthreaded parts 

are held toaether by a bolt (or other threaded  object)  that  passes 

through the unthr«aded objects to engage a nut.) 

-.■ 

Complex guantificatlons entailing nested 

scopes may also be encoded by net spaces, as shown abstractly m 

Figure 30. 

177 .-.. 

.' -V-',-^;,.■ 
:.\-:-:-:v:v::-:-:- 

. -.. -- ■. t ■_ *. * 



.*--.-    • . ■ t ^ v* '.■ -'. \. r*-ZrJW \■' J. \ V \m V \m J' r'x'    ^ .1 ■ 7 4" M1.'i" U1^ J    \Jm fm^&m^^^^rmm\M il l  J    I. 

^ 

SA-3805~30 

FIGURE  30      A COMPLEX  ABSTRACT QUANTIFICATION 
(VaeA)(3beB)(VceC)(adec)tP(a,b,d)l 

i 

d. Rules and Categories 

ft convenient method for organizlna 

information in a semantic system is to divide tne various oojects 

(Including physical objects, situations, and event objects) in tne 

semantic domain into a number of categories. Using categories, 

objects  that  are  somewhat  alKe become grouped together, allowing 
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similar objects to be thought about and talked about collectively. 

The scheme Is hierarchical in that some categories may be 

subcateqories of more general classes. The lower a class Is in the 

category hierarchy, the more alike its members must be. The 

"likeness" arises in that members of each category possess certain 

common characterizing properties (such as deep conceptual cases or an 

association with a common attribute. 

The categorical system serves  the  important 

purposes  of  spotlighting similarities among oojects and compressing 

redundant information by recording common information at the category 

level  rather  than with the individual.   if an object Z is known to 

belong to some category K, then Z is  known  to  possess  the  common 

properties of K's members and the common properties of the members of 

each of K's supercategories.  This ability to encode information  at 

the category  level rather than with each inaividual is of practical 

Importance because It saves  computer  memory  and  because  all  the 

elements  of a category (perhaps being Infinite in number) may not be 

explicitly known. 

For natural language processing, the category 

system has the important feature that members of the more significant 

categories (the categories commonly held in the minds of humans) are 

expressed by the Same set of linguistic Patterns. As an elementary 

example, screwdrivers, wrenches, hammers, and saws belong to a 

category  of  objects that may oe expressed hy noun phrases headed by 

179 

■■:^:^:^::-:::-s-:^:::^::v".:::::;:-v.::- •■ ■ o':'-::--v::-:: ■::--v:"■/•:::-"'■:v^::-.>>^-"-v:"--. ■:•-■•--:■--:•.■:.•:■-:.:■•.-:■-;.-;■..;•.■ 





m*mmm*m j  (   n ^mm^m^m       j L i niip«MniM^^ppBp«ppppi^^p^i^«^V«VpP! 

"ens" arc lying in space S2 from node '&' to 'the.bolts,In.oox.X* 

Indicates that 'b' represents what may oe thouqnt of as an archetypal 

element of the cateuory. (Symbol "ens" means archltypal element, 

necessary and sufficient.) Any object with the characteristics of b 

belongs to tne category, and all members of the category have the 

characteristics of b. As encoded In spacp S2, the cnarac"erIst 1cs 

of b Include membership In bULlb (the set of all bolts) and 

Involvement as the Mcontent In a containing situation In which box X 

is the »^container. 

in natural lanauage processing,  particularly 

during the oarslm phase when surface structures are being translated 

Into nets and when the semantic  «fell  tormedness  of  sentences  and 

sentence  fragments  is  being  tested,  it is i-nportant to Xno-v what 

attrloutes (oeep cases) ate  associated  with  certain  cateoorles  of 

objects  (especially  with  event,  situation,  and  other  vero-lKe 

categories) and what ranae of values each attrloute may assume.  This 

Information  has  utility  Because  attributes  indicate the types of 

participants that are involved in particular categories of situations 

and  because  there  is  often  a direct mapping from syntactic cases 

(including prepositional phrases) to these attributes.   Knowing  tne 

correspondences  between surface cases and attributes and knoving the 

ranues of values for each attribute allow some uarser. to be  rejected 

on  macrosemantic  grounds  and provide a facility ':or predictino the 

citing of certain situation participants  In  the  surface  language. 

(This   prediction   anility   is  especially  Important  tor  soeech 

understanding.) 
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ne attribute-range Information tor a 

category, collectively referred to as tne category's delineation» rnay 

be associated wltn the category through a delineation rule, A 

delineation rule is a necessary rule trtat includes rame intornation 

about every attribute of the delineated category. 

As an example of a delineation rule, consider 

the delineation of category <to-bolt>, the category of events in 

which two machine Parts are attached oY using 'aolts as fasteners. 

Delineation information tor this category is encoded by the network 

of Figure 32, in this network, tne node '<to-bolt>' is linked to a 

node 'b' by an ed «ire which indicates that o is the delineating 

"element" of <to-holt>. Encoded within space S4 is attribute-range 

information concerning each of ».he six attributes Possessed oy 

members of <co-bolt>, in paiticular, the rule encoded by space S4 

Indicates trat a bolting event Involves an »factor taken from tne set 

of lNTfc;LLIGEMT,AMMATt,üBJt;CTS, a «.atnlnor-p and a ißmajor-p taken 

from the set of MACHJNt;,PARTS, a set of «^fasteners taken from tne 

set of BOLT/NUTS ia bolt/nut is a bolt and a nut which work together 

to form a single fastener), a »Ptool taken from the set of TOOLS 

(which Includes hands and fingers), and a «(<*tlme taken from the set 

Of TIML.INTERVALS, 

Given the two sentences 

"I  bolted  the pump to the base plate «ITH l 

INCH BULTS," 
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"ens" arc lying In space S2 from node 'b' to 'the .e>olts. In .DOX .X' 

Indicates that *b* represents wnat may oe thouqnt of as an archetypal 

element of the cateuory. (Symbol "ens" means archltypal element, 

necessary anci sufficient.) Any obje.t with the characteristics ot b 

belongs to the category, and all memoers of the category have the 

characteristics of b. As encoded In spac*» S2, the characteristics 

of b Include membership in bUL16 (the set of ail bolts) and 

involvement as the »(^content in a containing situation in which box X 

is the »(^container. 

In natural lanauage processing, particularly 

during the parsing phase when surface structures ^re being translated 

into net;, and when the semantic ^ell formedness of sentences and 

sentence fragmerts is being :ested, it is Important to kno* what 

attrioutes (deep cases) are associated with certain categories of 

objects (especially with event, situation, and other vero-UKe 

categories) and what ranae of values each attribute may assume. This 

information has utility Because attributes Indicate the types of 

participants that are involved in particular categories of situations 

and because there is often a direct mapping from syntactic cases 

(Including prepositional phrases) to these attributes. Knowing tne 

correspondences between surface cases and attributes and knowing the 

ranges ot values for each attribute allow some oarses to be rejected 

on macrosemantlc grounds and provloc a facility for predicting the 

citing of certain situation participants In the surface language. 

(This prediction abil;ty is especially Important tor speech 

understanding.) 
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"] Doited the parrp to the base plate WITH THE 

WRENCH," 

the delineation of <to-Dolt> may oe used to determine that the «IIH 

pnrase in the first sentence supplies the iptasteners case *hereas in 

the second sentence it supplies the latools case. 

The delineation rule of Fioure 32  shows  all 

delineation  information  concernincj  <to-Dolt>  to  be  encoded in a 

si 
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FIGURE 32      DELINEATION  OF  <TO-BOLT> 
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slnqle rule linked directly to the category. In practice, 

categorical Intorroatlon Is alirost always distributed among many 

points In tne categorical hlerarcny. To see how Information Is 

distributed at various levels, consider the hierarchy of <to-attach> 

events that are shown in Figure 33. The most general category in the 

hierarchy is category U, the universal set, tven U has a 

delineation, since all objects (Including events and situations) 

exist over some (possibly one-point or Infinite) time interval. A 

subset of U is <to-attach>, the set of all attaching events of any 

nature whatever. tempers of <to-attäCh> Inherit the time attrinute 

from supercategory U and aad two additional attributes, «(«»parts and 

«factor, of their own. In general, each attaching event involves a 

set of »Pparts that an »factor binds together in some way. 

Two subcategories of <to-attach> are shown in 

Figure ?3. The first is <to-screw:simplistlc>, which is the set of 

events in which two threaded objects, one C«^t) with male threads, 

the other («Pft) with female threads, are engaged by twistlna. Notice 

that the delineation rule of this category shows that the Mmt and 

the HQtt are both elements of the «»»oarts. The cardinality of 

imparts is at most two (but could be one, as for a garden hose with 

one end attached to the other), 

A second subcategory of <to-attach> is 

<to-attach;fastener>, the cateaory of fastening events In which the 

Mparts  are  attached with fasteners,  (Screwing a light bulb into a 
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socket requires no lasteners and Is a simplistic screwing event. 

Nailing a sign to a post requires a nail as a fastener.) Tne 

delineation of <to-attarn:tastener> slupiy adds the attrioute of 

lifasten'TS, 

Category <to-bolt> Is a subcategory of 

<to-attachitool> whlcn is a subcategory of <to-attach:fastener>. The 

delineation of <to-bolt> snown in Figure 33 Indicates now tne 

•^major-p and tne »^minor-p are related to »?parts and to each other. 

Further, the »^fasteners used oy bolting events are restricted to be 

bolt/nuts as opposed to any type of fastener. Linkage to a process 

automaton that indicates the sequence of changes characterizing a 

bolting event might also be included with the category information 

but has betn omitted here tor simplicity. 

- 
- 

e. Abstraction 

Since a user may thln< at varying levels of 

detail, it is important for the semantic system to be able to encode 

information at multiple levels of abstraction and have some 

capability for jumping from one level to another. figure 34 shows 

one way in which net Partitioning may be used to encode an attaching 

event A at two levels of detail. By viewing the network from the 

vantage of space S2 (which lies below SI in the ordering and is a 

sister space to S3)» A is seen to be an element of <to-attach>, since 

the  e  arc lying in S2 is visible.    Since the information lying in 
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FIGURE  34       VIEWING  A  BOLTING AT TWO   LEVELS OF  DETAIL 

S3 is Invisible trom S2, A appears to nave only an factor and a set 

of Imparts and is not seen to Involve «Pfasteners, From S3 the same 

event nay be viewed with more detail. Urst, tne e arc from A to 

<to-attach> is Invisible and A IS thus ieen. as an element of 

<to-bolt>, a subset of <to-attach>. Farther, at this finer level of 

detail, the masteners Involved In the attaching (bolting) event are 

visible (as are tools and the like, wnlch are omitted from the figure 

for Flmpllclty). 
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t  . Processes 

A very important aspect of the worKStation 

domain Is that of char.qe. Since sequences of change t#nd to fo. low 

certain reoular patterns» it is convenient to organize the recurrlnu 

sequences of change into categories, grouping similar sequences 

together, each category of sequential change is tantamount to an 

event category» the members of whlcn ma/ oe thought of as indiviriual 

enactments of a common plot or script wnich encodes a generalized 

pattern of change. For example, every event of tiahtenlm bolts 

follows the plot consisting of finding a trench, putting the *rench 

on the bolt, twisting the bolt clocKwise, ^nd so on. Lach enactment 

casts different actors in the various roles, out follows the same 

basic pattern. 

Since the members of a particular event 

category may be distinguished as exactly those Instantiations of 

seguential change that follow some particular script, the script 

itself forms the basis for a rule defining the event category. 

During the past year we have been considering 

ways to encode procfss scripts in semantic networks for use in 

language processing. The procedural nets develooed by the Ct<C 

Planning group are, of course, a representation of process icnowiedae, 

and we anticipate the eventual merger of procedural and semantic 

networks-   However, since procedural nets were  not  designed  rfith 
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language processing in mind, *e hdve considered orocess automata 142] 

as a possible alternative. A process automaton Is a section of 

semantic network that resembles a Mealy machine or a Woods AFS1N 

system [43]. while AFSIN was aeveloped as a programmlna structure 

to describe the process of parsing language, the process automaton 

has been developed as a dat^ structure for descrlolno the processes 

(orototypal plots) cited by language and may be regarded as a parsing 

grammar that interprets (or generates) a seguence of changing 

conditions rather than a seguence of words. If a Path can be found 

through a process automaton network tor a given seguence of changes, 

then the sequence Is accepted as a "word" (an enactment) in the 

"language" (category of events) defined by the "grammar" (process 

automaton). 

During the next year, further study win be 

given to the problems ot encoding scrims m networks; a common 

ground for procedural networks and process automata is expected to be 

f ouna. 

:•- 

9.     Translating into Semantic Networks 

Although no attempt  has  yet  been  made  to 

process  natural language In the CBC domain, the semantic translation 

routines written for the SKI speech project were developed  with  the       .y! 

requirements  of  the CBC  domain  in mind, since the techniques for 

building network representations of Input sentences are discussed  in 

189 .■■•/■ 

•■■.- 

» 

^ •' ■ - '-■J-'-IJ-'-J'v-'u' ^ ■ '-^ - ■^.v'' ------ ■>'-t..^. . •.,_-. > ■ . ■ ^•. «_■ «..-. ^•■, ^-. « .. ■. . ■.. ■.-..-..-. ^ ^k v-■■.''. -'. •"- -". i^-' - . . -.' -'        ,-. -• ,-.     ■■. v 



r ^-H'-V—. ■-VT\.-^:- ^—^-'«.-'-W,-^, ' J ■ « " W - t_'"^'- « •■■_- 1 - J ■ . ■ « « J_" " ■' .' • J • .' ■ J 1 .' • " » .'»'J *' ■»■»■.■, ■"' l.".1 '.' ' -"  .' ' ." '  " ' ' '  ' ■.•^•'^•■'^■^^■^■'^'■•fi 

,■^-' 

Ref. 3b the description will not oe repeated nere. witn the recent 

modification of tne speech parser, wnicn allocs it to accept text 

input, semantic routines tor translatino OC related datd are 

expected to be dvallaole within the next six months. 

10. Helatina the Semantic Structure to Discourse i^eeds 

In the section on dialog analyses we mentioned two 

problems, reference and oblect description, which were closely 

related and which may now oe discussed further. As mentioned earlier, 

solutions to both of these problems depend on beinq able to supply 

contextual focus, that is, an ability to restrict the system's 

attention to a small but pertinent sucset of its total <no*le<iqe. 

Since the system's <no*ledge is recorded In a semantic network, a 

form of net partitioning may be used to iroup together those facts 

that are llKely to be pertinent at a given noint in the dialoa. For 

tas<-oriented dialogs, the division of tne dialog into conesive 

subdialogs is closely tied to the taSK structure, mis structure is 

emooriied in the procedural net, wnlcn encodes tne task structure in a 

hierarchy of subtasks. Grouping the information relevant to each 

subtask into a separate net space, and ordering the net spaces in 

accordance with the procedural net hierarchy, produce a knowienge 

structure that supplies contextual focus. 

Figure  35  is  the  semantic net representation of a 

wrench M and its relationships to other objects (by "objects" *e mean 

190 

75. 



". ■ V ". ' ^.' ^. "."' '.' Km 'r '.' K'*m ".'-i ^ l'r' . w    ' .m Jm .'■!'.' '  ' • ' ' . » . ''. f", ■ !*• .II.^F^■^^T^?W^^^^^^,^^,^■•■"^■ 

< 
10 

O 

< 
Q. 

u 
5 o 

g 
QC 

O 

I- 

CO 

in 

, 

191 

• - 

*:•'••'' ■'■ •'- 

...-;.•:■:■.-...■:-: ; 

.-    .   .....     .-VV.-.-.VV  ....... .••. 

.•-••.■.-.•..■.     .■,".■. 
•.■ "." ',"   .' -." %   -." ' ■ -.' -.* •." 

■ ^ - '- ■■ -   ■ 

:•:•:■:-:■:-•■:•:■.-;••.■:•.•;•:•.:•.- .-. j 
.•-•...■.-.•.■.•.■.■.•   _ ■ .i 
-.-.•.■      •.,..•...- i 

• .■.-.•.■. .•.•.-■.    . •. i 

^a^aAa^AAi .    -    - ^ - ^ - • - ^ - 



-7—■•   -   .v^'.1    J". ^"r.'^-•■■.-. IF i r" » i» . » -i ...-„. ^.,   ,  u w       •   i  ■  •  I.I ■•ix  ■•»■■in   i   i  i   ^^ummim 

any entity that is encoded as a node in the senantic net). Note that 

tnis Is only a fragment of a semantic net; only d subset of the 

relatlonsnlps In which W might participate are shown. The 

partitioning shown is the logical partitioning described in Section 8 

above. Space Sw of this partitioning Is used to delineate the class 

of wrenches, and Indicates that each wrench has a «»size and an 

• («endtype, (These components of a wrench's description are Indlcatc-d 

through Case relationships because they are time invariant, Intrinsic 

properties. Neither the size nor the enatype of a wrench may ce 

altered without destroying the wrench itself. Node structures could 

have been used to encode this information, but such an encoding Is 

more expensive and Is not needed here,) wrench h« an element of 

WRENCHES, has iOsize 1/2-lnch and «yendtype BüX-LND, In eddition to 

the intrinsic properties of size and endtype, wrench W nas the 

distinction of having been used (as the Mtool) in the attaching of 

the pump to the platform between times Tl and rj and of being in 

(being the »^content of) the apprentice's left nand from time Tic to 

the present. (NüTt: "Time" arcs go to intervals. An entity may also 

have a «estart-tlme and a »Pend-tlme; in this case the Interval is 

[»9endtlme,Mstarttimc)), 

All of this information is part  of  the  history  of 

wrench  W,   As  such, any of it may oe used in the description of w. 

However» in any giver, contextual focus only some of it  is  vaiuaole. 

For  this  reason  we would like to  be able to highlight certain arcs 

and nodes in the network while they are In focus, letting them return 

to their unhighllghted state when the focus changes, 
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In order to do this, network partitioning is used in 

a new way. Nodes and arcs belona to botn logical and focus spaces. 

The logical and tocus partitions are orthoaonal to one another in the 

sense that the logical space upon which a node or arc lies neither 

determines nor depends on tne tocus space in which the node or arc 

iles. (The tocus partitioning ditfers tro. the logical one in several 

*«ys wnlch we win discuss shortly). 

The Procedural net representation o< a task encodes 

both the suhtas* hierarchy and the partial ordering of subtask 

Performance tor that task. For any given execution of the task, only 

a subset of the nodes in the Procedural net are invoked. These 

correspond to the subtasks actually discussed by the apprentice and 

the expert, for example, it the expert directs the apprentice to 

attach the belt hcusinq cover and the apprentice replies by saying 

that he has done that, then the nodes that correspond to details of 

how to perform the attaching are never invoked. 

For each subtask entering the dialog a new focus 

space is created. The procedural net imposes a Hierarchical ordering 

on tnese space«. This hierarchy win be used, as the logical one is, 

to determine what nodes and arcs are visible from a given space. Note 

in particular that the arcs and nodes that belong to a space are the 

only ones Immediately visible trom that space. Arcs and nodes m 

spaces that are above a given space are also visiole, but must be 

reguested specially. Other arcs and nodes are not visible. 
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As mentlonea previously, tne focus partltlonlnu 

differs from the logical partltioninq In several ways. Mrst, a node 

T\ay appear in any numoer of focus spaces (but must appear in exactly 

one logical space). This happens wnen the same object i? used In t*o 

different subtasks fe.g.» the wrench of Figure S). hither the same 

or different aspects of the object may be in focus in tne too 

subt^slcs. it is also i ossible for a node or arc to be in no focus 

space. This just means that the opject is not strongly associated 

with the performance of any particular subtas«. For completeness, *e 

define a top-most space, cailed the "communal space," and a 

Dottcm-most space, called the "vlJta space". The communal space 

contains those relationships that are time-invariant (e.g., the tact 

that tools are typically found in toolboxes) or conmon to all 

contexts. The vista space is below all other spaces and hence can see 

everything in the semantic net. This is useful f.or deteririning all nf 

the relationships into which an objert nas entered. 

Figure 36 snows the net of Figure 35 with a focus 

partitioning superimposed on the logical oartionino. Focus Fi vie*s 

wrench w as a box-end thath which is being used in the operation of 

bolting the pump to the platform. Focus Fj views the same wrench as 

one that is in the apprentice's left hand. The otner information 

about the wrench (e,g,, its size) is recorded in the communal space. 

All of the information is visible from the vista space. 
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The representation of an objer'. in a focus space win 

include only the relationships that have been mentioned In the dialoq 

concerning the corresponding subtasic or that are Inherent in tne 

procedural net description of the local tas<. The distinction 

between the verbal context and tne general world knowledge context 

that we mentioned in Section 4 above (Dialog Analyses) may now he 

seen. The verbal context is supplied by the information recorded in 

the subspace hierarchy. Tne general world knowledge context is 

information that is present in the communal soace. ^hen resolving a 

reference» we can decide ho* to divide effort between exanilning links 

in the local space and looking bacK into the conmunal space. 

An  advantage of adding this ne* partitioning is that 

special information can be recorded at the local focus level, Tnus if 

several  links  in  the  net  must be followed to establish some fact 

about an object (i.e.» some logical  deduction  must  be  done)»  the 

result  of  that  work  may  oe  stored explicitly In the local focus 

space. The logical deduction does not hive to  ue  redone  for  local 

references.  If this information is put In Its own logic space» then 

it remains invisible  from  the  knowledge  net  (the  topmost  logic 

space).  For example» consider the situation portrayed in Figure 37. 

All of the nodes and arcs in this figure are In one focus space»  Fl, 

B-E is a set of box-end wrenches to which wi belongs. H-E is a set of 

hex-end wrenches to wnlcn W2 belongs. It  tne  apprentice now says» 

",,,  the box-end wrench"» he means wi. The utterance level structure 

(created by parsing) for the phrase "the box-end wrench" is shown  in 

Figure  38»  and  some  amount  of work must be done to establish the 
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SA-3805-27 

FIGURE 37      SEMANTIC NET SHOWING MEMBERS OF TWO SUBSETS OF THE 
SET "WRENCHES" 

SA-3805-28 

FIGURE 38      SEMANTIC  NET  FROM  PARSE  FOR  "BOX-END WRENCH' 
c ■ 
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correspondence between *1 and W3, However, It is quite ilKeiy that wi 

will iqaln be referred to as "the oox-end wrench", by explicitly 

storing the box-end property ot ^1 in focus space Fl, redunaant «JorK 

may oe avoided, Fioure 3^ Illustrates the new structure. Note that 

the e arc to wRtNCHfc;s and the end-type arc to BOX-KND are In a 

separate logic space, 11, This maices them Invisiole at the knowledge 

net level. In fact, they are not vlslole from any logic partition 

outside ot this tot-us space, rnls means the arcs essentially exist 

only tor the duration of the suotasK. in fact, once the subtask Is 

completed, the special loylc space ma/ oe deleted. 

3805-29 

FIGURE  39      SEMANTIC  NET SHOWING  LOCAL  FOCUS  INFORMATION  FOR 
BOX-END WHENCH, W1 

The use of net space partltlonlnq In several 

different dimensions is a powerful tool. We have only begun to 

Investigate some ot the possible uses and their Interactions, 
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Problem Solvlnn 

1 . Frp^dnm of Movement (F-^) 

;■: 

one way to Increase the cover of our models of 

-nechanical equin'nent Is to Include In th^ -.o-iels a representation of 

the freedom of movement exts.lm between comnonents of a dpvlr". 

Knowiedae about freedo- of -«ovprrpnt pnabies th* system to answer the 

followlno kinds of queries: 

- What linear freedom of movement pylsts between two 

specified components In a soecifled conflouratInn 

nf the device?  fE.j., "Thev ar* rlglrtly attached", 

"Parti can Tiove oniv in the ♦¥ direct-jop vith resoect 

to Part?", "Parti and Part? do not Dhvslcally 

constrain each other",  and so forth.) 

- It Parti is poshed In direction ♦X, which other 

components »111 move alom with Parti, and which 

will remain stationary? 

- How is Parti supported? 

and, by extension, 
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- If ^ SDeclflei operation is oerformpd on the cievicp 

(e.q.» "Unscrew bolt W"i  "Slide me crankshaft In 

direction -v", "Torn the crflnkcase upside-down"! 

win any rar*s lose their soonortf and hence fall 

nut of p'i^ce? 

The last two aueries reoulre the aotlitv to coTnnte rnvsical (as 

oonosed to logical) suoport. Mthouoh therp are other» -^orp 

sophisticated ways to co-noote support» th*» "freedom of moverrpnt" 

aooroach to he described below oft^n provides rorrpct answers with 

relatively little comrutatlorai cost. 

Knowledge about freodom of moverrent is bPlno 

incorporated into our -nodris at a low level, »esldps facllitatlm 

the computation of Physical suorort» this icnov u=dqe can be used in 

the simulation of assembly-dlsassenbiy actions and in the automatic 

generation of disassembly subooals. In the renalndpr of this section 

we win discuss our representation and use of freedom of movement tn 

more detail. 

K 

a. Peoresentlna ^M 

Recall that a CO^FXTION is defined for each 

pair of components that are in contact In the canonical model of the 

fully assembled device. We characterize the freedom of movempnt 

(henceforth abbreviated "FM") restrictions that tne two components of 
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the CONNtxTION imnose on each other when thev are POSlTIDNfcn or 

ATTACMFD to one another, and associate this Information with the 

CONNECTION, The FV restrictions Irroos^i ny a CONNECTIOM could h? 

reoresented In several different ways; for »xamol«: 

- As A ust of restricted dUections and/or 

rotations 

- As a set of linear constraints relatlna the 

positions of th« two oarts 

- f>pduced dlrectlv from a aeometrlc representation 

of the shares and positions of the parts 

(say» by dlsolaclna one part and seelnq If it 

intersects the other). 

Other representations are Possible. IncliHina hyprHs of two or  more 

of these. 

We have implemented an F". model of the air 

compressor pump, uslnq a simplified version of the first of the ADOVC 

representations, in which only transiatlonal restrictions and not 

rotations are taken Into account. The current version of this model 

*akes the ilmpllfyjnq assumption mat only six directions exist, 

correspondina to a standard set of three-dimensional axes and denoted 

♦X,  -X,  4y,  -y,  +7,  and  -z.    In  this  model, CHNNECTin^s are 
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clflssltleH tnco TVDPS» -here tb» tvpe characterizes the shape of the 

contact houndarv between the two parts. The COMNFCTION types 

represented are: 

ABUTS -- Implies a flat, surface contact.  Kach 

part restricts the KM of the nthpr lr one 

direction. 

SPMMPLFS -- a shaft of one oart noes thro'inh a 

hole In the nth#r,  FM is restricted In everv 

direction except alona the axis of the shaft. 

MESHES -- one part Is slid or seated into an 

Indentation In the other,  FM is restricted in 

all but one direction. 

SCPFWR-TN  -- One Part screws into the other. 

FM restrictions denend on the state of the screw 

CONMFCTTON (tiaht, loose, lust positioned, or 

relieved). 

This information Is stored with the CONNECTION as the  value  of  th« 

QLISP  property  "TYPF,"  These types were chosen for their intuitive 

appeal, based on kinds of connections  that  actually  occur  In  the 

pump.   Of course, ^ny number of dr.-Utlonal types can be defined, but 

we would like to oet ty with as few as possible in order to keep  the 

model  simple  and aeneral.  we have found the above four types, used 
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stnqly or In combination, sufficient to renres^nt the connections 

occurrina in the Dump.-a reeson^blv comnii„ted Piece of equloment, 

as indicated in Figure 40. 

With each CONNECTION  is  stored  information 

Dertainlno  to  the  orientation  of  the  cont^ctlna surfaces.   For 

examnie. suopose three ahuttlnq Parts A, H, ^d r are llnefi 1Jp  alonQ 

the  x  axis as In Flour« 41. We have two CONNECTinN« of type ABHTS-- 

(A,B) ,9nd (B,C),  The directional information is stored svmmetr lc^ I Iv 

so that If we are interested in moving Dart A, we discover that it is 

restricted by part B In direction +Xj whereas If we want to move part 

R, we find that it is restricted by part A m direction -X CSimllariv 

for the CONNECTION hetween B and  C.    This  Information  Is  stored 

redundantly  on  the  CONNECTION'«  prooertv list under the indicator 

DIRECTIONS» for example, (... DIRECriONS (A +x R -X) .,.).   As  iona 

as  overrent  is  restricted  to  translations,  FN-  restrictions are 

transitive and can be viewed as propaaatlno through any riald part. 

Now suppose that we push oart A in direction fX.  We find that Part B 

restricts part A'S FM in direction fX;  likewise,  nart  C  restricts 

Part  B's  FM,  also  In  direction  ♦x.   In effect-, the restriction 

"propaaates" from part C through part p to nart A,  so  that  oart  C 

also restricts part A in +X. 

öf course, this simple an approach to 

representing movement restrictions win not always work perfectly. 

For  example, suppose parts A, B, and r are arranged as In Figure 4?. 
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A 
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.- 

R»f«r*nr* Pafl NAME OF PART 
Quan Reference Part NAME OP PART 

nyar 
Numhtfr Number Uaed Number Number Uer- 

964 72 Htad Boll 21614 Breather Valva Spacer 
4S007 CylliHl» H»«d Cov.c 3 «941 Breather Valva Plata 
45020 Filler Bcravn 3S944 Breather Valva 
45021 Pillar 45003 End Cover Aaaamblr-lncludaa Ref   No   27 
45024 Oullal Valva Stop 34** 4 5025 Pulley for 101  TV 
45014 Coppar Waahar • S627 Pulley Set Screw '^i-ISa W Socket Head 
4 501 1 Oullal Valaa Sprln« ISO 60 End Cover Boll v. 20 a M" 
4501 J Valva 9522 Lockwaahar-,4" 
4501« Outlet Valva Saat 1110« He> Head Bolta-U-20 > 1" 
45019 Outlet Valve Ralalnar »522 Lockwaahera-V4" 
45017 Inlet Valva Seat 9 SO Haa Head Boll. v. 20 a K" Ions 
45012 inlet Valva Spring 45006 Baaa Plata 
4501« Inlet Valva Retainer 4500» Baaa Plata Gaakat 
18061 Head Boll »349 Pipe Plus V'-'>»"i«h«'1 "'"• 102.1'500 
4 5005 Cylinder Head only 
45001 Cylinder Head Oaakal »34S Pipe Plus M" 
11 «11 Plalon Rlnfa »609 Pipe Nlppla-V a S"Ptinilaliad with com- 
17013 Oil Hint praaaor only 
J89J2 Plalon 142»] Pipe Cap-V* Pumlahad v   th coMpreeaor 
12992 «rial Pin only 

7190 Wrial Pin Ralalnar Waahar 4 SO] 7 Crankcaaa Plus 
4 5001 Connacllni Rod Aaaembly Not Shown 437»? Pane Lial 
45004 Crankcaaa Aeaambly-lnclwlaa Raf  No   27 45050 Pulley far 100 TV 
4502J Thrual Waahar 4S0SI Crankahaft tor 100 TV 

2S* 4 5002 Crankahafl for 101  TV Not Shown 4 5060 Head Plata Spacer 
9J97 Woodruff Kay No   < Ttot Shown 4S144 Sat-Qaakala 

4 5026 Bronae Buahln« Not Shown 45-J» Sat-Rlofa 
45010 End Cover Oaakal Not Sfc~n 45245 Sal Valve k Sprln« 
Jt951 Braalhat Valva Screw • 12 a %,•• 

SA-1530-57 

FIGURE 40      PARTS  LIST FOR  THE PUMP UNIT 
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B 

.. 1 

C A 

 ■ ■ ■- +x 

SA-3605-41 

FIGURE 41       ABUTTING  PARTS 

B 

A 

C 

  +x 
SA-3805-42 

FIGURE 42      ABUTTING PARTS NOT SQUARELY ALIGNED 

Here C does not really restrjct A's movement in the +X direction. 

Mmv psrts of the co^Dressor are lined UD sauarelv one against 

another» so that, this kind of problem oft#n does not arise ani the 

slmpl»» model suffices. we intend to add to the model some notion of 

shape and position so that such cases ca" be recoarlzed and handled 

correctly. The semantics of asse-rhiv/dt sasse^h] y problems simaests 

that parts are usually  helH  or  fastened  In  sneclfic  "canonirar' 
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conf iauratlons » and sub^ssetib 11 es av set do*-n in stable positions 

durinn the assemblV/dlsasn^mMV process. ThM«; it mloht oe ir med 

that the model need not represent " lorrpl Pd" conf tour at 1 ons sucn as 

woul^ result trom pushing Part * to the rtaht in Flaure 47. It 

would, howevpr, be desirable for the system to recoanlze when such 

"jumbled" conflouratIons mlqht occur» ana *nrn t^e apprentice 

accordlnaly. 

Besides TYPE an 1 DIHKCTIOMS, some CONNECTIONS 

have the 0M5P prooertv STICKY. ft frue value of this property 

indicates that there is enough lateral friction in the connection to 

appreciably restrict freedom of movement. 

■ 

b. "slno Fv In Modeling ani Plannlna 

Saylna that "part B restricts part A's 

freedom of movement in direction +X" is equivalent to saylna "If vou 

push part A In direction +X vou are also oushlnq part P in the same 

direction". lonorino for the moment the effects of oravlty «na 

friction, we can moriel the effects of puihlnfl oart A In direction -fX 

as follows. 

We find all the parts that Immediately 

restrict A's freedom of movement in direction +X: in other words, 

parts that have COMNECTIONi vith A that imoose the aiven restriction 

on A's FM.  Then, for each such part we find any  other  parts  "hat 
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immedi^tpiv restrict Its F4 in thü +x dirpctlon: *P conflmi«. flnrtlnn 

all the parts so intlupnceri (Keeplna tr^ck of -vhirh rnrts WP have 

aireaov processed so that *p do not net caunht In an Infinite loop). 

The final list of parts contains all thos* oarts that also oet DUfthed 

In the +X direction when ■*> rush on part A, 

For each o^rt P found by the above alaorlthT:, 

the system remembers the nath of CDNNFCTjmis orlginstlnq from Part  A 

«nd  leadim  to  the  nlven  part P.  This nath recresents a kind of 

cause and effect chain that Vxolalns" «hy rart P has to move when >-e 

move  Part  A.   if any llnlc jn tMs ch^n Crjn ^  brol<.pn (by alterinn 

one of the individual CPNNECTinNs in such a way  that  the  aiven  FM 

restriction  is  no  lonoer  Imposed  bv  tnat CONKRCTTUN -- e.o., hy 

removim a fastener), then »e may bp  ahle  fo  brpc,v  the  chaln  rf 

causality  itself  and  hold  part  P (and all narts further down the 

chain) stationary while we move Part A (and all the Parts  between  A 

and  P).  This type of analysts can oenerate subqeals for the removal 

and installation of Parts  without  havina  to  store  such  suhaoals 

exDlicltly,   For example, suppose the main ooal to b^ achieved Is to 

remove the  crankshaft  fro.  the  pump.   m  oMer  to  remove  the 

crankshaft,  it  must  of  course  have  fr^edo.n  of movement in so-re 

direction with respect to the rpst of the pnmD.   y.e     ^^     qUprv thtt 

model to see If such freedom of movement already exists.  If not. the 

model can return a sun-marv of which chains of parts  and  CONNKCTlONs 

are  responsible  for restrlrtlnq the crankshaft's movement.   we can 

then propose as subaoals the removal of tnes»  restrictions,  usually 

Cfc 

- , 

:. 

•■■-■ 

t:, 
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by untastenlna and/or removlnq intermediate oarts. Plans aener^ted 

in this fashion may entail rnovlna whole "chunlcs" of parts at one»»» 

since the planner tirst achieves freedom of -novement for some nart 

and then simply moves the part in the desired direction f.lono with 

any other Parts that may he Pushed alom *ith it. 

c. The MOVE Function 

The function (^nvF oarti riir p«rt2ll8t) 

computes the effects of Tovino part parti in direction dir while 

holding the parts on oart?list. stationary. The actual ifcori'inas of 

this function are somewhat more complicated than is Indicated ahovp. 

It takes into account that if one nart supports another» thf»n the 

supported Part win tend to follow along when the supportino nart is 

moved in any direction, unless the supoorted part is explicitly held 

back, (Ir the latter cas*» the part may become unsupported, a 

condition that the system win detect.) Also, some restrictions on FM 

are softer than others, in the sense that they can he overcome by 

aoplylna sufficient force to the parts Involved. An examnle of a 

soft restriction is a forre fit, or one Part stickina to another. 

Suppose that the *X direction In the above 

example corresponds to "up" in the real world (in other words, we 

introduce a force of aravltv into our model that PUJIS all Parts in 

the -X direction). Then the chains of FM restrictions discussed above 

•flay indicate which parts are supported by part A,  It  is  true  that 
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"restricts movement in the ur direction" is not always svnonymous 

with "is sunrortel by" sine the "support 1m" n^rt must In some C^SPS 

be centered under the othpr r^rt to truly support It. The current 

model does not Include anv knowledge about whether narts are centered 

In this wav. At some cost In additional commit at 1onaI complexity, we 

can add such Information in svmoollc form, or nernars ao as f^r as 

derlvlno It from a three-ilmenslnnal model of shaoes and forces [44). 

T^e current model recoanlzes (but makes no 

attempt to anaiy/e) the ca^e o' an object supported lolntlV bv 

several others. However, In the case of a slnole chain of FM 

restrictions leadlno from a oiven onl^ct to a "support oblect" (such 

as a table or the apprentice's hand) we can treat this chain as the 

suoportlna chain for the oblect. 

Fssentlally, the «nVF alaorlthm works by 

"Drobina" one or more parts m a alven direction and tracina tnrouab 

the chains of har^ and soft FM restrictions. By nroblna the oart 

that is to be moved In the direction Indicated, th* system finds 

other parts that must move as well. wy nroblno the parts that are to 

remain stationary In the opposite direction. It finds parts that must 

remain stationary. Then these sets of Parts are probed upwards to 

find probable chains of support, and warn of possible loss of support 

that may result from the move. 

• 
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If the system flrrjs that the desired move is 

imoosslble due to some chain of hard FM restrictions, the followinn 

procedure is followpd. 

Kac^i local F^ restriction maKinq up this 

chain is classified according to the local precondltion(s1 that must 

be achieved in order to "undo" the restriction. The particular 

orecondit ions that applv are deter-nined trom the type of COMNECTION, 

the fastenino If any, and tbp direction in *hicn the parts are Peina 

probed. Table 5 summarizes these Dr*»conditIons in the estimated 

order of increasino difficulty to achieve them. 

when two oarts ar*» found to have an KM 

restriction preventing a desired move, local subgoals for hreaklnq 

the chain are derived and ranked as indicated in the table. The 

present puirp model is not inteorated into a planner (the ranked 

subgoals are printed out on the termlnallj but the application to 

olanninq is evident, and we hooe eventually to Incorporate these 

techniques into the NOAH system (see Section III.B,?), 

d. The PESTPICriONS Function 

The function (RESTRICTIUNS partl part2) 

computes all the F^ restrictions imposed on parti with respect to 

part2, (PFSTFICTIOMS parti Part2) is equal to (jPPnsiTF (^STPICTTDNS 

part2 partl)). The answer Is returned as a list of restricted 

directions,  a  subset  of (♦/ -X ♦¥ -Y +Z -Z). RESTRICTinNS could be 
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Table   5:     Preconditions   Penulred  to   Undo  Restrictions 

Probe 

Direction* Type   of   C'JNNECTinM 

Precondition   to 

Undo   Restriction 

Away Pestrlc; Ion limosed 

bv a tast?nlnn 

l'-Scre* out fastener 

Away CONNEfTION of tyoe 

SCREWS-IN 

?--Screw out tt*e scr^wahie rart 

Away MESHES or 5P1MDLES 3--vove the narts in the direction 

oerirttted bv MESH or SPINDI.F 

Toward ABUTS 4--MoVe one rart. laterally with 

resoect to the other.  (The best 

direction is not deter-ined.) 

Toward Fastened or MESHES 

or SPT *DLES or 

SCPFWED-IN 

S--Actlon 1. 7,   or 1 as 

appronrlate, followed by 

action 4. 

♦Away means that the parts only need to be dlsenqaaed or unfastened 

to be free to move In the desired direction.  Toward means that the 

oarts would ohyslcaliy obstruct each otber If -noved In the desired 

direction, 
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computed by nroblna rartl In each of the six directions and seelncr If 

it moves Dart2, as In MOVE above. Mc^ever» this flporoach, aside from 

beino Inefficient, does not oenerallze to i representation In which 

arbitrary directions are allowed. 

- .-. 

Another possible aoornach to cnmoutinn 

RESTHICTJONS would be to find all patns of CONNFCTIONs between parti 

and part2, and to propaqate all restrictions through each of these 

paths, finally taicino the union of thp restrictions Imposed bv all 

such paths to arrive at the anSA/er. This rretnoi does oenerallze to 

the case of allowlna arbitrary directions (assuming that there is a 

met iod of oropaqatlnu restrictions throunh a Particular CONWECTlUN)j 

but it can run into a combinatorial explosion of th# number of oaths 

in a complicated device. 

" 

The alaorlthm actually useo to compute 

PESTPICTIONS is a variant of the method of comoutlno all natns, the 

second of the above methois. The alaorlthm taves the form of a 

search through a orapp structure in wnich the nodes are parts and the 

edoes CONNECTIOWs. The search fans out from parti and part2 

simultaneously; FM restrictions on oarti and oart? are oropaqated to 

other nodes as the search proceeds. The node chosen for expansion at 

each step is the one that iftposes the» most restrictions on its 

"source" part (either parti or part?), whenever the search fanning 

out from Parti and Part? meets at some intermediate node, a oath is 

completed from oarti to oart? and new restrictions on those parts may 
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be Imposes. The search is rer^inateri Immediately AS soon *s It Is 

found that rarti anH rdrt2 are riqHiy iin<ed-i^., h^ve no freedorr 

of movement with respect to each other. TMs Se=rch aloorlthm 

remembers the restrictions Imposed hv a ocrticuiar connection (so 

they do not have to he comnuted more than once), allows those 

restrictions to he "used uo" as the search rroarpsses through a otven 

CONNECTION, and deletes the connection from the search when its 

restrictions are completelv "exhausted". 

■ ■ 

, 

StlM another methol of compntina Ff* 

restrictions that we have not ImpiementerJ, but which we man to 

investloate further, entails reoresentino the F-v between two parts as 

fl bounded linear constraint on their coordinates. Then a standard 

linear rroorammlna aloorlthm mi^ht be used to find the constraints on 

the positions of a particular nair of parts. 

•;-: 

e. An Fxamole 

^e ^111 now alve a brief examrle of a dialoo 

between the user and a system that models the air compressor pump. 

For the Purposes of this examPie, the model's attention is confined 

to a subassembly of the pump conslstino of the crankcase, head 

qasket. head, head cover, filter, filter-screen, .lono head holts, 

short head holts, and head-bolt soacers, as shown m Figure 41. in 

this example, minor parts such as the bolts, caskets, and spacers are 

represented  as  Individual  oarts In their own riant, and enter into 

•-;• 
-..• 

•■■ 

■v 
■-■.- 

:■:■: 
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.\' 

HEAD-BOLTS/LONG 

FILTER-SCREEN 

FILTER 

HEAD-COVER 

9 HEAD-BOITS/SHORT 

HEAD-GASKET 

CRANKCASE 

SA-3805-31 

FIGURE 43      A SUBASSEMBLY OF  THE  PUMP UNIT 
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the FM computation« as such. H0wever, the model ran also be -nade to 

Iqnore these narts and reor^spnt their effects abstractly In terms of 

fastenl nns. 

The function *EGTN resets tnp model to the 

fuilv-assembled conflaurat1 on and ^OPS into an Interactive modp m 

which it accepts mrriel-chflnnl no commands and Tu^rles. The svst*w 

uses the QLISP context -rechanism, and so is aeneranv eaoabie o« 

reoresentina a tree of various hypnt^et1cal world states. For 

simplicity, BEGIN hid^s this feature bv malntVlnlnn a "current- 

context, oushln this context whenever the state of the model is 

chanqed, and answerlm queries with rcsoect to the current state. In 

the transcript that follows, the user's Inputs are In upper case and 

always follow prompt characters (^ or -»I; the system's replies are 

usually in lower case and at the left marain; explanatory comments 

that were added for the purposes of this discussion are InHented and 

enclosed lr brackets r ] . 

■- .• 

■ 

■ 

■ -■ 

-r^iTPiiMp) 

(model initialized) 

-BFGIN) 

(state of pump reset") 

tlnitializes the corroonents and CONMECTIONf of 

the DU'ip.] 

. : 

entpr commands: 

-»  RESTRICTIONS HEAO-CtU'EH CPANKCASE 

(-X ♦X -Y ♦¥ -Z +Z)      FThey are rinidjy attached] 
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■* SCRFW-OUT HEAO-BOLTS/LO*!« .;: 

OK 

-* HESTPTCTinNS HEAD-COVEP CPANKCASK I 

ffX -x -y +7, -z) 

->     SCREW-L1UT   HKAP-PHT TS/SHÜHT 

ok 

-♦ RESTRICTIDNw^ HFAP-COVEP CPANKCASF 

(-Y) 

-» TIGHTEN   HEAD-BOLTS/LONG 

oic 

-^ TIGHTEN   HEAD-BÜl.TS/.SHPPT 

Ok 

-♦ MOVE FILTER ♦¥ CBANKCASE 

siibooals derlvei fro* oath: 

((? screw-out hEAD-BOLTS/LnNG) (5 -nove HEAD-COVER f-Y) HFAD-HOLTS/LONG , 

move HEAD-COVEP (+X -X +Z -7,) HEAD-BOLTS/LONG) (4 move FILTER 

(+X -X ♦?. -Z) HEAD-COVEK)l 

Freedom of movement Joes not exist 

[now the user plays the nart of the olanner and 

chooses an aoproorlate sub^oai.  The number at the 

beolnnlnci of each subooal Indicates Its relative 

dl flcultv to achieve accordlno to the tahle In 

section (c.) above.  The first alternative» headed 

by "?", is derived from th»» CONNECTION between the 

HEAD-BOLTS/LnNG and the CPANKCASE,  The .iext, header 

ov "5"f co^es from tCONNFCTI'JN HEAD-POLTS/LONG 
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ft 

HEAD-COVER),  Th» Mst, hP^rted by "4", romes from XW' 

(CnVMKCTTPK FILTKM HEAO-COVEP),] \ 

SCREW-nUT HEAD-HULTS/LONG 

[Thp user chooses the first subqoal ...] 

oK 

-» MOVE FILTER fY CRANHTASE  t... ^»nd tries analn.l 

fortnlnO new chun^ of moved parts conslstlno ot 

fHEAD-BOLTS/LONO HEAD-COVER FILTER FILTFR-SCREEN) 

[The filter-screen oet« carried ajom necause it 

sticks to the filter,] 

enter list of other movei Darts that for-n new connections with TABLE; 

■* fHEAD-COVER) fThe model lacks the rreometric information to 

flciure this out for Itseif.l 

forminn new chunk of stationary parts conslstlnT of 

fCRANKCASE HEAD HEAD-BOfiTS/SHORT HEAD-RASKET HlCAU-SPACERS TABLE) 

new loose ends ar*»: 

CCCONNECTION FTITEH HEAD) (CONMECTION FILTER HEAD-SPACERS) tCONNECTTON 

HEAD HEAD-COVER) (CONNECTION HEAD-COVER HEAD-SPACERS) tCONNECTlON 

CRANKCASF HEAO-BOT.TS/LONC.) (CONNECTION HEAD HEA0-POLTS/1.ONG) (CONNECTION 

HEAD-BOLTS/LONG HEAD-SPACERS) (CONNECTION HEAD-HOf.TS/LONG HEAD-GASKET) 

(CONNECTinN FITiTFR-SCRFEN WRAn^ 

warning -- the «ollowlno oarts may become 'jnsumorted: 

(HEAD-BQLTS/LONG FI LTFH-SCREFfJ HEAD-COVER) 

OK 

-♦ STOP 

d o n P , 

■■:•■: 

■■"-■ 
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f. ContJnulnq Work 

The sl^rle nump T.nrjpi dpscrlbpci above h^s 

served as a test of freednin-of-Tove-nent as a tioieHnci tool, Kr are 

worklna to develop a better unfierstarvH n^ of to«9 sennantlrs of fre*>Hoir 

of movement and wore oe^eral r^nresentat1ons of FV rest rietlors, 

These concerts win be incor;.oratPrj in the Tioriel of tn<» coirnressor 

and In models of otb^r devices that (nay be rfealt with In the CPC 

prolect. 

i  ■ 

• : 

■)P ^ro heoinnlnn to examine the re lat lonshl DS 

between the aeometric device models beinl osed for vision and displav 

(see Section U.C) and the rtore symbolic models used for 

assembly-disassembly plannina, with an eve toward automating» as much 

as possible» the creation of similar rer«»sentations for new devices, 

Perhaos the user can characterize a new device ny the nature of the 

COtfWECTIONi between Its oarts (as in the oump ;nodei described above) 

and the qenerai shapes of the oarts, ustm some visual innut wp^re 

necessary. If the system had a tnree-dlmensional shape model («»ven a 

crude one) and a classification of Inter-oart CDNNFTTinNs (ftPUTS, 

SPTMDT;FS, and the like), Jt coul^ derive freedom of movement .»nd 

access information. This In turn could yield olanner preconditions 

for assembly and disassembly actions. 

Tnese Invest Idatlons raise tnapy of the issues 

orevalent In current A,l, research relation to "world  vrpowledqe" 
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ho 
w It is acquire how to renreseht it InternallY. how to retrieve, 

organize «nd update It. m t^e CPC domain, we .m .snerl.iiv 

cohfront the neei to reoresPnt the sw device fro. different nolnts 

of view for different purposes such ,a rtl,plftv, vtslor, 

asserr,biv/Hlsasse-rbiy planning, and natural lanauaae lntaractl0n. 

Particular solutions to these Problems In the CRC domain may shed 

some Höht on the larger issues involved. 

2. Diagnosis of Equipment 
■ 

a. Background 

The use of computers to help diagnose 

malfunctions In equipment and to help dlaonose diseases In humans 

already has an extensive history. Notable example« are .y.tem. that 

diagnose blood Infections [UJ, system that locate faults m 

digital circuits [45], and systems that locate faults in internal 

combustion engines 146], 

Several approaches to computer diagnosis have 

been stuüied, and we snail briefly mention three of them here. Tw, 

approaches, using "truth tables" and using "decision trees," have 

Parallels in pattern recognition technology. A third, the 

"rule-based" approach, stems from heuristic proqramming technigues m 

Artificial Intelligence. 

v: 

• ■ 

■ 
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The so-cailed trutn taole method entails 

collecting a number of simultaneous measurements fro^ the system 

being diagnosed. We might represent these measurements oy an 

n-dlmensional vector X, where n is the numher of measurements made. 

Then an analysis Is made ot the effects on the vector x of various 

faults that might occur in the system. In the simplest case each 

possible fault has a unique effect on X. For example» a perfectly 

functioning system might give rise to tne vector Xo, Each different 

fault gives rise to a distinct vector X; for example, the l-th fault 

gives rise to vector Xi, This association oetween faults and vectors 

can be stored in a table. in diagnosis, one enters the table using 

the measurements X to find the associated fault. 

■-■■ 

In more complex cases the mapping between 

faults and measurements Is not one-to-one. This presents a 

difficulty when the same measurement vector X could have been caused 

by a number of different faults. In the latter case, common in 

medicine, It is customary to collect a large amount of data in order 

to estimate the probabilities p(X/faUit) and then to use Bayes' rule 

to calculate the a posteriori probabilities p(fault/X), Standard 

decision theory techniques can then oe used to decide on the fault 

given any measurement vector X, 

The decision tree approach locates the  fault 

by  using  measurements in -.eguence Instead of simultaneously„  It is 

like the game of "twenty Q<: ■   tions," Depending on the result  of  the 

first  measurement,  another  measurement is selected.  Its result in 
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tarn determines another  measurement,  and so on.   The  alternative 

measurements can be Pictured as a tree.  The identities of the tauits 

are  located  at the  tips  of  the  tree,  i.e.,  after  the  final 

measurements  in each  sequence.   Un  the  averaoe,  this  approach 

requires fewer measurements than the truth taole approach,  but  lUe 

all   sequential procedures  has  little  tolerance  for  errors  In 

measurement. 

Several problems with these "classical" 

methods nave motivated a search tor some alternative approach to 

dlaqnosls.  in particular, we mlqht mention the following: 

(1)   Data qatherlnq.  The data needed tor the 

truth table method are very often 

statistical.  Larqe amounts must be 

gathered under carefully controlled 

conditions.  Much more easy to gather are 

tne "distilled", "judgemental" data used 

by skilled diagnosticians.  Often chls 

Information Is in the form of simple 

rules like:  "if symptom X is present, 

then the trouble is likely to be Y." 

An argument can be made that the 

diagnoütlclan himself uses rules of this 

sort in his own information processing 

procedures leading to diagnosis, and, 
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In particular, does not explicitly use 

tables or bayes' rule.  Presumably it 

would be more effective and efficient to 

extract tnese useful rules by interviewina 

SKllled practitioners ratner tban to 

qatner raw statistical data. 

(2)   Extendioillty,  Statistical data are not 

easily extendible to slightly different 

problem areas or to situations in which 

new measurements are discovered to oe 

useful.  Each new problem area or advance 

in technique would have to be accompanied 

by another extensive statistical analysis. 

Decision trees are similarly hard to 

modify to include a new measurement. 

Generally, the whole iree must be 

redesiqnel,  we would lilce a technique 

that can easily qrow to include new 

information. 

(3)   Interaction,  The classical methods do 

not allow a human expert to interact 

with the diaqnostic process in any 

flexible way.  In the truth table 

metnod» once the measurements are input, 

the process takes complete control 
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-: 
until a decision Is announced.  A 

human user cannot Interrupt It to 

contribute any additional Information 

that might be relevant,  with decision 

trees, the numan user's role, if ^ny. 

Is limited to answering questions about 

the results of any of the measurements 

that are not made automatically.  The 

human cannot volunteer any ne* Information, 

but must patiently wait until and It It 

is requested,  we desire a system that 

can be interrupted when the user thinKS 

he has important additional information. 

■ 

-■\. 

% 

(4) Transparency.  The classical methods 

arrive at decisions tnat cannot always 

be explalneJ to the satisfaction of a 

skilled user.  This is because the user 

la IKeiy to thin* in terms of judgemental 

concepts or rules as described earlier. 

^hen queried about a decision, all the 

classical methods can do is state 

obscure statistical facts or present 

details about the structure of underlying 

tables or trees,  ^e want a system that 

"thmxs" uxe a practitioner so that it 

Xv.- 

I Is 
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:•: can explain its cnaln ot deductions In 

terns understanJanie to a practitioner. 

In order to meet these criteria» we have been 

thinking about deslqns stemminq fronn Al research on ruie-based 

systemst A qood example ot such a system (even thcgh it does not 

meet criterion 3 above) Is the MYCIN medical diagnosis system of 

Shortlicfe tl4]. Our tentative design outline, to be described In 

the next section» is siml].-».r in spirit to MYCIN» although tne 

mechanisms of operation are different and it will be an interactive 

system. 

b. System Design 

Although our work on diagnosis is still in an 

early stage» we have developed a tentative design and have done some 

initial programming to test it. 

The diagnosis process begins with a statement 

of a "presenting symptom" from the apprentice. Based on this 

information a list of hypotheses aoout probable faults that might be 

causing the symptom is generated, A probability is associated with 

each of these faults. 

The fault hypotneses are generated by using 

rules  of  the  form:   "If  the  symptom  is  X, tne fault is likely 
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(probability = p) to be Y." Actually each rule is a small proqram 

that can perform any necessary computations requirpd to set up the 

hypotheses. Dur idea is that tne rules will be written In close 

collaboratior with skrilied diaqnosticians. 

' , 

In diaqnosinq a larqe system there are many 

levels of symptoms and faults. Suppose, for example, that we are 

diagnosinq a malfunctionina automobile. A symptom miqnt be that the 

engine does not start. A "hich-leVel" explanation might be that the 

iqnition system is faulty. At a somewhat lower level of the 

hierarchy, the symptom might be that the ignition system does not 

work, and the fault mignt be that the spark is too weak. Continuing 

down the hierarchy, we might finally learn that the spark plugs are 

dirty. 

.:•: 

Our diagnosis systei is being designed at the 

start to work on a hierarchical basis. Each symptom is presumed to 

be caused by faults of an appropriate level, which in turn describe 

symptorrs caused by lower level faults. 

After a list of fault hypotheses is 

generated, one of them is chosen as worthy of testing. Currently, we 

are selecting the most orobable hypothesis, but we are open to using 

a more sophisticated criterion. After a hypothesis is selected, we 

refer to another set of rules telling us ho* to test for it. Tnese 

rules are called "handlers." They are of the form: "If Y is a 

suspected  fault,  use  test T, and, dependlnq on the outcome, modify 
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the probability of Y." Again» the rules are small proqrams that can 

perform any computations needed to help specify the test and 

interpret Its results. A choice between competing handlers tor the 

same hypothesis can oe made on the basis of oenefit/cost ratios of 

the associated tests. The result of applying a handler is to nodify 

the probabilities of tne hypotheses. (A test may give information 

aoout hypotheses other than the one for which it was chosen; we »ill 

use "demons" to catch such additional information.) «ve now loop DacK 

tnrouah the main proqiam, select the no* most-orcnable hypothesis, 

select a handler for it, and so on, A trap fondition allows us to 

exit whenever the probability of one of the hypotheses exceeds some 

threshold.  This hypothesis is then decided upon as the fault. 

Depending on the apprentice's skills and 

desires, this fault decision may or may not be the final answer to 

his diagnostic problem. If he needs more detailed information, he 

may re-enter the fault just computed by the program into the system 

as a symptom, Tne process then uses a set of finer-grained rules to 

give a more detailed explanation of the fault. 

We envision the system workinq In the 

hierarchical fashion just described, punctuated by outputs to the 

apprentice and restarting. Even so, there may be . reasons why the 

system might want to descend a few levels on its own to help make 

more definite conclusions about hiqher level faults. That is, before 

deciding  definitely  tnat  a hlqner level hypothesis is correct, the 
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system may on Its own test some of the subhyootheses expialninq the 

higher level one as a way of confirminq or refutlm the higher level 

one. 

We nave written an initial UL.SP program to 

test some of these ideas and nave applied it to problems of 

diagnosing some simple electric circuits. After we finally decide on 

a more complex piece of equipment to reolace the air compressor, we 

intend to implement a mocn larger diagnosis system for that 

equipment. We also still must face several Important questions 

involving multiple faults and intermittent faults. We *ill oe 

postponlnq the matter of no^ to repair faults until we matce 

substantially more proqress on the diagnosis problem. 

Our description of tne operation of the 

hypothesis handlers glossed over the question of how probabilities 

are to be modified as a result of the tests. Tnis is an important 

and noi.triviai problem. *e nave adopted a Rayesian approach to this 

matter that is discussed in some detail In the next subsection. 

c. Alternative  Forms   of   Bayes'   Rule   for 

Diagnosis 

i) Introductory Hemarxs 

The use of Bayeslan  decision  theory 

is  popular in medical dlaonosis 147,48,49], and has a natural apoeal 

227 

. * . 
■-■" j 



-. .-. . .' ■ ',■ ■—"•■ «v^'J" ' " J.' .."—1 ._" Jiu_" M," u ^ i." ».i ■■■-•.-•.-v'". ,.'".".^ "l'"■.■l ". V ^J'^'.n ■- .^ A  • .'J . * '. * .  .'' . l '       .     ^ 

.' 

In any diagnosis problem In wnich one has suagestlve but not 

compellinq evidence to support various hypotheses. As Shortllffe has 

pointed out [50], direct use ot Bayes' theorem is not without serious 

drawbacks. These problems are particularly severe when there is no 

cause-and-etfect model, and when correlations between the joint 

occurrence of a set of evidence and the hypotheses must be estimated 

from data, Shortllffe and Buchanan (51] qive additional arguments 

for the inapproprlateness of bayes' theorem in rule-based diagnosis 

systems, and advocate their version of confirmation theory that 

substitutes certainty factors for conditional probabilities. 

This subsection presents several 

variants of Bayes' theorem, some of wnich are very similar to 

Shortliffe's certainty factor formulas. The variants are apprcprlate 

under different circumstances. Mt begin with the simplest case of a 

single hypothesis and binary-valued evidence. 

11) Bayes' Rule for Events 

Let H be ? hypothesis that is either 

true or false, and let E be a olece of evidence that either is or i'i 

not present, Vte view E and H as random events, writing P(E) as the a 

priori probability of the occurrence of event E, P(H) as the a oriorl 

probability of event H, and P(E,H) as the joint probability of E and 

H, l,e,, the probability of the event EAh, For the nonoccurrence of 

E or ri, we write 
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Q(E) = P(E) = l-P(E) (CD 

and 

QOn - r(H) = I-P(H) 
(C2) 

For the joint probaclllty function, we must kno*- three  of  the four 

Probabilities P(t,H), P(E,H), KF,H) and P(r,H).  By the law of total 

proDaoUlty, P(E) and P{H) can oe derived  from  the  complete joint 

probaoility function by 

P(E) =P(E,H) +P(E,H) (Ci) 

P(H) = P(E,H) +P(E,H)   . 
(C4) 

defined as 

The conditional probability P(fc;\H) is 

P(E|H) -£Ü*I2 
P(H) (C5) 

Similarly, 

P(H|E) = P(E.H) 
P(E) (C6) 
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with analogous formulas for P(F:\H) and F(H\h). .MOW» typically» we 

either know or can estimate both P(t;\H) dnd P(F\H), we obtain tne 

evidence t, and we wish to update the prooablllty of h fror the a 

priori value P(H) to tne a posteriori valie P(H\E), Bayes' rule» 

which follows Immediately from the above formulas» provides the 

desired answer: 

P(H|E) = P(E|H)P(H) 

P(E|H)P(H) + P(E|H)P(H) 
(C7) 

'. ,■> 

, - , 
"WO 

Ill)   Some useful Variants 

Define the UKelinood ratio by 

ME|H) =^ 
P(E 

11 
H) 

CC«) 

and let the ratio U(H) be the odds favorlno hypothesis ri# 

0(H) = Pigi = LOil 
P(H)  Q(H) 

(C9) 

Then  we  can  rewrite  tq.   CC7)   as 

P(H|E) = 
AO 

AO + 1 
(CIO) 

:-< 
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Tnus,  the  a  oosterlorl  probability  can  be  determined  from tne 

UKellhood ratio and the a priori odds.  Alternatively, if we use the 

fact that 

-."-■ 

P(H|E) = 1 - P(H|E) = 1 
AO + 1 

and define the a posteriori odds oy 

0(H|E) = 
P(H 
P(H 

51 
E) 

(cm 

then we obtain the simple torTula 

>:; 

O(H|E) = A(E|H) O(H) (C12) 

This formula is sometimes called the 

odds-iixelihood formulation of öayes' rule 152]. It shows how the 

odds favoring a hypothesis change when new evidence is obtained. For 

our purposes, it Is pernaps the most useful form of Bayes' rui-s. it 

suggests a simple recursive updating procedure that win be 

elaborated in subsection v oeiow. To recover the rrobablllties from 

the odds, we merely use the formulas 

.■:■-- -"• 

P(H)  = 
.offli 

0(H)  + 1 
(Cli) 

■ :••.; 
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ani 

P(H|E) 
O(H| 

O(;H|E) (C14) 
E) + 1 

iv) Oojections and Problems 

inere are two basic prc'-ilems in uslnq 

tnese results, Tbe traditional objection concerns the a priori 

orobabilitlesi If H is the hypothesis ot an event that has never 

been known to occur naturally» then even thouqh we may be aole to 

force H to occur and thus determine P(E\H), there may not be any 

objective «ay to determine P(H), Although this can be viewed as a 

philosophical cjjectlon to the «hole approach, the degree of 

seriousness of the problem has often been overstated. Even If H is a 

rare event, so that P(H) is small (but not zero), P(H\t.) can be 

significantly larae if the evidence E is sufficiently strongly linked 

to H, In particular» we see from Eg, (10) that P(H\E) will be near 

unity if AO is much greater than unity. I.e., if A >> 1/P(H) when 

P(H) is small. 

Tnis leads is to a second and more 

serious prcbiem. It is obvious tnat tne evidence is effective in 

confirming h if and only if it is much more likely to be obtained 

wnen H Is true than when H is not true. Unfortunately, while it may 

be possible to get a very reasonable estimate tor P(FAH), it is often 
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very hard to estimate P(fc\H). Consider, for example, the case In 

which H Is the nypothesis that a particular car is out ot qasollne, 

and the evidence E Is that the car win not start. Clearly, P(k;\H) 

is very near unity, but what Is P(E\H)? The problem is that H is not 

a simple hypothesis out a compound hypothesis. There are many 

possible reasons for the car not starting, wnlle we may be able to 

estimate the probability of E diven any one of their, we may find it 

hard to account for their Interactions, and we may not even pe able 

to think of all of the possible explanations. 

The oroblem we face here is not 

unlike the problem that Shortllffe faces in assioninq confidence 

values to his diagnosis rules. Suppose that we have a rule such as 

"Ir the car win not start, tnen there Is suqiestlve evidence that 

the car is out of gas." Should we assign tnls rule a confidence of 

0.1 (weak-ly suggestive)? 0.5 (suggestive)? 0.8 (strongly 

suggestive)? Shortllffe relies on the expert to ma<e this decision. 

Presumably, the expert has encountered many cars that win not start, 

and has a rather aood idea of what can be concluded. 

When necessary, we adopt a similar 

attitude toward the likelihood ratio. Even though the expert may be 

hard pressed to give good numerical estimates for either P(L\H) or 

P(E\H), we boldly assume that the expert can quantify supjertive 

feelings about the strenqth of the relation between a hypothesis and 

some evidence  by  nlving  reasonable  numerical  estimates  for  the 
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loq-1ikelihood ratio 

L(E|H) = lo^ A(E1H) (CIS) 

The log-li<ellhood ratio Is of 

Interest for several reasons. It has? been found to be advantageous 

In at least some experiments In whjcn people are asked to estimate 

lllcellhood ratlos [5JJ. Mathematically, the use of logarithms turns 

the odds-llxellhood formulation of Bayes' rule into an additive form 

log 0(H|E) = L(E|H) + log 0 (H) (C16) 

Thus, L(E.\H) Is an additive measure of the "Information" that t gives 

about H, if I, is positive, ri is more likely; if L Is nenatlve, H is 

less liKelyj if the eviaence is indifferent, L = 0. The actual 

numerical value of L depends on the choice of the base for the 

looarlthm, in most of our work we have used a base, b, of 1.5. with 

this arbitrary choice, the range from -10 to «-lO for L corresponds to 

a range of about 1/60 to 60 tor A. 

v) Sequentially  Acquired  evidence 

v 

Suppose that we have previously 

obtained n - 1 pieces of evidence Eli ..., En-1 and that v*e know 

PCHNEl, ..,, En-1)» or, equ^valently» tne odds ü(H\tl, ...» Fn-l). we 

can treat these as prior probabilities (or odds) when a new piece  oi 
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evidence En Is obtained.  Thus, we can rewrite tq. (.C12)   as 

0(H|Er ..., En) =A(En!H,E1, ..., E^^O» fc^ ..., E^^ 
(C17) 

where 

P(E |H,E  ..., E  ) 
A(E H^E,, ..., E ,) -  ; ",- 1 a=i- 

n1 ' 1'      n-l'  P(E (H,E   ..,, E J 
n   i      n-i 

(C18 1 

This shows how C(H\U, .,., tn-i) can be uPdatei recursively to yield 

ü(H\El, ..., En), Alternatively, we can tceep all n pieces of 

evidence grouped together and rewrite Eg. (cm as 

0(H|E ,   ...,  En) = ACE^   ...,   En|H)0(H) (C19) 

where 

PCE.,   ...,   E   |H) 

^ *>-*i füi • 
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However  we  write these expressions, 

one  fact always  remains--the livelihood  ratio  depends  on  all  n       X 

Pieces  of  evidence.  In that idyllic world in wnich the pieces of 

evidence are conditionally independent,  so  that  P(En\H,  El,  .,., 
_ n 

En-l) s P(En\H) and P(ti,\H, El, ..,f En-1) = PCEnNTT), we obtain 

I 
OCHJE^ ..., En) ^(EjmOCHlE^ ..., E^) (C2n 

. • 

■•-••■:■■■ 
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with ' . - - ' 

P(E |H) 

A(E IH)  = 
P(E H) 

n 

(C22) 

Alternatively» we have 

OCHlE^ ..., En) = ACE^ ...,   En|H)0(H) (C19) 

with 

n 

ACE., .... EjH) - n AffJ« 
i—1 

n P(Ei|H) 

(C2i) 

(C241 

vl)    Combining Independent A Posteriori 

Frobabilltles 

Suppose that we had some good nethod 

for estimating the probability of hypothesis H given just the single 

piece of evidence E.  Let 

Pi = P(HjE1) (C25) 

qi - PCHJE^ = 1 - P. (C2b) 
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I 

and 

0i=^ (C27) 

Tnen the llKelihoori ratio can be written as 

P(E.lH) 
A(Ei|H) = F^y 

P(H|Ei)P(Ei)/P(H) 

PCHIEJPCEJ/PCH) 
(C28) 

i 
0(H) 

Substltutinq this In Kqs. (C24) and CC19), we obtain 

OCHIE^ .,   En)  = 
n 
n 

Li=l 
0(H) 

0(H) fC29) 
■-•-■, 

iL_ OCHIE^ 
0(H) 

•••' V^ (r30) 

■>' 
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Note  that  the a posteriori odds Increase whenever the odds Ddsed on 

En alone exceed the a priori odds.  It follows that the a  posteriori 

orobability  increases  vheneVer  p(H\En)  > P(H). if we express the 

odds in terms of probabilities, we obtain 

P(H|E , ..., E ) = 
i       n 

1 + 
a    QCHlE^PCH) 

.". P(H|E.)Q(H) 
. 1=1     1 

ami 
P(H) 

^Q(H|En)Q(HlE1, ..., E^POl) 

P(H|En)P(HlE1, ..., E^^QCH) 
(can 

Note that for the special case  n = l 

we merely obtain the Identity P(H\En = P(H\E1). The case n = 2 gives 

P(H E^E^)  =  1 1  
1    2' Q(H|E  ^QCHIEJPCH) 

I + — " 
(C32J 

P(H|E2)P(H1EPQ(H)" 

This can actually be Interpreted as the general case if we tnink of 

El as the collection of all of the old evidence and E2 as the new 

piece of evidence. The graph in Figure 44 shows how F(H\tl»E2) 

changes with P(H\E2) for the special case P(H) = 1/2. 
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FIGURE  44      THE  EFFECT OF  NEW  INDEPENDENT 
EVIDENCE ON  THE A POSTERIORI  PROB- 
ABILITY OF   H 

vil)   Helatlon to ShortUffe's Combinlnq 

Kornnuja 

Additional varldnts can he o&talned 

DY introducing a quantity C that Is analogous to--though not exactly 

the sare as-Shortlifte's certainty factor CF. In general, for any 

probability p we def'ne C as 

C = 2P (C3J) 

Thus, as P varies from u to 1, C varies from -1 to 1.  After a Uttl. 

algebraic manipulation, «e can express Eg. (C32) as 

■ 
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3£ 

where 

C(H|V   E^-^ 
+ C2 I C0(1 + ClC2) 

C1C2 " C0(C1 + C2> 
CC34) 

b>.- 
C1 = ZPCHJEj) - 1 CC35) 

V 

c2 = 2P(H|E2) - 1 
(C3o) 

and 

C0 = 2P(H) - 1 (C37) 

It Is instructive to consider some 

special cases. If all of the C's are strictly between -1 and 1, then 

it is easy to show that 

CCHIE^E,,) - 1 as C -1 

or as C -»1 

or as C -• -1 
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an«! that 

t 
COME^ E2) --1 as C - -1 

or as C -• -1 
2 

or as C -'1 

The limiting behavior tor Cl and C2 seems quite proper, but the 

behavi-r tor CO at tirst seems paradoxical. if we are virtually 

certain a priori that H Is false (CO s -i), why should «e be 

convincea that H is true a Posteriori? The explanation is that if 

P(H) is approaching zero but P(H\E1) or PCH\fc:2) stay bounded away 

from zero, then tne evidence In favor of H is extremely convincing. 

For tne special case PM)  =  1/2  we 

obtain 

c + c 
C(H!V E2) = YT^T 

1 2 

(C3rt) 

or,   alternatively. 
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CCHIE^E^ = c1 +c2(i - c^ 

+ [l -CCHlE^E^] C^ 

Cl +C2(1 " ri) 

■■ ■ 

if C(H\E1,L2) Is near unity, inls latter expression Is reminiscent 

of Shortlltte's formulas for updating measures of belief and 

disbelief for sequentially acquired evidence. Tnus, to Mrst order, 

*e can tMnk of Shortlltfe's formulas as an approximation to B;q. 

(C38), which in turn is for the special case ot independent evidence 

rfith F(H) s 1/2. 

However, the approximation Is not 

good if Cl and C2 have opposite signs, corresponding to conflicting 

evidence. For example, suppose that Cl < 0 and C2 > 0, In this 

circumstance, Shortllffe would say that tl favors disbelief In H and 

E2 favors belief In H, and *ould write 

MB(H, E^  = 0 

MD(H, E^  = .Cl 

MB(H, E2)  = C2 

MB(H, E2)  = 0 

MB(H, E1 & E2)  - MB(H, E2)  = C2 

MD(H, E1 & E2)  - MD (H, E^  - -C   , 
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provided that neither C2 nor -Cl is unity.  The certdlnty  factor  is 

obtained as the difference of these measures of belief and disbelief: 

CF(H, E1 & E2) = c
1 + 

c
2  • 

Note that this leads to a curious 

discontinuity in the benavlor of the certainty factor. If Cl = -1/2, 

then the laraest CF can become as C2 accroaches unity is 1/2; 

however, in the special case C2 = 1, Shorfcllffe sets vim, LI l E2) 

to zero and obtains CF = i. This av<wdrd limiting behavior is 

avoided by Eq. (C38) (and by the other, more general formulas we have 

derived), in which C{H\El,e2) approaches unity continuously as C2 

approaches unity. This win be true tor any value of Cl except Cl = 

-1. In general, one must expect anomalous behavior when ooth 

conflicting conclusions are certain, out there seems to be no reason 

to accept discontinuities in noncontradictory situations. 

0.      Vision 

1»     Introduction 

The vision modules associated with the pointing 

system described m Section II.C were desianed for limited and wen 

defined purposes. Our long-term objective is considerably more 

ambitious: the construction of a visual information gathering 

facility that  may  vje  called  on by  other  sub5ystems  t0  answer 
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questions from the apprentice» monitor his pertormance» and verify 

and update the knowledge base. This facility win consist of a laicje 

numoer of general and special purpose vision modules coordinated py a 

problem solving executive. This executive will use <nowledae of the 

task context, of the perceptual domain, and of the available 

perceptual capabilities, to plan effective strategies for fulfilling 

Information requests. This section descrloes two major research 

efforts, one on perceptual strategies, the otner on scene 

understanding, directed towards this long ranqe objective. 

'-.■ 

Ihe techniques required for fulfilling information 

requests may range from a simple table lookup to a major analysis of 

the entire scene. Certain common requests may be handled directly by 

Passing them to a Packaged module such as a tool recognizer. However, 

many tasks will undoubtedly require planninq at a much lower level. 

Consider a question such as "is the flywheel on backwards." It so 

happens that the flywheel on our compressor is painted only on its 

front surface. Knowing this fact, the particular question posed 

above can be answered relatively easily by testinq color at trie 

predicted image location of the flywheel. (The prediction could be 

based on the same compressor model used for polntinq.) Ubviously it 

is impossible to provide canned strategies of this type for all 

questions the apprentice might reasonably ask. 

The issues entailed in planning perceptual strategies 

are fundamental ones that arise in every  complex  perceptual  domain 

2A4 
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reqardless ot the particular modules Involved. First the available 

options tor accompl ishina the taste must be assembled In a Plannlnq 

graph. second, tne options muit be ornanlzed into a plan of action 

based on relative cost and liKelihood ot achieving desired results. 

Third» the Plan must he monitored during execution to detect 

departures from initial planning assumptions and, it necessary, be 

revispd. For several years, we have been investlaatInq these issues 

in the context of strategies tor finding objects In room scenes t37, 

54). 

There are similarities between strategies for ooject 

finding and those tor question arswerinq; the same techniques that 

select featurrs for distinquisning a chair from other room objects 

can be used tor dlstinquishinq the front and bactc of a pulley. in 

the next subsection we describe an implemented system that can Plan 

cost-ettective information gathering strategies in a vcricty of 

domains . 

The second area ot research concerns scene 

understanding. Machinery Is one "»f the most difficult scene an-ilvsis 

domains. Components on a given mechanical assembly often cannot be 

distinqulshed by any local characteristics except their detailed 

shape, Moreover, visual characteristics may vary widely over a 

generic class ot components performing the same function (e.q., 

carburetors). Part identification Is thus likely to result in 

ambiguities when the parts are viewed in Isolation,   Fortunately,  a 
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rich set ot constraints governs relationship ot parts to each other 

in d complete assembly. These constraints may arise from 

consideration ot the function or operation of the parts, or from 

methods ot fabrication or assembly. For example, Corhuretors are 

connected to the Intake manifold» a fuel line» and a throttle 

linkage. The absence ot neighboring carts that could reasonably 

assume these interpretations makes it unlikely tnat a giver part is a 

carburetor. Our goal Is to use such general knowledge about a class 

of eguipment, (e.g.» automobile engines) to resolve Interpretation 

ambiguities on individual parts» eliminating the need for detailed 

structural models ot specific unKs. 

A framework for performing this type of reasoning 

about scenes was described in last year's final report. Since then, 

the design has been refined» ImpleMented» and tested In the room 

scene domain. Hoom scenes were used for experimental convenience in 

testing the basic reasoning system because representations for both 

local features and global relations were already available. 

Comparable representations are currently being developed for the 

mechanical eguipment domain with local Interpretations based 

primarily on 3-D shape Inferred from range data. This work is 

reviewed in a subsequent subsection. 

2. Scene Analysis Plan Generation and txecution 

We have designed and implemented  a  planning  system 

that   makes   use   of   information  about  anticipated  costs  and 
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reliabilities to choose tne best coarse of action. Altnoogn th. 

Planner was rtesiqned and implemented as a Core sunsystem of a vision 

system that locates oMects In office scenes 137, b5-b7J. we feel 

that the applicability of the process reaches further than tn 

boundaries of scene analysis. Therefore, .pile me examples win 

mostly be chosen from problem« In that domain, the Presentation nil 

be of a more general nature. 

For artificial intelligence pronlem solvers, the real 

PtOble*  has  traditionally  peen to generate any Plan for performing 

the desired task; since the choices  for  solving  the  problem  were 

generally  limited,  the  choice  of  wnich  subgoal  to  work on and 

subsequent execution has been the  easy  part.   The  piannei  to  oe 

described  nere  generates  a  (relatively)  complete  plan  for  the 

analysis of a scene, but then, more importantly, organizes  tne  Plan 

so  as to know .hat to work on and in wnat order.  The problem at any 

Point in execution is to know wnat to do next. An example of a simple 

Plan  for  finding a  chair  is shown in Fiaure 4b.  *e will go into 

detail about the generation of this plan belo*. 

:- 

s 

The Planner first elaborates tne goal Into the 

subgoals required for its solution. Tnese subgoals are elaborated 

in turn until no more remain. The result is an AKD.-OH planning graph 

with tip nodes tnat are executable subgoais. Next, the scorer 

organizes the graph so that tne executor can find the best terminal 

node  to  beam  evaluating.   The  plan  executor  executes the best 
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sobgoai and then propagates the success or failure of the qoaj 

through the original plan, in order to select subsequent subgoals. 

Execution continues until the too goal either succeeds or falls, at 

which time the process of planning and execution is complete. 

- ■ .i 

rf. Definitions 

Before describing how the planner worxs, we 

will present some definitions and descriptions of strategies, plans, 

and elements of Plans, the most important of wnich is the goal node. 

This node contains information about the satisfaction of the goal, 

and also contains (implicitly) the complete structure of the plan. 

■ 

i 

'A 

Goal - a representation of some state to oe achieved,  A goal is 

either directly realizable (i.e., executable), or is an intermediat. 

goal, which is satisfied by satisfying its subgoals.  An 

executable goal is a terminal goal. 

The format of a goal is a list, • .ie first element of which U usuallyR 

the activity represented by the goal (e.g., F1NP, VALIDATE).  The 

second element is usually the object for which the goal is oeing 

executed.  Succeeding elements (it any) usually contain 

information Pertinent to the goal.  For example. 

•.■■\ 

■-"-i 
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(F1LTEH-MIND0W  DÜOH 

(LAMBDA (X) (LIMITP X (KUNCTlUN HKlGHT) 

2.5 5.0)) 

(LIMITF X (FUNCTION SAT) 

.6 .75))) 

((HtlüHT (6 . 8)) 

(SAT (7 . 12)))) 

Is a typical qoal.  The activity is FILTER-WINDOW, a filtering 

proaram that passes a LISP oredlcate over ?.  sampled window of 

the Image; the ooject Is DüüH; the next element is the LISP 

predicate to be used In filtering, and the last element is the 

Internal representation of that predicate. The last two elements 

are particular to FlLiER-*iINDUw. 

Subgoal List - a list of subgoals preceded by an operator from the set: 

AND, #ANn, üH, or t.  The operator Indicates how solution of the 

subgoals relates to solution of the goal,  AND and #AIJD Imply that 

all  the subqoals must oe achieved to satisfy the goal; OR Implies 

that only one of  the subqoals must be satisfied.  A «AND requires 

that the subgoals be  achieved in sequence,  t is a dummy operator 

that is used when there  is only one suogoal; it means that 

satisfying the subgoal is equivalent  to satisfying the qoal. 

This operator is used primarily to minimize  the complexity of 

the subooal lists. Some example subgoal lists are: 
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(AND (FIND SLAT)(FIND BACK)), 

(#AND (ACQUIHt DOüR)(GRUW DüüR)), and 

COP (ACQUIRE-DIRECT PICTURE) (ACQUIRE-IWDIRECT PICTURE)), 

The first example Is the suoqoai list for (FIND  CHAIR); 

the second for (BijUND DQUH); tne third for (ACQUIRE PICTURE) 

i^ode - (or goal node) is a list consisting of tne goal, the subgoal 

list for the goal, a set of parameter lists for scoring 

purposes, and the parents of the goal. For example, 

((ACUUIRE DOUH) (UP (ACQUlRt-DIKECT DOOR) 

(ACQUIRE-XhDlRECT ÜÜOR)) 

(U9) (.95) (.P55) (500Ü0,) (58500,)) 

((BOUND DÜÜR))) 

could be the goal node for the goal (ACQUIRE DOOR), 

Plan - the set of goal nodes generated for satisfylna the 

initial goal,  in It, „ost general form, the plan Is an implicit 

AND-ÜR graPh, since the subgoais point to one another tnrough 

their own suhgor.l lists.  The graph structure appears when a 

9oal has some other for a subgoal, whlcn in turn has 

the first as one of its supgoais (althouan not necessarily 

as a direct descendant),,  For example, as shown in Figure 45, 

to find the seat of a chaJr it might be possible to first find 

the back ano use that to localize the seat.  However, to find 

the back, it mignt also be possible to first find the seat and 

then localize the back.  This sort of redsonina lads to Plans 

with loops. 
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Module - a module is a prooran or a statement descrlblna how to satisfy 

a goal.  In the case of executaoie ^oals, the module Is an execution^ 

module and is the actual program to be executed.  For nonterminal 

goals, the module Is a planning module that describes ho* the 

goal is to be expanded into sub:oals, A mooule may have various 

functions associated *rlth it. Some common ones are the CÜSTFN 

(which computes the cost of execution of the module), and 

the PTFN (which computes the probability of success). In adaltion, 

the module may also have associated functions for decidina if a 

previously generated goal is eguivalent, or related. 

Cost - in the context of planning, the cost is the anticipated time 

that would be spent trying to satisfy a goal.  In the case of 

bounded processes, such as filtering, tne cost can be estimated 

rather closely.  For less bounded processes, such as region 

growth, the cost is approximated from past experience and 

whatever relevant information may be available (tor example, 

the expected size of the region to be grown). 

Confidence - in the context of planning is the probability that the 

execution of the goal will have a good outcome.  This Is 

composed of two Parts, the probability that the outcome 

will oe good, given tnat the node succeeds, and the 

probability of success of  the goal.  Again, in cases where 

the process is well modeled, the estimates are relatively 

good, and where there is no good model, the estimates 

are based largely on past e>:p*»r lence, Confidence 

Is always between 1,0 and 0,0. 
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Score - the score of a node is the value of a function that computes 

a cost fiqure normalized by confidence.  For example, cost 

divided by confidence Is the measure that we use here; 

however, other functions are belnq experimented with. 

b. Plan  tilaborator 

ex 
To create a plan, the plan elaborator (Fü) 

pands the Initial qoal (the "top goal", v^hlcn Is typically to find 

some object, e.g., FINDUABLE)) into the subaoais required for its 

solution. The subqoals are recursively elaborated in exactly the 

same way. if the Pt cannot generate suoooa.s. It checks to see 

whether the qoal is directly executable, and if so computes 

parameters (cost and confidence) for later use in scoring. If it is 

not directly executable and has no supqoals, the elaborator marks it 

for later deletion. 

As new objects are noticed by tne HE, their 

names are added to an "instance list". This list is used as a global 

"note-pad" to keep track of wnat is learned about the objects during 

execution of the plan. The Initial entries into the Instance list are 

taken from a globally maintained ust of prototypes, for example, 

-hen the chair seat is noticed for the first time in the course of 

Plannino, the name is looked up on the list of prototypes. This entry 

is then added to the instance list. The prototype contains general 

information such as relations between tne object and other objects, 

or previous plans that were created. This information is available to 
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the planner durlnq eldboratlonf and Is also used by modules during 

execution as a storr.Ge medium containing up-to-date Information about 

previously executea modules. Kor example» the chair seat prototype 

could contain the intormation that tne chair seat is belov the cnalr 

back. During execution of a plan to find the chair seat, the 

acquistlon module (discussed below) would save the acquired chair 

seat samples on the instance list, which would then be available to 

the validation module for further processing. 

To aenerate the suoqoals of a qoal# the 

elaborator checks first to see if any special modules exist for 

satisfying the goal for that particular object. This allows the user 

to provide advice to the Planner about certain goals, tor instance, 

the planner could be instructed to always IOOK for the telephone or 

the tabletop. If no special routines are available, the planner 

looks for routines associated with tne activity and that are 

generally useful for all objects. 

For example, to elaborate the goal (ACOUXRt 

TABLL), the planner might be Instructed to use a horizontal plane 

finder, since the tabletop is a horizontal plane. Alternatively, if 

there was no information associated with TABLE, the elaborator would 

look Into general purpose routines Pertinent to ACQUIRE, Kioure 45 

provides another example. There is a module for KIND that says to 

find an object, find its parts. Therefore, to find the chair a plan 

Is generated for finding its major parts, the seat and the back. 
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In qeneral, several planning rrodules may be 

associated with a qlven activity, in order to select the expansion 

modules appropriate to a particular qoal, toe planner evaluates a 

predicate function associated with each. if tne predicate returns a 

true value, the planner adds tne module to Us list of applicable 

modules. Special cases of the predicate function can cause tne 

module always to be selected (to provide defaults) or can cause the 

module to be selected by goals specified explicitly. This predicate 

allows us to have several modules, eacn an expert in a relatively 

narrow domain, and eacn selectable on tne basis of that domain. For 

example, associated with the activity, ACQUlwt;, could be a program 

for locating horizontal planas. This program would then nave a 

predicate that checked that the object was horizontal. 

Before a newly generated aoal is add»d to the 

list of goals to be elaborated, a check is made to see if It has 

already been generated, or if any equivalent supgoals have oeen 

generated (the subgoal must have a special function to allow the 

Planner to decide this). in either event, it is not processed 

further, and the subgoal list of the goal being expanded is made to 

point to the previous goal. The planner win also check for related 

subgoals (that can succeed or fail based on other goals that are not 

directly related. I.e., not parents or children). For example, the 

Planner may generate a strategy that Includes multiple filter 

subgoals wnere one filter predicate subsumes another. If the less 

restrictive predicate fails to turn up  tne  desired  object,  it  is 
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guaranteed that the more restrictive one also *lll not, Iherefore» 

if the less restrictive filter is selected and executed, its outcome 

co Ld imply the outcome of the related, restrictive filter. Tne 

Planner maintains an explicit list of related subqoais, tor tnis type 

of situation. 

c Scorer 

After a Plan has been elaborated, the next 

step is to decide which subqoal to attempt, or, in general, to deci'j'» 

«»hat to do next. Obviously, the choice depends on the local expense 

of executing the goal, the more global expense due to the fact that 

sor.ie goals may be easier after other goals have been executed, and 

also the resultina likelihood of correct results after the goal has 

been executed. 

.•:- 

we compute a score for a node which allows us 

to r,a<e a selection from proposed alternatives for satisfying the 

goal. This score function will be cost normalized by confidence, with 

the result that high confidence» low cost goals win have a smaller 

score than low confidence, high cost goals» and medium confidence, 

medium cost goals will fall somewhere in between. 

Before discussina the tecnnigues of scoring a 

plan, we digress briefly for a preview of plan execution. The plan 

txtcutor receives a completely scored plan. It starts at the top node 
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Since the scores  tor  ter^ln^l  (pxecutdolp) 

aorjes  do  not  change»  tne only thing *e need consider tor scorlno 

purposes are the Intermediate nodes,   we  neqin  the  discussion  by 

considering  the  *ay  scores are  bac<ed-up  trom  a subnode to Its 

immediate predecessor. 

::■ 

There are four possible types of intermediate 

nodes, »ANDi AND, UK, and t. The t node merely passes its score 

upwards to Its parents» and therefore need not be considered further. 

Since the »AND and A^Jü nodes require all the subgoals to b»» 

satisfied» a score tor tnis type of node can only be computed if 

scores for all the immediate subgoals have oeen computed. However, ar 

L)K node merely requires that one ot the subgoals be satisfied. This 

means that even it only one of the suogoals can be scored, the OH 

node can be scored. Effectively» any unscored node is considered to 

nave a score of infinity. The score of an ANU or »ANO node witn an 

unscored subgoal is also infinite, unscored subgoals ot UH nodes can 

be ignored» and the score computed on tne basis of the ones already 

scored. In practice» ^hat occurs is that %n initial score is 

determined tor some suoooals, which allows other subgoals to receive 

scores. These subqoals in turn propagate their scores back» and the 

process continues to completion. At the end of the process, any 

nodes that have not received scores are deemed impossible to satisfy» 

and are deleted from the plan. In operation» tne actual r^araneters 

tnat are backed up are cost and confidence, and the score of the node 

is computed from them directly, 
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score. 

we  will  use  the  symbol  s   to stand for 

for confidence, and  K   tor cost,  we  wm  also  use 

T    for tne successful execution of a node,   Tk 

of  successful  executjons  of  nodes  i  tnrouqh 

unsuccessful execution of a node, and 

for the sequence 

K»     T     for 

for  the  sequence  of  unsuccessful executions of nodes 1 through K. 

Tnus,  s.    is the score of the Itn node,   iq    the  anticipated 

cost,  and   q    the  confidence. Ti          is the representation of 

successful completion of node 1. 

Tne confidence is the a priori Drobability of 

a  "good  outcome"  from  the  noae.  Ubviously, the notion of a good 

outcome is directly related to the  taste  the  node  is  supposed  to 

satisfy. For example, a good outcome from a filtering module would be 

that it discovered a few points on the target object,  the a  priori 

confidence  requires  that  the  node  succeed  for a good outcome to 

result, and is therefore the joint probability of a good outcome  and 

success  of  the  node.   we make  the standard bayes' expansion to 

represent confidence as the product of two factors: the probabllty of 

a  qood outcome from the node, given the success of the node, and the 

probability of success of the node. If we let  Yi   reoresent a good 

outcome from the ith node, then we have 

ci ■ p(Y, IT JP(T,) . 
i i   i 
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We will also note that the a posteriori probaollltv of a qood outcorre 

from a node is zero It It failed, and 

PCYJT.) 

If It succeeded. 

As mentioned above, the score of a node  will 

be the cost normalized by the confidence, that Is 

S = K/C 

for the score function. In the course of searchinq for the best path 

tnrouqh the qraPh, we will attempt to minimize this function at each 

node, in order to compute the score of intermediate nodes, ^e will 

back-up costs and confidences from subnodes to their superiors, we 

will discuss techniques for that now. 

1) scoring an UF Mode 

we beqin the discussion with the OH 

node in Figure 4b. We assume that the suonodes are ordered by 

increasinq score. The baciced-up parameters will be dependent on the 

order, and it can be shown tnat this particular ordering will result 

in a minimum score tor the node. 
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P'TOR'-P<TI' 

(C^PIT^.K,) (C2.P(T2),K2) (Cn,P(Tn),Kn) 

K. K, K 

C1 C2 Cn 

SA-3805-34 

FIGURE  46       BACKED-UP PLANNING  PARAMETERS FOR  AN OR  NODE 

\ 

F"or an UH noie to nave a qoori 

outcome, one of the suonodes must have a good outcome. Therefore, we 

can write the confidence as the sum of the Probaoiutles of a qood 

outcome from each sequential node, ihat Is, 

1-1. 
OR - PCY.^T.) +P(Y2, T2,   T^ + ... +P(Y1, T., T

W) 

+ ... +P(Y , T , T11"1) 
n  n 

CUD 

or, 

.1-1. 

i=l t02) 

• ■■/■ 

•:■.■;■ 

261 

& 

■>::: •:•>:• 

■ ■ ■  .- ■ 

__ 

•.■.■ ■-•;-•.■- • • 

• ■■•■■.•.-■■■■-. •.- ,■-. ■. .■■.-. -■• . 

c. - ■■.- . .  -- -. •-..-. ■•, 
■ - • rj. •.. -.. 

• "   ■.■."■.■.'• ■ ■ . • .' 

■- ■ - -   



-  - m~ v^-m-^w^rr^r* •^ •,""■." ■, ■^;' T—w^r- ^TTK *7^r 

:■- 

Expanding tnls formula gives 

i=l 
(Ü3) 

-..•.•     de have In 

P(Y., T., T1"1) 

a context sensitive measure of continence. That Is» It Is a 

confidence measure that ta<es tne past history of the parent node 

Into account. As this will, In general, oe difficult to compute, we 

will make the weakening assumption of independence between  T.   anc 

,i-l 
, and therefore 

,1-1 

We also assume that  Y^   is dependent only on i not on 

.1-1 

■:< 

with this assumption, we can rewrite the formula as 

M 
i-1. J0R £ PCY., T^Pd1"1) 

i=l 

(D4) 
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or 

i-l 
(b5) 

And flnali/ we have 

OR 

i-l 

i-i j-i 
P(T.)] 

j (06J 

The expected cost of the node Is tt.? 

sum ot the expected costs of each of the individudi subnodes, wnlch 

Is juit the cost of the node times the Probability of executing It. 

The probability of executinq a node is the probability that all 

preceding nodes fall, iherefore, we can -rite the expected cost of 

the node as 

V ■ E K. PCT1"1) 
i-l 

(U7) 

With  the same assumptions of independence as aoove, we can write the 

cost formula as 

K 
OR 

n i-l 
= E K n 

i=l i 
i=i 

n P(T.)] (08) 
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The   proDdOility ot success of the  OR 

node is just 

1 - P(Tn) , 

tnat is,   the prob^biiltv that they do not all fall. This is rewritten 

P(TnTJ) - 1 - II [I - P(T )] 
UK l 

1 = 1 

(ü«n 

' 
The score Is computed froir the 

backed-up cost and confidence, it Is apparent, however, that a very 

expensive subnode with low reliability would pull the score of the 

whole node down, even though it mlgnt be likely that It wojld never 

oe executed. Since we would like the score of a node to reflect the 

best that we can expect frcn the node, we will define tne score to oe 

the minimum score ot the set of subsequences of the sequence of 

subgoalst That Is, v-e can compute the score for the whole sequence, 

then tor the subsequence witnout the last goal, then without tne last 

two subqoals, and so on, we then take the minimum of these ..cores to 

be the scur? of the node. But this definition Implies that the score 

of an OH node win always be the score ot the first subgoal In the 

sequence. Therefore, the first subgoal In the sequence win represent 

tne nooe. As a result, the planning parameters tor the node become: 
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c    = c 
OR 1 

K      = K 
OR 1 

P(T     )   = P(T   ) 
OR^ ^  1^ 

S0R " Sl 

■ ■,• 

It is important to note that this result is strictly due to the 

choice of score function, ine more general results win be required 

in later work with different score functions. 

;- 

U) Scoring an  AND  i^orie 

tot  assuoie   tnat   the  subnodes   of   an   AND 

node  have  been  ordered  by 

V(1 " V' 

as this can be shown to result in a minlrpum score tor the node. A 

♦AND node is already ordered, so the formulas derived for an AND node 

«111 apply equally to a tAND node. Tne AND node is shown in Figure 

47. 

-. 
V1 
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C =   TT   C 
AND i 

P(TAkl„l  "   77   PIT > AND i 

n i-1 

(Cj.PCT,), K,)        (C2,P(T2), K2) (Cn,P(Tn), Kn) 
K^n =   S   K,    TT     PIT ) 

AND 
1-1 j-1 

. - I 

< —£- <■■ < 
(1-C,)      (1-C2I (1-Cnl 

oA  3805-35 

FIGURE  47       BACKED-UP PLANNING  PARAMETERS  FOR  AND AND  "AND NODES 

The  confidence   in  this     case     Is     the 

prohability   that   all   the   suogoals   will   nave   a  good  outcome»   or 

n    _n 
CAMn = P^   T   )  =P(Y"|Tn)P(Tn) AND 

with our assumptions of Inde en^ience» we have 

P(Yn|Tn)  =    A   P(Y   |T   ) 
i=l 

t U10) 

and 

P(T ) =   II   P(T.) 
i=l        1 

1011) 
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Therefore, 

AND II P(Y. IT ) 
i=l    1 1 

n 

II P(T.) 
Li=l   1 

(Ü12) 

or 

CAND= ri V^J  P^l5 
i=l (üli) 

And, therefore. •-. 

AND 

n 

= n c 
i-i  i ( l' 1 4 ) 

Kyi 

If a suonode of an ANü node falls, we 

terminate execution. Therefore, the expected cost of a single 

süor.ode In the sequence is the cost of the node Urres tne prooauluty 

of executinq it. This prooaoliity is the probability of all preceding 

nodes succeedina, Tne cost, therefore, is 

K..._ = X! K. P(T 
i-1 1 

1-1. 
AND 10X5) 
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or. 

i-1 

AND E   K.     n    P(T.) 
i-1     i   J-l J 

(Ü16) 

node  is 

The     probability     of     success     of   the 

P(TAND)  =    n    P(T ) 
i=l 

( D1 7 ) 

Tne new score is computed from these uacked-up values. 

ill)   Scoring a Plan 

with these techniques for computlna 

the planning parameters of individual nodes» orqanlzing the planning 

tree necomes a straightton*ard task. Tne parameters of the terminal 

nodes are bac>ced-up to their predecessors. These Intermediate nodes, 

in turn, pass their parameters on to their parents. Finally, the top 

node receives a score and the process is complet-?, ' 

However,  the  process  ot  scoring a 

plan with loops (such as the one in Figure 45) is  nore  complicated, 
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The  existence  ot a loop In the plan mpans that some node depends on 

|    the solution ot another node tor Its solution, nut  tne  second  node 

also depenas on tne tlrst tor Its solution. 

Obviously, If these nodes hdd no 

other alternatives tor tnelr solution, there *ouid he no solution; 

but, the situation is usually that shown in Figur* 4H. (Notice that 

this araph could be a suboraph of tne one shown In '"Iqure 45). Here, 

node 7 has node b as an option for Its solution. :Jode 5 requires nnde 

8 which has node b as ore ot its options, hut node b requires node 7. 

Upviousiy, either node 1 or node 3 tnust be executed first. If we 

assunip node 1 is executea tirst and succeeds, the choice remains 

whether to then execute node i or node 4, since success for eltner of 

tnese nodes means success of the Plan, 

SA 3305 36 

FIGURE 48      PLANNING GRAPH  WITH   LOOPS 
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Tne program that scores a Plan 

assumes that the Initial score of a nonterminal node Is Infinite. An 

AND lor »AND or t ) node can receive a nonintinlte score only it all 

ot its suoqoals have noninfinite scores. An UK node can receive a 

noninfinlte score it any of its subqoals has ^ nonintinlte score. 

Therefore, in the graph, nodes 7 and 8 can receive Initial scores of 

Vci 

and 

K3/C3 

respectively.   Using  the  parameters  from  node  7,  node b can be 

scoreo. It the score tor node 6 is less than 

K3/C3 , 

tnen node 8 receives a new score. In any case, node b can also 

receive a score since node 8 no* has one. Again, If the score ot 

node b is less than that for node 1, tnen node 7 receives a new 

score, node b receives a new score, and node H receives a new score. 

It is important to notice tnat it the score of node 5 is less than 

that tor node 1, and this is reflected oack to node 6, it is 

impossible for the new score of node 6 to be less tnan that for node 

3,    If  it  were  less,  it  *iould  mean that costs around the loop 
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decreased and/or contldence increased, whlca is not Possible. 

Theretore, either the final score ot node 5 will be greater than that 

ot node 1 or the tl lal score of node b -ill be Greater than that of 

node 3, we also see that tnere win be a maximum of two iterations 

around the loop before things settle do^n. 

To be more precise, we  win  perform 

tne  computations  with  symbolic  quantities  for  the parameters of 

terminal nodes 1, 2, 3, and 4, 

is 

From this, we can compute 

'y   the initia  score for node  7, 

K1/C1 . 

6    C1C4 
(LH8) 

and, therefore, 

S = min 
ö 

K„/C . 
3 3' 

Kl + PlK4 

V« 
(.01-1) 
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s
5    is either 

or 

K3 + P3K2 

C3C2 

Kl + Pl K4 + P1P4K2 

C1C4C2 

depending on which was the minimum«   This  means  that  the  revised 

score for node 7 Is either 

mm Vci' 
3 3  2 

3 2 

or 

mm Kl/CV 

Kl + P1K4 + P1P4K2 

C1C4C2 

But   the   latter  minimum   Is 

since 

K /C 
1    1' 
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K+A  s K 
CB  ' C (D20) 

for K and A greater than u and C and B oetween 0 and I.  Theretore, 

since If 

The  final  result  is 

S    = mln 
K3 + P3K2 K  /C  ,   — ^-i 1    l       c.c, 3  2 

(D21) 

i 
K3 3  2    , Kl 

C3C2 Cl 

S8 ■ K3/C3 

(D22) 

s    = 
s 

3 3  2 

3  2 
(D23) 

S     = min 
8 

K/C     ^^^ 
(074) 
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and 

S 7 = min ,.      K3 + P3K2 (n2«3) 

tnen 

and 

^ow,   if 

K1/C1  < K3/C3 

S7 = K1/Cl 

S    = min 
,        Kl + P1K4 

K3/C3'       C^ (Ü2b) 

What     this   means   is  that   the   tirst   node  to  execute   is   1,   but   the  next 

depends   on  the   relative  magnitudes   of 

vs 
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Trie propagation of failure i» 

straightforward. If any subgoal of an A^D or *k^0 goal falls» then 

the qoal itself also fails and continues trie pro^aaation upward. A 

subqoal of an UK node that falls is merely removed fror, the list of 

subgoals. When any subgoal list is reduced to a single sutqoal, the 

ooerator is repiaceo witn tne t operator whicn always propagates tne 

outcome of the subgoal directly upward. 

•-v. 

confidence  value» 

confidence, 

xhen   a   sucgoal  succeeds»  its  a  priori 

C»  is  replaced  by  the   a   posteriori 

.■.-■■ 

C/P(T) , 

that is» the probability of a good outcome alven that the node 

succeeded. The cost is set to zero, and p(T) to one, this allows 

the pararreters of the predecessor nodes to oe adjusted to reflect the 

success. If the first subgoal of an A^D node succeeds» then the 

confidence of the node becomes 

n 

n c 
i-i 

After   the  kth  node  succeeds»   the   confidence   is 
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n en P(T.) 
i=l i=l 

The   remaining  cost   after   success   of   tie   kth  node   is 

n     i-1 

i=k+i 1 j=k+i    ■] 

Since  the  confidence  is  incr ting,     and the cost decreasing, the 

score of the node decreases.  This .^eans that  the  subcioals  of the 

node win  be executed in order as long as they are successiui. The 

final confidence of a successful AvD node is 

ii c / n P(T ) 
i-l   1-1   i 

If a subqoal of an UH node succeeds, then tne Qrt node Itself succeeds 

*ith a posteriori confidence, 

C/P(T). 

This  is  propagated  bade  alonu  *lth  the cost (*Mch is ze.j) and 

P(T)    («Men is one) to the parents of tne OR node. 
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After propagating tne outcore ot a goal, the 

executor checks the list of related goals to see if any other action 

needs to pe taken. Since in iiany cases tt o outco-ne nf one qoil can 

determine tne outcome ot another» this is the point at which action 

is taken. 

■.-". 

If the outcome of a subaonl does not 

propagate to the top qoal, the net has a new score computed for It in 

exactly the same way as it did initially» and the execution continues 

nith the next goal. If. at some point» a graph «xth a looo is left» 

and there are no terminal nodes that wm alle* for a solution» then 

no failure will propagate to the top. Instead, tne top goal will not 

receive a score. This is considered a failure of the top goal. 

e.     Cohwlusions 

*e have descrioed an artificial intelliaence 

Planning and execution program that is able to make cost effective 

decisions about what to do next in analysing scenes. ^e have 

described in some detail the effects of a particular score function 

(i.e.» K/C , This is probably not the best possible score 

function. Another possioiiity tnat will be exoiored is to treat «an 

OR node as if there were a discrete cost-continence function 

associated with it. Tnat is» considering each subgoal» there is a 

certain relidbility to be expected for a certain cost, .^e can 

consider these cost versus reliability values as points on  a  curve» 
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and the complete set provides a cost-confioence function. This 

function can then ne prcp^aated upward instead of making a aecision 

aoout what the score should be at tne local n-ne level. This *d/, 

tne parameters can he passed up to the executor which can tnen necioe 

(usina a variety of criteria) just .hat should be none. With this 

<ind of intormatior available, the executor couin use budgetary 

considerations (ho. much resource is available to expend tor the jot) 

or considerations about required reliability. 

3. KSiSj  A oyster tor Keasonlnq aoout Scenes- 

a. Introduction 

Tnis section describes ^SyS, an operational 

syste-r that interprets scenes. Scene interpretation is formuiated as 

a constraint optimization proolerr. Given a set of regions from a 

Partitioned scene, a set of possible interpretations for each region 

derlveu from local surface attrloutes (e.g., color, orientatlonj, and 

a set of constraints on spatial relationships of interpretations, 

1SYS deduces the most probable global interoretation for each region. 

Tne systerr nas been used to interoret manually partitioned room 

scenes usina a variety of semantic constraints. 

♦ The wor«: reoorted  in  tnis  section  was  partially 

supported by üNR under Contract No. N0Ü14-7I-C-0294 IbH] 
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Scene interpretdtion ^^s neen previously 

aporoached both as an exercise in -lenuctive reasonina and as a 

problem in neurlstic oot irrizat ion, As a reason! ia exercise» the 

objective was to deduce unique local interoretatlor.s for each reqlori 

that were consistent with symbolic ^looal constraints [54-61), As an 

optimization problem, the oolectlve was to find the set of local 

Interpretations with the highest joint ll<ellhood# where each 

interpretation llicelinood was a function ooth of the local realon 

attributes and the livelihoods of semantlcally related 

interoretations assigned to other regions [62-6H. 

The most successful deductive scene 

Interpretation systen- w^s created by /-altz 161) for analyzing ideal 

line drawings of scenes containing toy nlocks. Lines were iaoelen at 

each vertex with a set of oossiole interpretations, such as concave, 

convex, shadow, and cracK. inese initial interpretations were nased 

on a catalog llstlno the various ways legal vertices of trlheiral 

solids could appear in a line drawlno. Some line interpretations 

coula be Immediately rejected as impossible If they were not assigned 

at both ends of the line, Klimlnatlng a line interpretation would 

eliminate one cr more possible interpretations for eacn of Its 

vertices, which in turn, could eliminate additional Interpretations 

of other lines joining at those vertices. This elimination process 

wouia often propagate until each line was left with a unique 

interpretation. 
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Ine deductive approacn to scene analysis Is 

limited to symbolic problem domains sucn as line drawing analysis, in 

wnicn all Interpretations that violate constraints are dismissed 

absolutely and all those tnat do not are considered equaily likely. 

Most real Perception problems, ty contrast, entail noisy measurements 

and probabilistic constraints. ihus, it is not meanlmtul to 

speak of correct or incorrect Interpretations, out only of the most 

probable Interpretations, given current eviaence. A number of 

Investigators have therefore chosen to view scene 1nteroretation ^s a 

heuristic optimization problem. 

In seen? Interpretation,  the  lUellnood  of 

each  region   interpretation   theoretically  depends,   at  least 

Indirectly, on the likelihood of every other  region  interpretation. 

Because  of this interaction, the searcn space explodes exponentially 

with both  the  number  ot  regions  and  the  universe of  possiole 

interpretations.  Numerous simplifying assumptions nave been proposed 

to make the search tractable.    Both  ouda  (591  and  Guzman  160] 

performed a limited tree search using local binary valued constraints 

on legal adjacency: interpretations were assigned to regions in order 

of  maximum  local  likelihood,  suoject to semantic consistency with 

interpretations previously selected for adjacent reqlons. Eiiminatino 

all  possible   interpretations  for  an  unasslgned  region  forced 

reconsideration of an earlier assignment.    ya<imovsky developed two 

algorithms  which,  while  still based on tree search, utilized wider 

classes of constraints 163J .     Algorithm  A  allowed  real  valued 
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boundary constraints wnlcr. could dlter the local UKellnood of an 

interpretation based on the attrloutes and Interoretation likeliboods 

of adjacent reqions. These constraints were used tüllo*(inq an 

instantiation to update the interoretat Ion IKelinoods of 

uninstantiated r^lons immediately adjacent to the newly Instantiated 

one, A branch and bound condition on the product of all instantiated 

interpretations was used to tertrinate search alona umoromising lines. 

Algorithm b allowed real valued constraints between arbitrary pairs 

of reqion interpretations, inese constraints were aoain used only to 

update interpretation IKelinoods of uninstantl^ted reqions, that 

were directly related to a newly Instantiated interpretation. The 

use of real valued constraints provided Yakimovsky with a more 

sensitive neasure ot global lilcellhood for assigning interpretations 

to regions. However» since both his algorithms limited constraint 

interaction (by freezing the IKelinoods of instantiated 

interpretations) in the interests of search efficiency, the resulting 

IKelihoods represent only an approximate simultaneous solution of 

the constraints. 

Besides obtaining only approximate solutions, 

all of the above methods share another inherent fault; nard won 

information is frequently thrown away when the search bactctracks. In 

one ot Duda's examples, a particular region is deduced not to be an 

electrical outlet on at least five separate branches of the 

Interpretation tree. In each context, outlet was excluded as a 

Possible interpretation because the region in question  i*as  adjacent 
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to a region tnat had already been postulated to oe the floor. It was 

precisely tnis type ot redundant redsorlnq tnat *altz sought to 

ivolri, by eliminating 'nconsistent interpretation before embarking on 

search. It occurred to us that a similar deductive scheme Tlqht he 

used with real valuea constraints to depress the likelihood of 

inconsistent interpretations. An interpretation wltn low enough 

likelihood would effectively be eliminated because it *ouin never be 

selected for instantiation. The consequent reduction in wasted search 

effort could then oe redirected toward i more optimal ulobai 

determination of interpretation lilcelihoods. 

The following section describes a realization 

of these objectives. 

b. M» - An üptimization Algorithm Uslno 

Constraint Propagation 

This section outlines an algorithm for scene 

interpretation that comMnes the Pest features of neiuction .^nd 

optimization 158]. t:ach region in a partitioned scene is assigned all 

interpretdtlons permittea by its local attributes (e.q., it may be 

door oi wall on the basis of color, slz*, and surface orientation). A 

likelihood is associated with each Interpretation, based Initially on 

the a priori likelihoods of alternative intrroretat ions tor the 

region. These local likelihoods are then reevaluated based on the 

current likelihoods of all semantlcaliy related interpretations. This 
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simultaneous reevaludtlon Is accotiplished on a serial computer by a 

relaxation process that culminates with a set of global egulllorlum 

likelihoods. This relaxation process Is the dnaloq of: ^flltz's 

deduction process tor rtM valued constraints and, like that process, 

can be Impleirentea using a propagation technique, as *lll be 

discussed In Subsection c below. 

The resulting equilibrium likelihoods 

represent estimates of the qlobal valldltv of alternative 

Interpretations In the current context. It all regions are left with 

a single probable Interpretdtion, the analysis terminates 

successfully. un the other hand, If all Interpretations of any 

regions are judged unlikely, the analysis Is abandoned on grounas 

that the context Is Inconsistent. The most usual c^se finds at least 

o-.e region still left with several possible interpretations. The 

analysis then reverts to a searcn for the set of reolon 

interpretations having the highest joint likelihood. 

The search proceeds at each step by restorlna 

the hlahest scoring context (initially the alobai context) and 

Instantiating the most likely ambiguous interpretation remainlno in 

that context, Eguillbrium llkellnoods are recomputed, baser) on the 

ne* instantiation, and used» as in the global context, to decide the 

future course of the search. If all regions now have unique 

Interpretations, the search is terminated» it any region has no 

possible  Interpretations,  the  context  is  abandoned» otherwise» a 
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qlobal score for tne context Is computed oy iummlnq the equilibrium 

iKellhoods of the currently best Interpretation for each reaion. Thp 

search then continues in the currently best context. 

v 

in Kef. 58 It Is proved that this  alaorlth-n, 

*lth  reasonable  restrictions on tne nature of the constraints, win 

terminate  with  the  optimal  set  of  Interpretations   for   tnose 

constraints.  The resultlnq equilibrium UKellhoods will, in general, 

he better estimates of actual qlobal liicellhoods than tnose  obtained 

by the methods described in Subsection a above. Moreover, it Is shown 

that, m finding the optimum, tnis new  search  will  instantiate  no 

more  interpretations  than  any  of  tne conventional tree searcnino 

methods. The Improved estimates of interpretation likelihood provided 

by  the  global relaxation process iirorove the order of instantiation 

and context selection at each stage  of  search,  thereby  minlTizina 

backtracking.     The relaxation process can thus be considered a new 

type of glooal lookaheaa embedded in a conventional best first search 

algorithm.   All  of the aloorithms discussed m Subsection a are in 

fact special cases of our  algorithm  utlllzinn  limited  propagation 

and/or constraints I5bj. 

The number ot Instantiations Is, of course, 

only one measure of search efficiency. ine computational effort 

expended in lookahead must also oe considered in assessing which of 

two optimization approaches is more efficient overall. The 

relaxation procedure is, admittedly, a computationally expensive form 
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ot lookanead, but It can be very cost-ettectIve In probiem domains 

wltn large numbers ot hyootbeses Interacting tnrouqh many Dair*lse 

constraints. This cost-effectiveness stems from the fact that many 

Inconsistencies are deduced once and for all In the alobai context 

rather than havino to be repeatedly rediscovered for Individual 

Instantiations as In conventional bacKtrack searches. 

c. "iSYS - An Implementation of M« 

Implementation of the M« optimization 

algorithm described above requires a relaxation mechanism for 

constraint evaluation and a context switching mechanism for search. 

We win describe generalized implementations for these two 

components» which are designed to facilitate experitientation with a 

variety of icnowiedge representations, search strategies, and control 

structures (including specifically all strategies mentioned in 

Subsection a). 

n Constraint   tvaluation'-The   XDEMüN 

System 

The simultaneous determination of 

equilibrium ilKellhoods tor a mutually constrained set ot 

interpretations»  Inherently  a  parallel   ooeratlon,   has   Deen 

♦A  detailed  implementation  of  MSYS  using  these component« appears 

in Ref. 5«. 
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efficiently Implemented on a serial computer by simulating a network 

of asynchronoui. parallel processes Interacting througn a glooal data 

base. The data base consists of variables representing constrained 

entities and constraints. Associated with each variable Is a 

procedure for computing a value in terms of the current values of 

other variables, bach variable also has a list of related variables 

whose procedures utilize the present variable as input. .nen the 

cumulative change in the value of a variable exceeds a threshold, its 

related variables are activated by adding their procedures to a stack 

of jobs to be run. Thus, it running a process changes the value of 

its associated variable, additional processes may be activated. 

Execution terminates when the job stacic Is empty. 

u 

-.- 

The evaluation process Is initiated 

by loading the job stack with the procedures of variables for which 

updateo global likelihoods are desired. Initially, the procedures 

of every variable are put on the job stack to obtain global 

equilibrium likelihoods. rhe consequences of subsequent 

Instantiations are explored by gueueing only the orocedures of 

variaoles directly dependent on tne values of the Instantiated 

variables. 

■-. 

•v 
-■ 

The above scneme for esta^iIsninu 

global likelihoods is apolicabie to a variety of constraint 

satisfaction and optimization problems. A set of LISP functions, 

known  collectively  as  the  system  XUfc^ON,  nas  been developed to 

--. 

V 
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facilitate the creation of network representations for particular 

constraint problems. These functions were docufnented in Appendix b 

of Hef, 37. Kor our scene interpretation apolication, variables are 

used to represent regions, region interpretations, and relational 

constraints between pairs of regions Ce.g., adjacent, above, and the 

lilce). Region variables evaluate to boundary descriptions. 

Interpretation variables evaluate to the current global likellnooi of 

tnat interpretation, and constraint variables evaluate to the negree 

to which argument reoions conform to the stipulated constraint. 

The procedure associated with eacn 

interpretation variable computes current liicelihood as a function of 

local likelihood (i.e., a likelihood based solely on a region's own 

attributes) and global likelihood (i.e., a likelihood baseg on the 

current likelihoods of semantically related interpretations and on 

the values ot correspondina constraint variables expressing how well 

each relation is satisfied). The variables are interconnected so that 

the reevaluation of any region variable (reflecting a cnange In 

boundary) will cause all contextual constraints involving that region 

to be reevalUöted, Similarly the reevaluation of any interpretation 

or constraint variables will automatically queue all semantically 

related Interpretations for reexamination. The efficiency of tne 

scheme stems trorr the tact that variables are only reevaiuated when 

the value of a contextually related variable changes. 
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ii) Sedrch 

A  simple  state savlna mechdnlsm has 

been programmed that allows a current  computational  context  to  he 

reinstated  at  a future time.  The search context for A»  consists ot 

the complete network of variables described  in  Subsection  b  aoove 

Plus  additional  problem  dependent  var:aole5  that  typically  may 

Include a global score, a list ot previous region instantiations, and 

a Priority queue (called IQUEUE) of Instantiations yet to be tried In 

that context. The saved context Is Inserted onto a priority queue  of 

contexts  CSQUEUE)  to be explored.  in general, d search proceeds by 

reinstating the top priority context on SQUtUE,  selecting  the  best 

instantiation  from  the  current  IUULUE,  and then reevaluating the 

network  of  variables  m  tn«  new  context   created  by   that 

instantiation.    An  acceptable  solution  terminates  the  search. 

Otherwise, IQUEiUE is updated and the new context added to SOUEUE, The 

search then continues in the top context. 

- 

The nature rt the search win be 

determined oy the problem dependent priority functions used to update 

5QUEUE and IQUfcUE and oy the termination condition. A depth first 

search is obtained by always adding new contexts to the too of 

SOUtUE, a breadth first search is nad by always addino them to tne 

bottom, and a best first search is realized by gueueing contexts in 

order of global score t65J. Heuristic guidance is Introduced into 

the search by the function  that  updates  IQUEUE,   The  termination 

[A 
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condition can oe chosen to select the tiiqnest scorina solution (.I.e., 

a complete set ot globally consistent instantiations), the tirst 

solution encountered, or a complete enumeration of all solutions. 

d. Usinq MS^S 

An Interpretation problem is nosed to MSYS in 

the followino way. Kirst, tse experimenter, usinq a trackball, 

circles a set of test recions on the displayed Image of a scene, as 

Indicated in Figure 49, These regions are retaineo on a olsic file. 

Next he enters the constraints to oe used in the current experiment. 

He ma' also directly assert sympolic relationsnlps between regions 

(e,g,, that two regions ne considered adjacent). This ability was 

useful for simulating unimpiemented relational procedures and for 

fabricating experimental situations. Interpretation is Initiated by 

calling the function Interpret with a region file name or a list of 

regions as an argument, MSYS responds with a complete protocol of 

the Interpretation process containing, first, a list of locally 

possible region Interpretations and their Initial likelihoods, 

second» a trace of all jobs executed from the loo list and, tnird, a 

final list ot unique region interpretations with associated 

likelihoods (or else a message announcing failure to find consistent 

interpretations). 

Constraints are entered In tne format 

(ADDCüNöT Pel Vllst), Rel Is a simple relation such as (Above 

Chairback  Chairseat),  a boolean expression of simple relations such 
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SA-3805-44 

FIGURE  49       MANUALlv  PARTITIONED  ROOM  SCENE  WITH   LOCAL  BAYESIAN 

INTERPRETATION   LIKELIHOODS  BASED ON  HEIGHT AND SURFACE 
ORIENTATION 
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^js (Or (Adjacent Picture Wall) (Adjacent Picture Frame)), or a 

functional constraint sucn as (HomoTeneous Door). Independent 

constraints on the same Interoretatlon are assumed to be embedded In 

an Implicit conjunction, VUst Is a list ot the Interpretations to 

which a constraint applies. Thus CADOCÜWST (Adjacent Picture .vail)) 

(Picture;) requires all pictures to be adjacent to walls but puts no 

constraint on Walls. If viist is omitted, MSYS assumes that the 

constraint applies reciprocally to an Interpretations mentioned 

within it. 

e.     An txan.ple 

The operation of *1SYS win be Illustrated by 

describing ar Interpretation of tne scene partition shown in figure 

49, using the constraints given in Figure 50, These particular 

constraints were empirically selected for this room scene dcmain on 

the basis of their computational simplicity and their suitability for 

use  In partially partitioned  scenes. Alternative constraints come 

[ADDCÜNbT (QUüTL (NOT* (ADJ DOOR PICTURE] 
(A00C0NST (QU3TE (FUNCTION HOUMPART)) 

(UUOTt (000R WALL})} 
(ADDC0N6T (QUOTE (FUNCTION HOMO}} 

(QUOTE DOOR}} 
(ADUCUN5T (QUOTE (FUNCTION HOMO}} 

(QUOTE WALL}} 
(ADUCONST (QUOTE (FUNCTION HOMO}} 

(QUOTE CBACK)) 

FIGURE  50      CONSTRAINTS FOR   ROOM SCENE  INTERPRETATION 
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readily to mind:   (ADJACENT  P1CTUHE  AIALL)  ana  (NUT  (ABOVE  DUUR 

t     VyALD),  to  name  two.    Mo  formal  basis  yet exists tor choosing 

particular constraints. 

The first step In analysis is the assignment 

of possible interpretations to the regions based on their local 

attributes. Figure 51 shows the interpretation variables created 

during this initial 'abeling Phase ana their associated local 

likelihoods. These local interpretations were obtained using a 

Bayesian cUsslfier, which compared the neignt and surface 

orientation of regions in Figure 49 with those rt training regions 

previously outlined in a similar scene.» For each region only those 

Interpretations with a likelihood exceeding ten percent of the 

likelihood of the most probable interpretation were retained. Initial 

classification was based on height and orientation, because tn^se 

•ere considered more intrinsic attrioutes than color and brightness. 

The homogeneity of color and brightness over a given surface, 

however, provided a key global constraint. Note that each horizontal 

surface received a unigue interpretation determined by its height, 

but  that  all  vertical  surfaces  received  at  least  two possible 

»Height and orientation are obtained directly from range data using 

transformations dticribed in Re«, 66. The data used in our 

experiments simulated the output of a developmental time of flignt 

laser range finder C37], whose current accuracy is about one inch in 

ten feet, 
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FIGURE  51       INITIAL  EQUILIBRIUM  LIKELIHOODS  BEFORE  SEARCH 
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Interpretations (door, wall, and vhen consistent with helqnt 

extremes. wastebasket, chairba«, or picture). Global constraints 

were tnos only needen for vertical surfaces. The Ha/eslan 

likelihoods associated with the Interoretations of vertical regions 

represent the expected proportion of the imaje occupied by each 

interpretation. The IKellnoods assigned to (Wall Dr) and (üoor Or) 

In Figure 51, for example, reoresent the relative areas occupied by 

Wall  and  üoor In the test ima'ie. 

The second step of analysis entails the 

construction of evaluation functions for each interpretation variable 

and the subsequent computation of global equillorlum liXelihoods. The 

state of the data base tollowing the attainment of equilibrium is 

sho.n in Figure 52. (For conciseness, the uniauelv interpreted 

norizontal regions have been omitted.) 

Tne evaluation function for each 

interpretation is formulated as a conjunction of local IKellhood 

(see figure 52) and support for aoplicable constraints. The supoort 

for each constraint is expresseo as a logical combination of other 

interpretation likelihoods and region relations, indicating all the 

Possible ways that the constraint can be satisfied in the current 

image. The actual process of creating tnese evaluation functions is 

described in Hef. 5ri. 

295 

. • . ' , ■•■■■.v.w 
•.:.•.■.■:•■.--■.■•.-■:'■■^■v.v.-. ■- .--'Sv-'-v-•■•.■■ --■■  .■■.--. 

■ ■•■- T.. •..-..■-.-.' .  ■  ,»■■',■1-'   •■ - -. »-.'.M.". - ". » V» ...•.■ .1^. I-.  ■ . . _ . _-   •. _ '  . . _". , ". . 







.■."■," ^"," ■ " ■,., J"!1" , ■ ■ ..« J." , ^^T•T•TT*,?*T▼^^^^^^^^"^^^^^?^P•^■■^■^■■^■, F-^-^ P^^—»^ 

' 

VARIABLE« (OOQR DR) 
VALUE!     .175 
PROCEDURtt 

(AMD* ,227 CANO» (KOT» (CV* (DOOR Tj^ALL) 
(030* RKALL))) 

(NOT* 0.051) 
RELATIVES! 

((OPTlü^ (DOÜfc OR) (AALL DPm 
((OH* (OOOR DR) (OOOR PIC) (DCHR CHAlBHACKn) 

VARIABLEi ('vALL DP) 
VALUEl     .142 
PROCEDUREl 

(AUD* .773 (^OT* (OR* (vAtL l^ALL) 
('••ALL   »ivALL] 

RELATIVESl 
((ÜPTl'JN   (DtlfJR   DP)    (/ALL   D*»))) 
((OP*   (/.ALL   DR)    (WALL   PIC)    (•/ALL   CnJ Ip*AC* ) ) ) 

FIGURE 52      STATE OF  DATA BASE  BEFORE SEARCH  (Concluded) 
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The constrdint CHomoqeneojs Wall)» requires 

that an regions Interpreted as -an have similar brigntness, mis 

constraint introduces a clause of the form (NUT* (UK* (WALL 

Ril)-"(Waii Rin))) into the llicellhood function of each wan 

interpretation (Wall Hi). The disjunction includes all regions 

admitting the interpretation »all, -nose nrigntness differs from that 

of Ri by more than ten percent. The effect is to reduce the 

IKeiihood that region Hi is wall by an amount prooortionai to the 

likelihood that these other, nonhomogeneous regions are thought to oe 

-all. Homogeneity constraints on other interpretations nave analooous 

effects, 

1'he constrrtlnt, Hoomoartition, requires  that 

the  brightness  of all regions admitting the interpretations Wall or 

Door (I.e., surfaces that partition rooms) be similar to  that  found 

at  the  very  top  of  the  image  vertically above their centers of 

gravity.   Hegion interpretations  tailing  tnis  test  are  rejected 

outright  by  pinning  their  likelihood to zero.   The likelihood of 

interpretations  that  pass  Is   unaffected.    The   Poompartition 

constraint   is   closely  related   to   the  previously  discussed 

homogenerity constraint and was Included to handle cases  where  that 

constraint  was Ineffectual because tne experimenter failed to circle 

enough regions.   It is based on an assumption that,  in  a  standard 

view  of  a  room  scene,  wall or door win appear at the top of the 

Image, and moreover, mat nails and  doors  never  appear  vertically 

above  each  other.   The  effect of this constraint was to eliminate 
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"Door" ani "KJaii" as oosside Interpretations of vertically oriented 

regions lacking appropriate vertical extent. Specifically "Door" and 

"^ail" were eliminated as possiole interpretations of the reaions 

Cnairback, Pic, and WbSKi, leaving tnose regions vvitn unique 

interpretations. 

The relational constraint, (NOT» (Adjacent 

Picture L"*oor)), is self-explanatory. It introduces a clause 

reducing the likelihood that a reaion is a Picture ty an amount 

proportional to the likelihood that adjacent reilons are thought to 

be Doors, A loose definition of adjacency nas been adopted in order 

to utilize this constraint in a Partially seqmented scene: two 

regions are adjacent if the line connecting their centers does not 

pass through a third reaion. 

The Mumerlcal equilibrium likelihoods shewn 

in Figure 52 were obtained by executing the evaluation functions as 

if they were dayesian coir-olnations of independent probabi lit5 es 

(i,e,, a conjunction of likelihood values evaluates to the product of 

those likellhods, the negation of a likelihood to one minus the 

likelihood, and a disjunction of likelinoods to one minus a product 

of the negations of the lltcellhoods), More sophisticated 

quantification schemes are given in Ref, 5H, 

The final stage of analysis entailed 

searching  for  a  set  of  unlgue interpretations that were globally 
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consistent. The only amblauity remaining In the global equilibrium 

context involved the regions ür, Lwaii, and HWau, all of which still 

admitted both door and wall as possible interpretations. Homogeneity 

constraints forced LWall and H/Jall. both light colored regions, to 

take the Käme interpretation (either wall or Door) and Dr, a cark 

colored region, to taice tne opposite Interpretation. This basic 

ambiguity was resolved during the course of searching by the 

adiacency constraint on pictures, which led to a contradiction when 

either LWall or Mall was instantiated to Door. 

The search oroceded without any backup 

because the correct interpretation of each region already had higher 

likelihood than any alternative interpretations in the initial global 

context (Figure 52). The relative likelihoods of these correct 

interpretations increased monotonicany with each successive correct 

instantiation. The final interpretations for the regions in Figure 

49 are presented In Fig .e 53. A detailed trace ot the reasoning, 

showing all instantiations and resulting reevaluations, appears in 

Ref. 58. 

f. Conclusions 

A working implementation . of a new seen? 

interpretation technique has been demonstrated. So far, the 

experimental results are inconclusive because of Lhe slinpllcity of. 

the test scene and the reliance on simulated range data for assigning 
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FIGURE  53       FINAL  EQUILIBRIUM   LIKELIHOODS  FOLLOWING SEARCH 
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> .v initial Interpretations. The experiment will be repeated shortly 

using the actual laser ranqe tinder. Expectations are that the data 

will provide height estimates accurate to a few incnes but th-U it 

will be to:> noisy to yield usaole measures of local orientation. 

Consequently, additional constraints will be needea to distinguish 

horizontal and vertical surfaces at the same height, such as taoiptop 

and wall. It would also be interesting to see how far one could get 

without direct range data by Intering height and orientation entirely 

from pictorial clues such as Image, height, and shadows. 

Scene interpretation typifies a class of 

problem solving tasks Involving larde numbers of alobally interacting 

constraints. A general constraint optimization algorithm is presented 

that, for sufficiently constrained nroolems, is more powerful than 

conventional Al search methods. fhis algorithm is implemented by 

representing interpretations and constraints as (simulated) 

asynchronous parallel processes. The resulting system organization 

features efficient data driver, rontrol and knowledge sharing. 

303 PREVIOUS PAGE 
IS BLANK 

\   -   v.    *  Si   1    v   '.   v   - ►•VW: 

1 *•■"•-■- V 
■■-•■.•■.■.■•.••• 

•-.-•.■• •■-• 

•wv.."-\-..v 
■ .•.-■-•.•. 

■--- -■■ •  • • -'' -'' '•■ '• 



.'V . 

"'■'.'•■.•L »■: "u•.'"V"! "iv ».f   < <_■ <ji)jiii^iiiM,i   ■i»j ■■(.■! ^ii,"ji"iw" JI_ J  L.   i i ^pim^^^f^^yiiMu^j"^»« 

IV. SUPPÜHTING   wURK 

A. Introduction 

A large amount of ancillary eftoit is required to  support a 

project of  this scope. Much of the programming In the project is 

done in our special Al language QLISP.  (See Het. 20  for a general 

discussion of some of the new Al languages.) Several additions to the 

power of QL1SP as well as routine maintenance have been performed oy 

B.  M.  Silber and Daniel Sagalowicz.  These are described in Section 

IV.b below. 

In Section IV.C we discuss supporting hardware work, bert 

Meyer nas been responsibie for the development of A/D and D/A 

interface equipment and programs connecting CbC gear to a PDP/li 

computer and the PDP/n m turn to our main PDP/io. A. t. Brain has 

continued his »or« on our scanning laser range finder. 

Finally, m Section IV,Df we present a short summary of the 

current status of the SRI Artificial Intelligence Center computer 

system. 
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B. ULISF 

:-.: 

The Artiticlal Intall!lence Center uses QLISP 118, 20, is, 

67] in a variety ol applications and maxes it available to users 

outside the AiC tor other purposes, QLISP extends iNTtHLISP lb8j to 

provide powerful features for use in artificial Intelligence 

applications. It provides a context mechanism for hypotheticdl 

reasoning and access to Planning spaces; it provides automatic 

backtracking so tnat planning can pinch otf fruitless considerations? 

it provides pattern-directed function Invocation to simplifv the 

programming of case breakdown? ann it provides oattern-directed data 

storage and retrieval to permit symojlic access to the data base at a 

high level of aostraction, 

tftort spent en QLISP has reguired both intensive work to 

improve QLJSP's behavior within its scope and extensive effort to*ard 

extending it. The interval of this report Includes three malor 

accomplishments, ULISP and the INTERL1SP compiler have been made to 

understand one another, permitting a substantial speedup of programs 

using the system. The pattern matcher has been replaced with a 

unification program providing enhanced Power and flexibility at a 

reduction in storaae space and computation time. we have designed 

and partlaJly implemented a replacement for the data storage and 

retrieval mechanism, which we hope will provide both true associative 

access and allow graceful extension to much larger data bases than 

can  be  stored  in  any  less  drastic extension of the current data 
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storaqe system. Finally, since OLISP is continually developlnq dnd 

responding to new needs, Ne have an ongolnq nroqrar. of fixing new ana 

old buqs and providing miscellaneous other extensions. All four 

areas of concentration have contributed greativ to the utility of the 

system, while only the second two of these areas nave noticeable 

extensive components. 

A  programminq system can be more or less tractable dependina 

on the cleanliness of the face presented the user. We have maintained 

a  consistent  effort to ensure that QLISP "looxs reasonable" to both 

naive and sophisticated users. At one extreme, for example, OLISP  is 

almost  completely  invisible  to the user (or oroqram) using none of 

Its special features,  uf qreater interest,  however,  is  the  face 

QLISP presents  to a  user  (or  program) using its features.   The 

extreme flexibility of INTERLIS* has permittea us to build  a  nighlv 

automated  interface between  it and QLISP.  A crime example of our 

efforts to maintain a clean  user  interface  appears  m  Subsection 

IV.B.1 just below but a few points may oe briefly made here,  tven at 

tue TENLX level, access to QLISP is no more difficult than access  to 

LISP.      QLISP  win not intrude on a user who ignores it, but the 

user can freely intermix LISP and QLISP with  no  need  to  specially 

declare  the  presence or  aosence  of  QLISP in any segment of the 

program  in  guestion;  QLISP  system   routines  win  be  called 

automatically wnen appropriate and at almost no other -.-ime. 

' 

•• 

307 



■ .-.-.-. -«.•.-. --.^ -. -. -. - -77-. ■■-,■'_-T'_-J".- "'j-i—»-.■•■" u '_'. "v • ? "> ".i- - • • ■ "_i ■ • ■ 'j» 1 _■'■.• ' • .»—— ■ ■ i" . u j «WW^T"! 

The rest of this section discusses the work we have out into 

ULISP since the beginning of 1^74. Each major aspect of this work is 

treated in a separate subsection» aitnounh the reader should 

recognize that there is Inevitably some jegree of Interaction rind 

overlap between the contents of the various subsections. The 

"staff" of the ULISf effort has turned over completely during this 

interval» with carl Sacerdotl and Rene Heboh turning their efforts 

elsewhere» while Michael "liber and Daniel Sagaiowicz now do most of 

the work. The current lt»vel of effort is almost two full-time 

People» but we expect this to diminish considerably as the current 

period of intensive development ends. 

1. Compiling User Programs 

One of the great shortcomings of «JLISP was overcome 

toward the end of 1974: users could not compile a program containing 

any ULISP. Because of this conspicuous lacic, UL16P users tendea to 

use OLISP only tor developing their algorithms and then» just for the 

sa<e of speed» recode their routines at no small expense of their 

time to use LISP where it could be made to do just as well. We have 

interfaced QLISP to the compiler In a manner ahout to be described. 

The resultant speedup of user programs nas made QLISP tractable to 

many applications in wnlch People formerly programmed around QLISP 

either by that kind of reprogramming or by avoiding its use 

altogether. The UL1SP system Is heavily enough used that we can 

presume the speedup to nave enhanced the overall performance of tne 

computer  system  with  the  result  of  makinn  more  computer  time 
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available to all, but the number of variables oreciudes our having 

anv qood statistics with *hlch to back up this conjecture. However, 

this improvement alone has helped maice uMSP the standard program.ninq 

system for a large part of the CBC system. 

ULISP was extended to compile user code by redefining 

two of the interior functions of the compiler. In one case, the 

-nodlflcatlon was inessential in concept; we simply provided automatic 

tracing of compiled functions as a parallel to the aotomatic tracing 

provider for any OLAMBDA function defined by any otner means. 

The other, however, was essential for this extended 

notion of compilation to work at all; it entailed the translation of 

any ULISP constructs to LISP code that would call routines Internal 

to the QLISP system. First of all, the structure of LIöP's comoiier 

required the translation of QLAMHDA functions to the corresponding 

LISP code as a special case. The body of the function is translated 

In almost the same manner as during evaluation of an interpreted 

function containing OLISP, kvhen QLiSP code is interpreted, we can 

(and in fact prefer to) translate only those parts vt the function 

actually being used. This avoids unnecessary expenditures of time 

to translate possibly Urge amounts of code that may never aet used 

before the translation must be discarded for any of a number of 

reasons, on the other hand, when a function is compiled, its entire 

body must be translated in order that the compiler qenerat* the 

proper  calls  into QLISP.   Finally, a small number of flags is used 
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to determine whether to taKe the time to translate the function at 

all; some flags are set by the system, and some are orovlded for the 

user to indicate the presence or absence of «LISP in specific 

functions. 

T. ere was a bit of a challenge to be met in 

maintaining the compiler's user interface after adding the Gf^löP 

compatibility. In order tnat users need not become experts in the 

inner machinations of IMERLISP or of ULISP, we needed to let them 

compile, redefine» edit, and run Individual functions or files of 

functions in their Interpreted or compiled forms in any combination 

made available by INTKRLISP without any need to ma<e any special 

allowances for the possioie or Known presence or absence of uLlöP 

anywhere in the code in question. On tne other nand, this 

flexibility should not be provided at a cost in the overall system 

performance; speed bears just as heavily on the appeal of a system to 

users as do flexibility and unobtrusiveness. 

Unfortunately, we could not simultaneously provide 

speed and unobtrusiveness in tne case of tne compiler interface, Tne 

compiler has provisions to automatically call a function supplied by 

the user (i.e., QL1SP) for most of the Places where QLISP is IKely 

to occur, but unfortunately, that mecnanism win not handle all tne 

cases a user could generate. In this case, we were faced with no 

alternative but to intercept every function before it wa compiled 

and  inalce  sure  all  QLISP constructs were translated.  This process 
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approximately doubles the time taken to compile any given function. 

Tnis is unavoidable if uLISP is actually present m the function 

being compiled, hut it Is entirely gratuitous it the function uses 

only LISP. we solve tnis rroblem (to the extent it is soluble) ny 

Providing tne system of flags alluded to orevioasiy. The default 

state is that QLISP is suspected to be everywnere; we assume that the 

reason the user is usina uLISP at all is that he nas QLISP somewhere 

In his code, and as lonq as the user does not tell us where, we must 

look everywn.re. The user can of course cnange the default state, 

but it is probably more apropos to indicate just where to look tor 

^LISP- to tnis end, we provide -nore flags to indicate the presence or 

absence of QLISP m a -hole file or in specific functions m a fUe, 

with each indication overiding the less precise ones. 

K 

■■ 

I 
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Finally there  was  the  oroble^  of  preservini  the 

tremendous  flexibility  of INTERL1SP, which permits the user to load 

(or refrain  from  loading  whatever  combination  of  complied  and 

Interpreted functions or files of functions that mlqht be approoriate 

to production runs, debugging, compilation, development, or massively 

altering  the  QLISP  program.   Tnis one was easy- it just required 

that we realize what  needed  to  be  done  and  exercise  sufficient 

cleverness in doing it.  As it turned out, the implementation was not 

difficult.  An we needed to do was install a routine in the standard 

iNTtFLISP  file  package  to  put  the  symbolic file into the proper 

format before It  was  written  out.    This  routine  makes  slight 

alterations  in  the  format of the file from tne format the user may 

: •■ 
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have specified and» ot course» it can cope with almost anything the 

user can specify» especially tne undoinq of its changes from a 

previous generation of the file. 

The reader unfamiliar Kith INTFhtLISH should realize 

that we had to spend relatively little time in actually performing 

this surgery on the iNltiHLlSF compiler or file-maintenance package. 

All the access points we needed ^ere available to us. Some *ere 

available as features deliberately provided tor applications such as 

ours. For example» the translation can be forced by setting d flag 

for the compiler» and it will automatically call RWIMUSERKN on 

encountering something it does not recognize; anybody can define new 

commands for the file-maintenance package simply by putting an 

appropriate entry on PKETlYDtMACHUS. Utner access points are 

available simply because of tne structure of INTERLlSPi we get a 

first look at a fun?tion being compiled or flt a symbolic tile beino 

written by the artifice of moving the definitions of certain critical 

functions to other places and Installing In their stead our own 

functions, which do the preprocessing before calling the saved 

definitions. 

2, Unifying Pattern Matcher 

At the end ot 1974» the pattern matcher in UulüP was 

replaced by a unification program, which Increased the power 

available  to us In the pattern matching operation.   The unification 
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principle is explained in ih^j and 170]. ^'nen appropriate, we now 

unify two expressions rather than rnatcning a pattern to an 

expression. The distinction is one of symrretrY. With unification» 

any variable in either expression is free to take a value, and all 

variables with a given name must take the some value in both 

expressions for the match to succeed. (Formerly, values could be 

assigned only to variables occurrina In the expression designated the 

"pattern".) For example, tne pattern (CONNECTED PUMP -X) will not 

match the expression (CONNECThU -Y PLATFURM) because the variable X 

can take no value to make the pattern match the target expression. 

However, if the pattern is just taken as another expression to be 

unified with the target expression, the two expressions wm unify, 

with sx and $Y taking the values PLATFORM and PUMP, respectively. 

■ 

V 

■.-. 

-" 

The unification program is far easier to maintain 

than the old pattern matcher, and preliminary measurements indicate 

that despite its greater oower, it is a more compact and sllgntly 

faster program, ^hile this change is too recent to allow us to have 

exploited it extensively, the next few paragraphs outline some of the 

uses to which we feel it could oe put. Readers familiar with ULISP 

should note that in this discussion of the unif/lng pattern matcher, 

we will use the term "variable" In a estrlcted sense: since we are 

concerned with the assignment of values to vari^les to the exclusion 

of any concern with tne instantiation of a variable to retrieve Its 

value, we will use the term to mean only those variables that are 

expected  to  take  values  (and  are  written  like-X in UL1SP), as 

.'-', 

.•.' 
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opposed to those that are expected to  aireadv have  values  (and  are 

written lltce $X), 

The symmetry characteristic ot rattern matching in 

the new realme can be used in several ways. Perhaps tne most 

oovious is to con.-truct expressions usinq varlanles supplied ny the 

orogram in conjunction with items supplied to tue program as data. 

For example, to tind the difference oetween (CuASS A B C) and (CLASS 

A B D), one need only unify classes built by adding distinct 

variables to the two classes. Then each ot the two variables will 

ta<e for its vaiu^ the extra item In tne otner set, as is necessary 

for the two constructed classes to unify. if the two classes aoove 

are supplied as trie values of $1 and $J, then (MATCH (CLASS $$I -«-X) 

(CLASS S$J --Y)) will store D and C as the values of $X and $^, 

respectively. 

-. ■ 

Our new symmetry gives us a facility lacking in LISP 

(and heretofore also in QL1SP) due to the traditional conception of 

LISP as a mechanization of a formal logical theory. Uriginaliy LISP 

had the notion, as did most formal mathematical theories, that the 

evaluation of a function generate precisely one result; if several 

answers are to be returned, they are all coded into the single 

result, sometimes givina schemes rivaling Goeael numbers in 

obscurity. nilth the emerging concept of LISP as a proarammlng 

system, functions would sometimes pass their results back through 

free  variables  whose  names  were  either  given  as  part  of  the 
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specification of the function or (awkwardly) nassea as arquirpnts, Mow 

that QL1SP variables In the expression supDlied a QLAMBÜA function 

can be assigned values as a result of the oattern match on enterlm 

the function, parts of the ÜLAMBDA pattern can be given as values to 

those variables durlnn the match. A more Interesting case arises 

wnen a variable In the supplied expression Is matched to a variable 

In ehe QLAMbDA pattern. Then, when the pattern's variable Is assigned 

a value In the body of tne üLAMBDA function, the value is passeo back 

to the supplied variable, giving QLISP a facility analogous to the 

"call by address" concept of the Algol thlnjcers. 

';■ 

■<:■ 

The reader familiar with QLiSP may have noticed a 

slight problem that arises, however. In precisely the case that an 

expression containing Variables is supplied as data to a OLAMBDA 

function. The crux of the problem Is that a üLAMHüA Implicitly 

declares a new local context for any variables occurring In Its 

pattern when the pattern Is matched to the data expression suppllea 

It. Since varlaoles that might occur In the data are Independent of 

variables In the program, even though they may nave the same names, 

*e should regard them as unrelated, rjf course, the way we handle 

that case Is to enter the (new) pattern matcher with an argument 

specifying that It Is performing a QLAM80A match. Tnen the 

unlfler--l.e., the (new) pattern matcher--oecomes asymmetric In the 

sense that any variables in tne "data" expression are regarded as 

distinct from any varlaoles occurrlno in the "pattern" expression 

that  may have the same names and receive their values In the context 

315 

■ 

• ■ 

: i •v 

"-." '-' V ^/ 'v"1 '- • ~ •-' •-" "^ VT -. 
■ • ' 

-■->.■, ■ . ■ .-■" ■■ ■        -■ -■-..■.-■.-.".--■.■-•.--.-■■..".■-•■.■. . 

-   -'   ■       -•'.      .■>, . ■"/,-■ ".•■',■-■-'.-".v".-.'.-.v.;-."l-.-v.-.-.. 



ST^T7'^ —' ' ' ' l      'i*r^,^r!^^M^^^^M****<l"**V<lv?vWP"^WJVBffVfPlP<PVi 

■■ 

outside the body of the QLAMBOA function. This procpdure is known as 

"standardizing variables apart" in more formal discussions of the 

unification principle. 

Unification can also oe used to yet the effect of 

storing universally quantified statements in the data base. It an 

expression with variables is asserted and then a query with variables 

Is performed» and if the query can successfully match the asserted 

expression, then the result of the match may restrict the query in 

such a way that it gains information. For example, If one asserts 

that for every X, Xtl is qreater than X arid then later one has a 

symbol A and desires something greater than it, the prooer query wm 

produce A + l; in 0L1SP, it looics like this: after performing the 

assertion (ASSEHT (ÜT (PLUS-x i)-X)) and then later the gu^ry (is 

(GT -Y A) UNIFYING), then (PLUS A l) rfill be stored as the value of 

SY, Such a query presents no problem to the unification program, of 

course, but the access to the data base must be much more extensive 

to allow for such a case because everythlnq in the data base must be 

retrieved It it has variables in it that might let it unify with the 

query, (The mere usual data base access is far cheaper because the 

variables in the query must he matched to constants In a data base 

item for the item to be retrieved,) Thus, because of the relative 

expense and infteguency of this Kind of query, we regulre the 

inclusion of the wore UNIFYING in the guery statement. 
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The  user  Interface  conslaerations for the unifylnq 

pattern matcher are some-hat different fron those for  the  compiler. 

Speed,  tiexlbillty,  and  noninterference are tne criteria here too, 

out at least »e do not nave to alio* tor reasonable behavior  in the 

face  of  as wide a range of oser behavior.  Such a consideration has 

ayain shown up:   tne implied generality includes  a  very  expensive 

case  of  relatively  little  interest, and so *e require the user to 

specifically indicate the appropriateness of the "bad" case.   Here, 

-e prefer that the general case be the default: however, the marginal 

cost is so areat that the marginal utility Is very small.  Therefore, 

«e specify the defaults nere to be just the opposite of wnat they are 

in the case of the compiler.   Tnere tne cost Is a  mere  factor  of 

two in an operation (i.e., comPllinq) that is not done too often, ano 

the benefit is that everythinq win be nandled correctly.   Qn the 

other  hand,   the  general  nandlino of  this  "bad"  case would 

significantly increase the expense of retrievals from the data base, 

a  frequent  operation,  and  user  programs would usually realize no 

benefit.   Of course, another aspect of tne face  QUTSP  presents  to 

its user is exemplitled by the tact that these modes of ooeration are 

DUllt into the system only as its default choices for the  case that 

the  user  does  not indicate a preferred mode of operation.  Tnls is 

*hy we can be so apparently cavalier about a factor of  two;  if  the 

guess causing it is incorrect, the user can easily correct it. 
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3. Data Storage 

As another part of the QLISP development» «ve are 

currently wor>clni: on a new data base organization. In the next 

paragraphs we are going to present successively the old data base 

organization, called the Discrimination Net» and its possible 

deficiencies; the ideas behind tne new organization and its possible 

advantaoesr and finally some of the deeper details of the new 

organization. This new data base organization Is in a stage of 

development and about three man-montns nave neen spent on it, 

conseguently, the details are still s<etcny and It Is still too early 

to say whether the justifications presented in the next paragraphs 

are confirmed by experience or whether some major problems are goina 

to appear that cannot oe overcome. 

a. Tne Ulscrlmination Net--urganizatlon and 

üiscussion 

The discrimination net organization is based 

on what is known in the literature as the "trie" technlgue 171-73], 

Our own implementation was devised by Jeff Kuilfson and greatly 

optimized by Rene Feboh, Altnougn It is not the purpose cf this 

report to present the details of tne disci j.minat Ion net, we thinlc It 

would be useful to explain it in general terms *lth a few very 

trivial examples. Let us suppose that a user executes the following 

QLISF-lUe statement:     (ASSERKCONNECTED PUMP  PLATFORM) in-context 
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CD, This inserts tne record Hi: (NElEXPRESSlOi^CUNNLCTtu PUMP 

PLATFUKM)[CONTEXT Cl(MODELVÄLUE THUt)]} into the data base. Since 

there is only one record in the data base, the organization tree 

(also known as the discrimination tree) has only one node that points 

to the (unique) record HI. Then the user executes the following 

QLISP-llke statement; (ASSERT(D1SCÜNNECTED PUMP PLAfKURMUn-context 

C2). Then the data base gets a secora record: R^: 

{NETtXPHESSIONdUsCONNECTLD PUMP PLATFORM) ICONTEXT C2CMOÜELVALIJE 

TRUnJ) Now the discrimination tree has two terminal nodes , one 

Pointing to HI and one pointing to R2. Hut to enable the retrieval 

operations to distinguish easily between these two nodes a third one 

is created; it Is only a discrimination node with just the 

information necessary to distinguish Hi and R2. In this example the 

needed information is that the two records differ by the first 

element, which in the first case is CONNECTED and in the second case 

it is DISCONNECTEO--äS indicate^ in Figure 54. 

(CONNECTED) (DISCONNECTED) 

SA-3805-39 

FIGURE  54       A  DISCRIMINATION  TREE WITH  TWO  NODEb 
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If no* a third assertion Is executed such as 

USStHTCDISCUNNECTED PUMP PUMP-PULLt:Y) 1 n-context CUi »"hen a third 

record Is created, and the discrimination tree no* has three termxnai 

nodes and two discrimination nodes» ?s follows. The first node is as 

before and distinguishes oetween Rl and the rest, the second one 

distlnquishes between F2 and K3, Fiqure 55 snows the result and is 

self-e^Pidnatory, 

(CONNECTEDI (DISCONNECTED) 

(PUMP-PULLEY) 

SA-3805-40 

FIGURE  55      THi  SAME  DISCRIMINATION  TREE WITH  A THIRD  NODE ADDED 

Already at this point a number of remarks may 

be made without goinq any deeoer into the details of the 

Discrimination Net Implementation, First» each record Is in fact 

composed of two Parts; its "name" proper Ce.g,, (CÜNNtCTED HUMP 

PLATKURM)) and a list of triples of the form (context-name 

property-name  proPerty-vaiue) (e.g,» (Cl MODtLVALUE THUE)),   It is 
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Important to notice that the discrimination  tree  Itselt,  which  Is 

used  for data retrievals, does not Include any Information aooüt the 

properties.      mis  Is  due  to  the  basic  philosophy of   the 

discrimination  tree,  and  such intormatlon cannot be ddded to it In 

any way?  once a record is attached to a  terminal  node  It  remains 

attached to that node no matter how its properties are modified, said 

in other words,  the  discrimination  is  only  based on syntactic 

information and not at all on semantic contents.   The testing of the 

property values win still be done, but  as  an  "after-pass";  i.e., 

after  all the records that Pass the d'scrimination testing have been 

assembled together.   This may correspond to a waste of time,  which 

could theoretically be avoided with a diffe ent scheme if that scheme 

were to use the semantic information to ale- in  that  discrimination. 

In  other words, we are lootclno for a scheme that keeps both semantic 

and syntactic Intormatlon in the structure that is going to be  used 

in the data retrievals. 

A second important remark is that the 

semantic contents of the data base oears very little Influence on the 

way the discrimination tree develops itself, it is even amusing (if 

not very profound) to notice that for the same records stored in the 

data base, the organization tree may be very different depending on 

the order in which these records ^ere stored. nne of the 

conseguences of this tact is that the amount of work needed to do a 

retrieval is more or less independant of the semantic contents of the 

data base, but depends heavily on the number of nodes in the tree, or 
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more precisely on tne width and depth of the tree. To nut it 

differently, after a long data base development, It can be expected 

that on the average, every retrieval win be long, since it will have 

to go through a great number of discrimination nodes, and this 

complexity will be more or less independent of the number of 

reasonable candidate records resulting from a given retrieval 

request. This last point is important, since It is aenerally felt 

that a good re:rieval scheme should have an expected retrieval time 

roughly propo-tional to the size of tne retrieval result. 

The tnird criticism of the Discrimination Net 

is also related to the lack of semantic information in the 

organization of the discrimination tree. Because of tnis lacK, 

there is no way for the language to decide how the data base should 

be organized on peripheral mass storaie files, i*hen we need to 

overlay the data out of the main memory. This task will somehow have 

to be left to the users. Concerning tnis last point two remarks 

should be nade. First, in the environment in which QLISP has been 

known to operate in the past, i.e., the research environment, a 

strong case may be made that most users do not Know how their data 

should be oroanlzed on peripheral files In order tor their proqrams 

to be efficient. Moreover, even if each of them knew, the fact that 

the same data base is used by various users of different needs would 

necessitate that these users qet together and decide collectively how 

to organise the data base; the result would be a division of the data 

into  a  great  number  of  small  "buckets" in which the records are 
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Strongly related in a semantic sense. It Is our contention that 

such a subdivision is qoino to be difficult to create unless it is 

done automatically by the data base storage mecnanism, in our case 

QLISF itself. The Point is tnat the Discrimination r-et does not qive 

ULIS? any help whatsoever in that direction. 

.-.A 

a 

It *ould oe unfair not to mention at this 

point some of the possible advantages of the Discrimination Net. The 

main one is that it works and nas been working satisfactorily, if not 

efficiently, for the past few years. The second one Is tnat it 

probably requires less storage than anything else we could devise. 

And finally, all the disadvantages mentioned above dre subject to 

strong discussion and win have to be measured in comparison with 

whatever other scheme we may implement. 

b. Proposal for a Jew Data Base Organization 

After an extensive search of the literature, 

it appeared to us tnat only two types of data base organization could 

be attractive for ULISP to use; one is the trie technique, of wnich 

the discrimination net is one example; the other is the inverted 

Index technique. Essentially al] the trie techniques would have the 

same types of disadvantages as the Discrimination Net, and many of 

them would not be attractive for QL1SP. Thus it was logical to try 

the other possible type. 
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Let us qulcKly explain oy an example now the 

Inverted Index works. The records stored In the data base are the 

same as in our example used for tne Uiscritrlnation het. The first 

record HI is stored in the same way» but in the data base we add a 

new structure called the inverted index which has a number of nodes 

called CONNECTED, PUMF, PLATFORM, CUNTEXT-CW MüPELVALUE, and TRUE, 

Under each of these nodes we out a pointer to PI, ^hen the second 

record H2 is added we create two new nodes in the inverted index 

called DISCONNECTED and C0NrEXT-C2. Moreover, *e put a pointer to H2 

under the nodes DISCONNECTED, PUMP, PLATFORM, CONTEXT-CI, MUDELVAMJE, 

and TRUE, Now some of the nodes have two pointers , tome nave only 

one. After the third record is added, the Inverted index looks like 

this: 

_ 

CONNECTED; Rl 

DISCONNECTED: R2 P3 

PUMP: Rl H2 H3 

PLATFORM:  Rl H2 

PUMP-PULLEY: H3 

CONTEXT-Cl: Rl R3 

CONTEXT-C2: R2 

MODEL^ALUE:  Rl H2 P3 

TRUt:  Rl R2 R3 

(Me  keep  building the data base in this way. 

^hen a retrieval is attempted the algorithm is quite simple, at least 
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in theory: H we are looKlny for every record that mentions tne 

PLATFORM, we look: In the inverted index for the node PLATKUHH and 

find these records immediately. It we look for an objects connected 

to the PLATFORM in context C2, we take the intersection of the nones: 

FLATFÜPM, MODELVALUE, TKUE, and CÜNNECTEU, An this is Very simple 

and quite well known, but it has one major inconvenience. Ta^lnu the 

intersection ot oiq sets is a long operation, and the lenath of that 

operation is not related to the size of tne result but to the size of 

the sets with which one started. This is considered to be a major 

disadvantage of such a technique. In our example, to find all tne 

objects that are connected to the PUMP-PULLEY in context Ci, we would 

taxe tne intersection between five nodes CCONNECTED, PUMP-PULLRY, 

CUNTEXT-ci, MODELVALUE, and TKUE) to find out that there is no such 

object; this is a very trouoiesome loss of time. 

To alleviate this problem, we can use the 

technique of subdividing the Indices by forming some of the 

interactions when data are stored. Then, the index at any given node 

tiay itself be indexed by some other index nodes before yielding a 

list of records, in our example, the iniex for UISCUNNFCTED could be 

subdivided, with the next level ot Indexing dlstlnauishlng C0NTEXT-C1 

from CÜUTEXT-C2. The result would be that under each index the list 

ot records would be shorter and the Intersections edsur to do. The 

Indices that have been subdivided would point to their subdivisions. 

The  guestlon  then is:  which indices should be subdivided?  If they 
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are subdivided to the point where they cannot be subdivided anymore, 

then we would create a hune number of indices and the Inverted index 

structure would be bigger tnan tho rest ot the data base, which 

clearly would be Inefficient, on the other hand, if we subdivide 

them only to a predefined depth, then there *ill always be some 

indices on which the intersections would be too costly. 

In the implementation we are tninkim about, 

we have solved this problem in the tollowinq way. Under eacn Index 

we keep account of the number of records it noints to; wnen this 

number becomes 'oo large--!.e,, bigger than a given threshold (which 

is user moditiable)--then the index is subdivided. In this way we 

guarantee that no intersection will occur over sets that have a size 

bigger than the threshold. Of course we also give the user the 

possibility to declare that some indices must always be subdivloed or 

must never be subdivided. 

The influence of the threshold on the way the 

data base operations behave is not a simple one, when the threshold 

is small, the number ^t indices becomes large and therefore the 

inverted index list becomes large; also the time taken by the 

intersections becomes small, but it oecomes more difficult to get to 

the point where the actual intersection occurs, Un the other hand, 

the data base operations that end up taking unions ot sets of records 

definitely become longer. It therefore win oe necessary to measure 

whether  the  advantage  ot  faster intersections outweigns the other 
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disadvantages.  It may be that  tor  a given program  there  Is  an 

optimal threshold, and the ditflcoUy win be to find wnat it is. 

In thit new data base oraanizatlon the user 

has the choice of the "subdivision threshold" as we nave just seen 

above. However, this Is not the only freedom ne has. At the 

beq.inning of this subsection, we saw that the "basic indices" are the 

elements of the record name, the context, the property names, and 

values. m tact, this does not need to be so. The user win be 

given the choice of decidlna what are his basic indices. In some 

cases, ne may decide that a property name or value is not needed as a 

basic index, mainly because no associative retrieval *in ever be 

done on it, or that it win be so rare that the disadvantages of 

havlna it as a basic index outweiohs its advantages. 

At this point we have given the general laeas 

of our new implementation and win leave sorpe of the more intricate 

details for the next subsection. It is now time to explain *hy we 

teel that we may have solved some or all of the problems we think 

occur with the Discrimination Net. The main point is that now the 

"inverted list" includes both syntactic and semantic information. All 

of these may be used during associative retrieval and no additional 

pass is necessary for the semantic information testing alone. 

The second point is that now  the  retrieval 

time  is  roughly proportional  to  the  size ot  the result of the 
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associative retrieval which, as mentioned earlier. Is a sought-after 

cnaracterlstlc of "good" associative retrieval techniques. with 

respect to this point, it should oe noted, though» tnat we do not 

Know at tnis time whether the associative retrieval time Is not 

always too long, and in particular always lonaer than the 

corresponding time used In the DiscrImimation Net technique; if this 

Is the case, obviously the whole thing would be a failure. 

The final point concerns the problem of 

storaae on peripheral devices. when a new record is put into the 

data base, the question wm ne wnere to put it outside of main 

memory. As mentioned oreviously, a reasona&le answer is to put it 

In a "small bucket" witn other records that are strongly semanticaliy 

related, such a bucket may just be the list of records that are 

pointed to by the smallest suolndex list on which the record is also 

located. The fact that this list is the smallest may vc-rv well 

Indicate that this suolndex has a strong semantic meaning, and this 

may 'be enough to have a reasonable perlpneral file organization. 

This point will be investigated further If the new data base 

organization appears to be competitive with the Discrimination Met, 

In summary, it appears to us at the present 

time that this new organization does satisfy the objectives that we 

specified In the first subsection; however, there are still two big 

unknowns that win be resolved only when tne implementation is 

completed  to  a  fairly  advanced point. First, it is not clear what 
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time improvement we are qolno to get; second, it  is  not  clear  now 

mucn more space wm be required. 

c     Some Additional Details on tne Inverted Index 

In subsection b above we qavp tne general 

ideas on the new organization; however a lot of details Interfere and 

maKe the actual implementation much more inficate. As the realer may 

know, QLISP has tnree different types of data: tuples, nags, and 

classes. (l*e do not mention vectors, whUn for the present 

discussion are the same type as tuples), we wm quickiv define 

these three data types by their characteristics: tuples are the 

n-tuples of ordinary mathematics; baas are its multisets Cloosely, 

sets that can have repeated elements); and classes are Its classes 

(or sets). For example; iTUPLt A B) is not equal to (TUPLE H A), 

(bAG A E A) Is equal to (BAG A A B) put net to (BAG A B), (CLASS A B 

A) is equal to (CLASS A B), These various equalities or Inequalities 

have to appear correctly in the way the indices are chosen. if 

(TUPLE A B) is put Into the data oase we need more tnan just the 

three indices lUPLf, A, and B because this would not distinquisn it 

from (TUPLE B A). Similar remarlcs apply to baos. The solution 

adopted is as follows (in spirit but not quite in realization). 

(TUPLE A B)  corresponds  to  the  indices: 

irUPLEA 21UPLtB  3TUPLE  (this  last  one 

corresponds  to  the length of the record). 
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(BAü A H)  corresponds to  the  indices: 

IrtAGA 1BAGH 3bA'3 (the lenqth aqaln). 

(BAG A A B) corresponds to the Indices:  1HAGA 

2BAGA 1BAGB 4BAG. 

(CLASS A B) corresponds to the Indices: 

CLASSA C'wASSB 3CLASS, 

Let us  see  now  he«  a  ddta  retrieval  Is 

oerforr^ea  hy looK.lnu at some examples.  Let us consider a request of 

the type (TUPLE A -X C) wnete -X stands for "an/ element".  This jurt 

means:  find  all  records  that  '^ave  the  indices: ITUPLtA 3TÜFLEC 

4TUPLt,, and is easy to satisfy.  In the same *aY, the request (bAG  A 

-X  C) corresDonas to all records that nave indices 1BAGA IbAGC 4BAG. 

Mote that in this last case some of the records may also  have  2BAGA 

or  ÜBAGC as a possible- index.   Until now every:hinq nerves nicely. 

L..';    Things oecome sliqhMy mor»* cjfoersome with the next example:  assume 
r'_.- 
^_    the  request  (TUPLE  A --X C)  where ^^X stands tor "any number of 

arquments." (In other words this request is matched by (TUPLE A C) as 

well  as  by  (TUPLE  A  8 C  D E E .; C),) Then the matchinq records 

certainly have the index 1TUPLEA out their next two indices  win ue 

one  of  the  pairs  (2TUPLE:C  3rUPLE),  (BTUPLEC 4TUPLt;)f and so on. 

The associative retrieval oecomts much .nore comolex,   (In the  first 

implementation»  we  win  just  use  1TUPLEA as the index and forqet 

aoout the fact that there is also a C ar.  the  end  of  the  record). 

The  similar  case behaves very nicely *lth haqs and classes and does 

not need to be mentioned. 

330 

„:.v:r.--    ■ . ■•   - .:-;■..:-.•;?■. - v-:'-:--  -/■.■v^ ■>:::;■";.■/■. 

, •" _ • ."• 

:■-■ 

.-N 

•.-■.■•■.•.. 



In ulISP the "name" of a  record,  i.e.   its 

syntactic  content, may be any Lisr expression; for example, (TUPLE A 

(TUPLK b C)L)) is a perfectly legal QLISP expression to be  stored  m 

the  data base.    This Is In fact stored as two records: (TUPLi- b C) 

*hlch is, say, record Hi; and (TUPLE A :u\   0)   «mere  |R1  stands  for 

"pointer  to  Rl".  As far as storlnq these records Is concerned, the 

Implementation  Is  straightforward;  tne  record  (TUPLE  A  »Rl  DJ 

corresponds to the indices:   HUPLEA 2TUPLE|R1 3IJPLED 4TUPLE.    The 

difficulties start with the  retrieval.     How  do  we  satisfy  the 

request:   (TUPLE »(TUPLE B -X)D)?  Tnere are t*o *ays to satisfy it. 

We can start by finding all records that match  (TUPLE  B ^X),  call 

them RX1 HX2 HX3 .,., then find which of the records (TUPLE A :KXl D) 

(TUPLE A :PX2 D) ...   exist in the data base.   Ur, we may  try  to 

directly find all records that match (TUPLE A -* D) and intersect the 

records that replace -Y with the  list  (KX1  RX2  ...).   in our 

preliminary  implementation,  we use the second scheme:  we find ail 

records matching (TUPLE A ^Y D) and, if there are  not  loo  many  of 

them,  we  give  all  of  them  to  the  "pattern matcher" which will 

eliminate the nonmatching ones.   It there are too many, we start all 

o'er  and  try  tne  first  scheme.   The  reason  why we chose this 

implementation is that it was much easier to code and  debug  and  we 

wanted something running fast to test the ideas; however, it Is clear 

that this implementation is costly both in time and In space (by  the 

unnecessary  "conses"  it  generates)  and If the new data base ideas 

loo< promising, this win have to be improved upon. 
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Finally, the last level of dlttlcuitv is 

caused by i totally different type of retrieval which is possible in 

JLIÖP, This can he called the pattern retrieval: a i)Svar rray as* to 

find all patterns that match a jiven datun, For exatrpie, one mlaht 

ask to find all patterns matching (TUPLE A ti) and would expect to DP 

qlven back records nice (TUPLE A b), (TUPLR: A -X), (TUPLE <-Y B), and 

(TJPLE -X -*-Y), ^e will refer to this as the oattern retrieval; this 

turns out to be the most difficult data base operation to impiPtrent. 

Let us try to explain how we attempted to solve this problem. in 

the example above, we are given tne data (TUPLE A e)• what are the 

possible Indices of tne matching patterns? A matching pattern could 

nave ITUPLLA but may not; It could have 2rUPLtB but It may not; It 

could have 3TUPLE but again it may not. In fact, at this point it 

looks as though we do not know anything about tne patterns. Tnat Is 

not quite true, luckily enough; It the pattern does not have J riJPLt.A 

as an index It must have something like lliJr..i.-x or ITuPLE^^x. It 

It has ITl'PLEA or ITUPLE-X and does not nave 2TUPLEB, it must nave 

2TUPLE-X or 2TUPLE--X. However, If It has lTUPLfc«-«-X# then It may 

very  well  have  nothing  else, or ratner it may very well have only 

2'rUPLE or 3TÜPLE and so on. The algorithm to solve this simple 

pattern retrieval Is already quite cumbersome; It becomes even more 

cumbersome when treating the following one. 

Let us assume that we are ulven the tollowlnn 

data and we are looking for th«» matching patterns: (TUPLE ACTUPLE B 

C)D),  we then have the same problems as with the last example,  plus 
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a  new  one.  we nave to find all tne patterns that match (TUPLE ö C) 

and add that level of corroiexit/ to tne anorithm.   Here  again  two 

strategies  tray  be taken,  we may first do the pattern retrieval for 

(TUFLL B C) and then do tne Pattern retrievals for  tne  things  ii<e 

(TUPLt  A  :HX D)J this Is conceptually simoie out generates a lot of 

useless records PX and, therefore, a lot of useless pattern retrieval 

attempts.     ür   we   may  start  py  doim  a  pattern  retrieval 

corresponding to (TIH-LE A :H^ D) where :R^ corresponds to "any record 

with  «.-X or--x In it" and then intersect the resulting list of :R- 

with the records rratching (TUPLt ti  C).   The  latter  alternative  is 

essentially  the  attitude  we  are  talcing (with tne same restricted 

i-nplementation mentionea in the data retrieval part above).  Adoption 

of  thli  strategy  causes  storage of a new record, such as (TUPLE A 

(TUPLE p -X)), to generate the indices  irupLEA  2Ti!FLE:H^  2TUPLE:PI 

3TUPLE.  The  record HI,  wnich is the name of (TUPLE P^X) has tne 

indices: nuPLEb 2TUPLE.-X 3TUPLE. 

■>: 

  

".■■ 

■-?-■ 

There are, of course, a lot more details to 

the implementation than those just given. However, these details 

already give the reader a aeneral feeling ot the difficulties 

Involved which did not appear in the general ideas mentioned in 

subsection b. it is important to know that these difficulties are 

Present because they are the main cause of time and space 

Inefficiencies. it is the solution of these details that win 

allow or disallow the whole idea to be a viable one. 

: ■; 

■-•- 
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4. Maintenance 

Maintenance orodüces no iniiestones but Is crucial to 

tne utility of a aeveloplng system, ^e continually trv to Keep Oi.lSF 

as current as possible; tnis Includes fixing buqs reasonably ou^ckiy 

after tney rire found and trying to Tlnlnlze the lag between the 

arrival of a new version of LISP and the appearance of tte ipatchlnq 

QLISP, WMle this task K> noirlnai in extent, its reaulrernents are 

often unpredictable and, since It can occasionally take up to half of 

one person's time (averaged over a month), it can sometimes h^vp a 

noticeable effect on the proqress of aevelopmental tasks, however, 

the Importance of this task leads us to give It a high priority most 

of the time. 

W 

• .-■■. 

we provide a fast turnaround on repairing buas In the 

system and providina minor extensions. Users need wait only a couple 

of hours (and never more than 24) to continue using ÜLISP without 

needing to program around the flaws they discover, A niqh priority 

has also been given the release of a new üLlSP to go along with every 

new version of LISP, so that «LISP users may beqln using the new LISP 

as soon as possible after Its arrival. Under normal circumstances, 

the job of loading a new QLISP and performlna various associated 

ancillary tasks would take an hour or less, but In our case this time 

Is sometimes Increased to as much as several days py two special 

circumstances. First of all, tne parts of uLISP directly concerned 

with Its Interface to LISP are much more sensitive to details of  tne 
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Inner structore ot IMEPLISP tn«n rro»t otner LISF prograrrs. For 

example, tre function! In JL15F tnat reduce parts of the co-rller 

ust nave the sa-e nu-ncer of argurents (of the sarre nanes) as the 

standard function« .hey replace. since I^fERUISP is also in a 

continual state of developT.ert, sjcn details *iii cnanqe fror^ tirre to 

tlflc. Also, rew versions of LISP frequently have nr* features 

adapted to (and often .notivated oy) the constantly increasing 

requirements of GLI5P; «e try to use the new features rignt a*ay, but 

if testing reveals they TO not «or«, *e rust patch around them until 

tne arrival of the next version ot LISP. in? processes of removing 

old Patches, testing the resultant iM5P, and oossioly Installing new 

patches can consideracly extend the time required to oring up a new 

QLI&P, 

:. 

"e put a high value on up*iara comoatioi 1 ity; we 

ai*ays endeavor to restrict our oranges to tne Kinos that extend tne 

language without invalidating programs a user nay already have. 

Success at this endeavor is reguireo for us to retain any given user 

for any considerable lengtn of time. Although this does not compete 

for tuen ot our time with the other aspects of tne 'iLISP effort, it 

is something we rust always Keep in mind as we change tne ULtSP 

system. Unfortunately, we cannot always maintain the continuity we 

wish. Sometimes overriding considerations dictate a change in the 

aser Interface regulrlna a change in ULISP prograrrs. A program 

can produce correct results by virtue of a oug which mast's a huq in 

ULISP and Is masked oy it.  Wnen the üLISP oug Is fixed, the  proqram 
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bug  takes  its toll.   ^e try to minimize those changes that are not 

upwardly compatible, but they unfortunately cannot be ellminatea. 

- 

5. Summary 

We have now described how we have directed the part 

of this project devoted to üLlSP, Major results are in the areas of 

compilation of user programs» a unification pattern matcher» -^nd a 

new organization of the data storage mechanism» *nile *e also have 

continued an ongoing task of routine maintenance. In our 

undertakings» we have always kept sight of a hiaher goal: that of 

providing a reliable» dependable programming system that permits 

users to concentrate on tneir own programs with minimal distraction 

from bugs or other awkward characteristics QLISP may have, 

C,     Hardware work 

1 . Interfacp Fnnipment 

The Interface confiaurat1 on of th» nresent CHC svstem 

is shown in Fiaure 56. The general aporo-ich is to use the loca] ivp 

and PDP-11 simply as an i/rj processor for toe PPP-10, ail 

calculation and control win reside In the POP-jr', while the PDP-11 

takes care of the localized real-time commands and control of the 

peripherals. All PDP-ll Interfaces are l-np lamented with standard DEC 

mod'-Ues  and  hardware.   The  Analoq-to-Diqi tai  converter   is   a 
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FIGURE  56      IMTtRFACE  CONFIGURATION 
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multiplexed 12-blt device fabricated of standard nodules. The 

DUltal-to-Analoa converters (also t?-blt) orovlde analoa x-v 

position commands to the ranae finder. 

In  use, then, the Pnp-ll does the following.  When a 

LISP ornaram in the PpP-lo wants to move the carerd, it sends to the 

PDP-li  the  desired  pan and Mit amles; the pnp-n then starts the 

pan/tilt head movlna  in  the  prooer  direction  and,  via  the A/D 

converter,  monitors  its  oosition.    When eithpr anale reaches thP 

desired position the  rotation Is stooped, and when both  anoles are 

stopped a slanal Is sent to the PnP-lO to so siinlfv. 
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If a L 5P nrooran desires a rame •"pasurerrent» It 

sends the desired ananlar positions to the POP-11, The POP-ii nasses 

these values to tne D/A converters. Sln<-e the l^ser deflection 

equipment has no Position feedhflc<» the pnp-n WPTPIV w^its an 

aoproprlate lenqtn of tl ie and then starts the A/n readino the analoa 

value (Proportional to the ranqe at that oolnt) from the rame 

finder. That value Is sent back to the POP-IO, 

■■. . 

••■. 

■ 

Provision has heen T'^de but not yet implemented to 

add control of the TV camera's Iris, focus» zoom, and rolor wheels, 

and also to a^d communication with the VTP-ioo word recoanltlor 

machine. 

2. Laser Ranae Finder:  "andom Variation of the Ranae 

Veasurements Arlsinn From TnnDerfections of the Phase 

Measurim Fquipment 

a. Bacicoround 

In a previous report [17] a discussion was 

qiven of random variations of ranqe measurement arisinq from the 

finite number of nnanta received by the photomultioller tube durlnn 

the time interval of a measurement. This is certainly the primary 

cause of rang-» "noise," but it is not the only source« some of the 

observed variability can be attribnt«»d to the phase measurina 

equipment, and it is the purpose of the  followina  invest 1 oat Ion  to 
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provide data from which one maV estimate that romnonpnt of the 

observed varlaMlltv. This is not to imply that the nhase mpasurlna 

equipment is defective either as functioning hardware or in desian, 

nut rather to reconnlze that the dynamic ranoe over which 

measurements are belna taVren is well outside the desian for the 

precision we require. in scanning a field of view that includes an 

oblect such as an air compressor» the inout sianal to the phase meter 

may cover a dynamic ranae of 105 dR, made uc as follows: 

Variation due to inverse square law 18 : 1 ?4 d^ 

Variation In reflection coefficient. 30 : 1 29 dH 

Specular reflection 70   : 1 2h dP 

Surface orientation 20 • i 2ft dP 

where tbe maximum sianal comes from a specular reflection from a 

surface close in» and the weakest sianal from a low reflectivity 

surface that is almost tanoential to the scannlna heam and at maximum 

ranae, 

Fiqure 57, redrawn from the HP data .heet» 

shows the maanltude of the offset error to be expected in the output 

of  the  phase  m ter  In relation to the dynamic ranae of th« «zl^nal 
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FIGURE 57      PHASE  ERROR  CHARACTERISTIC OF  HEWLETT-PACKARD  8407A 

340 

w" -." V -.    .■ O -.- -.• - 
v ■   ■ 

■ .•■. ' .      - 

^yy^y-y-y' . N*_ -   -   \i ■•*.   •   .  ^. •«*,   •', •»'     -'_   -". -■*„ ■» 
'•    -        ■- .v .•«-•. - -•• .•■..•■ /•."- .-• . ■ .•■ ,■- .-• .,-- .-.-.-..■■• .-. 

■-   ■      .-.       V V-"-"- .'■ i.■' "- -'- -"-.• ."■ ."-V-V- ."■ .■■."-".• . -'.•-VV.'-' ■• 
V 

■ ■   - 



TO - < 
1 "  ■ . . . 

*■ 

belna rreesured. This Is a displacement error, not a random variation 

error ("noise" on the slonan, and by Implication Is Indeoendent of 

the slanal level, which from the nature of the device is rather 

unllkelv. 

b. Experimental Observations 

Tests for phase constancy «ere made uslno the 

followlnr nieces of equloment made by Hewlett Packard, and believed 

to he In normal ooeratlna condition: 

P601A Slonai  Generator •   959   -   0n3«i 

fl407t, Network Analyzer » q59 - 00227 

8412A Phase-Haqnltude Dlsnlav « 9ft8 - 00276 

As an Initial check the laser ranqer was used 

to take 300 ranqe measurements of a point on a table top about 9 feet 

away-thls represents an averaoe level slqnal. The mean ranqe was 

96.88 Inches, and the standard deviation was 0.607 inches. The laser 

had not been tuned for maximum power, and there was nothlnq unusual 

about the situation in qenerai, so that it seems fair to describe the 

equipment as beinq in normal condition. 

At this point, the  two  input  leads  comino 

from  the  photomultlpl1tr and reference beam ohotodlode were removed 
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, S, 

v" 
from the test and refererre inputs to the ohase meter» and ail of tb*» 

subsequent measurements to be discussed were made uslm slon^ls from 

tne «601A Slanal Generator, the siml» outout from which was 

converted to dual outout by means of the oower splitter llftSl - 

60001. In oPeraMnq the laser ranoer It was observed that the two 

vertical slide attenuators on the Phasp Meter, marked Display 

Reference dR, and which oresumablv affect only the display circuitry» 

nevertheless do interact vith the measnrino eoujorrent and in 

oarticuiar affect the phase displacement error associated with 

llmitina shown in Fiqure ^7, (/Jhen scanninq over a oray-scale step 

chart at constant distance, the ranoe readlno snowed minimum offset 

error when the attenuators were at +10 dP and -»-^dH,^ 

Test No, 1 Identical Sionals to Both Channels» as shown 

in Figure 5fl. 

Tnnut frequency «'.OOO MH? Bandwidth 100 Hz 

ino measurements at 30 millisecond Intervals 

SI anal 

Level 

Ranae 

(Inchesl 

Standard 

Deviat ion 

-10 dB 

-20 dB 

-30 dB 

-40 dB 

115.04 

1 14.S6 

114.53 

114.96 
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0631A 
SIGNAL GENERATOR 

ATTENUATO "O 

Power 
Splitter 

L <,—i 

PHASE METER 

REF. CHANNEL 

»   Direct 

•   40 dB 

TEST CHANNEL 

"^   Direct 

• 40 dB 

SA-3805-49 

FIGURE  58      TEST  1:   IDENTICAL SIGNALS  IN  BOTH  CHANNELS 

The -40 dH level corresponds to an Input slonal of 3 millivolts. One 

Inch In ranoe corresponds to aporoxlmately one deoree in phase shift. 

Thus, for relatlvelv hlah input levels, Identical in both -hanneJs, 

the ireasurements are essentially noise free; however, the 

dlsplaceinent of the zero hv 0.5 inch for only 10 dR chanae in level 

is sianificant, ^nd In the lioht of previoiiS experience can probably 

be attributed to effects in the reference channel. it is desirable 

to art-just the reference level to real close to mid-scale on meter, 

and not merely Keep it within the Permissible ranoe marked on the 

dial. 

Test No, 7 Reference Channel 40 dB Above Test Channel, 

as shown in Figure 59, 

100 Measurements at ^o miuiseconrt intervals. 
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The reference level was maintained close tn rrli-scale by ariiustment 

of the three position attenuator o the Pnase Meter panel. This 

naturally caused «iispiacenent of the Tero necausp of small 

differences of wirinq lemths within the att^nuato-» hut our orimarv 

Interest was in irensurlnq the "noise" level? l.e.# tie standard 

deviation of the measure^tnts. 
J 

Test 

level 

-20 dR 

-30 dR 

-50 dB 

-60 dB 

-70 dR 

-80 dB 

Equivalent Ranqe Standard 

Value f Inches") Peviarion 

10 mv 1 14.70 0.099 

10 mv 114.70 0,097 

1 mv 110.78 0.103 

loo uv 122.^6 0.361 

100 uv 124.80 0.7S8 

10 nv 1?Q,l<) 4.:i52 

8601A 
SIGNAL GENERATOR 

ATTENUATOR^J 

Power 
Splitter 

-vs^,— 

L 

PHASE METER 

REF. CHANNEL 

■   Direct 

• 40 dB 

TEST CHANNEL 

• Direct 

——•   40 dB 

SA-3805-38 

FIGURE  59      TEST 2:   NORMAL CONDITION  OF  USE 
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From the above measureiients It is evident 

that ranrjcm variations due to the measurlna eaulprent itself are 

sicinificant for test levels hplow ino microvolts. Tt Is difficult to 

arranae for anv test scene that includes thp coiroressor to cover a 

ranqe of less than 70-RO dB, Moreover, If the photcw,:l t Ipl ier aain 

Is increased to raise the low-level siqnals until thev cause the 

ohase mpter to ooerate in the low-noise ranq#», then the preamplifier 

will qo into nonlinear ooeration on the snecular reflections and will 

oroduce suhstartlal positional errors. Tt Is perhans worth polntino 

out that the time delflY of the sianfli created hv a nhotomuitipiier is 

not insianifleant In thp nresent context, and that this time delay Is 

a function of the power sunnly voitaqe» which is used as the qaln 

control. Fluctuations of fch« cower suopiv voltaqe therefore modulate 

the phase difference between the test and reference channels, and are 

thus a further source of "noise" on the ranqe measurement. 

K 

D. Artificial Inteillqence Center Computer Facility 

1 . Malor Accomnlishments 

Flqnre fro shows the current POP-10 TFNEX computer 

hardware block diaqram. The two major chames durim this contract 

year were the total replacement of all exlstlno main memory (which 

was very unreliable") with a new 2'5f>,ftno-wrrd memory and the 

replacement of a five-drive disk system (*hlch was also very 

unreliable)  with  a used nine-drive disk svstem that is considerably 

better. 
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V-'. 
The ooeratlnq system software has nndcraone a malor 

restructuring In order to provide moi >* CPU cycles to the users at a 

small loss In interactive resoonse. The current hardware/softwar*» 

conflauratlor now routinely -ielivers fl5 to 90 nercent of all CP" 

cycles to the user durina peri x-s of normal load. 

?. Portents for the Future 

The current cnmouter facllltv is heavily looded for 

about R0 hours per weev, Host 01 our research proarams are limited 

by our computer power and address soace. Brtn of these areas are 

belno investiqated thorouahly in order to provide the comDUtlr,-? 

service that the research staff needs. 
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APPf^KDlX 

::• 

CHOUSING A TASK AHEA FOR THE CMC PPOJFCT 

A. Criteria 

Given that our CBC system is to be an expert consultant about 

some complex electromechanical eaulpment of interest to the non, 

there is still the problem ot selectlna lom* specific class of 

equipment from among thousands of military Items, p« have acquainted 

ourselves with a few of the possible candidates, and we have looked 

Into some of them auite thoroughly. Our prim« consideration has 

been to select an Item or class of Items that -neets certain criteria 

that we have adopted. We shall discuss these criteria first and then 

give some details abput the equipment we nave considered. 

-v 

>:: 

v.- 

1. Relevance to noD 

The equipment should be of a tyoe for which Increased 

automation of maintenance win lead to substantial cost reduction 

and/or Improved operation. 

^ 1 
■v--, 

I . - 
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Thp paulomenr ani its normal u««» 5hould be such that 

computerize1"! maintenance methods (If they can be rieveloredl are 

feasible In an operational setting. It would be esoeclallv desirable 

If ther? were already bealnnlm attempts to use compnfr 1 rert 

maintenance methorls on the eaulpment. 

3. Sultahlllty for tne Kesearc^ Goals 

The enulpnent must be such that the research 

Performed uslna It leads to broadly useful results rather than 

results of Interest for that equipment onlv. 

4. Fxperlmental Convenience 

The equipment must be of a scale and complexity that 

Permits us to experiment witn It easily, it should not require 

Inordinately elaborate test qear nor should It be too difficult or 

expensive to obtain. 

5. Availability of Expertise 

There should be a wealth of information about the 

equipment In the form of manuals, drawinns, and nearby and accessible 

human experts. 
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B,     Candidate Equipment 

1.     General 
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-~- 

ifve have cons'dered iulte a fe* equipment items and 

have looked Into four of them In some detail. Amonq the Items we 

have only superficla]lv thouqht about and relected for various 

reasons before further stu^v ar*: automatic manlrulators (such as 

the Unlmate arm), instruments such as avroscor^s, refrlaeration 

systems, dlesel engines for tanks and trucks, control-rod actuatino 

-nechanlsms for nuclear reactors, larae pneumatic compressor systems, 

torpedoes, and automatic transmissions, 
- 

The  four  items  that survived Initial screenina are 

jeep enqlnes, hydraulic flight control actuators, generator sets, and       * 

the steering mount for the AWG-10 radar for the A4 aircraft.  We will 

comment on each of th^se in the next sections.   we exnect to  select 

one of these items shortly. B 
r 

2.      Jeep Fnoines 

Jeep engines are attractive because there is  alreadv 

an automatic system currently being field tested for diaonostno them. 

This system Is the ATE/ICF being deVMooed ^nder  contract  to  TACOM       ■ 

[461.   we have had Initial conversations with personnel from TACOM, 

Frankford Army Arsenal, and  RCA  ./bo  have  been  involved  In  this 

•^^^^Lj^^^-^j^^*-^*'•'■---■-■•-  - •   ■-.-.  -■.■.■-■-._■■ . . . , .  ■ .■■-■■. . - ■  ... > .. J 
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orol^ct, and these have been on the vhole quite enco'iraqlno. We 

would he able to build on tbe exlstlm technoloav, addina Tore 

flexible cotrmunlrat Ions And more oowerful dl^anostlr procedures, 

Tnere is a rrood chance that we wmjld be ablp to obtain a copy ot the 

ftTE/lCE system. 

_■■- 

A leer wouH be reasonably acceDtahl*» from the 

experimpnta1 convenience oolnt of view, except that runninq the 

enalne inside wwould reaulre special v-nttna of the evhanst, it- 

scores well on all of the other criteria. 

3. Hydraulic Fllaht Control Actuators 

On everv commercial and mliltarv let airplane there 

are several hydraulic actuators movlnq flight control surfaces such 

as elevators and ailerons. These are moderately complex devices that 

are nontrivial to trcubleshoot, 

we have not vet received official permission to visit 

the Naval Air Peworic Facilitv at Alameda Mavf.l Air Station to talk- to 

the appropriate maintenance opooie» but in the wMntlir.e w? visited 

the maintenance headauarters of United Airlines, There we learned of 

the variety of different actuators for commercial aircraft and 

somethinq about the maintenance croblems Involved, 
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Pur main concern about- worlrlra with one of thes^ 

actuators Is experimental convenience. Some of these considerations 

Include the SKln irritatinq orooprties of the hV'iraullf fluid used in 

commercial actuator? (MUtarv actuators are said to he hetter In 

this reoard), the problem of fluid atomizin-., and the need for 

several kinds of special sepsors--e .o., flow meters, manometers, 

force transducers, position transducers. 

There is a possibility that we could use United Air 

Lines' exis-iro facilities, and this would solve some of tne 

experimental, problems. 

4. Generator Sets 

PoD uses 9 wide variety of generator sets ranoina 

from small portable field units to larae power systems. All of the 

newer ones are either turbine or diesel nowered. A complete 

medium-sized system such as turbine powered EMU-10 (30 kW) involves 

complex electronic» electrical, and mechanical subsystems. 

We visited the Generator liasion office at VcClellan 

Air Force Pase in California to learn more about the characteristics 

of oenerators and their maintenance nroblems. uur conclusions are 

that a system could be chosen of the rioht level of difficulty, nut 

there are some severe experimental convenience problems: thev are 

veiv noisy. 
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5. The   AWC-10  steerable   Ralar   Mount •,' 

Vvp rilscussP'i the steerai-le rad^r »cunt for the AWG-in 

radar used in the A4 aircraft at Mramar Naval Ajr Station, Tnls is 

a cotrnlex device containing nrotors and servos to aim the radar 

antenna. It Is of about the rloht size ohvsicallv and *ould he 

ootlmal from an exoerlment^i convenience oolnt of view. 

We have some concern that it mlaht nof represent a 

maintenance problem of sufficiently oeneral interest, and we have 

also experienced certain difficulties alreaiv In aettina the 

aporonriate Navy oubllcatlons descrlblm it. 
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