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[
! ‘ 1. SUMMARY
E';{ In this Quarterly Progress Report, we present our work

performed during the period June 8, 1979 to September 7, 1979.

1.1 Introduction

During this past quarter we performed research in the areas of
multirate speech compression, phoneme recognition, phonene

synthesis and we initiated the transfer to BBN of the M.I.T.

a

text-to~speech system. Each of the following subsections refers to

one of the sections of the QPR.

o ]
FLNCRUIN w e e ,
A G L

1.2 Phonetic Synthesis

Our main effort in the synthesis project this past quarter has
been directed toward development of program modules to test the
diphone templates. There has also been a substantial effort at
labeling the short nonsense utterances in order to extract diphones

from them. There was also some work in improving the algorithms

for time-warping and smoothing the parameters in the diphone

templates. -

Section 2.1 describes the testing programs. Section 2,2 Oy

discusses the changes to the synthesis algorithms, and Section 2.3

s

- " reviews the status of the phonetic transcription (labeling) of the ;;ﬁ
v . o]
g diphones. RN
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1.3 Phonetic Recognition
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rﬁ - This quarter we began work on a phonetic recognition program RO
» Pl tma
--. C -.4
that will interface to the phonetic synthesizer to result in a very P

-
5 low rate phonetic vocoder. This phonetic recognizer will start ]

with speech as input and will produce a sequence of phonemes, each

with its own duration and pitch value. As discussed in the

foo

proposal we are following two approaches for the phonetic

) Y AT e T
£ RS  (O)
. .l 4 .

recognizer.

The first approach is to use a network of diphone templates to

be matched against the input speech. The diphone templates used

i
are similar to those used in the phonetic synthesizer, but are 3
compiled into a structure suitable for matching. The diphone —
=]
template approach to phonetic recognition requires a spectral o
distance metric to allow comparison of the diphone template spectra :ﬁg
with the input spectra. In order to test different spectral ilé
v

distance measures we implemented a template-matching program that -

runs on the PDPll using the FPS AP-120B for most of the -

computations. This program can also‘ be used as an 1isolated

Ny
word/phrase recognizer. <l
“. .4
Y
The second approach to phonetic recognition is Y
Acoustic-Phonetic Recognition (APR). This method involves using v
: : : )
acoustic parameters to try to determine phonetic features based on oo
S

knowledge of the speech production process. At present, we have e
- -
5 ed
- e
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started to design how such a program should be implemented given
our past experience with APR programs and knowledge gained
concerning spectrogram reading in recent years. We have also made {;_J

additions to the Acoustic-Phonetic Experiment Facility that will

.o
PRI Y

make the development of a better APR program feasible,

1.4 Text-to-Speech :

. '
e
e Ane daos

This effort is aimed at transferring the MIT Text-to-Speech
system to BBN. One of the major tasks is to convert the system
from BCL to BCPL since only the latter is supported at BBN. Most
of the modules have been converted successfully. There are still ;ﬁ“ﬁ

some library functions for which we do not have the source code, :fp

and there are some changes to be made. We will be aided in
completion of this task by the MIT staff. We do have a runnable

core image on line at BBN that can be used for testing.

1.5 Harmonic Deviations

As part of our effort to improve the naturalness of phonetic

speech synthesis, we have started to investigate the addition of

N
Ej . harmonic deviations to the LPC spectral representation used by the -
?i.: synthesizer. The harmonic deviations, which are extracted from the _i
P,(' analyzed speech, are the difference between the amplitude of each _~;
o harmonic of the pitch and the amplitude of the LPC model for the ;;%
E spectrum. In order to ascertain the feasibility of using harmonic j%?

deviations, we have added the harmonic deviations extraction and
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L

synthesis to our LPC vocoder. The speech resulting from this new

vocoder is more similar to the original than that produced by the

old LPC wvocoder. 3};

1.6 Multirate Coding

We completed the simulation of a 9.6 kb/s adaptive baseband jﬁ
transform coder. We also began the simulation of a fullband 16 ‘,j
kb/s adaptive transform coder. Both coders will serve as a basis »:;
for the multirate system we plan to test in the coming months. The :?‘i

multirate feature is achieved by stripping off bits from the output
of the high rate system to operate in the range 2.4 - 9.6 kb/s.

Our work to date is discussed in Section 6.
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2. PHONETIC SYNTHESIS

Our main effort in the phonetic synthesis project this past
quarter has been directed toward development of program modules to
test the diphone templates, There has also been a substantial
effort at 1labeling the short nonsense utterances in order to
extract diphones from them. There was also some work in improving
the algorithms for time~warping and smoothing the parameters in the

diphone templates.

Section 2.1 describes the testing programs. Section 2.2
discusses the changes to the synthesis algorithms, and Section 2.3
reviews the status of the phonetic transcription (labeling) of the

diphones.
2.1 Diphone Testing Programs

During the first year of the synthesis project, we found that
when a synthesized sentence does not sound natural it is hard to
find the cause. One reason is that it is very difficult to be sure
of which phoneme contains the problem. Consequently, we designed
and implemented a diphone test program which allows us to test a
particular set of diphone templates., This program asks the user
for a vowel and a vowel duration. It then creates a test sentence

of the form:

~® ..
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P S
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i e ey sosn abud

., i
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for each of 23 consonants. For instance, for the vowel (IY] (as in

"beet") and the consonant [M], the program synthesizes
MIYM-IYMIY -MIYMIYMIY M,

The user can then 1listen for problems in each of these 23

sentences, and check the transcriptions for the source of problems.

The test program uses a few simple rules to control the
duration and pitch contours within the sentence in order that the

synthesized test sentences sound natural.

Since we have started using this program to test the diphones l?
that were labeled earlier, we have found several errors of various
types. We have also begun to benefit from its use in terms of ;;
better intuitions for the most appropriate way to label other

diphones.

To facilitate rapid testing of corrections to the labeling of .
a diphone, the diphone template compiler program (COMP0OZ) has been
changed so that incremental changes are possible without having to

recompile the entire data base - a very lengthy process.
2.2 Synthesizer Changes
2.2.1 Gain Normalization ;

As has been mentioned in QPR-3 (1] and in the Annual Report,
2] each group of recorded diphone utterances has associated with

it two normalization utterances. The synthesizer interpolates
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malization utterances to compute
>hone utterance. The synthesizer
alization level to set the level
mple, if the normalization level
3 dB lower than that of a second
zer will add 3 dB to the first

that the speaker was talking at a

g the diphones by synthesizing
» few complete sentences that we
‘oblems with inappropriate level

perienced before.

i@ time warping algorithm in the
ed in the various QPRs, the
diphone template as being made up
ic regions. Thus, the region of
surrounding the phoneme boundary
iddle region of the phoneme. The
sly resulted in unreasonable time
! was many times longer than the
:he formula for the time warping

ion has been changed.

AN AL L L L SR S SN St

-

Stretch Factor (Inelastic Region) SFinel

Report No. 4266

Figure 1 shows the formula

inelastic region as a function

—

Stretch Factor (Elasti

Fig. 1: New two-region fo
warping

elastic region. The stretch
multiplied by the template durat
So if the stretch factor is 2
region is stretched to twice it:s

in the figure, when the stretct
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greater than 1 (i.e. the template must be stretched to match the
required duration) the inelastic region stretch factor is closer to

1. The formula in this region is

SF = SFgy (1-B) + B

inel

where SF,, and SF;,,; are the stretch factors in the elastic and
inelastic regions respectively, and where B is a program variable
with a value around 8.9. For example, if SFo1=2 and B=@.9, then

SF =1.1,

inel

If the stretch factor is less than 1, then the formula is a

quadratic:

= - 2
SF B SFel+ (1+B) SFgay

inel

This particular quadratic is used because its derivative is the

same as that in the previous formula at the boundary (SF,=1).

The program is given the durations of the elastic and
inelastic regions in each half of the template (each half of the
template corresponds to half of one phoneme) and the required total
duration for that half of the phoneme in the synthesized speech.
It then solves for the stretch factors using the two formulae given

above.,

We have found that this new procedure has resulted in the
elimination of some of the unnatural transitions that were present

previously.
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A second change to the time warping formula involved the s
effect of speaking rate on the "pronunciation™ of the diphones. We
had previously made the assumption that the effect of speaking rate o
on time-warping of each phoneme was symmetric about the middle of S
the phoneme. We have observed, however, another effect. 1In very
slow speech there tends to be a relatively fast attack for each
phoneme and a slower decay. Figure 2 shows a typical energy track .
for a vowel spoken at two different rates. As can be seen, the
longer version decays more slowly (even after accounting for the
overall duration change) than does the shorter version. Though not _:ﬂ
shown here, the spectral parameters also exhibit the same EFJ

non-symmetric time warping characteristics. e

The solution in the time warping algorithm has been to map the
middle of a long phoneme (the ends of two diphone templates) to a
point after the middle of the required phoneme. Thus, if Fig. 2a
shows the energy track as reconstructed by concatenating two
diphone templates, then when shortening this phoneme to the desired t}ﬁ
phoneme duration shown in 2b, the shape of the contour on the right
side is <changed by mapping the template onto the phoneme
asymmetrically. This mapping (indicated by the dotted 1line ;{3
connecting the two energy tracks in Fig. 2) should result in more ;;h-
appropriate pronunciation over a wider range of speaking rates. We

have not yet fully tested this new feature.
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(a)

(b)

Fig. 2: Non~symmetric time warping. a) Shows a typical
energy track for two halves of a long vowel phoneme
reconstructed from two diphone templates. The
dotted line indicates where the templates meet
(corresponding to the middles of the phonemes in
the nonsense utterances). b) Shows a typical
energy track for a shorter vowel phoneme. The
middle of the vowel in (a) is mapped (dotted line)
to a point after the middle in (b) to produce the
desired change in the shape of the contour.

2.3 Labeling

During the past quarter we have been testing old diphones and

labeling new diphones in parallel. Currently, there are 1900 ﬁJq
diphones 1labeled. Now that the testing procedure has been —
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established, the labeling is expected to progress at a faster pace.
By the end of the current quarter, there will be an instance of
every diphone. All that will be required (after the current

guarter) will be further tuning of the algorithm and the data base.
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3. PHONETIC RECOGNITION

Since we intend to use the output of a phonetic recognizer to
supply the input to the currently available diphone synthesizer we
know that the recognizer must produce a sequence of phonemes each
having its own duration and pitch. Our concern in the design of
the two phonetic recognition schemes discussed below is how this
information can be reliably obtained. Section 3.1 describes our
diphone template approach to phonetic recognition. Section 3.2
discusses some of the spectral distance measures that might be used
in this approach. 1In Section 3.3 we talk about a parallel effort

at phonetic recognition using acoustic-phonetic features.

3.1 Diphone Template Recognition

A great amount of thought has gone into the design of a
phonetic recognition system using diphone templates. What we hope
to communicate here is the kinds of issues that were considered and
indicate how their consideration has influenced the design.
Although the design has not yet been completely finalized, it has
stabilized recently to the point where implementation was started.
In this section, it is assumed that the reader is familiar with the

proposal ([3].

The issue discussed here is that of using diphone templates
and a matcher to do phonetic recognition. There are several

factors that are relevant to this decision. First, we know that
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the output of this phonetic recognizer is going to be used in

conjunction with a phonetic synthesizer that also uses diphone T

templates. Therefore, there is a strong motivation not only to use ﬁsg

- diphone templates in the recognizer but also to use the same set of —

o diphone templates. That the same set of diphone templates should f:%

be used for both is motivated by the fact that since the recognizer Eﬁ;

- is going to be used in conjunction with the synthesizer, using Sp

h identical diphone templates for both will, at least, guarantee that ;;E

' the synthesized phonemes are spectrally close to the original. g;ﬁ

g

3.1.1 Basic Method e

'E - The basic method of phonetic recognition based on the use of a ffg

' network of diphone templates was described in our proposal [3}]. —d

Since the proposal, a few of the details have been changed. i;?

The proposal referred to spectral templates in the finite Eiﬁ

: u state model (FSM) and indicated that scoring between the input ::;

- speech and the spectral templates would be accomplished by i15
classifying each input spectrum as one of a small number of ii;

. spectral types, and then comparing input spectral types with ;‘4

template types by using an empirically derived confusion matrix. 35

T We have decided that defining the fixed set of spectral templates é;ﬁ

__’" needed for this method might be a source of trouble and that the ,L;

E ;L possibilities for the inclusion of new templates is made difficult ;ES

; i_ because of this choice. Therefore the current representation does iii
3
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not use template labels but rather uses the spectrum from the
template itself and a scoring metric in order to produce the
scores needed for the matching process. This new representation
scheme allows the possibility of a more ideal template scoring
strategy based on the modeling of multi~-dimensional probability
distributions for spectra from a set of samples of that diphone.
At the moment, the addressing capabilities of the PDP-10 (on which

this work is being done) limit this more general approach.
3.1.2 Diphone Network Representation

The current design of the diphone network is quite similar to
the example given in the proposal, however certain details have
been specified in considerable more detail. 1In particular, the
network is now composed of two different node types. The first
node type corresponds to a transition in the Finite State Machine
(FSM). Each such node consists of a complete spectral template
(all 14 LAR coefficients and gain) as well as current statistical
information regarding the "duration" of this template in its
typical use (i.e., a probability density of the durations which

have been observed thus far in training).

The second node type corresponds to a labeled state in the FSM
and is used for the identification of completed diphone models and
has neither spectral nor duration information. In the current
design of the network, the only place where different paths can

come together is at this second type of node.
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Nodes are connected to each other by a direéted path (and
there is no provision within the network to follow a path in the
reverse direction). Each node of the first type (where there is a
spectral template) has an implicit self loop. The scoring used
when this self 1loop path is taken depends completely on the
duration information which has been collected during the course of

previous training.

The network representation as it has been described so far
would easily permit a matcher to determine diphone durations.
However, since the synthesizer requires phoneme durations, we will
explicitly mark each diphone path in the network at the point which

corresponds to its phoneme boundary. -
3.1.3 Diphone Network Compiler

An important consideration in the design of the diphone
network compiler was that it be able to read diphone text files of
exactly the same format as those read by COMPOZ (the program used
to compile the parameters for the diphone templates into a single
file which is used by the synthesizer program). The major reason
for this requirement is that it will make it possible (once the
diphone network compiler is written) to produce immediately a
diphone network from our synthesis data base. Like COMPOZ this
compiler also should permit the inclusion of incremental changes.

That is, we would be able to replace diphone paths, or add
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In additional optional paths to th.e existing binary file without
- rerunning the compiler on the original diphone templates. Not only
does this preserve program compatibility and eliminate the 3
l - necessity for redundant representation of the same information but %
it also greatly reduces the amount of time necessary to produce a ;;C

new large network 1if it 1is only slightly different from a

ﬁ previously compiled one.

A Another requirement on the format of the information compiled
: % is that it must be such that statistical information can later be
¥

added by the matcher and be available for subsequent incremental

o additions.

I Since the synthesizer can handle context constraints on any
diphone template, we require that the recognizer also permit the
definition of diphones in context (which, when recognized will

reflect the appropriate context).

=
. Preliminary estimates on the probable amount of information
e necessary to define a diphone network of this complexity strongly
4 suggest that care be taken to produce a relatively compact network .4
: structure. This 1is important because if the network cannot be
. easily accessed (e.g. all of the network fits in the address space
L]
4 so that nodes can be directly pointed to) the execution time -
;l required by the diphone recognizer may be increased considerably. ,ﬂi:
) | .
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3.1.4 Matcher y

K

The design of the matcher has been strongly motivated by the ;E

following 4 considerations. ;2}

& 1) Sound Scoring Strategy 55
[ 2) Continuous operation ;
k_ 3)  Alignment availability for training -
o 4) Efficiency :
ﬁ.t. Of these four considerations the first is perhaps the most _f;
*‘ important. We feel that the scoring procedure should implement (as Eff
- ; accurately as possible) a well formulated scoring strategy. The :Eii
scoring philosophy requires that the score have components that are 222

derived from a knowledge of the par‘icular path chosen through the =

network (a priori), the amount of speech aligned with each ;ii

particular spectral template in the network (durations), and the };}

score derived from a spectral comparison between the input spectrum ;;j

and the template spectrum. It was the accurate evaluation of this ;a

last component (the spectral scores) which has influenced us to ;i@

preserve the actual spectrum in the template model (rather than -

classifying each input and template spectrum by a label and scoring iiﬁ

input labels against template labels with an empirically derived f.f

confusion matrix). Initially we will use & scoring metric to 1

produce a score between the input spectrum and the spectral ;Ei

template., We have also considered the possibility of directly iﬁi

]
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estimating the probability of the input spectrum using a suitably
large collection of sample spectra. The biggest hindrance to this N
second step is the memory constraints that we have currently. This }éﬁ
memory constraint may be eliminated in the near future by the
addition of an extended addressing capability to the TOPS-20

monitor,

A second major consideration is that the matcher operate
continuously, producing its output as it receives its input - with }':
some delay - before acquiring all of the input. Thus the matcher |
can be thought of as producing output as soon as it has what it
thinks is sufficient evidence to make a conclusion. Operated in
this mode, further input, regardless of what it is, cannot cause ?fﬁ

the matcher to <change previously produced output. This is ,n;{

important because of the intended use of the recognizer in a

real-time vocoder application.

The third consideration, that of permitting alignment
determination, is important for the continuing training of the :é%
recognition system, as well as to allow debugging of the

recogni zer. Qﬂi

The final consideration of efficiency has affected the design
thus far in that the matcher will detect the merging of paths in e
the network and only remember the best of the merged paths. :ﬁ;:

Furthermore, the matcher will be pruning the paths continuously so
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as not to waste computation time on improbable paths. We have
designed the matcher so that the pruning can be based on either the
number of theories or a score threshold, either of which |is

dynamically changeable,

Since the matcher will find (and remember) the best path
through the network, it can output the best phoneme sequence and
(with relatively little additional computation) their corresponding
durations., Once a phoneme and its duration have been determined,
the pitch will be calculated using a method similar to the weighted
least squares method currently used to determine pitch values for

our diphone synthesizer.

3.1.5 Training

During a training period the matcher would be run on large
numbers of spoken sentences. Its alignment (forced to be correct
if necessary) will be used to augment the statistical information
distributed throughout the network. Since the matcher is designed
to remember the alignment of its chosen best path through the
diphone network the training can be continued on indefinitely, even

when the matcher is in real use.

3.2 Spectral Distance Investigation

An integral part of the network diphone recognition program is

the spectral distance measure used to score a match between unknown
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mplates. The performance of this

as good as the distance measure.

ral Error Measures

measures is, of course, infinite.
es have been proposed for speech
i purposes. Below we mention some

uss each briefly,

for spectral quantization is the
in the log area ratios between two

juantizing each of the parameters

.0g Area Ratios

are error between two sets of Log

variable-frame-rate transmission

rasure)

1Ised in isolated word recognizers.
ric verification component of our
-h a dynamic programming algorithm.

basic distance metric in the HARPY
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network speech recognition algo
spectra by looking at the en«
filtering one LPC filter w:
deficiency in the algorithm |
overall energy between the two
all frequency bands equally.

measure is not symmetric.

Mel-Scale Cepstral Coefficient:

This metric warps the fr
scale warping, which is int
dependence of the human ear. S
metric to be more effective

recognizing isolated words.

Other Metrics

One could easily devise
measures to be used for speec
would propose to use a measure '
is sensitive to the direction ¢

a small number of metrics to do

3.2.2 Program to Test Spec

If we were to test diffe:

the diphone recognizer, the ef
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be overshadowed by the other characteristics of the matcher.
Therefore, we have written a program that is a test bed for
different spectral error measures. This program compares a set of
test words with a set of reference words, and decides on the
closest match for each test word. This is basically the same
function as that of an isolated word matcher. The percentage of
the time that the reference word chosen is another instance of the
test word is a good measure of the efficiency of the spectral

distance measure used.

It is important to remember that a spectral distance measure
used for speech recognition must do more than just detect any
audible differences between two spectra (as would be needed for an
LPC vocoder). Rather, the measure should ignore - to some extent -
audible differences that are not 1likely to imply a different
phoneme - or a different speaker. For this reason, a good measure
compares sequences of spectra rather than just single spectra. One
of the metrics we have designed may be effective at looking at the

formant motion as a whole.

3.2.3 1Isolated Phrase Recognizer

As mentioned above, the error measure testing program can also
be used as an isolated word and phrase recognizer. This program is
written on the PDPll using the FPS AP-120B to do the LPC analysis,

the dynamic programming time warping, and the spectral distance
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calculation. Currently, the program can compare a l-sec word to 20
l-sec reference word templates in 3 seconds. Changes in the I/0

will speed this up to approximately 1 second.

The program has been tested with a set of 20 names of states,
When the program was given a second set of 20 names spoken by the
b
i_* same speaker it correctly recognized all 20 of the names. The

metric used was one of the simplest ~ the Euclidean Distance of Log

Area Ratios. The program has not yet gone through extensive

Fi - testing, and so this performance may not be representative.
' 3.3 Acoustic-Phonetic Recognition

In addition to the diphone network recognition approach to
phonetic recognition, we will also be investigating the use of an

Acoustic-Phonetic Recognition program. During the last years of

the ARPA Speech Understanding Project, and since its suspension, we
have accumulated a large amount of knowledge about the
acoustic-phonetic rules that apply to speech. The results of
experiments in human spectrogram reading (5] attest to this greater

level of knowledge.

During the past quarter, we have begun to consider ways to

capture some of the knowledge employed by the human spectrogram

reader in the form of a computer program. The hope is that these
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procedures will complement the diphone network recognizer and

improve its performance. The acoustic~-phonetic recognizer will
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have the advantage (over the diphone recognizer) of being able to
use specific knowledge ©pertaining to a specific phonetic

distinction - rather than be restricted to a uniform metric.

As a preliminary effort toward this goal, the
Acoustic-Phonetic Experiment Facility (APEF) [6] has been expanded
with additional capabilities that make it possible to design new
acoustic parameters and use them without having to write new
programs for analyzing the speech data base. Thus, it now combines
the capabilities of several other programs, while further

simplifying the whole acoustic-phonetic research process.

NP
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4., TEXT-TO-SPEECH A
As proposed, we obtained the M.I.T. text-to~speech system for Siii
immediate wuse in conjunction with our diphone synthesizer. =i
1 Initially we only had the executable files of that system but were
able to produce appropriate input for our diphone synthesizer
i - (Phoneme sequence with corresponding duration and pitch values).
Because the interaction with the text-to-speech programs was not at }';
all tailored to the kind of use which we had in mind for it, we }’f
decided to modify the source code, The source code, however, was 53ﬁ
written in BCL for which we had no compiler. Furthermore, no one ;{ﬁ
here at BBN was familiar with BCL. However, because BCL is a ‘]
variant of BCPL (which we use), it was thought that converting the :;i
source code to BCPL for subsequent modification would be the most 7::
reasonable and convenient thing to do. We hired an M.I.T. student i{i
who had worked with the text-to-speech system {(and was, therefore, i;i
familiar with BCL as a language as well) to do the 1language ;ﬁ;
conversion for us. The work on the first phase of conversion took '-;
one month, at the end of which almost all of the 200 plus programs f;
T had been translated and could be successfully compiled with our RS
;} ' BCPL compiler. Unfortunately we ran into a couple of unanticipated T;ﬁ
; : problems which have so far prevented us from taking advantage of ;Ei
;- this translation work in the way we had planned to originally. ':ﬁ
T First, we found that, in addition to the text-to-speech ;ﬁi
!.Z_ programs, a large number of system library functions would also -
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!! have to be translated. What made this problem particularly serious ;i~i
was the fact that the source code for some of these programs could

w not be found,

Second, during the process of compiling the translated

DR SRR G o A 4 4 oa

programs, compiler messages indicated problems that had existed in

the original BCL code but which had not been detected by the BCL
compiler at M.I.T. We then had to determine what the author of the -
programs intended in each such case. These errors, plus the fact | }
that some of the BCL code had been changed at M.I.T. since we had
started the translation, made the the prospect of compatibility

less hopeful than we would have desired.

From the time all of this happened in the beginning of the

summer , when the M.I.T. staff was not available for consultation no
further translation effort was expended until just recently. In

mid-September, Sheri Hunnicutt, an M.I1.T. staff member who had

worked on the text-to-speech project, wanted to clean up their
system for outside distribution and so offered to help rectify the Zﬁfj

difficulties. This process has just begun and is proceeding at a

rate determined by M.I.T. Extra translation effort on our part

should be minimal.
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S. HARMONIC DEVIATIONS

As outlined in the proposal, we started to investigate the
feasibility of improving the spectral representation for LPC
synthesis by the inclusion of the deviation of each spectral
harmonic from the smooth LPC spectral model. 1In order to test out
the principle of harmonic deviations we used it in an
analysis-synthesis (vocoder) environment, to see the improvement in
the quality of the speech. Below, we give a discussion of some of

the possible implementations of this idea in a vocoder.

5.1 Harmonic Deviations Vocoder

The basic idea used in the Harmonic Deviations Vocoder (HDV)
is as follows. The transmitter extracts from the speech signal and
sends to the receiver the parameters of a smooth speech spectral
envelope model as well as the deviation at each harmonic frequency
between the speech spectrum and the spectral envelope model. The
receiver generates a pitch~period of the excitation signal from a
fixed frequency-dependent harmonic phase spectrum and the harmonic
amplitude spectrum computed from the transmitted deviations. The
excitation signal is in turn applied to the filter corresponding to
the spectral envelope model to produce the output speech. Below,

we provide a more detailed discussion of the HDV vocoder.

Figures 3 and 4 illustrate this procedure. Figure 3a and 4a

show (for a male and female speaker respectively) a power spectrum
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and a smooth LPC spectrum superimposed. Figures 3b and 4b show the .Al,
deviation between the two spectra expressed in dB. The spectral Ajﬁﬂj
envelope may be obtained from standard LPC analysis of speech. l;ﬁiﬂ
Since the all-pole spectrum, s(w) resulting from the LPC analysis ‘;
provides a good approximation to the envelope of the speech

spectrum, the harmonic deviations are expected to be small relative

to the absolute amplitudes and thus will require only a few levels .'

to code them,

1

A SRR
I‘ 5.2 Extraction of Harmonic Deviations &;ii
4

The speech signal is analyzed at a fixed rate, say, once every

13 ms. The chosen frame of speech is Hamming-windowed and is

_. subjected separately to 1) standard autocorrelation LPC analysis,
and 2) power spectrum [P(w)] computation via the FFT algorithm,
The order of the FFT is chosen to be high, for example, to give a
- frequency spacing of about 10-15 Hz. The power spectrum g(w) of

the LPC model is computed via the same order FFT from the finite

impulse response of the linear prediction inverse filter A{(z). The
two power spectra are then expressed in dB. Next, all pitch
harmonics are located by "peak-picking" on the signal power
spectrum P(w). For each integer multiple of the current gquantized i=§
t pitch frequency, say, mwy, we consider the two harmonic peaks of f }
P(w) already available, one on each side of muwg; at these two
peaks, the dB differences between P(w) and s(w)are computed, and a

i linearly weighted sum of the two deviations is calculated. This S
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last quantity is then assigned as the harmonic deviation at the
frequency mug. After all the harmonic deviations are extracted,
their mean or DC value is removed to obtain zero-mean deviations,

which are then coded and transmitted.
5.3 Coding of Harmonic Deviations

Although our particular application to speech synthesis does
not impose strict limits on the amount of storage, we consider here
briefly the coding issues that would arise in a vocoder
application. Given a fixed number of bits, the problem is: how to
distribute the bits efficiently among all the harmonic deviations.
One strategy is to transmit a fixed subset of the deviations (say
the first 10 deviations corresponding to low frequencies). A more
complex scheme is to use the LPC spectral envelope to determine the
number of bits used for each deviation (See Section 6.3.1).In Fig.
5, we show a histogram of all the harmonic deviations, which was

obtained using a quantization step size of 1.5 dB.
5.4 Synthesis

To synthesize speech we use the inverse DFT to compute one
pitch period of the excitation signal, which is then applied to the
all-pole LPC filter. The amplitude excitation spectrum is obtained
directly from the harmonic deviations, while the phase spectrum
given by the fixed group delay characteristic is determined by

averaging several frames of voiced speech. The inverse DFT of the
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Fig. 5 Histogram of harmonic deviations obtained using a step
size of 1.5 dB. The probabilities were averaged over
all the harmonics, from a set of six utterances of male
speech. The speech was sampled at 10 kHz and the
spectral envelope was obtained using a l2-pole LPC -
analysis.
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Fourier transform coefficients corresponding to the amplitude and ,
phase spectra results in a pulse—-like excitation signal whose power
spectrum contains the corrections due to the harmonic deviations.
The energy in the excitation signal is adjusted to be equal to G2
by multiplying the samples of the excitation signal with an
appropriate scale factor. Note that for the autocorrelation method
2 _ P 25
G =R(@) ¢ [1-K“(i)], (6)
i-1

where R(@) is the transmitted speech-signal energy and K(i) are the
reflection coefficients. When this scaled excitation signal is
applied to the all-pole filter, the filter imparts the spectral
envelope so that the output speech has the right amplitudes for

those harmonics for which deviations have been transmitted. -

5.5 Preliminary System s

As part of our phonetic synthesis project we have developed a L
floating~-point non-real-time simulation of an analysis-synthesis
system that uses harmonic deviations. In this simulation, we do

not quantize LPC parameters, and we employ the first 15 harmonic

deviations. We extract the harmonic deviations from the 10-kHz
sampled speech once every 10 ms. Our preliminary experiments have
k . shown that the addition of harmonic deviations to the LPC synthesis
significantly 1increases the naturalness and fullness of the

synthesized speech while reducing the buzzy quality.
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Fig. 6:

(b) Receiver

Block diagram of proposed multi-rate system. The
multi-rate aspect is achieved by controlling the
number of transform coefficients transmitted. at
the receiver, residual excitation is used at higher
data rates, and pitch excitation at lower data
rates.
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low frequency portion of the DCT is transmitted, using a fixed
number of bits per frame. The transmitted 1low frequencies
constitute the baseband. The width of the baseband is fixed in
time and corresponds to about 1,1 kHz, i.e., one third the original

bandwidth,

At the receiver, the DCT of the baseband is decoded and the
missing high-frequency components are regenerated. The method of
high-frequency regeneration (HFR) was described in a previous
report [2]. Once the fullband DCT is restored, an inverse DCT
yields the received time-domain residual waveform. The latter
waveform is used as input to the LPC all;pole synthesis filter to
generate the output speech. We now discuss specific aspects of the

above described baseband coder.
5.3 Details of the Algorithm

A marked difference between our transform coding approach and
conventional ATC is that we code and transmit the DCT of the
residual rather than the speech signal. 1In the proposal for this
work [3] and in a recently published paper (7], we have shown that
quantizing the DCT of the residual with an appropriately varying
step-size, affords the same increase in signal-to-noise ratio over
APCM as that afforded by ATC of the speech. The bit allocation
scheme that we are using remains the same as that used 1in

conventional ATC. We explain this aspect of the coder next.
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6.3.1 Bit Allocation

In ATC of speech, the available bits to be used at each frame
are judiciously distributed among the DCT coefficients. The
allocation of the bits, at each frequency £, is done according to

the following formula:
L(f) = E/IH(f) | (7)

where L(f) is the number of quantization levels used at frequency
f, E is a proportionality constant, and 1/[H(f)| is the magnitude
of the model of the speech spectrum. Taking the base 2 logarithm

of both sides of (1), we obtain
b(f) = logzll/lﬂ(f)ll + bg (8)

where b(f) 1is the number of bits to be used at each frequency £,
and by = log,E is the average number of bits per DCT coefficient.
In practice, when using a fixed-length binary coder, all b(f) are
rounded off to integers, B(f), such that (i) no negative
bit-assignment results, and (ii) the sum of all integer 5 is equal
to the total available bits per frame. To satisfy the above two

constraints, b(f) is derived iteratively from

-~

b(f) = max{0,[b(f) +51]} (9)

where [.] denotes "integer part of". 1In (9), & is changed at each

MO
.

iteration, until the final sum of allocated bits equals the number
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of available bits. At each frequency, each DCT coefficient is

quantized using E = Zb(f) levels and it is coded with B(f) bits.

The spectral model used in (7) and (8) 1is made up of two
components. The first component is 1//A(£f)|, the magnitude of the

LPC envelope of the speech spectrum with A(f) given by
A(z) =1+ I az™® (19)

where {ap, 1<k<p} are the predictor coefficients. The second
component of 1/IH(f)| is 1/IP(f)l, a model for the harmonic
structure of the speech spectrum. In our experiments to date, we

modelled pitch by means of the one-tap pitch filter
C(z) = 1 - cz™ (11)

where ¢ is the coefficient of the filter at the Mth lag, and M is
the number of samples in a pitch period. M can be derived from the
pitch value transmitted by the narrowband LPC vocoder. The model
for the harmonic structure of the speech spectrum can be derived

from C(z) in two ways. In the direct manner, we let
Ip(£) | = Ic(ed2mfy

In the indirect manner, we obtain first the impulse response of the
all-pole pitch filter 1/C(z). Second, we truncate this impulse
response, by multiplying the samples by the analysis window

(19.2ms). Third, we obtain the spectral model 1/|P(f)| by taking
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'i c ]
the magnitude spectrum of the truncated impulse response. We have L_“i
experimented briefly with the two methods and found that the direct ‘%

g method yields better results.

e In conventional ATC without spectral noise shaping, the ;:1
quantization step-size 1is theoretically the same for all DCT S

: - coefficients, which should result in a flat quantization noise O
'; spectrum, i.e., maximum signal-to-noise ratio. However, in our .' i
f‘? implementation, the step-size is varied in frequency for three Qi
T'f' fundamental reasons. These are: (i) to allow for shaping of the . i

noise spectrum because a flat noise spectrum is not optimal from a
perceptual point of view, (ii) to account for the fact that the DCT
coefficients to be quantized are those of the residual waveform

instead of the speech, and (iii) to compensate for the rounding off

of the values of b(f) to integers. Item (i) requires altering the

basic bit allocation scheme and this is explained next. fﬁﬁ

» f ood

A.3.2 Noise Shaping ;j}g

- From past experiments, we have determined that a perceptually

preferred shape for the noise spectrum is not flat, but instead can -4
be derived from the spectral -envelope of the speech. In lf::
particular, we are currently using the form 1/1a(£) 1% to determine .
the spectral envelope of the noise, with 8<a<l. The inverse of the

<. desired spectral noise shape is used in the bit allocation scheme
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MOCNAAERERE MACLMAAAL AR ( SR O
P .

,

as a weighting function, such that the number of levels is given by

-=
i
I
F-S
o
[}
s

e, 0T e

AAARN

e @ e T W e S e e et e et e e T e e T e R N A WL e, T,
o le Smla e tay Ty tele te v e e eate Tt e e et e e e e N T T e T e e e T




Report No. 4266 Bolt Beranek and Newman Inc. L
L(£) = EIACE)1%/1A(£) [P (£) ] (12) ]
where we have explicitly separated the original spectral model into ;?ﬁ

its two components: LPC and pitch. Equivalently, the number of

bits is given by
b(f) = (1-a)log,(1/[A(£) 1] + log,{1/IP(£f) 1] + by (13) f?;

where O is a parameter which we can vary in the range [06,1] to

control the degree of spectral noise shaping. The case o=@ isthe

conventional bit allocation scheme, without any noise shaping, as
depicted in (7) and (8). For a=1, the noise spectral envelope is

the same as the LPC spectral envelope of speech. For this value of

&, it can be seen from (12) and (13) that the bit allocation is
based on the pitch model alone. It can be shown that this case of
noise shaping results in a small increase in signal-to-noise ratio
over APCM due only to the pitch model. We Dbelieve that

intermediate values of a will yield best perceptual results.

We note here that the effect of the weighting function in (12)
and (13) is to increase the number of allocated bits at some
frequencies while decreasing it at others, thus trading bits
between the different regions of the spectrum. This constitutes a

redistribution of bits relative to the original ATC case. Along

with this redistribution of bits, we change the quantization
step-size in frequency in order to accommodate the change in the :;3

available levels. It is this change in step-size that effectively
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shapes the quantization noise spectrum, and we explain it in the

next subsection.

6.3.3 Step-Size Control

As mentioned earlier, the quantization step-size in

conventional ATC is fixed in frequency. We have shown elsewhere
{3,7] that since we wish to quantize the DCT coefficients of the
residual, the quantization step-size should be made proportional to
the magnitude spectrum of the LPC inverse filter, in order to

achieve the same gain in signal-to-noise ratio over APCM as that

afforded by ATC of the speech. Thus, the quantization step-size is

given by
D(f) = DQIA(E)I (14)

where Dy is a proportionality constant to be determined

experimentally. It is important to note here that (14) describes

the relative change in step-size from one frequency bin to the

next. At each frequency, a uniform L(f)-level quantizer is used

with step-size D(f). In this manner, the quantization noise

variance varies in frequency according to (14). Dy in (14) can be

thought of as an overload factor. It is derived experimentally to

achieve a suitable tradeoff between granular noise and clipping

(overload) distortion.
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o
1V . . . s
Ko In addition to the step-size variations given in (14) we
impose another variation on D(f) to insure proper noise shaping. qu
=
With noise shaping, (14) becomes 4ﬁj
- .
| D(£) = DylA(E) I/1A(£) 1° (15) ;
where we have explicitly shown that the step-~size varies in -;';
proportion to the desired spectral shape of the noise 1/|A(f)|%. - -3
Finally, we vary D(f) in a manner that takes into account the
fact that the number of levels used is a power of 2. The actual
L
number of levels used is L(f) and is different from the ideal SR
number of 1levels, L(f), which would have resulted from the
bit-allocation scheme, were it not for the inteqger-bit constraint. S

In general, L(f) and £(f) can be related to one another by
L(£) = a(E)L(f) = a(f)2P(f)

where a(f) is a number in the range @.5<a(f)<2. The value of a(f)

is obtained during the iterative bit allocation scheme. To B
compensate for the change in the number of levels, from ideal to iﬁg
actual, we change the step-size accordingly. Thus, from (15), the - A

final overall control of the step size becomes

D(E) = Dyla(f) | (1N a(e) (16) B

-

We note here that in (15) we do not use the pitch model to .
control the step-size. The reason is that the pitch filter is not fﬁﬂ:
RS

)
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used to inverse filter the speech, nor is it used in shaping the

noise.

6.4 Preliminary Results

In our preliminary investigations of the baseband transform
coder we have used input speech signals bandlimited to 3.33 kHz and
sampled at 6.67 kHz. The frame size is 128 samples, i.e., 19.2 ms,
the same as that used in the LPC pitch-excited vocoder. We use an
8-pole LPC model for the speech spectrum. In addition to the 8
log-area-ratios, we code and transmit one gain value, a pitch
value, a pitch coefficient, and two HFR codes. The bit-rate for
this side information is 2.75 kb/s. For a total of 9.6 kb/s, there
remains about 132 bits per frame to be used for coding the DCT.
The width of the baseband is fixed at 1.1 kHz, i.e., only the first

42 DCT components are coded and transmitted.

We experimented with the two forms of the pitch spectral model
and found that the use of the spectrum of the pitch inverse filter
C(z) 1is superior to the use of the spectrum of the truncated

impulse response of the pitch filter 1/C(z).

We used three values for the noise spectral shaping parameter
in (5): a=0.6, @.5, and 1.4d. We found the results from 18
sentences to be perceptually similar for the three cases
considered. It is difficult to distinguish between the three cases
because the output speech quality is degraded by the combined

effects of HFR and baseband quantization noise.
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the performance of the coder for male voices was

Bl — B

R In general,

preferred over its performance for female voices.

i 6.5 Future Research
-

The results presented above are preliminary in nature and more

research is needed to improve the quality of the speech obtained

| 2 DRI

with the baseband transform coder. We feel that further
investigations are needed and will help set the stage for the
o multirate coding systems we are about to test.
i !
--~, As for the design of the multirate coder, the basic approach
Ei'i we plan to investigate is to start with a coder designed to operate
il optimally at some fixed bit rate. For example, such a coder could

be the above described 9.6 kb/s baseband coder or it could be a

fullband ATC scheme at 16 kb/s.

There are two basic methods to let the channel strip off bits

i A to achieve data rates below 9.6 kb/s. 1In the first method, the

bits, i.e., the codes representing the DCT components, are ordered

> from low to high frequencies. When the channel discards bits the

EZ'; high-frequency components are dropped out first. Whether we start

with a baseband 9.6 kb/s coder or with the fullband 16 kb/s coder,
! the effect of the missing codes will be the same, namely, a lack of

T high-frequency components. The receiver regenerates the missing

" components to reconstitute the fullband residual prior to

p_i- synthesis.
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.. In the second method, the codes of each frame are ordered in '

such a manner that the bits occur in consecutive sequences, with

the first sequence being the most significant bit of every code,
the second sequence the next most significant bit of the codes, and
so on, until the last sequence, which i{s made of the least

significant bit of every code. When bits are discarded, the least j*.j

significant bits are dropped out first. This action corresponds to

A . SRGRARERERGMOE g g i, g
-
!

i
t

having coarser quantization on the DCT components. PFor example, if
each code is decreased by one bit, this corresponds to doubling the

quantization step-size (or dividing the number of levels by 2). 1In

PR G R ST S S WL )

addition, this method will cause the suppression of certain

frequency components, namely those that are coded using short codes

(e.g. 1 and 2 bits). The absence of certain DCT components will ‘
result in spectral gaps to be filled by the receiver in a manner L;if
S similar to HFR, O

We plan to test the above discussed approaches to multirate

coding during the coming months.
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