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Appendix A.1

Routing arnd Acknowledgment Schemes
for the Packet Radio System

1.  INTRODUCTION .

In this chapter we discuss routing problems for broadcast
oriented packet communication networks. P0551b1e solutlons to
these problems are described and an approach, tested by s1mu-
lation, is proposed for system operatlon. '

TLere are basic differences between the packet radlo net—
work and existing point-~ to-polnt store and forward networks,

[« such as the ARPANET. For example, the packet radin network

e serves mobile terminals; devices in the network share a *ommon'
channel in a random access broadcast mode; and repeaters in this
network will have slgnlflcantly less storage and processing capa- )
bilities than the switching nodes in ARPANET like systems.  Con-
6‘; sequently, many of the routing technlques developed for the

point-to-point networks are not dlrectly applicable to the packet
radio network.

_ The objective of the network is to distribute and collect
traffic to and from terminals which have high ratios of peak to
average traffic requirements. A pPrimary initial goal of the packet
radio system is to serve as a local dlstrlbutlon system for traffic
destined for the ARPANET. for moblle sources.

The network consists of repeaters to proV1de area coverage
and statians to provide traffic management and’ 1nterfdces to other
168 nets. Stations serve as a major source and sink for the packet
radio net. There are many possible paths via repeaters over which
a packet originating at a terminal may flow to reach a station.
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That is, a packet transmitted from a terminal can be received by

several repeaters, and there may be several stages of transmission
through repeaters before the packet is received by a station.

A 'Scme problems that arise in controlling traffic flow in a
large scale broadcast network are:




(1) A packet transmitted can be received by many
ha repeaters or station= or not be received by any.

(2) Many copies of the same packet can circulate
in the broadcast network .
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e, (3) Many copies of the same packet can enter the
point-~to-point network at different stations.

s
¥

E* - Indications of the consequences of not imposing a suitable
fﬂ flow control mechanism can be observed from combinatorial models
;ﬂ analyzed in Chapter 11. In these ideal models, the repeaters

,ﬁw are located at corner points of an infinite square grid and time is
Tff - broken into unit intervals, each slotted into segments. ‘A packet
?ﬁ N .transmitted by a repeater can be received only by its four nearest
i (3? neighbors. If a packet is correctly received by a repeater, it is
ﬁi_ retransmitted within the next unit interval of time at a random
fi_ time slot within the interval. Suppose now that a single packet
'ﬁs originates at the origin and that the transmission plus the pro-
;%i pagation time falls within one unit interval of time. Then after
o n intervals cf time:

of |

.CQ, ‘ (i) the number of repeaters which receive the packet

. for the first time, B(n), is:

lzfl B(n) = 4n, ny]1 B(0) =1

Ei (ii) the number or repeaters through which the packet

iﬂ passed,

A(n), 1is:
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A(n) =} B(j) = 2n“ + 2n + 1, n2p
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(iii) if we assume that a repeater can receive and
relay a large number of packets within the same time
interval, the number of copies of the same packet
received by a repeater at coordinates (d,j) after

d + 2k units of time is:

a d+ 2k 44 2

Ny @+ 2k = (k+3) %k ok

) for large k. 2

where d is the number of units of time that the packet
requires to arrive from the origin to the repeater,
and j is the horizontal number of units.

- Unless adequate steps are taken, the explosive proliferation
of redundant packets will severely limit the capacity of the
system. One can now recognize two somewhat distinct routing and
control problems:

(1) to ensure that a packet originating from a
terminal arrives at a station, preferably using the
most efficient (shortest) path; and

(2) to suppress copies of the same packet from
being indefinitely repeated in the network, either
by being propagated in endless cycles of repeaters
or by being propagated for a very long distance.

In Section 2, we outline general techniques which can be
combined to provide workable routing schemes. Acknowledgement
schemes aimed at achieving high throuéhput and minimum delay are
discussed in Section 3. Section 4 gives a detailed description
of an efficient routing scheme. 1In Section 5, a method for re-
peater labeling to obtain efficient routing is proposed. Finally,
some qualitative properties of the routing scheme proposed in
Section 4, generated via a detailed simulation are given in

Section 6.
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reliability issue, while the second is an efficiency consideration.

"
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2. . PQOSSIBLE Rf‘-UTING "TECHNIQUES ¥
There are two key objectives in developing a routirg pro- S
cedure for the packet radio system. First, we must assure, with

high probability, that a message launched into the net from an
arbitrary point will reach its destination. Second, we must

RN N

guarantee that a large number of messages will be able to be

transmitted through the network with a relatively small time
delay. The first goal may be thought of as a connectivity or

. A rudimentary, but workable, routing technique to achieve
conrectivity at low traffic levels can be simply constructed by
using a maximum handover number [Boehm & Baron, 1964] and saving

Y Y e s =y

uhique identifiers of packets at each repeater for specified
periods of time. The handover number is used to guarantee that
any packet cannot be indefinitely propagated in the net. Each
time a packet is transmitted in the net, a handover number in the
header is incremented by one. When the handover number reaches
an assigned maximum, the packet is no longer repeated and that
copy of the packet is dropped from the net. Thus, the packet is

"aged" each time it is repeated until it reaches its destination
or is dropped because of excessive age.

If the maximum handover number is set large, extensive arti- P
ficial traffic may be generated in areas where there is a high
density of repeaters. On the other hand, if it is set small, packets b
from remote areas may never arrive at stations. This problem can
be resolved as fcllows: We assume that every repeater can calcu-
late its approximate distance in numbers of hops to stations by
observing response packets. (A labeling technique for this cal-
culation is discussed in S<ction 5). The first repeater which
received the packet from a terminal sets the maximum handover number
based on its calculated distance from the station. The number .s
then decremented by one each time it is relayed through any other

repeater. The packet is dropped when the number reduces to zero.
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When a station transmits a packet, it will set the maximum hand-
over numbar by "knowing" the approximate radius in "repeaters"
- in its region.

Even if a'packet is dropped after a large number of trans-
missions, local controls are needed to prevent packets from being
successively "bounced" between two or a small number of repeaters
which repeat everything they correctly receive. ( Such a phenomena
is called "cycling” or "looping.") A simple mechanism to prevent
this occurrence is for repeaters to store for a fixed period of
time entire packets, headers, or even a field within the header that
uniquely identifies a packet. A repeater would then compare the
identifier of any received packet against the identifiers in stor-
age at the repeater. If a match occurred, the associated'packet
would not be repeated.

The time allotted for storage of any packet identifier would
depend on the amount of available storage at a repeater and the
number of bits required to uniquely identify the packet. For ex-

- ample, more than 4K packets could be uniguely identified with 12
bit viords. Thus, 4X of storage could contain identifiers for more
- than 300 packets. With a 500 Kbps repeater to repeater common
channel for broadcast and receive and 1,000 bit packets, this would
be sufficient storage for over 1.5 seconds of transmission if the
channel were used at full rate. Assuming a single hop would require
about 20 milliseconds of transmission and retransmission time, a
maximum hop number of 20 would guarantee that any packet would be
dropped from the system because of an excessive numker of retrans-
niis=ions long before it could return to a previcus ly used repeater
1ot containing the packet identifier.

The combination of loop prevention and packet ageing with
otherwise indiscriminate repetition of packets by repeaters will
a:ii"ntee that a packet travels, on every available path, a pavirum
Cistance away from its origin equal to its original handover number.
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Thus, if the maximum:handover number is larger than the minimum
" number of hops between the terminal ahd the nearest station, a
'packet accepted into the net should reach its destination. Un-
fortunately, with this scheme, copies of the packet will also
reach many other points, with each repetition occupying valuable
channel capacity. However, if those packets for which adequate
capacity is not available are prevented from entering the net,
the network will appear highly reliable to accepted packets.
The above routing scheme is an undirected, completely dis-
tributed procedure. Each repeater is in total control of packets

sent to it, and the stations play no active part in the system's
routing decisions. (They must still play a role in flow control.)
In the above procedure, no advantage is taken of the fact that
most traffic is destined for a station, either as a terminus or as
an intermediate point for communication with the ARPANET. Also,
the superior speed and memory space of the station is ignored.
For efficiency, one is therefore led tc investigate directed
(hierarchical) routing procedures.

A directed routing procedure utilizes the stations to period-
ically structure the network for efficient flow paths. Stations
periodically transmit routing packets called labels to repeaters
to form, functionally, a hierarchical point-to-point network. Each
label includes the following information: - (i) a specific address
of the repeater for routing purposes, (ii) the minimum number of
hops to the nearest station, and (iii) the specific addresses of

all repeaters on a shortest path to the station. 1In particular,
the label contains the address of the repeater to which a packet
should preferably be transmitted when destined to the station.
When relaying a packet to its destination, the repeater ad-
dresses the packet tc the next repeater along the preferred path.
Onl; this acédressed repeater will repeat the packet and only when

this mecchanism fails will other repeaters relay the message. A

¢z iled description of the dirccted routing technicque proposed is
5
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given in Section 4. However, we first discuss acknowledgement
structures for message flow since good acknowledgement schemes
are an integral part of an efficient routing procedure.
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3. ACKNOWLEDGEMENT :CONSIDERATIONS

kcknowledgement procedures are necessary both as a guarantee

that packets are not lost within the net and as a flow control
mechanism to prevent retransmissions of packets from entering
the net. Two types of acknowledgements are common iq packet

oriented systems:

¥ Hop-by-Hop Acknowledgements (HBH Acks) are
transmitted whenever a packet is received suc-
cessfully by the next node on the transmission
path.

2. End-to~-End Acknowledgements (ETE Acks) are
transmitted whenever a packet correctly reaches
its final destination within the network.

In a point-to-point oriented network such as the ARPANET, HBH
Acks are used to transfer responsibility (and thus open buffer
space) for che packet from the transmitting node to the receiving
node. This Ack insures prompt retransmission should parity errors
or relay IMP buffer congestion occur. The ETE Ack serves as a flow
regulator between source and destination and as a signal to the sen-

ding node that the final destination node has correctly received the

Both types of Ack's serve to ensure message integrity and reli-
ability. 1If theré is a high probability of error ‘free transmission
per hop and the nodes have sufficient storage, the Hop-by-Hop scheme
is not needed for the above purpose. Without an HBH Ack scheme, one
would retransmit the packet from its origin after a time out period
expired. One introduced the HBH Ack to decrease the delay.caused by
retransmissions at the expense of added overhead for acknowledgements.

In the ARPANET, this added overhead is kept small by "piggybacking"
acknowledgements whenever possible on information packets flowing
in the reverse direction. 1In the packet radio system, the overhead

can be kept small by listening, whenever possible, for the next

~message. Thus, the message may be dropped from storage at its origin..
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repetition of the paéket on the common channel instead of gen-
erating a separate acknowledgement paEket.

The value of an End-to-End acknowledgement is sufficiently
great that it can be assumed bresent a priori. However, the

additional use of a Hop-by-Hop acknowledgement is not as clear.
- Therefore, in this section, we examine the question of whether

the ETE Ack is sufficient, or whether one needs a Hop-by-Hop (HBH)
acknowledgement in addition. The problem is therefore whether

an HBH Ack is superior to an ETE Ack with respect to throughput
and delay, since the ETE Ack ensures message integrity. It is’
noted that the roufing and flow control by devices in the network
depend on the type of acknowledgement scheme used.

We consider a simple case where (n-1l) repeaters separate the
packet radio terminal from the destination station. Assuming that
the terminal is at a distance of "one hop" from the first repeater,
one obtains the following n-hop system: ; .

(T) hop 1,/ T hop 2R .., R _hopn,[5)
- e T k. Wl : i

A simple model is used to evaluate the total average delay
that a packet encounters in the n-hop system when using HBH and
ETE acknowledgement schemes. When the ETE acknowledgement scheme
is used, every repeater transmits the packet a single time. If
the packet does not reach the station, retransmission is originated
by the terminal. The ETE acknowledgement is sent from the station.
In the HBH scheme, repeaters store and retransmit the packet until
vositively acknowledged from the rext repeater stage.

1f, after a terminal (or a repeater in the HBH case) transmits
the packet, an acknowledygement does not arrive within a specified
ncriod of time, it retransmits the packet. The waiting period is
corposed of the time for the acknowledgement to arrive when no

conflicts occur plus a random time for avoiding repeated conflicts.
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Two different schemes for ETE acknowledgement and one

scheme for HBH acknowliedgement are studied. Curves for the
total average delay as a function of the number of hops and the
probability of successful transmission per hop are dbtainéd.
Two cases are considered: One in which the probability of suc-
cess is constant along the path and another in which the pro-
bability of success decreases linearly as the packet appfoaches :
the station. Finally, channel utilizations' are compared when
using ALOHA [Abramson; 1970, 1973} féﬁdom access modes of opera-
tion. '

It is demonstrated that the HBH scheme 1is superiér in terms
of delay or channel utilization. This conclusion becomes signi-
ficant when the number of hops increases or when the probaﬁility
of successful transmission is low. For example, in a five hop
system, if the probability of success per hop is. 0.7, then the
total average delay is 12.5 and 53 packet transmis<ion timeé for
the HBH and ETE acknowledgement schemes, respectively. )

The model used is based on [Kleinrock & Lam, 1973; Roberis].
The model is simplified, however, by assuming that the probability
that a packet is blocked is the same when the.packet'is new or has
been blocked any number of times before. Although the mofé general
equations could have been written, fhe numerical solution is rather
elaborate [Kleinrock & Lam, 1973] and seems unnecessary for this
comparative study. It is further assumed that the probabilities'of'
being blocked on different hops are mutually indépendent. The
"total delay" is defined as the time between the transmission of
tha first bit by the terminal and the correct reception of the last

it of the packet by the station.

3.2 DELAY CONSIDERATIONS
The delay equations, normalized by the number of packet

1-q; :
(1)
1‘11)

transmission timas, are given by:

D(HBH) = (1 + 8) « n + (l+26+a+6)(
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Dl(ETE) = (1 +,8) » n+ [(1+28+a) -n+§) (%—Q)

D,(ETE) = (1 + B) + n + (1+28+a+) (-1-&9) ]

In these equations, a is the ratio of the acknowledgement trans-
mission time to the packet transmission time; B is the ratio of
the average propagation time per hop to the packet transmission
time; and § is the ratio of the average waiting time (beyond the
minimum) for avoidir.g repeated conflicts, to the packet trans-
mission time. The quantitv 95 is the probability of successful
transmission og'hop i; and Q = n q;-
i=l

As indicated before, two different cases foi the ETE acknow-
ledgement are considered. Dl(ETE) represents the delay when the
terminal waits the expected time for the packet to reach the station
and for the ETE acknowledgement to be received by the term1nal
before retransmitting the packet. D (ETE) is for the case in which
the terminal retransmits after shorter periods of time because it
anticipates a low probability of successful transmission Q. In
particular, we examine the case in which the retransmission delay -
is the same as in the HBH method. S

Figures 1, 2, and 3 show delay curves for the three acknow-
ledgement schemes using the parameters o = 0.5, B = 0.02, and

§ = 2.0. Figures 1 and 2 are for the case in which q is constant
along the path.

The curves show the delay as a function of the Erobability of
successful transmission q rather than the channel utilization. )
Thus, they can be used for slotted or non-slotted ALOHA, Oor possibly
for other access schemes.

It is evident from Figure 1 that the delays for the ETE acknow-
ledgement schemes grow much more rapidly than delays for the HBH
scheme. For example, in the 5-hop system, if the packet transmission
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time is 10 msec, the average delays are 170 msec, 470 msec, and
1180 msec, for D(HBH), DZ(ETE), and DI(ETE), respectively.

In practice, q will differ along the path. It is reasonable
to assume that the probability of success, q., will decrease when
the packet approaches the station. (Simulation results confirm
this assumption.) When random access ALOHA systems are used,
the practical range for g is from 1/e for which the effective
utilization is maximum to 0.9 for which the utilization is 4.7%
and 9.4% for, the non-slotted and slotted case, respectively. We
take a function of the form:

qi=0.9-0.5—:;—;i.=1,2,...n . (4)
The normalized average delay as a function of n, with Qi as in
Equation (4) is shown in Figure 3. g

3.3 EFFECT ON CHANNEL UTILIZATION

We now consider the effect of the acknowledgement scheme
on the maximum utilization achievable when using slotted and non-
slotted ALOHA random access schemes. To simplify the comparison,
we take § = 0 (this affects the comparison with ETE scheme 1) and
assume that g is constant along the path. It is further assumed
that the arrival process, to each repeater, of new packets and new
packets plus retransmissions are both Poisson with mean rates S
and G, respectively and that the packet transmission time is one

unit.

Given an n-hop system, suppose that one wants to use an ETE
acknowledgement scheme such that the average delay equals that
when using a HBH scheme. Equating (1) and (2), and (1) and (3),
respectively, one obtains *:

* ye use subscripts 1 and 2 to denote variables for ETE schemes
1 and 2, respectively; variables without a subscript will denote

Gguantities related to the HBH scheme.
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SO = ql/n | ~ :

vl 9 = 4 i 9y (n-in-I)q) | (5)

fj r The relation between the channel traffics G for the acknow-

IEL ' ledgement schemes, when using slotted ALOHA are:

: G X-l . .

i Gp = n G2 7T n : (6)

.

e where

\ -

v | — e-G _ . :

) n-(r.—l)emG . (7 :
| | ;

b Consequently, the channel utilizations (or throughputs) s i

L] , are related as follows: :

;1 .

T ' 8 P P |

. g = L -5 -8
Qo o

1ol 52 _ e % i/ i (9)

2 3 nc_ Y y :

A The ratios of utilization (Equations (8) and (9)) as a function

i:l ©f n are shown in Figure 4, for the case G = 0.5 which is equivalent

| to 30% utilization in the slotted ALOHA rando

m access system.
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4. A DIRECTED ROUTINC PROCEDURE

In this section, a routing scheme is proposed aimed at
achieving maximum throughput and mirimum delay. This is obtained
by using shortest path (minimum hop) routing from terminal to
station and from s*ation to terminal, and by preventing, where-
ever possible duplicate copies of a packet from being circulated
in the network. However, the routing procedure includes suffi-
cient flexibility so that when the first choice shortest path
cannot be used, the packet departs from this path and uses a
shortest paﬁp from its new location. One pays overhead for this
efficiency by "carrying" two labels in the packet header.

4.1 LABELING

The shortest path routing is obtained Ly labeling the re-
peaters to form, functionally, a hierarcbical structure as shown
in Figure 5. Each label includes the following information:

(i) a specific address of the repeater for routing purpcses,

(ii) the minimum number of hops to the nearest sfation, and

(iii) the specific address of all repeaters on a shortest paﬁh to
the station 'and the address of the repeater to which a packet has
to be transmitted when destined to the station.

For simplicity, we describe routing for the case of a one
station network. A label of repeater Ri of hierarchy level j will
be denoted by Lij; i,j>1. The station will have the label Lll‘
Lhij will denote the label of the repeater which is the "nearest
available" to the communicating termninal.

A label is ccmposed of H subfields, where H is the maximum
number of hierarchy levels (H-1 is the maximum nurber of hops. on
the shortest path between any repeater and the sta’ion). Every
subfield has three possible entries, blank (BLK), a serial number
(SER), or ALL. Lij has j entries SER's and ’H-j) BLK's as shown

below:

- A 2 j-1 3 j+1 H
l 8
LSRR SER}. . . .| SER | SER BLK {. . . ] BLx
\ /\ /
v V
j serial numbers (i-j) blanks
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We say that Lij'Phomes" on Lkp’ h(Lij) = Lkp’ if p = j-1
and the first j-1 subfields of both are identical. If two
repeaters at level j home on the same repeater, their labels will
differ only in the entry to subfield j.

- As an example, if we use 3 bits.per subfield, the labels of
the station and the repeaters of the network shown in Figure 5
are as follows:

[
B i el o L e

Subfield 1

N s, T T

Subfield 2 Subfield 3
L, 001 000 000
L, 001 001 000
L22 001 010 000
Lyg 001 001 001
L, 001 001 010
Le, 001 010 001
Ly 001 010 010
.L73 001 010 011

In this example, a subfield in which all bits are "0" is consi-
dered "blank." Note that all entries in Subfield 1 are the same
since all repeaters home (eventually) on the same station.

4.2 ROUTING

The packet header, in both directions, will include the
following routing information.

I,
i

~ OTHER HEADERS AND

o T 1
ka0 i3 ‘ PAcgnT INFORMATION
. TO - LABEL OF
NEAREST
REPEATER TO
—_ - THE TERMINAL
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- Lkn is the label of the repeater to whict the packet is currently
' addressed. The complete packet will always be transmitted to a
specific device; other devices which méy receive the packet will

drop it. The shortest path from a terminal to the station consists

@f T .5 h(L°ij), h(h(L°ij)), up to Lll' in the given order, and

in the reverse order when routing from station to terminal. When a

specific repeater along the shortest path is not known (by the

terminal) or not available, then the terminal or repeater (which

has the packet) will transmit only the header part of the packet,
~trying to identify a specific repeater.  In that case, the label

L

kn will include some entries ALIL.

A, Routing from Terminal t Station

When a previously silent terminal begins to com-
municate, it firs:t identifies a repeater or a station
in its area. It transmits only the header part of the
” packet with all entries in Lkn set to ALL. The header
Qo is addressed to all repeaters and stations that can hear B
the terminal. A device which correctly receives this
header substitutes its label in the space L n and repeats

k

the header. This particular Lkn is also L°kn and will

be used by the terminal to transmit all packets dufing'“.

this period of communication. If a terminal is stationary,
it can store this label for future transmissions. L°n -
begins to transmit the complete packet along the shortest

path to the station.

Suppose that Lij along the shortest path is not

successful in transmitting the packet to h(Li ). Then

it j

'; Lij beains the search stage of trying to identify another -
o repeater. In the first step, it tries to identify a re-
i}: ’ peater which is in level p<j-1. This is done by using

:;: the following label:

L 1 2 3 -1 5 341

.“.' : lsur ALL' .-’\LL' . . .|l aL] eBLX| BLK{ . . .| BLX
Rs

pg

X 21

;‘.




The header .is addressed ts all repeaters in levels

2 to j-1, wiich eventually.home on Lll' If this etep | :

o . is not successful, in the second (last) step, Li' tries ;
s to identify any available repeater by vsing a label in - {
which the first-entry is SER and all other entries are :

\ ALL. When a specific repeater is identified and re- :

ceives the packet, it transmits the packet on the shortest
path from its location.

Note that if repeaters have sufficient storage,
they can save alternative labels and thus reduce the
necessity of searching for a specific repeater. Alter-

oof native solutions in which repeaters have multlple labels
- are also possible.

B. Routing from Station to Terminal

e, L°ij contains sufficient information for shortest
path routing to the terminal - Denote by hpl the inverse

W T Tl WM sl Sl WO N TN PCPuT -, o s e Rl R vt mm | ol SRS e N

i of h and by h 2 = nlmt ), etc. The shortest path from

E} station to terminal includes h~ (3- l)(L°i3), h™ (3- 2)(L° J)

f; A h-l( ), and L°, ij° If some Lkp is not successful

ﬁ;j " in transnlttlng the packet along the shortest path, it

Fﬂ begins the process of identifying another specific re- ]
E:} peater. Note that when routing to the station, the next %
o label is always a function of the label of the repeater p
Ft that currently stores the packet. When routing to the j
f& terminal,.the next label is a function of L°jj and the a
;‘ hierarchy level of the repeater that currently stores :
EE' the packet. Thus, when routing to the terrinals, it will

L;' be useless to transmit the packet backwards, since it will

usually arrive back at the current location; therefore it
is more efficient to delay the packet. TIf, when routing
L. to the terminal, a repeater on the shortest path is tem-

porarily unreachable, the procedure attempts to by-pass




this particular repeater and regain the original
shortest path route. The labels that will be used

by h-3(L°ij) are shown below:
3 il 2 -3  j-2  3-1 3 j+1
h (L4°ij) ISEk | SERT  TISER T BIR [ BIR" T BLK | BIK] [BLKX |
= 1 2 =3 _3-2 -1 5§ 441
h (L°ij) SER | SER [ [SER | SER | © K | BLK | BIKT — [BLK ]
1 2 j-3  3-2 j-1  § j+1
SEARCH [SER T SERT ISER T SER | ALL T BLR [ BLKT ~IBILR}|

All the entries SER are taken from L°i

4.3 ACKNOWLEDGEMENTS

In Section 3, it has been shown that the use of YBH ack-

nowledgements in the routing scheme in addition to the ETE ac
ledgément is desirable. However

ledgement packets from being tra

Know-

7 One can prevent specific acknow--

nsmitted by using the passive "echo"
acknowledgement. This approach has other advantages as well, which
.Will be described in the next section. Echo acknowledgement will

be employed along the path. That is, the device transmitting
the packet waits in a receive mode to cke
it is repeated by the next stage.
transmitted by the ne

The reception of the packet when
xt stage constitutes the acknowledgement,
it indicates that the next repeater sfage has correctly received
Packet and will store and retransmit it as necessary.

In fact, one has the option of adding parity bits after the
header. 1In this event,

it would be sufficient to "hear" the header

since
the

7

A =t » 3
‘ pa g e g
- «

Al s e v

of the packet, and thus, the header Plus parity bits will constitute
- : ~ the ackrcwledgement. At the end of a path, the terminal or station
Ei ! " will repeat the header. Note that the probability of correctly
Bﬁ receiving an acknowledgement would be higher than the probability
'® of correctly receiving a packet, due to the difference in transmission
b
2
tg 23

e T

receive this same packet when
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time. Furthermore, in many cases the station may correctly re-
ceive the header, whereas the entire packet is received in error.
The information contained in the header can be used by the station
for control purposes.

4.4 TRAFFIC CONTROL
The control procedures to be implemented would use con-
trol packets from stations to repeaters, from stations to terminals,
and possibly. from repeaters to terminals. Some of these may be
implemented in the station - repeater protocol and relate to the
initialization of repeaters, relabeling of repeaters under various
overload conditions, activation and deactivation of repeaters, and

so on. In this section, we discuss controls necessary for the
routing scheme. These are:

(i) Initial search by the terminal.
(ii) Maximum handover number (MHN).
(iii) Maximum number of transmissions (MNT).

It was demonstrated in [Kleinrock & Lam; 1974] that after
channel traffic exceeds a certain value, throughput reduces. If
the number of retransmissions is not limited, the offered channel
traffic will increase indefinitely and the throughput will reduce

- to zero. Thus, one problem is to prévent new traffic from entering

the system when the system is congested. This control can be ob-
tained by the search procedure which is used by terminals when
entering the system. This control is "local" in the sense that it
depands on the traffic level in the geographical neighborhood of
the terminal. Terminals will nevertheless be able to enter the
system when being "far" from stations, and the traffic introduced
will propagate towards the stations.

The !HN is a control aimed at suppressing packets from being
prooagated in endless cycles of repeaters or being propagated over

" rattes containing many hops. This may occur when packets depart

24
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from the shortest path. Furthermore, if the roﬁting scheme used
is relatively unsophisticated, the MHN will prevent the packet
from arriving at remotely located stations. The MIHN for a given
packet depends on the number of hops between the originating
terminal and the station with which it communicates (or vice versa).
&4 It will therefore be a function of the hierarchy level of the

" repeater with the label L°, 35

- The MNT is also a local control which reduces the traffic

y level when the system is congested by-dlscardlng a packet after

a specified number of retransmissions have been attempted. It
also prevents repeaters from indefinite transmission of a packet
L when surrounding repeaters are temporarily blocked and are unakle
(- to accept packets.

)3 4.5 PACKET FORMAT ) .
. A possible packet format for performing the routing

QY' described is shown below:

&! HEADER PACKET INFORMATION PARITY

The header includes the following items:

i T/F | C/1 DID}] OID | L L°.

' ! kn j MHN | E/C

T/F - a bit, indicating whether the packet is addressed To
station or From station.

X C/1 - a bit, indicating whether the packet is a Control packét

Ei or an Information packet.

B DID -~ Destination address.

| O0ID - Origination address. '

f! .. L - The label of the repeater to which the packet is currentl

& kn Y

b | addressed.

j{ L°i. - The label of the repeater "nearest" to the terminal whick

5 . ] originated the packet or to which the packet is transmitted.
i

¥ - MHN ~ Maximum handover number.

-
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An error or control message. If it is an information
packet, the space may include a sequential number, speci-
fication of the packet number in the message, etc. 1If
it is a "header packet," it may include an error message
asking for retransmission of a certain number of packets.

If it is a control packet from the station, this space
may be used for the control message.
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(0

. for ALL and another for BLK). 2 x H x B is the number of bits in

5. A PROCEDURE FOR REPEATER LABELING |

In this section, we identify some of the problems of repeater
labeling and propose one approach for the initial labeling of a
repeater network. Assume that initially every station and repeater
has a fixed ID, R;. This ID will be used for labeling purposes,
to identify whether the device is operative or dead, to activate
and deactivate a repeater, and for other control purposes.

The station will determine and assign labels to all repeaters
in its area in the initial labeling procedure. When more than one
station operates in an area, the initial labeling will be done by
the stations sequentially, and repeaters may be allowed to choose
the home station according to the minimum number of hops.

First, it is necessary to specify two parameters: (i) the
maximum number of subfields or hierarchy levels, say H, and (ii) the
nunber of bits per subfield, say B. These parameters are to be the
same for the entire broadcast network in order to have the same
packet format when transmitting information. If some sections of
the broadcast network are disjoint, it is sufficient that B x H
be the same for the entire network. As indicated before, H-1 is

T SRS SR

D

(W &

v

‘the maximum number of hops that a packet will travel when using the

shortest path route, and p it is the maximum number of repeaters
that can home on a single repeater or station (one label is needed

the header which will contain the routing information.
The initial labeling procedure is:

STEP I:

The station transmits a control packet to every repeater
sequentially. This packet includes an MHN as well as another MIN
to be used by the addressed repeater for its response packet.
There is no directed routing at this stage; every repeater
vhich correctly receives the control packet decrements its MHN,
and stores and retransmits it until echo acknowledged by the next

- stage. The control packet is dropped when its MHN reduces to zero. "

27
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The repeater to which this packet is addressed transmits a
response packet to the station using the assigned MHN. Every
repeater which receives this packet will decrement the MHN and
add its Ri in order. -

The station may receive one response packet, several, or
none. If no response packet is received, the station can
try several more transmissions, each time increasing the MHN's,
or conclude that the repeater is dead (this repeater can possibly
be reached from another station).

STEP II:

The information acquired from the response packets is suf-
ficient to determine a hierarchical labeling structure. 1In this
step, the station processes the information and determines an
"optimized" structure. The processing performed during this step
is described in the next section. '

STEP III: .

In this step, the station tests the shortest path, par*icu-
larly in the direction from station to repeaters, which was not
tested before. The station transmits a control packet to every
repeater, using its label. The statjon uses an MHN equal to the
number oi hops on the shortest path so that if this path is not
possible the repeater will not be able to receive the packet. A
repeater which receives this packet transmits a response to the
station, which constitutes an ETE positive acknowledgement. If
all repeaters have been successfully tested, the procedure ends;

otherwise, the program returns to Step II for further processing.

5.1 AN ALGORITHM FOR DETERMINING THE LABELS

We describe a technique for processing the response packets
and for determining the hierarchical labels in Step II of the .

labeling procedure. 1In general, the repeaters may be distributed
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at random locations, ‘and the station may. not know the geograph-
ical locations of reﬁeaters. Furthermore, there may be more
repeaters than the number needed for éfficient routing. Ideally,
one would want to obtain a network of repeaters which has the
following properties:

(1) There should be a minimum number of hierarchy levels.

(2) There should be a shortest path from every repeater
to the station. :

(3) The entire area should be covered with a minimum
number of repeaters.

(4) Every repeater should be able to transmit directly
to at least j (say 2) other repeaters. .

(5) The number of repeaters which home on one single
repeater or station should be 523-2.

A solution which satisfies ail the requirements may not exist.
For example, 1f more than 2B-2 repealers can directly reach the
station and none can be deactivated, requirement (2) will not be
satisfied.

Suppose that there are N-1 repeaters and one station denoted
by R,. The station first constructs a éonnectivity matrix C = (c,
where,

1 if device j can hear i directly

Ci- = i’j = l, 2, LI BN ] N
J 0 otherwise.

C is constructed from the response packets in Step I. For example,

if a response from Ri contains (in order) Re, Rm’ Rk’ .o+, then

cie = 1, cem =1, cmk = 1, ... One can see that the station does
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not have to transmit ‘the first labeling packet to all_repeatefs;
since it can learn about the functional location of some of the
repeaters which were on the return path of previous control
packets. Furthermore, the number of response packets tc a control
packet can be increased when the MHN assigned by the station is
increased. Finally, we note that C is not necessarily symmetric.

The entries 1 in row i indicate the repeaters to which R
can directly transmit, and the entriesl in column i indicate the
repeaters from which Ri can directly receive. The structure of
; the repeater network will be recorded by the vector h, where h_,
j=1, ..., N, indicates the repeater on which Rj homes.

Let S(m) denote the set of repeaters whose shortest path to
the station includes exactly m hops. Assume that all repeaters
in s(1), s(2), ..., and S(m), have been labeled (assigned home
repeaters). We describe the labeling of (repeaters in) S(m+1l) by
4 (repeaters of) S(m). At every state k of labeling S(m+l) by S(m),

: GE? we characterize repeaters of S(m) by:
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di(k) = The number in S(m+l) which have been labeled R
(say, the degree of R at state k)

1":'"'4'

The number in S(m+l) which still can be labeled R

v; (k) i

fi(k) The potential degree of Ri at state k, i.e., fi(k) =

di(k) + vi(k).
Repzaters of S(m+l) will be characterized by:
llj = The number of repeaters in S(m) which can label it.

At cvery state k, we distinguish among three disjoint subsets
of S{n) and S{m+l): :
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F =fr. . = = %
Sm(k) "{Ri : vi(k) ,0} cannot labal more

Sg(k) ={Ri d fi(k) £ 27-2; ordered according to increasingfvalues
of di(k) and when the same then according

to increasing values of vi(k)}

ordered according to increasing
values of vi(k)

U
-
w
~
]
.,
o o]
pede
Fh
w
~
\"4
N
1
N

> 0} = already labeled (assume that
h (0) 0) '

2

]
e

o o]
-

o

z

L = . - . Ropy. e
Sm+1‘k’ —{Ri H cip 1 for some Rpe Sm(k), ordered accordlng to
' decreasing values of the number of re-

‘peaters in SR(k) that can label them and

when this is the same, then according to
decrea31ng values of u,

= The remaining repeaters of S(m+l) ordered according to

decreasing values of u,

R
Sm+l(k)
: i

- Note that S (k) is the set which can potentially violate
requirement (5), and S#&l(k) is the set to be labeled which may
result in thlS violation. Therefore, one should try to label

m+l(k) by s (k). When such a label is assigned, it decreases the -
values of f (k) in S (k). Furthermore, the orders of the subsets

of S(m) accordlng to dl(k) are aimed at obtaining a network in which
the repeaters of S(m+l) are divided equally among repeaters of S (m)
(this was not specified in the requirements). The order of S l(k)
is done so that (if possible) the repeater which can be labeled by
the largest number of repeaters of Sg(k) is labeled first.

The algorithm proceeds as follows:

* There may %Ye repeaters in S(m) for which vi(O) = 0§, It is con-

venient to refer to these as "end repeaters of level m" since no

repeater will home on these.




STED A:

Take the first of Sz;l(k) and label it by one of S;(k)
(baginning with the flrgt). If it is labeled, evaluate the
subsets of state k+l and do the.same; if not, take the next

Sty £ b _ :
repeater of Sm+l(k) and do the same.

STEP B:

(1) If SR(k) is empty, then SY

+1(k) is also empty; com-

plete the labeling of S l(l.) by s (k) using the procedure of
Step A, then return to Step A.

(ii) If S (k) is not empty, label one of Sm+l(k) by
. S (k) ‘using th- procedure of Step A, then return to Step A.

Note that if all of sg(k) becomes part of S:(k) at some
state, the network produced satisfies rgquirements (1), (2),
and (5); since (5) is satisfied by the last statement, (2) implies
(1), and (2) is satisfied by the definition of S{m). 1If one of
the above requirements must be violated, modification of (ii) in
Step B of the algorithm is required.

The sets S(m), defined at the beginning of this section are
constructed recursively as fsllows:

f S

s(1) ={R. :vckl - 1}

S(m+l) ={Rk s R tLJ S(p)., ckj = 1 for some RjeS(m)}'

* p=1
That is, to construct S(m+l) it is necessary to examine in tha
matrix C caly the entries 1 in the columns which corresponds Lo
¥Yo..nkors 02 S(r) and chops: the ones that have rot been identifi.
h B
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as possible variations in transmission power and
reception sensitivity of devices. Thus, it is
& a functional rather than a geophysicai assignment.

v

5 : 2. 1In the practical case, it may be necessary to

e label redundant repeaters and then deactivate them

» for use as stand-by repeaters. Furthermore, the pro-
cedure for this process should satisfy requirements

. (3) and (4) of the previous section.
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6. SOME SIMULATION RESULTS

s

A computcer progfam which simulates in detail the operation
of the packet radio network and the pioposed routing and control
techniques is currently available and will be described in
[NAC; 1974 (b)]). Some qualitative observations of the model's
performance as related to routing are described in this section.

Figuce 6 shows one network that has been extensively studied.

Ty rpa—

The labels of repéaters in this network were assigned a priori, ;
and the lines connecting the devices in Figure 7 signify the
hierarchical structure created by the implementation of the
directed routing technique. Terminal traffic is introduced into
the system at random times, and originates at random locations

on the plane. Once a terminal is introduced, it beginé the search
procedure, and the communication between a terminal and a sEation
pProceeds using the routing and control schemés.described ingludin§
the ETE and Echo HBH acknowledgements. Figure 6 shows the con~_ 
nectivity of the network simulated. That is, when a particular
repeater transmits, all devices connected to it by line can re-
ceive the packet. . .

Simulation results demonstrate that the critical hop in the
packet radio network is b:tween the first level repeaters and the
station. Thus, special attention should be given to the flow
control design on this hop. 1In particular, repeater placement in
the neighborhood of the station and the control of these repeaters
by the statioﬂ are significant. These.repeaters also have higher
power duty cycles, since they repeat all packets of repeaters
which home on them.

It is also demonstrated that there is a higher probability of
end-to-end successful transmission from station to terminal than
from terminal to station. This is observed from the higher fre-
(quency of repeater searches and dropped packets when routing towards
the station. One cause is that the sta.ion is the largest user

and thus has bigher probability of successful transmission over
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the critical hop because it manages its own traffic rather than
competing with itself in a broadcast node.

The terminal simulated recognizes a packet addressed to it by
checking a portion of the packet header not related to repeater labels.
Consequently, the terminal can receive from a different repeater than
the one to which it transmits. Since the response to a search packet
by repeaters is randomized in-time, the terminal frequently identi-
fies a repeater which is not necessarily the nearest to the ter-
minal or the nearest to the station. "‘As a result, the path from
the terminal to the station is not necessarily the same as from
the station to the terminal. The latter is usually shorter. Such
a case is illustrated in Figure 8. Here, the terminal will usually
receive its packets from Rl at the time R]1 transmits to R2. The
echo by the terminal will usually acknowledge Rl and R2 simultaneously.
Furthermore, R3 need not handle traffic to the terminal.

Figures 6 and 7 show that while the station has connectivity
7, only 4 of these repeaters are labeled as first level repeaters
that home on the station. 1In particular, note that the statinn can
hzar all packets transmitted towards it by R26; however, these

e
e v 3
Ty

I' !’.l.,.'l

packets are addressed to R27. The ‘'station finally receives the
packets from R27. Consequently, the station is busy a fraction of
the time with non-useful traffic. This can be improved by changing
the reception and transmission operation of stations. 'That is,
the station can be made to receive from any repeater along the
shortest path and to transmit to the rebeater nearest to the ter-
minal that it can reach. Another advantage of this type of station
operation is that more repeaters.can be placed in the neighborhood
of the station and labeled arbhitrarily. These repeaters may be
required for area coverage or reliability considerations.

Otner observations of the simulation show that some terminals
are blocked when the system in their neighborhood is congested,
and that a higher frequency of alternate routing occurs when the
traffic offered to the system is increased.
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An extensive description of the simulation program and
experiments is forthcoming [NAC; 1974(b)]. It is expected that
the routing procedures described above will be modified as more

Xperience is gathered. Fur.her topics to be investigated
include buffer management, flow control, and system initiali-

zation. These topics will be the subject of forthcoming reports.

39




'\".i S 7. APPENDIX: AN EXAMELE OF-REPEATILR LABELING

Ts

RN The figure below shows the set S(m+l) to be labeled b
L | | y
:.:' S(m). The connection line between R;€S(m+1) and R.eS(m) was
S | crawn to demonstrate that c. . = l, also B = 3 bits. '
o £(0) =v(0)= o0 = g 4 6

S {m)

o S (m+1)

1 2 1 1 3 2 2 1 2 2

-

- - 3
(0) = {Rr,} | Spe1€0) = {6} ]

S m+

3

!

. 1
: _ L . - ’
. n(0) = Ry, Ry} *mr1 (0 = (Rygr Ryps Rypr Ry,

) | | f1s, Rsr Rgr Ryl
. R _ . R 3 .-‘. .
s2(0) = (2,) SR, (0)

- . = {Rys Ry, R;,}

) First label assigned is th = R3, then,
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The second label is h = R

11 37 then,

F - . ¥ _

sm(z) = {Rl} Sm+1(2) = {Rlo, Rll]

sP(2) = (R, R., R.}. ' st (2) = {R.., R.., R

- 2 Ryqr Ry ~ m+1 117 Ria7 Rygv
Ry5+ Rys Rgy Rg,
Rgs Rgs R;3}

sR2) = {¢} . s® (o) = {¢}

m . m+1

From now on, a-y labeling will satisfy requirement (5) sinze
Sﬁ(Z) is empty. The lébeling by the algorithm proceeds as follows:

hlZ = RZ' hl“ﬁ = Rz' hls e R4l h7 = R‘g hs = Rz, h6 = RZ' h8 = R2’
hg = Ry, hl3 = Ry, The final network is: )
0
(8668 4 3
56 81214 91011 7 1315
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Appendix A.2

System Capacity and Data Rate
Considerations

INTRODUCTION

This paper describes some exnerimental results for the Packet Radio
System obtained by simulation. The simulation was developed as a
design tool to assist in solving intractable analytic nroblems.
Consequently, we expect to further experiment with the program

to answer practical questions pertinent to system design. Two
series of experiments are discussed. In the first series, some of
the bottlenecks in system performance are identified. In the
seccnd series, specific questions related to system design, such

as the trade offs between device range and device interference,

and the trade offs between single and dual data rate systems are
examined. We also estimate the maximum throughput, delays, and
blocking in the systems simulated. The aspects of system operation
which differ from Appendix A.1 are described in the Appendix to
this section.

PERFORMANCE MEASURES

The packet radio system is a loss and delay system. Thus, through-
put and delay measures in the usual sense are not sufficient to
characterize system performance. In particular, one cannot obtain
a case in which the delay is very high since above a certain delay,
blocking will increase faster than the delay. The blocking
phenomena is desirable since it can be used as a control to limit
the traffic level. The following measurements taken in the simu-
lation are used to evaluate system performance.
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Throughput: Throughput is measured per terminal slots. It
is measured at the station and evaluated by
counting the number of IP's from terminal
received at the station plus the number of IP's
transmitted to terminals and which have been
ETE acknowledged, divided by the number of terminal
simulation slots. The actual throughp: of the
system may be slightly higher than the onc
measured since some of the IP's may have arrived
at terminals and not yet been acknowledged
while some ETE ACKS can be received at the
station after the station discarded packets.
These are not counted.

Delay: The following delays are measured: terminal
search delay, the delayof the arrival of the
first IP from the teminal to the station, the
delay until the termina’ receives the ETE ACK
from the station, and total time spent in the
system (terminal interaction delay). The search
delay is not significant, it will usually be
below one terminal slot; otherwise, the terminal
will most often be blocked. The delay of the
arrival of the first IP to the station and the
ETE ACK back to the terminal seems to be sig-
nificant since they are independent of the delays
in the PTP network and of the number of packets
that the terminal has to receive in response.
Furthermore, the ETE ACK delay is an indication
that the terminal established communication with
the PTP network.




Prob. Station

Busz:

Blocking:

Total Loss:

Terminals
Y e
Rema1n1ng:

Rate of Station

Response:

The station is sampled during the simulation and is
assumed busy if it is actively receiving or
transmitting. Otherwise, it is considered idle.
This measure is an indication of the channel
tr-7fic at the station.

If a terminal does not identify a specific

receiver after transmitting a SP the nuiber of

times specified, it departs from the system.

We say that such a terminal is blocked. The packets
considered blocked 1a this case are the packets

from the terminal to the station and the response
packets that the terminal was supposed to receive
from the station. We use this count to evaluate

the percentage of IP's blocked.

In addition to the terminals blocked, some terminals
may depart from the system, after establishing
communication with the station, without receiving
any or all of the response packets from the station.

This indicates the number of terminals which are
still in the system when the simulation ends.

A parameter in the simulation indicates the average
number of response packets from station to turminals.
When the value measured is much below the average,

it indicates that the system is saturate. since

the offered traffic rate to the system is much

higher than the maximum throughput of the system.

This will also be reflected in the difference

between the total loss and the blocking, as well

as in the number of terminals remaining in the system.




and are taken in order to obtain more detailed
observations of system performance. For example,

the total loss indicates the probability of blocking

in the system; however, by taking the blocking
measurement, one is able to determine whether the

loss is due to the inefficiency in routing or because

of difficulty in entering the system.

(2) The differences between offered rate, throughput
and loss is in the number of terminals remaining.

3.0 PRELIMINARY OBSERVATIONS

The first system simulated was a common channel single data rate
system, in which tne station is routing traffic as a repeater (Naive
Station). We denote the system as CCSDR (NS). The system defined
has a single data signalling rate for communications between term:nal
and repeater (or station) and in the repeater-station network; the
channel is used in a half-duplex mode. When the station is routing
traffic as a repeater, it cannot receive packets not addressed to it.

In all experiments reported here, the labels of repeaters and station
were preassigned. The hierarchical (directed) labelling scheme of the
system in this experiment is shown in Figure 1. Figure 2 shows the
connectivity of the repeaters and station. That 1is, when a device
transmits, all the devices connected to it by line are within an
effective range and "hear" the transmission.

The objective of the first series of experiments was to observe the
detailed operation of devices and the efficiency of the system.
The following observations were made:

Remarks : (1) Some of the measures give "overlapping" information,
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1. The "critical hop" in the system is that between the first
level repeaters and the station. This was concluded by
observing the frequency at which repeaters began to search
and at which they discarded packets, and from the observation
that there is no significant difference in the delay when
the number of hops from the station that a packet travels is
increased.

2. There is a higher probability of end-to-end successful com-
pletion when routing from the station tc a terminal than when
routing from a terminal to the statisn. Practically, there is
almost "no" difference in time delay between the delay of an
information packet from the terminal arriving at the station and
the time that the terminal receives an ETE ACK from the
station.

3. Many packets associated with terminals that have departed from
the station are routed in the network.

The effect of improving the routing capabilities of the station can

be readily observed. In particular, one can see in Figures 1 and 2
that while the connectivity of the station is 7, there are only 4
repeaters labelled from the station. Consequently, the station is
busy part of the time with non-useful traffic. This situation can

be improved by changing the routing of the station so that: (1)

it receives any packet that it can hear and which is (eventually)
addressed to it; and (2) it transmits response packets to the repeater
nearest to the terminal along the routing path that it can reach.

This change was implemented for all system studies subsequent to the
initial experiments. Apart from the change implemented, the observation
suggests that particular attention should be given to the design of
the repeater network in the neighborhood of the stations. It is also
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noted that these repeaters have a higher power duty cycle since the
handle all packets collected from other parts of the network. The
routing change made at the station enables the allocation of many
more repeaters in the neighborhood of the station than are functionally
needed, without resulting in an increase in the artificial traffic

generated. The exact labelling of these repeaters is alsc not critical.

One of the reasons leading to observation 2 is that the station has

a higher probability, than the first level repeaters, of successful
transmission over the critical hop because it is the largest user

and does not interfere with its own transmissions. Theoretically,

one may expect a similar conclusion when considering transmissiun

in a section of the network in whick two repeaters, one of which "homes"
on the other, compcte. This, however, may not be realized in the
system simulated because of the limited storage available in repeaters.

Observations 2 and 3 suggest a change in the terminal-station protocol.
The basic cuestion is whether a terminal should rel:ase itself from

the system or whether it should be released by the station. The former
was initiaily simulated. It was observed that in many cases a terminal
departed from the system after receiving an echo to the ETE ACK for

the last IP without this ETE ACK arriving at the station. This resulted
in the reactivation of IP's by the station for this terminal, the
routing of these packets in the net, and then the maximum number of
transmissions and search by the repeater nearest to the terminal.

The protocol simulated in the systems discussed later is such that

the last transmissici must always be from the stotinn to the terminal.
This transmission may be considered as a terminal release packet.
Another change in protocol implemented is that whenever possible the
terminal acknowledges a sequence of packets rather than individual
ones, to reduce the overhead in tie direction towards the station.




4.0 RANGE VERSUS INTERFERENLE

For the experiments discussed in the previous section, it was assumed
that repeater-repeater range is the same as the terminal-repeater
range. This, however, is not always a realistic assumption since
repeaters can be placed on elevated areas and can have more power

" than terminals (especially hand-held terminals). Thus, if repeaters
are allocated for area coverage of termminals, the repeater range
will be higher than terminal range and higher network connectivity
or device interference will result.

The problem which then arises is to determine the impact of this
interference on system performance. Alternatively, one may seek to
reduce repeater transmission power when transmitting in the
repeater-station network. To study this issue, two CCSDR systems
were simulated, one with high interference CCSDR(HI) and the other
with Tow interference CCSDR(LI). The routing labels of the two
systems were the same and are shown in Figure 1. The interfevence

of the CCSDR(LI) system is shown in Figure 2 and the interference
of the CCSDR(HI) system in Figure 3. Figure 3 shows orly the
connectivity of two devices in the network.

The results are shown in Figure 4 and Table 1. Figure 4 shows the
throughput of the two systems as a function of time while Table 1
summarizes all other measures of performance. The third row of
Table 1 sunmarizes performance of the high interference system under
an improved set of repeater labels. This experiment is discussed

in detail in the next section. It is clear that the high inter-
ference system is much better than the low interference system.

The cnly measure of the Tow interference system which is better

is terminal blocking which is a direct result of the low inter-
ference feature. In fact, CCSDR(LI) is saturated at the offered
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é - 8.0 TWO VS. ONE DATA RATE SYSTEMS

; The results of the previous section demonstrate that a better

i performance system is obtained when repeaters and station use high
- power to obtain long range despite the interference that results.
"N

We now examine the problem of whether repeaters and station should use
their fixed power budgets to obtain a long range with a low data rate
channel or have a short range with a high data rate channel. The
following systems were studied.

o A CCSDR(HI) of the previous section with improved labels
which we denote by CCSDR. That is, we take advantage of
the high range to improve the routing labels of repeaters
and obtain fewer hierarchy levels. The routing labels

. used are shown in Figure 5, and the connectivity is shown
: in Figure 3.*

g
-

S

.y o A Common Channel Two Data Rate (CCTDR) System with the
" ﬁ routing labels as in Figure 1 and connectivity as in
ﬁ Figure 2.
§ _
! In the CCTDR system, the terminal has a low data rate channel (the
5 same rate as in the single data rate system) for communication with
9 a repeater or station. Repeaters and stations have two data rates.
) The high data rate is used for communication in the repeater-station
. network. The two data rates use the same carrier frequency so that
; only one can be used at a time.
. The two systems are tested with offered rates of 13% and 25%. The
,: throughput as a function of time for the two runs are shown in Figures
f 6 and 7 respectively; and the summary of other measures is given in g
: Table 2. The comparison demonstrates that the CCTDR system is superior ;i}
i * This system was also compared with CCSDR(HI) ;
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to the CCSDR system, in terms of throughput, delay, and other
measures. One can see that the CCSDR system is saturated at an
offered rate of about 13%.

Effect on Blocking Level

In Table 2 one can see that one reason for the relatively low
throughput of the CCSDR system at an offered rate of 25% is due

to blocking. Furthermore, the station busy period has decreased.
This may suggest that the station may be able to handle more terminals
providing they are able to enter the system. To examine this point
we ran the CCSDR system with offered rate of 25%, and relaxed the
constraint for entering the system. Rather than resulting in better
perforrance, this step resulted in reduction in blocking and increase
in delay. The throughput increased to 12.63%, the blocking decreased
to 18.35%, and the total loss decreased to 30.73%. On the other
hand, the delay increased 57.82%, station busy period increased to
.57, and the rate of station response decreased to 1.32.
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5.0 MAXIMUM THROUGHPUT, LOSS, AND DELAY OF

CCSDR_AND CCTDR SYSTEMS

In the packet radio system there is an absolute maximum throughput
(independent of loss and delay) because of the interference charac-
.eristics. Similar to curves of thrci'ghput versus channel traffic,
when the relation is known analyticaliy [4], we draw the curves of
system throughput versus offered rate to estimate maximum throughout.
Figure 8 shows the throughput versus offered rate for CCSDR an’
CCTDR systems. The curves are linear for low offered rates and
saturate when the offered rate increases.

For the CCSDR system one can see that the throughput is practically
the same when the offered rate is increased from 13% to 25%. This
and the other measurements (see Table 2) (for example the rate of
station response) shows that the system is overloaded at a 2£Y%
offered rate. On the other hand, the system seems to operate at
steady state at an offered rate of 13% (rate of station response
2.06). A rough estimate of maximum through~ut for this system would
be tetween 12% and 15%. Similar observations of the performance
measures lead to an estimate of between 27% and 30% for the maximum
throughput of the CCTDR system. The average delay of the first
information packet from terminal to station, and the total loss,

as a function of offered rate are shown in Figure 9.

There are many parameters in the simulation program which we have not
experimented with (or tried to optimize) and which affect the quanti -

ties discussed above. One parameter which is significant in determining

the maximum throughput is the average number of response packets from
station to terminal. The affect of this parameter has been anclyzed
in [6] for a slotted ALOHA random access mode. It has been shown

that the maximum throughput is increased in the common channel systen
when the rate of response increases, and the maximum throughput tends
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to infinity. We expect that this parameter has a similar effect
for the mode of access simulated. In the results raported here the
rate of response is 2.0 which is small compared to usual estimaces
for terminals interacting with computers. Furthermore, the
relatively short terminal interaction increases the traffic over-
head of the search procedure, per information packet.
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APPENDIX

Al. GENERAL SYSTEM DESCRIPTION

Devices: The system simulated cortains 48 repeaters and one
station. These devices are assigned to corner
points “n a grid and their exact location is randomiy
distributed in the neighborhooc of the corner

points as shown in Figure Al. Terminals originate in
time according to a Poisson process. Their
geographical Tocations on the plane are random
variables with a two dimensional uniform distri-
bution. A terminal departs from the system when
unable to establish a communication path due to
congestion, after compl:ting its communications,

or after partial communication if delays are high

or packets are lost.

Channel and The communication channel is shared both for trans-
Access Mode: e . . . .
mitting in the direction to the station and from the
station to temminals. The channel access mode is

the non-persistent carrier sense multiple access
(CSMA) [4]. That is, wien a packet is ready for
transmission, the device senses the channel and
transmits the entier packet if the channel is

idle. If the channel is busy, the device sets a
random time after which it senses the channel again.

Capture: A zero capture svstem is simulated. That is, when-
ever the reception of more than one packet overlaps
in time, none of the packets is correctly received.

uuuuu
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f;; ?:; Packet Types - Simulated

[

o IP Information Packet
o

\{tl
B ETE ETE ACK Short packet (assumed to be 10% of the

e

y - length of an information packet.)

-

o Sp Search Packet, transmitted by terminal or repeater

] to all devices and aimed to identify a specific

- receiver (short packet).

'_~\‘J

b

£y RSP Response to a Scarch Packet, transmitted by repeater

5:. or station which received a SP and is available for

}i handling packets. This packet contains the label of

N the transmitting device and is addressed to all devices.
3 AZ. ROUTING AND ACKNOWLEDGMENTS

.

o

pe A formel presentation of the routing and acknowledgment schemes is
jﬁ given in [3]. Devices are assigned hierarchical labeis which

ﬁﬂ result in directed (point-to-point) transmission in the packet

U; radio system. Information packets are addressed to particular

oo devices whenever possible, devices use omnidirectional antennas;
§3 thus, an information packet is received and interferes with all

5 devices within the effective range of the transmitting device.

b

Lﬁi Two acknowledgments are used. An End-to-End Acknowledgment (ETE ACK)
kl: between terminals and station to ensure message integrity and a
if‘ Hop-by-Hop Acknowledgment (HBH ACK) along the communication path.
75 The HBS ACK is a passive "Echo" acknowledgment. That is, when device
&3 i transmits a packet to device j, it waits sufficient time to allow
-;: device j to repeat the packet to the next device; when this trans-
::i mission by device j is received by i, it considers it as an acknowledgment.
‘. _

:\:'0 -:‘ L

;\:.

8~

e
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1 da If device j is an end device (station or terminal) which need not -
B repeat the packet, it specifically repeats the header for this -
- :_‘
32 purpose. R
ot . . e
) As discussed in Reference [3], a repeater can attempt "forward" N
" or “forward and backward" search when encountering blocking on the s

shortest path. In the simulation we use one SP which is equivalent
e to “forward and backward" search. This simplifies the repeater since
N it need not construct the various search packets or identify these
when receiving one. Also, the search packet has the same format
whether transmitted by a repeater or by a teminal.

gy —
- e

& ol
ok

The Response to Search Packet (RSP) is transmitted by repeaters after
q a random waiting time. This time randomization is essential in a
J no-capture system. Otherwise, if more than one receiver wishes to
respond to the SP, the transmissions will overlap at the searching
device. The station, on the other hand, transmits the RSP immediately
i57 after receiving the SP (note that the channel is idle at this time
' since otherwise the SP would not have been correctly received).

v
S0 i, d) 9
S e

=y

jts The above erables searching devices within range of an idle station
QEJ to communicate directly with the station.

- A repeater makes one attempt to transmit a RSP and if the channel

,;j is busy it discards it, rather than store the RSP for further trans-
Q: missions. This allows control of the level of terminal blocking

2 by specifying the number of transmissions of the SP by a terminal.
o Thus, when the system is congested in the geographical neighborhood
; of the terminal, it will not be able to "enter" the system. This

;i feature also makes repeaters more available for handling information
.i packets.

The Maximum Handover Number (MHN) was initially introduced into a

> - X > r r
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packet header as a control to prevent packets from cycling in a Toop e
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of repeaters or being propagated to a large distance [3]. The MHN
is decremented at every hop and the packet is discarded when the MHN
reaches zero. The MHN also has an important role in ine HBH Echo
ACK scheme and its implications.

In a point-to-point network such as the ARPANET, the channels are
fixed so that when node j receives a packet on channei k, it knows
the device, say i, which has transmitted the packet to it, and thus
can transmit a specific HBH ACK to device i. In the packet radio
system, however, this information is not available. Therefore, the
HBH ACK must be independent of'the path that the packet travels on.
The HBH Echo ACK test used includes the following:

( 1) identification of the packet.

(ii) tests that the MHN of the Echo received is smaller
than the MHN of the packet stored. This ensures that
the packet has advanced along the path, rather than
being a retransmission from devices that had the
packet previously.

The HBH Echo ACK has several advantages over a specific HBH ACK:
(i) it simplifies the repeater (hardware and software) so
that it need not construct and manage acknowledgment
packets.
(ii) it reduces the traffic overhead of transmitting

specific acknowledgments. This is most significant
in a broadcast network.
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(iii) it enables acknowledgment of several devices at
a time; in particular, all devices which store
the packet with a MHN larger than that received
are acknowledged.

(iv) it enables shortening of the transmission path,
as described below.

Since the RSP's by repeaters are randomized in time, a terminal
frequently does not identify the repeater nearest the station within
range of the terminal. In fact, if two repeaters are labelled on

the same path to the station and both are within range of the
terminal, there is a higher probability that the terminal will
identify the repeater farther away from the station since, on the
average, the latter handles less traffic. Suppose a single data

rate channel is used throughout the transmission path between

terminal and station, the term!nal identifies a packet transmitted

to it by its specific terminal ID, and the station can recognize

any packet destined for it. Then a communication path as shown in
FigureAZ may be established. In Figure A2 the terminal is within an
effective range to R4, R5, and R6; and the station within an effective
range to R1 and R2. The terminal shown identifies R6 as the repeater
to which it transmits. The path from terminal to station will usually
be: T-R6-R5-R4-R3-R2-S; and from the station to the terminal
S-R2-R3-R4-T. The end devices, terminal and station transmit the

Echo ACK immediately after receiving the packet, and transmit it with
MHN = Q; thus, they acknowledge all devices which still store the
packet. In particular, when R4 transmits a packet toward the terminal,
it is addressed to R5; however, the terminal may receive this packet
and acknowledge both R4 and R5 simultaneously. Similarly, when R2
transmits toward the station it addresses the packets to R1; when

the packet is received by the station it acknowledges both R1 and R2
simultaneously.
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NOTE:

THE SOL'D LINES INDICATE THE LABELED PATH
BETWEEN THE REPEATERS AND STATION. THE
DASHED LINES INDICATE THE EFFECTIVE

CONNECTIVITY OF TERMINAL AND STATION TO
REPEATERS.

Figure A2.




A3. LOGICAL OPERATION OF BEVICES

.eminal: When a terminal originates a message, it begins to transmit
and retransmit a SP tc¢ identify a specific receiver. If it does not
R identify a specific receiver after a specified number of transmissions,
it departs from the system. We say that such a terminal is blocked.
When a terminal identifies a specific receiver, it substitutes the

s a a
r‘r

:ﬁ label and MHN sent by the receiver into its IP and begins to transmit
a its IP. The IP is retransmitted after short waiting periods of time

AL until a HBH Echo ACK is received. At that time the terminal stores

2 the IP for a longer period of waiting after which the IP is reactivated
if an ETE ACK is not received.* The terminal is expecting several

IP's from the station, each of which is ETE acknowledged by the
terminal. When all IP's from the station are received and ETE
acknowledged, the terminal departs from the system.

; Repeater: A repeater does not distinguish between IP's or ETE ACKS,

N\ except for their transmission time. When an IP or ETE ACK is received
by a repeater (addressed to it) and the repeater has available storage,
it stores the packet, decrements the MHN, modifies the packet label
according to the routing and begins to transmit and retransmit the
packet, awaiting an Echo ACK. When an Echo ACK is received the repeater
discards the packet. When a repeater is not successful in transmitting
along the "shortest" path it begins to search for an alternate
receiver by transmitting SP's. When one is found it transmits the
entire packet to it; otherwise, it discards the packet. When a
repeater receives an SP it checks whether it has available storage;
if it does, it makes one attempt to transmit a RSP and then discards
it. When a repeater receives a RSP it tests whether it needs one; if
it does, it uses the label, otherwise it discards it. The repeater
currently simulated has buffer storage for two packets; one exclusively
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. . * We use the term retransmission when a device waits a relatively

s D short period of time (less than 2 IP slots) and is awaiting a HBH

t:E ’ acknowledgment. We say that a packet is reactivated when an end

ol device stores the packet, awaiting an ETE ACK. When a packet is

E}‘ reactivated it repeats the complete retransmission process.
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ﬁ;d used for packets directed toward the station and the second for
packets toward the terminal. In addition the repeater can inspect

all packets that it receives, which are stored in common arrays by
the simulation program. Thus, from a practical viewpoint, buffer

storage for three packets can easily be allowed by the simulation

program.

Station: The storage organization in the simulated station is shown
in Figure A3. There are two queues for active packets. Packets in
these queues are active in the sense that they are retransmitted after
short random periods of waiting until an Echo ACK is received. The
active queue for long packets contains IP's from the station to
terminals. Once an IP is Echo acknowledged it is stored in the
passive queue for a Tonger period after which it is reactivated if
an ETE ACK from the terminal is not received. The active queue
for short packets contains ETE acknowledgment packets to terminals,
and these have priority over the long active packets. The ETE ACK
(3; packets are, obviously, discarded once an Echo ACK is received. The
point-to-point (PTP) network queue simulates the interaction of the
packet radio network with a PTP network. When a new IP is received
from a terminal, it is stored in the PTP network queue for a random
time, after which a response message containing several response IP's
to that terminal is generated and placed into the active queue for
long packets. The station responds immediately to SP's, and ignores
RSP's.
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Figure A3. Storage in Station.
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Appendix B.1

RF Channel Capacity Considerations

I INTRODUCTION

The

for more efficient and rapid communication from mobile digital terninals

to central computing resources. Although there may be other possible

means to irterconnect mobjle users, the radio~channel seems to be the

only practical one. It is hoped that many of the packet-switching tech-

niques devised for the ARPANET and the ARPA Satellite Sy

applicable to Packet Radio Networks; however,

stem will be

it is important to under-
Stand that the use of mobile radio terminals places severe

constraints on
packet radio nets,

not experienced by the other ARPA packet nets,

Perhaps the most severe constraint is placed by the limited peak

and average r.f. power which can be supplied in a mobile pa.:kage. Since

we desire the package to be hand held Someday,

the constraint :s severe
indeed.

A second constraint which is much different is the fact that

the r.f. spectrum is a limj ted resource, and mus* be used efficiently,

In digital nets using common carrier facilities the System designer is

given his choice o1 bit-rates, not bandwidth, fThe common~carrier must

worry about using his resources efficiently to provide a digital chanr.

el.,
! In the packet radio net the system concept must use bandwidth efficiently,
; The third constraint considered in this note involves the propagating
- medium which places constraints on the packet radio channel in the form
E of noise, multipath, and signal attenuation.
b
'y
a The purpose of this note is to consider the limitations of the r.f,
¢ channel as they affect packet radio networks, and to highlight the more
b important design possibilities,
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II GAUSSIAN CHANNEL RESULTS

Shannon's capacity theorem for the Ganssian channel is not directly
applicable to typical packet radio channels; however, it can provide
some useful insight into some of the myriad tradeof s which must be
considered in design of a packet radio net. Furthernore, the results
derived using Shannon's theorem can be adjusted to apply to practical

channels.

A. Th. C.pacity Theorem

Shannon's theorem states that the capacity C ir bits/sec which can
ba achieved by a trarnsmitter/receiver pair operating at a received
signal-to-noise ratio PR/NOW over a bandwidth W Hz is given by

C = Wlo 1+ EE—
= €2 N W
o
In this case PR can be interpreted as the received signal power (average)

if No is the (white) noise spectral power density of Gaussian noise.

Shannon has shown that this capacity cannot be exceedel for signaling
at arbitrarily small message error rate, and that a signaling scheme exists

which will achieve this rate at arbitrarily small error rate.

B. Bandwidth Limited Channels

Figure 1 is a plot of C vs.(PR/No)for fixed values of W. For fixed
W, large PR/NOW C varies as the log2 (PR/NO) . In this region increasing

the received power has very little effect on capacity, and the channel
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is effectively bandwidth-limited. Bandwidth-1limiting is much morve

pronounced on practical channels as illustrated by some of the other

curves of Figure 1, which are derived in a later section of this note.

C, nger—Limited Channels

Figure 2 shows the capacity variation with bandwidth for fixed
PR/NG' As bandwidth increases the capacity is limited by PR/No (logze)
bits per sec. As shown in the figure, more realistic channel models
result in a capacity which peaks at some bandwidth, and decreases with
increasing bandwidth past this peak. These channels and their implica-

tions will be discussed later.

D. Time Sharing Versus Frequency Sharing

The fact that a power-limited capacity region exists suggests that

in some cases frequency-sharing a channel may provide greater capacity

than time-sharing the channel.

In the racket radio case, the terminals will undoubtedly be both
peak- and average-power limited. Usually the terminals will be required
to share a _hannel to some central point such as a repeater. In this

case we can derive some interesting results using very simple arguments

Assume a population of n pover-limited users of a Gaussian noise
channel which is bandwidth limited to V¥, where the users have sufficient
powver to cause a received powver-to-noise-density ratio of P_/N at a
central receiver. Define the channel rapacity as the swun of the capaci-

n
ties from each user to the central receiver, C = M <
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3 .\{ PR
ﬁﬁ Qk{. Then the capacity of a single user is C = W '.og2 (1 + X W) if he
& uses the whole channel, all the time. If he uscs the channel a fraction
2§ o of the time he will have capacity
v .\
S Ci(t-share) = aic
{
;% th2 total capacity of the channel, used in a time-sharing mode is
e \
b

C (time-share) = €¢ L o, S C

S i

,‘q! 1=i
.§ \ On the other hand, if each user uses di of the frequency band, he

will have capacity

. PR
:’ i Ci(f-ShC.:'e) = (Yiw 10g2 (1 + W&-i-)

PR
¢, (£-share) o ¥ logg (1 > NOWGi)
Note that =
C. (t-share) P
i W lo 1 + -———31-
&2 N W
1
k
10g2 (1 + -07-)
_ i
+
log2 Q1 k)

F: Since
o 0<a s1
a 1
-\ -sh. 2 -sha
8 q Ci(f shuare) Ci(t share)
o
., Hence Cs(f-share) 2 Cs(time-share), so that frequency-
i
Qf sharing theoretically dominates time-sharing for the inverse broadcast
P
et A channel, This comes about because more power is availeble, on the
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average, in the frequency-sharing mode since we have limited the peak-

power of the individual transmitters.

Practically, frequency-sharing requires guard-bands so that some
efficiency is lost; and time-sharing requires time-guard bands so that

some efficiency is lost.

It is possible to combine frequency and time-sharing in order to
ease the implementation problem. If we divide the channel into m sub-

channels and time-share the subchannels, then a capacity of

n/m P.m P.m
Pl e R

if the channel is power-limited, so that

PRm g
N W
o
H
then
c. = Pl‘1()
N L og2 e

o

This is an increase by a factor of m over simple time-sharing.

If the channel is bandwidth-limited, so that pR/Now > 1, then

frequency-sharing will not be significantly better than time-sharing.

This suggests that if the terminal power, range, noise, etc. are

fixed, and we have the opportunity to use more bandwidth, we should

time~share the band until we are power-limited;

7

i.e., reach a signal-
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to-noise ratio of about 1 (PR/NOW - 1). At that point we should start

. splitting the band into sub-channels; i.e., we always maintain the

{ij. signal-to-nulse ratio greater than 1.

e

f:{' Practical channels reach the power-limited region at much higher
}3; signal-to-noise ratios (smaller bandwidths) than the Gaussian channel,
i;; so that band-splitting will be efficient at smaller bandwidths.

" E. Line of Sight (L.0.S,) Range

i; Shannon's bound can also provide some insight into the question of
:E: L.0.S. range. Suppose that we assume that a single repeater must serve
° an area in which there are many terminals. Let

5 =

Sl density of terminals

=}
]

source rate per terminal (bits/sec)

4]
i}

channel utilization

Then the capacity needed in a single repeater

l'- :». :‘- 'lln ‘ D
0
=
n
|

to handle all terminals in an area of radius R.

b2

L3 The typical signal strength available from a terminal at range R
i:: varies as EZ . Thus the capacity available within a circle of radius R is
R

N p 3

. Cy =W log, 1+NWF4-)

AR o
;12 wvhere P is the power received at 1 mile.

3
:E: It is logical to choose an 1L.0.S, range so that CA = CN (ignoring
': £ interference). This can be found by plotting CA and CN vs., R, as in
: Figure 3.

11-‘ 8
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e

.j?

.\‘..'
,ﬁ:: F{:i In this figure wo have assumed
“

.‘ 5 = 4 tex'minals/mile

-:N:p(

?}l B = 100 bps

!‘:‘\‘

AT S = 1/2 e

= ¥ = 2x 105 Hz

o) 10

'--'. = 9 X 10 R

i P/N /Ry

f}::f

= This corresponds to a terminal transmitter power of about 20 watts

iy at 500 MHz depending on antenna design, etc. (PRN #4 example uses 4 W
r.‘

¥ at 500 MHz to achieve this P/N ).

!EA The results from this figure would indicate that a range of about

10 miles is suitable for this example. We should not take this number

tf: too seriously until a more realistic channel model is introduced;

however the computation illustrates clearly that terminal peak power,
terminal density, source bit rate, bandwidth and utilization are all
interrelated in a rather simple and direct way in determining L.O.S.

range.
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W The capacity of less ideal channels is not so easily calculated. J
-.:‘.
Uy Several realities must be considered:

113 The real channel will include additive non-Gaussian as well

as Gaussian noise.

b4 -
-
¥
O SO SO ESU T I LU ——

. 2. The real channel will have random amplitude (space-fading).
; 3. The real channel will have multipath effects.
%: 4, Modulation and coding schemes to achieve capacity are too
ey complex and expensive for implementation.
b Although the first effect will be very important, we must defer

consideration of non-Gaussian noise to another note, and restrict

M this note to Items 2, 3, and 4 above.

An excellent discission of these considerations is given in

o
Eﬁ Wozencraft and Jacobgf)and need not be repeated here. More to the

“w

23 point is a specialization to the packet radio problem. For this dis-
“i cussion we introduce the functional block diagram of the channel shown
:gg in Figure 4.
o

The transmitter must accept a message from the source and select

o a2 W

a waveform to represent the message. For our purposes a message is

a packet. The waveform-selection process can be broken into two steps:

encoding and modulation.

The waveform is frequency-translated, amplified and radiated. The

propagation channel distorts the waveform and adds noise. The receiver

. uses the distorted, noisy replica to try to decide which message was
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ey sent. In the most general case it is not possible to break the decision
e B¥

process into demodulation and deccding, but for our purposes this break-

down will be justified.

Design of the rf part of the system will require selection of the

coder/decoder and modulator/demodulator as well as selection of fre-

quency, peak power, antennas, etc. Selection of coder and modem should

be made to best use the propagation chananel.

Our purpose here is to discuss some of the important considerations

for rf design and estimate their relation to the maximum rate at which

messages can be communicated with some specified error rate.

A, A Low-Risk Channel

: Before discussing more realistic achievable rates, it is worthwhile

to calculate the rate whichi can be achieved with a simple low-technical

risk terminal-to-relay link.

For this purpose we define such a link

below:

Transmitter Power

13 dBW (20 W)

. Transmitter Antenna Gain 2 dB
Receiver Antenna Gain 4 dB
Receiver Noise Figure 7.8 dB

Operating Frequency 400 MHz

Modulation Type: Noncoherent F.S.K.

B. Propagation Considerations

Ry

N In order to obtain a conservative bound on link performance, we
o ,

¢’ assume that the link operates in an urban area where the propagation
S = 4

F:‘ Sl losses vary with range as 1/R° and the received field strength at
-, -

ke

tf‘ 13
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range R is a random variable with a Rayleigh distribution. The mean
propagation loss is taken from packet radio Note 4 as 145.6 dB at

10 miles.

(2) 3

Measurements made by Turin and Schmid indicate that the
multipath delay-spread in an urban/suburban area is 4 to 10 s (let us

assume 5 ps for this note). So long as the bit durations exceed about

twice the delay-spread, performance will not be significantly degraded by
multipath; hence FSK bits rates uﬁ to 100 kbps can be supported withouf

resortiag to any form of multipath-equalization. (Higher bit rates are

possible with other techniques - see below.)

C. Communication Rate

Suppose that we define acceptable performance in terms of the
probability that a 1,000 bit packet will be incorrectly received. 1If
we require a packet error rate less than 1 in 10_2, and if we assume
independent bit errors, then we will require a bit error rate of less
than 1 in 10-5. A non-coherent FSK modem w:ll provide this error rate
for all SN Ratios exceedis ; about 13 dB if the noise is Gaussian and
there is no fading or multipath distortion. Although the received
signal strength in an urban area varies randomly as the receiving
antenna is moved over a small area, it does not fluctuate in time,
except very slowly, so long as the receiving antenna is stationary.

We assume that the slowly-moving user moves his antenna to avoid deep
nulls, or that he is provided with some form of diversity to overcome
the deep nulls, That is, we ignore the fading effects. In this case,

-2
a 10 message error rate will be achieved so long as
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For the 20 W transmitter assumed,

PR 4 9 x 1010
5

For rectangular pulses of duration T, and amplitude A

2 2 ;
A AT
PT
R 23
Hence r 2 23 or T2 s
o 9 x 10
so that the maximum bit rate will be
.1 e

Considering multipath to provide an upper limit of 100 kbps, the

achievable bit rate for a low-risk link is:

$ ax10 )

B < lin(lo,ﬂ____
R

Figure 5 shows B versus R for the non-coherent FSK link described above.

The bit rate is multipath limited out to a range of about 14 miles.
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Beyond this range it becomes power-limited, and bit rate decreases -

rapidly with range.

An FSK signal cccupies about 3B Hz where B is the bit-rate. Thus
in the multipath-limited region the width of the frequency band used by
this low-risk link is about 300 kHz. For comparison we have shown
Shannon's bound for a 200-kHz bandwidth Gaussian channel, where the
same transmitter power, propagation losses, etc., have been assumed.

It is clear that the non-coherent FSK system can be improved upon.

To show that things could be worse, the curve for FSK performance
over a fading channel is a1co shown. This would apply if, for example,

the users moved rapidly, or were not allowed to avoid nulls.

D. Improved Thannels

Also shovn on Figure 5 are curves of achievable bit rate versus
range for a veriety of improvements. Techniques to use power more
efficiently include better modulation, such as differentially coherent
phase shift keying (DCPSK) with two or four phases (QDCPSK) and the

application of error correction coding. Both DCPSK and QDCPSK have

error probabilities given by

L

- P.T >
P = 1/2 exp o

e N oy

O »

)

where T = duration of one bit o
hence they require 3 dB less power than NCFSK. Coherent PSK is not :'
shown because it is more complicated to receive than DCPSK, and it 3
does not provide significant improvement at the required message error s
rate. :C
17
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The random coding curve for DCPSK with a quantized receiver can be

found by considering the capacity of a binary-symmetric channel with

error probability p:

C =B [1 - log, (1 + 24/p(1-p) )J

If the expression for Pe is substituted in this equation we can obtain
4 4
an expression for C in terms of B and PR/NOR . For a fixed PR/NbR

there is an optimum value of B which we found by plotfing a series of

curves of C versus B, The curve shown on Figure 5 is the maximum value

of C for each R, with PR/NO fixed.

Practically, it is very difficult to achieve this curve, since it
requires complex decoding, and assumes ianfinite block lengths. On the

other kand the performance of an uncoded QDCPSK system is almost as

good and relatively easily achieved.

We should note that in the power-limited region there are many
types of modulation which reduce to DCPSK or QDCPSK and will provide
equivalent performance. Among these are Kineplex, MSK, and several

varieties of spread-spectrum modulation.

At shorter ranges, each modulation scheme runs into . multipath
limit. We have shown this on the curves at a delay-apread of 5 Ws
assuming that intersymbol interference becomes too great whenever a

symbol is shorter than twice the delay-spread. This is probably a

conservative bound, and will be investigat.d in more detail, but it

is probably not off by more than a factor of 2.
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The multipath limit is raised by modulation schemes which transmit R

1 B multiple bits per symbol. The limit for QDCPSK is Jjust twice that for j
]

™ DCPSK because the 4--phase signal carries 2 bits per symbol. Also shown 1
R is the limit for a 16-tone QDCPSK Kineplex modem. 1In this case one v
- )
pulse on each tone carries 2 bits, and since there are 16 tones, there j

[ are 32 bits per symbol; however, for acceptable operation the delay

spread cannot exceed about 2 percent of the symbol duration. Thus the

s e L
»
2
T

o multipath limit is about 260 kBps. Lest someone think that this is too
3]

: favorable a comment on Kineplex (invented by Collins) I should note

that it is a complex modem to construct, and I am not sure that anyone

4
has built one at bit rates exceeding about 2 x 10" B ps. Kineplex is

(F]

like MSK in that it achieves efficient use of the bandwidth, since it
5 aviaieves roughly one bit per Hz. QDPSK can be filtered to approach this,

but usually takes slightly more than one Hz per bit. DCPSK uses roughly

2 Hz per bit, orthogonal FSK uses about 3 Hz per bit.

= Modulation schemes which perform at rates exceeding 1 bit per Hz

e

are possible. Such schemes require multi-level symbols. These are

o vudesirable for the urban channel where amplitude will be random; !
n": . \d
}% however, at very high received power levels (short range) it might be }
.'\4:' s
*i possible to use multilevel signals. It would probably be necessary to
{j equalize the channel to use such schemes. If the user moved slowly so
i} that the channel did not vary from bit to bit, an adaptive equalizer
O might be possible. The use of such an equalizer should be studied if
( )
- .

operation at short ranges (or with higher power) is considered.

A curve showing the performance achievable with an adaptive

. equalizer is also shown in Figure 5. This was found from Monson's(4)
& 19
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v RS results simulating a decision-feedback equalizer in multipath. The

" modulation schemec assumed by Monson is binary phase-shift keying with

coherent demodulatio :. This modulation technique cannot be used on the

L packet radio channel where the received phase is unknown, but for low

error probabilities DCPSK performance should be approximately the same.
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Iv CONCLUSIONS

Examination of supercurve leads to some interesting conclusions

about the rf design.

The terminal-to-relay link will be eit.uer power-limited or
multipath limited depending upon the terminal power, and
the ratio of the terminal density-source bit rate product
to channel utilization. For practical terminals this

break-point will occur when the 8B/S ratio is about 300.

For smaller ratios the link will be power limited and only

an increase in powef or an improvement in modulation scheme
will improve performance. 1In this region the modulation
technique should probably be some version of QDCPSK (including

Kineplex, MSK, and Spread Spectrum formats).

For larger 8B/S gatios the link will be either bandwidth
limited or multipath limited, depending upon the available
bandwidth. In this region only the use of anti-multipath
techniques will improve performance. Use of modulations
transmitting multiple bits per symbol such as QDPSK or Kineplex
is important in thig region, since such signals can increase
the bit rate by a factor of 2 or more. Adaptive equalizers
might increase bit rate by an additional factor of 1.5 to 2.
This amounts to an increase in the relay range by a factor of
1.2 to 1.4. Anti-multipath techniques may not be worth the

complexity, and a probable upper bound on the practical bit

rate is 200 kBps.
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: ~ d. If we are power-limited to 20 W and have 200 kHz available,
b o then so iong as our user distribution is such that we wish :
- 4

« i
) to operate each relay at ranges less than about 15 miles we ;

: g
B . should use a single frequency per relay. -
3 g
'7 e. If our user density is such that longer ranges are desired, {
':' then we should use two frequencies per relay at 15 miles, t
5 three at 19 miles, etc. R
T £ In general, for a bondwidth W, a range R, and a power PR we
. can find curves of maximum bit rate. versus range such as 4
" . 1 Lk' |
¥ Figure 5. We will best use the bandwidth and power if we use [
.. [
ol

4 a channels when the (QDCPSK) maximum bit rate is between
.1f W/n ard W/n+l. Of course complexity considerations may over- i
& ride considerations of efficient channel bandwidth usage.

Qo
o - g. It is of critical importance to the RF design to determine '
-
% the peak power available in a hand-held terminal, the bandwidth b
K. .
N which might be allocated to such a system, and the user 3
!

i geographic distribution and average bit rate. .
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Appendix B. 2

Measurement Program for Packet Radio
Channel Characterization

I BACKGROUND

Many new or previously untried concepts enter into the development
of a full-scale packet radio network. Among the first questions that
must be resolved are those basic to the ability of a wideband system--as
packet radio is présently conceived to be--to operate in an urban/suburban
situation. This environment may be inimical to the packet radio network

from two standpoints:

© The impulsive man-made noise radiated from power lines
from automobile ignition systems and from other sources

may cause high packet error rates.

© ' The existence of many radio-reflective surfaces, such as
buildings, in the vicinity of a receiver may result in

unacceptable multipath.

The published literature does not provide adequate information to
determine the effects of ‘impulsive noise and miltipath upon the packet
radic network; thus, answers to these questions must be sought in a

measurement program.

We intend to perform the necessary noise and propagation measurements
for the packet radio network in the actual urban and suburban-locations
that will serve as points in the packet channel test system, thereby
ensuring the applicability of the measurements to the later experimental
sitvation. Much of the equipment used in the measurement program will be
smoothly integrated into an eventual test facility. In particular, a
nmobile lab vehicle, needed to house the measurvement equipment, will,

along with its power generator, antennas, and test equipment, be phased

into the test facility as a mobile terminal or perhaps as an interim
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repeater. A judicious selection of the minicomputer to be used as a
part of the data-acquisition system will allow this same machinc to be
used, after the completion of the first year's measurements, as the con-
trolling computer at a packet repeater site or as a data-collecting and

processing unit for further link tests.

The measurements to be made in the first year are those pertaining
to the noise environment and those concerning the propagation path. They
will be made at typical urban, suburban, and rural locations, and near
the two candidate frequencies (approx1mate1y 430 and 1325 MHz) at which
the packet radio network may operate. The receivers and transmitters for
propagation measurements are to be provided by ARPA and integrated into
a data-acquisition system. As mentioned, this system will be housed in a
van containing a power generator; the van will also contain a minicomputer

for control and data processing, and other test and maintenz - ce equipment.

Both the noise and propagation measurement programs will be designed
to provide results useful not only to packet radio but to other urban
radio systems as well. The results will be published for wide distri-
bution, as they will extend the knowledge of the urban/suburban radio

channel.
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11 QUANTITIES TO BE MEASURED
A. Noise

At the locations and at the frequencies that a packet terminal
or relay is expected to operate, the major sources of radio noise are the
highly impulsive incidental radiations from man's activites and equipments.
Terminal locations can be expected to be fully immersed in this noise en-
vironment. Preliminary measurements by SRI at 400, 1200, and 2900 MHz
indicated that automobile and other man-made noise was almost always
present at the lower frequency and less likely as the f.equency was in-
creased. The 2900 MHz frequency was relatively quiet but the impulsive

noise greatly increased when automobiles passed by.

Focusing on this impulsive type of noise then, we postulate a

working model to guide our selection of quantities to be measured.

To deternine precisely what noise measurements are needed we
must first create a model of how noise affects the detection process. We
do this iua the context of estimating the probability that at least one
binary error occurs in a packet. Let us divide the problem into two
parts. First the probability of a b't error is estimated given the
receiver/detector impulse characteristics, certain descripters of the
impulse such as its amplitude (A), its width (W) at som2 important ampli-
tude threshold, and its time delay relative to the bit interval. From
these descriptors, and some assumptions about relative phase of noise vs,

signal, PB(A, W) can be calculated where
PB(A, W) = Pr [bit error impulse characteristics A,W] .

It is also assumed that one noise spike affects but one bit. In that case

the probability of an error for any bit is given by

o]
pE = \I\‘,r PB (A;W)P(A,W) dAdW
(o}




where p(A, W) is a joint probability density on A and W. To the extent
that the impulses are bandlimited there will be a deterministic relation

between A and W. In this case p(A, W) becomes a single density on pulse

amplitude p(Ap). Our measurement should examine this condition.

The second part is to find the probability of an error in a

packet, given P To do this we can choose either to model the process

as a more or legs continuous one looking at each bit interval, or we can
model the process as one in which large but infrequent noise spikes cause
essentially all errors. If we choose to examine each bit, and assume
that each examination is independent (regards noise) from all others, the

probability of at least one error in m bits is

m
PPE(m) = 1 Q PE) .
A more realistic model on the other hand would consider only discrete
large-noise-spike events. If the number k of such spikes within time T
is given by Pk(T), then

<«
k
= I - - F
PLp (T P [1-q P.)]
k=1
We shall proceed with the second, more realistic model and

therefore must measure the following statistics:

(1) p{A, W)--the joint probahility density on amplitude and
width. This measurement may point up a relation between
A and W in which case a joint distributicn would no longer
be necessary. The joint density can be defined by taking
the distribution of width at several amplitude thresholds.

The complex impulse response of the receiver must also

be obtained.




(2) Pk(T)——the probability of exactly k pulses in time T.

This will be compiled by determining the distribution of
intervals between noise spikes, p(T), which is expected

to be exponential.

But if the noise impulses are always band limited, or more
precisely their spectrum is flat over the receiver bandpass, then it is
not necessary to specify them as' a joint amplitude/width distribution.
The impulse noise process can be viewed as a colle~tion of randomly weighted
impulse functions with random arrival times. Or

i(t) = _ﬁ a, 5(t-tJ)

where aJ and tJ are the random veight and delay of the jth impulse. Putting

this process into a receiver filter results in
® i% . |
£(t) = T a,  hitt)e 7 |
o B J
where h(t) is the impulse response of the filter. This is the same =5
the filter cutput assumed by Bello and Esposito.1 The phase term is in- |
cluded to account for the phase of the impulse resulting from the band-

limiting acticn of the filter.

Because of the random phase (time) relationships between separate
noise impulses, envelope detection will prevent our associating output
with input values whenever pulses are closer in time than the inverse of
the filter bandwidth. If on the other hand (tj = tj_l) is greater than
the reciprocal of the bandwidth, then the phase term is of no consequence ]
and, knowing the filter impulse response, the jth term of f(t) can lea“d ]

to the impulse weighting factor aj.

Thus another variable whose measurement would help define a l

ninimum-parameter characterization of impulse noise is the distribution l



< of amplitude weights aj. Specifically, we seek ﬁ(Ap) the probability
densitly on peak amplitude. With p(Ap), p(T), the impulse response of the L
receiver, and assumptions about uniform phase distribution among noise

pulses, a wideband noise process can be synthesized. : U8

The joint density p(A, W) will be used to test the role of the

y
receiver impulse response in determining the width W at various amplitude ?
levels. It will also be used to test the 1 bit/noise-spike assumption., ;i

4
It should not be overlooked that to the extent that the output of the e

envelope detector us:d in the measurement system simulates the input to
the eventual decision device, no extrapolatior to input noise parameters
is necessary. In this instance even overlapping noise pulses can be in-

cluded in the noise characterization.

In addition to these impulse measurements, we will also
measure two broadly useful basic noise parameters. These are the mean
noise power and the ratio of rms to average noise voltage. The Jatter
is a measure of the "impulsiveness' of the noise. Both have been widely
measured for atmospheric noise and are coming to be recognized as.USeful

in the area of man-made noise also.

B. Propagation

To adequately characterize the packet radio channel we must add
a set of propagation descriptors or models to the noise parameters already
mentioned. Most obviously a knowledge of attenuation rate must be obtained
to determine areas of coverage for certain radiated power levels and
antenna heights. Furthermore, any usefuil description of the channel must

eventually relate to the possible distortion a packet may suffer in pro-
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