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ABSTRACT

. The design of a sixteen-bit pipelined adder CMOS inte-
grated circuit is presented. The adder is designed to
maximize throughput and to provide for testability.
Tutorial material on CMOS design is also presented.
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Py I. INTRODUCTION

53: -
k{ For several years the ability of systems -engineers to

:E design custom digital integrated circuits has been growing.

5 The Mead and Conway design methodology described in

E! Introduction to VLSI Systems [Ref. 1], pernmits the systens

v engineer to be his own logic circuit designer. A prolifera-
tion of computer-aided design (CAD) systems such as the

“pTe T e
PP A

LA

MacPitts silicon compiler [Ref. 2], the chip layout language
(CLL) [Ref. 3], the graphics editor Caesar (Ref. 4], and the
Burlap hierarchical layout 1language [Ref. 5] make it

TaTala
Jala

P

S; possible for the engineer to rapidly carry the Mead and

i; Conway design methodclogy through to a final design. This

ﬁi includes iterative simulation and redesign to provide justi-

N fiable confidence in the £final design submitted for

ﬂ; fabrication.

g Many of the techniques utilized in the Head and Conway

ll methodology and most of the CAD ' tools are based on having ,
the final design inmplemented in a teéhnology that uses ornly
one type of doping for the semiconductor material in the
active region of the transistors. Because of their higher

ﬂ! switching speed, negatively dored metal oxide semiconductor

?ﬁ (NMOS) transistor technologies are generally used.

:ff Selection of an NMOS implementation technology does

%? provide the systems engineer with a complete and proven

L; methodology for the design of a very large scale integrated

f. (VLSI) circuit and allows the use of many extensively tested

'? CAD tools. Like any other design decision, selection of

i; NMOS igplementation brings with it some limitations. There

{, are two primary problems associated with NMOS digital

s circuits.
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The first is the ultimate switching speed limitation.
Though many NMOS V1SI circuits operate at c¢lock rates in the
8 to 10 MHz range, there are many applications requiring
higher clock rates. The second problem is the dissipation
of the relatively large amount of power consumed by NMOS
digital circuits. State of the art, commercially available
NMOS VLSI circuits commonly have power consumptions in the
vicinity of 3 to 5 . watts. Ccnsiderable design effort is
required to insure that the dissipation of this much energy
by a chip measuring approximately 5 millimeters on a side
does not alter the performance of the micron sized features
on the chip.

One group of technologies that offers both increased
switching speed and greatly reduced power consumption is
complementary metal oxide semiconductors (CHMOS). CMOS
circuits also offer the benefits of greater radiation hard-
ening and increased noise margin. In this thesis investiga-
tion, much of the Mead and Conway methodology was utilized
in the design of a CMOS circuit. A general purpose color
graphics CAD tool called Caesar that has been frequently
used in the design of NMOS «circuits was employed. In
carrying out the design of the 16 bit pipelined high speed
adder in CMOS two separate goals were pursued. The first,
of course, is speed and the seccnd is verifiability. A high
speed adder implies not only a high clock rate of operation
but also a small latency between input of operands and
output of the sun.

A discussion of CMOS technologies and the implementation
of logic circuits in those technologies follows in Chapter
2. Chapter 3 presents a description of the CAD tools used
to construct and simulate the layout for the adder. The
logic and layout design of the adder is covered in Chapter 4
and is followed by a test plan for the fabricated «chip in
Chapter 5.
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I1I. CHOS CIRCUIIS

Before the design of CMOS digital circuits can be
attempted, an understanding of how to best implement logic
functions in CMOS is necessary. It is also important to be
awvare of the advantages and disadvantages of the different
CMOS inpleméntation technologies. In this chapter the oper-
ation of CMOS digital circuits is explained using similar
NMOS circuits as a benchmark for comparison. The different
methodologies for assembling the CMOS pieces to produce the
desired logical results are reviewed and the selection of
the CMOS-Bulk p-well implementation technology is explained.

A. CCMPARISON WITH NNMOS

In NMOS digital <circuits there is only one type of
switching device, namely the n-channel enhancement mode
metal oxide semiconductor (MOS) transistor. The other prin-
cipal device utilized in NMOS circuits is the depletion mode
n-channel MOS device which acts as a load resistor. In CMOS
there are both n-channel and p-channel enhancement mode
transistors available. As in NMOS, the n-channel device can
be considered on when Vdd (typically +5 Volts DC), a logical
1, 1is present on its gate. The p-channel device <can be
considered on when grcund (GND), a logical 0, 1is present on
its gate. In Figure 2.1 are the symbols that will be used
for the n-channel and p-channel transistors in this thesis.

The basic differences between NMOS and CMOS technologies
can be demonstrated by comparing their application to some
basic digital circuits.

10
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gate gate

n-channel p-channel

= GND

Figure 2.1 CMOS Tramnsistor Symbols.

1. TIhe Inverter

Figure 2.2 (a) shows an NMOS inverter. Whenever
there is a logical 1 on the input, the voltage drop across
the lcad resistor 1is approximately vdd and the output is a
logical 0. This results in steady state power consumption.
When the input switches to a lcgical 0, before the output
can assume a logical 1, the lcad capacitance (Cl) on the
output must be charged to Vvdd through the load resistor with
a resistance of several kilohms. This results in a much
longer transition frcm 0 to 1, where the load capacitance is
charged through the 1load resistor, than from 1 to 0 where
the load capacitance 1is discharged through the switched on
NMOS enhancement transistor. The reason for this asymmetry
is that the pull-down tramsistcr's on resistance is typi-
cally only one fourth or less that of the on resistance of
the pull-up load depletion mode transistor. The technique
Ca ‘charying circuits, where all outputs are set to
logice 1 during one clock cycle and then selectively forced
to 0 ¢ the opposite (evaluation) <clock cycle has proven
helpf « in gaining control over the unsymmetric switching
times. This longer switching time from 0 to 1 must still be
accounted for, however, and represents the primary limita-
tion to the speed of NMOS circuits.
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The only way to stop this destructive process once it has
started is to disconnect vdd or GND. Prevention of latchup
must ke designed in.

&f

| Otf | Vda
‘4;:] 287;% (g : K%) 7 ﬂllﬁz=;l;
E i e |
n+ | n+ D+ L~+
p-well »/[

GND

n=substrata

FPigure 2.12 Bipolar Transistcrs in CMOS-Bulk [Ref. 6].

R, Rl

({ N

Figure 2.13 The Latchup Circuit [Ref. 6].

The MOSIS CMOS-Bulk p-well design rules include
features for the specific purpose of reducing the

25




A

REPRODUCED AT GOVERNMENT EXPENSE
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n-type substrate k\¥ p-well 4/)

gate oxide
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g /
_
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Pigure 2. 11 P-Well Process, Side Viev [Ref. 9].
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negative of the P+ mask) , (5) contact cuts are made, ard
(6) the metal is placed.

a. Latchup in CMOS-pw

One of the main problens associated with
CMOS~-EBulk, Dboth p-vwell and n-well is 1latchup. Basically
latchup involves generation of a short circuit between vdd
and GND, and can result in the complete destruction of a
chip. Many researchers have tried to formally define the
conditions [Ref. 8] that cause latchup to occur. This task
is extremely complex because the phenomenon is so dependent
on layout, which is unique to each chip design. Though a
fully quantitative analysis of latchup is still onot avail-
able, a qualitative analysis will show what happens on the
chip when latchup occurs.

Looking at the side view of an inverter in
Figure 2.12, parasitic bipolar transistors can be seen. The
base of the npn transistor is the p-well and the base of the
pnp transistor is the n-doped substrate. These parasitic
transistors are comnected as shcwn in Figure 2.13 . If the
output of the gates goes below GND by a value equal to the
threshold of the npn tramsistor, its emitter starts to
inject current (electrons) intc the base (p-well) and the
resultant collector current flows to the Vdd node. If the
resistance between the Vdd ncde and the source of the
pull-up p-channel MOS tramsistor, R1, is large enough, the
voltage drop across R1 will exceed the threshold of the pnp
transistor. The collector current (holes) of the pnp device
flows to the GND node. If the resistance between the GND
node and the source of the pull-down n-channel MOS tran-
sistor, R2, 1is great enough, the resultant voltage drop
across R2 will increase the base current in the npn tran-

sistor. As is evident, there is positive feedback.

22
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The only process currently offered by Metal-Oxide

Semiconductor Implementation Service (MOSIS) which uses an
electrically insulating substrate is Silicon on Sapphire
(S0S) . In this techmnology the n-channel and p-channel tran-
sistors are formed on silicon islands left after etching an

epitaxial layer of silicqn on a sapphire (Al,03) substrate.

2. CMOS=Bulk

The other CHNCS processes offered by MOSIS all use
CMOS-Bulk p-well technology. The p-well processes differ in
the number of layers of metal interconnections (1 or 2) and

the presence or absence of capacitors. In CMOS-Bulk p-well
(n-well) the substrate is ©p-doped (p-doped) and the
p-channel (n-channel) devices are in this substrate. To
isolate the n-channel (p-channel) devices from the substrate
a heavily doped p-well (n-well) is first placed to act as
the back gate. The heavy doring of the p-well (n-well)
degrades the performance of the n-channel {p-channel) device
while the p-channel (n-channel) device is optimized. In
p-vell CMOS, though the mobility of electrons in the
n-channel device still exceeds that of the holes in the
p-channel device, the performance difference of the transis-
tors is minimized. The more uniform performance of the two
transistor types makes the p-well process appropriate for
CMOS random logic.

Figures 2.10 and 2.11 represent the top and side
views of the steps of the CMOS-pw process for the production
of an inverter. These steps are: (1) starting with an
n-type substrate the p-well is patterned, (2) The active
areas in the p-well and on the substrate are established,
(3) the polysilicon is patterned, '(4) the two ion implant
masks are placed (the N+ mask is simply the photographic

21
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area consuming in this case because these are simple gates
with only a few inputs. Each NCR gate if implemented stati-
cally would need two n-channel devices and two p-channel
devices. If implemented dynamically, each NOR gate requires
three transistors of one type (one for each input and one
for the control signal) and one transistor of the other type
(for the control signal again). The number of transistors
needed remains the same but the dynamic logic requires the
designer to keep three inputs electrically isolated instead
of just two. And if the dynamic design technigue is domino,
six additional inverters will be needed. As can be seen in
Figure 2.4, in CMOS a NOR gate can be constructed from just
one stage. Adding the follow-on inverter of the domino
design results in an OR gate. Thus a second inverter is
required to returr the logic to that of a NOR gate.

— 1 o—
] >0—
— 1 o—

Pigure 2.9 Circuit Difficult to Implement in Domino CMOS.

C. CHBOS INPLEMENTATICN TECHNOLCGIES

One of the principal issues in the design of a process
to ipplement CMOS digital circuits in silicon is how to
isolate the two types of devices. This can be accohplished
by using a completely insulating substrate or through a more
complex fabrication frocess.
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logical AND of the boolean function (in1 in2 ¢+ in3) to be
implemented and a control (clock) signal. When the clock is
low, the circuit is precharged, and when the clock is high

.

all

inl inl in2 + in3
| ——e

NS

clock | ——

Figure 2.8 Domino CMOS Structure [Ref. 6].

evaluation occurs. With a coammon clock shared by all the
domino gates on a «chip, during the evaluation cycle the
signals ripple through the <chip as though the 1logic wvere
purely static. The follow on inverter insures that the
output of each gate is 1lovw when evaluation begins. This
prevents the outputs of all gates from changing unless
driven lcw by the inputs. Domino CMOS is not always the
ansver though. If the logic of Figure 2.9 were implemented
in domino CMOS it wvould be more area consuming than the same
circuit implemented in static CMOS. Dynamic CMOS 1is more
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'ﬁﬁ' lost and there is steady state power consumption during the

33} evaluation cycle. The circuit in Figure 2.7 (c) is prec-

b harged when clk is low and evaluation of the inputs takes

place when clk is high. This configuration allows only one
change of the output from 1 to O, so the inputs must be
stable at the time c¢lk goes high. A change of one of the

f
oy Aty ag
Guhnnns

- i =
1 »
sra g,

“:; inputs from 1 to 0 after clk bhas gone high cannot cause the
NN output to return to 1.

ﬁﬁ' In general dynamic CMOS eliminates the redundancy of
;Qf static CMOS by applying all inputs to one type of device and
v:‘-.-:.. AN

e clk clk

inl in2 in3

inl-in2-in3

!

inl

" in2
. ~' L 3
20 in2 -
P he—— | e Eaarasw-wr e
L { inl in2 in3
- —

clk in3 ‘
L

> .':.". I_ clk ‘
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Pigure 2.7 Dynamiq NAND Gates [Ref. 6].
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a control signal to the other type of device. The most
ropular dynamic CMOS 1logic design technique is domino CHMOS
[Ref. 7], 4illustrated in Pigure 2.8 Here the output is the
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"3 Figure 2.6 NMOS-Like CMOS Static Gate [Ref. 6].

f; approach is to make extensive use of transmission gates to
:f build up 1logic functioas. Using transmission gates means
” both polarities of all control signals are required. The
-z resulting large number of wires required to route these
:?; control signals can become very area coasuming, especially
&: if only one metal layer is available.

Fi A third and more effective solution is to use dynamic
'g: logic. Figure 2.7 contains three different implementations
;2 of a dynamic three~ input NAND gate. In each, the output is
Ei _ meaningful (i.e. represents the value of the boolean expres-
- sion in1 in2 in3) only when clk is high and clk is low. The
s circuits of Figure 2.7 (a) and (b) depend on the pull-up to
E? pull-down ratio to produce the proper output. As vith the
?3 NMOS-like style of design, full excursion on the output is

17
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Figure 2.5 CMOS Transmission Gate.

In general CMOS technolcgies are ratioless. The use
of “improper" ratios will pot affect the 1logical operation
of most CMOS gatés, it will only affect the speed of orera-
tion of the gates.

B. CMOS DESIGN METHOLOLOGIES

Static gate CMOS circuits have three serious deficien-
cies when compared to static NMOS gates. First, they are
more area coansuming. Second, they can be slower. Though
the individual gates can be faster in CMOS, the p-channel
and n-channel gates are in parallel, thus, the fanout3 and
the output load capacitance of each circuit are doubled
Third, a CMOS static gate is redundant, duplicating its
functionality in both the pull-up and pull-down section.

One approach to remedy these deficiencies is to use a
static NMOS-like style of desigr as in Pigure 2.6 Here the
p-channel device is always on and the pull-up to pull-down
dimension ratio is relied upon to produce the proper output
voltage. This introduces power coasumption problems and
takes away the full excursion on the output. Another

3Panout fep;esents the numker of transistors that the
output of a logic gate must drive.
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Pigure 2.4 2-ipput Nor Gate.

high voltages well. The resulting unpredictable voltage
drops make it necessary to wutilize both types of transis-
tors. This increase in complexity over its NMOS counterpart
is partially offset by the absence of the level restoring
circuitry NMOS reguires folloving a pass transistor.?

2In_NMOS digltal circuits the_ length to width ratio of
the_pull down ransistor is usually four times that of_the
depletion mode tramsistor load. This ratio 1s required to
insure sufficient excursion of _the output voltage. “However,
after a pass transistor is used, a ratio of 8:1 rather than
4: 1 must be used to restore thé VGS threshold voltage drop
across the pass transistor.
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FPigure 2.3 Binimam Dimension Inverters.

disconnection between the output and vdd. Logically these
two actions are equivalent, therefore only one action should
be necessary to implement the logic. Design methodologies
to accomplish this are described in sSection B of this
chapter. The parallelism of the CMOS transmission gate of
Figure 2.5 and the NMOS pass transistor is evident. The
major difference 1lies in the Lilateral nature of the CMOS
transmission gate. It is made up of both n-channel and
p-channel devices and requires both polarities of the
control signal for operation. The reason for this bilateral

'requirement is that ' the p-channel device does not transnit
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low voltages well and the n-channel device does not transait
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the n-channel is greater than the mobility of the holes in
Q the p-channel. Also, the capacitive load seen by the
n p-channel device in CMOS p-well (CMOS-pw) is greater than
the load seen by the n-channel device because of the highly
doped p-well. Typically, the result in CMOS-pw 1is a
slightly longer transition time of the 0 to 1 output tran-
sition. Some designers attempt to compensate for this by
consistently making the p-channel transistors wider than the
n-channel transistors.
N ' Unlike NMOS, the output of a CMOS digital circuit
makes a full excursion betweer Vdd and GND. This makes CMOS
circuits less sensitive to noise than NMOS circuits. cMOoS
should also benefit more from future reductions in feature
size. NMOS 1is more restricted in ultimate feature size
because the power dissipation requirements of the depletion
mode devices will create more problems as feature sizes
' shrink. In Pigure 2.3 the relative sizes of minimum dimen-
g sion inverters implemented in currently available 3 micron

feature size CMOS-PW and NMOS technologies are shown.

' 2. he NOR Gate and Transmission Gat

Figure 2.4 shows the circuit diagrams and layouts of
a two-input NOR gate implemented in both CMOS-PW and NMOS.

P From Figures 2.3 and 2.4 it is evident that statict CM0S
f gates are more complex and area consuming than their J40S
. counterparts. In these fully conmplementary circuits a
y redundancy in the structures is evident. The pull-up only
5 or pull-dcwn only would be sufficient to implement the
N logic. In the CMOS circuits of Figures 2.3 and 2.4 the
§ inputs must perform two tasks. A logical 1 on an input
i~ causes both a connection between the output and ground and a

. 1static logic «cirguits  continuously evaluate_ their

N . inputs and roduce their specified logic “output. Dynanmic
circuits periorm logical evaluation of  the inputs only when

directed to do so by control signals and/or clock signals.
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Figure 2.2 (a) NHMOS Inverter (b) CMOS Inverter.

In the CMOS inverter of Figure 2.2 (b) the input is
applied to the gates of both devices. An input of logical 1
causes the n-channel device to switch on and the p-channel
device to switch off, resulting in an output of logical 0.
Similarly, an input of O results in an output of 1. In both
cases, one device is fully off, represeanting a resistance on
the order of gigaohns. Thus, the steady state power
consumgtion is essentially zero. In operation the ouly
power consumption of consequence occurs during the tran-
sition when neither transistor is fully on or off.
Additionally, since the output load capacitance is both
charged and discharged through a turned on transistor, the 1
to 0 and 0 to 1 switching delays are theoretically the same.

Actually the switching delays depend on many parame-
ters. The n-channel and p-channel device dimensions are
frequently not the =<same, the mobility of the electrons in

12
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probability of latchup. The minimum separation rules for
p-wells and P+ doped active areas exist for this fpurfpose.
Their aim is to reduce the gain of the parasitic bipolar
transistors, thus reguiring a larger noise spike of longer
duration to start the latchup sequence. A freguently used
téchnigue is the grounding of the p-well as illustrated in
Figure 2.14 . Here the effect cf the P+ doped area covering
half of the contact cut for the ground bus is to reduce the
resistance R2 in Figure 2.13 . Another practice is to place
a small capacitor across the vdd and GND pins of CMOS-Bulk
chips. To provide capacitive filtering of noise spikes on
the «chip, Vdd and GND busses are frequently run close
together. Also, Vdd input pads are designed to provide
capacitance between vdd and GND.

N+ diffusion ’/’——’f"'.' . L—P-well

st e contact cut

~ P+ doping

Figure 2. 14 Grounding of the P-¥Well.

3. TIwin-tub CHMOS

k.-
o This process, also called twin-well, uses both
. n-wells and p-wells on a high resistivity N- or p-
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|
I‘:i
e
SN 26
o
y-
b:'.".' . . : )
‘l’.—: el o e e e g g e T T e e P P S P, ;_;l'--{ -.-':‘vx PRV AP W SIS W WU Y i S ) A_u;.':_ Saod




TR TSN T

-l

o R A i

Mad LML S e e o e e v
o - ' ' R P Y - ..

SRR

T Y
) D

SRt £ i Sl L v N I Vi, b, W M e M FE £ Al "0 il SRS M ML M~ SRR S R e e O T A A

substrate, or in an epitaxial layer of silicon on a P+ or N+
wafer. Since the well doping does not have to overcome tae
substréte doping, both the n-caannel transistors in the
p-well and the p-channel transistors in the n-well can be
optimized. Domino CMOS is enhanced by the use of this
process since the optimized n-channel devices can speed up
the complex boolean expression evaluation and the ofptimized
p-channel devices can speed ur the signal drive between
stages (thereby reducing the effect of a given farout).

D. CHMNOS TECHNOLOGY SELECTION

The CMOS implementation technologies available fronm
MOSIS are CMOS-Bulk p-well with one metal layer, CMOS-Bulk
p~well with two metal layers, CMOS-Bulk p-well with two
metal layers and capacitors (for analog circuits) and
CMOS-SO0S. ,

The advantages of CMOS-Bulk are: (1) very good noise
margin, (2) faster than NMOS, and (3) a prover reliable
fabrication process. Its disadvantages are: (1) 1latchup
susceptibility, (2) use of p-well guard rings is needed if
radiation hardening is desired, (3) 1lower circuit density
than NMOS or CMOS-S0S, and (4) wmore «complex design rules
than either NMOS or CMOS-SOS.

The advantages of CMOS-S0S are: (1) faster than NMOS or
CMOS-Bulk, (2) very good noise margin, (3) intrimsically
radiation hardened, and (4) no latchup. Its disadvantages
are: (1) expensive fabrication process due to the sapphire,
(2) sapphire variability reduces the reliability of the
fabrication process, {(3) thermal wmismatch between the
sapphire and silicon limits the carrier mobility, and (4) it
is not a viable technology for dynamic memory due to back
channel leakage.
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CMOS-Bulk p-well was selected as the implementation
process for the adder for the following reasons. First,
technology files for this process were available at the
Naval Postgraduate School (NPS) enabling the use of extant
computer aided design (CAD) tools. Second, since this would
be the first CMOS VLSI design at NPS, utilizing the most
reliatble process is prudent to prevent design problems from
teing clouded by implementation process problems.
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III. DESIGY TOOLS

To employ the Mead-Conway design methodology on a large
scale design, three computer aided design (CAD) tools are
needed. A layout design editor for viewing the circuits as
they are created is the first tcol required. Next, a design
rule checker 1is necessary to confirm that all the design
rules for the specified technology have been adhered to.
Though nct a complex task, the large number of checks that
must be made for even a modest design makes manual design
rule checking highly error prone. Finally, a circuit sinmu-
lator is needed to verify that the «circuit as designed
provides the proper logical output. In the design of the
sixteen-tit pipelined adder, the Caesar layout editor
[Ref. 4], the Lyra design rule checker [Ref. 10], and C.
Terman's RNL circuit sipmulator [Ref. 11] were employed.

A. CAESAR

Caesar is a generic layout editor. It is not designed
for any particular VLISI implementation technology. It is
not even limited to designing integrated circuits. Caesar

is a grarhics 1layout editor for the creation and manigula-
tion of rectangles where the user specifies the color, size,
and placement. It is through the user specified technology
file that the rectangles of colcr take on meaning. At the
Naval Postqgraduate School (NPS) there are two technology
files available for use vwith Caesar. One is for N-doped
metal oxide semiconductors (NMOS) and the other is for
complementary metal oxide semiccnductors utilizing a P-doped
well (CMCS-pw).
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Caesar works with files c¢f its own special format.
These file are indicated by an appended £file type of ca(i.e.
LXXX.Ca). On command Caesar will generate a Caltech
Intermediate Format (CIF) file cf the same layout. Again it
is the technology file which tells Caesar which CIF layer
labels to attach to the colored rectangles.

At NPS, Caesar is set up to take commands from any
termipal where the execution of the Caesar program is initi-
ated (usually the ADM-3a console adjacent to the color
graphics display unit) and from a four-button puck on a
graphics tablet attached to the color display device.
Caesar displays its graphics results on an AED 767 color
monitor and displays its menus, messages, and prompts on the
command console. Detailed information on the installation
and operation of Caesar at NPS can be found in Reference 4
and Reference 2.

Caesar is an interactive CAL tool. The results of any
command are rapidly displayed on the AED 767. The resuits
of a ccnmand may be undone (u) cr repeated (.) with a single
stroke of the specified key on the command console. While
running Caegsar, a wuser may also call upon the design rule
checker, Lyra, to <check the area inside and within three
Caesar units*® of the current box for design rule violations.
This interactive use of the layout graphics display and the
design rule checker helps to insure that there will not be
any design rule forced changes late in the design cycle wten
changes are much more time consuming. With Caesar's level
of interaction with the designer, the design loop consisting
of (1) issue commands to perturb existing circuit, (2)
visual inspection to verify command's generation of desired

41 Caesar design is layed out on a grid of Caesar units.
These units _do no represent any specific length. When
creating a CIF file from a Caesar file the desired length of
a Caesaf unit is specified.
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results, and (3) design rule checking of new circuit, can be
rapidly conmpleted.

Caesar is a hierarchical design tool. With Caesar,
circuits can be created by piecing together cells (other
files of type .ca) which in turn may be made up of other
sub-cells. Theoretically, there is no limit to the number
of levels in the hierarchy. Nct only can cells (sut-cells,
etc.) be called upon to fill locationms in a circuit, if they
need to be modified to function properly, Caesar provides a
subedit mode to facilitate editing of 1layouts one level
below the current editing level. Care must be taken when
this subedit feature is used since the changes made to the
cell are global. Everywhere the given cell is used on the
chip, the newly edited version will appear.

B. LYRA

like Caesar, Lyra is a generic design rule checker.
When Lyra is invoked from within Caesar, the actual prograx
executed to check for design rule errors depends on the
technology file indicated in the header of the Caesar file
being edited. After running, Lyra sends a message to the
command console indicating the number of errors found. On
the grarhics display lyra paints the exact location of each
error and labels each error with the design rule violated.
The error label consists of atbreviations for the 1layers
involved, folloved by an underscore, followed by an abbrevi-
ation for the type of violation detected. Table 1 lists the
abbreviations used by Lyra for CMOS-pw.

The winter 1983 distribution of the University of
California at Berkeley (UCB) CATL tools included two versions
of Lyra. One for the Mead-Conway NMOS design rules and the
other for the Jet Propulsion lLaltoratory's (JPL) five-micron
feature size CMOS-pw design rules. Since MOSIS no longer
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TABLE 1
Lyra Error Ablreviations

Layer Abbreviation .. Error.
Foliysilicon P ] minimum width
metal n s minimum separation
p-vell . W X malformed transistor
n+ diffusion d
cut . c
p+ diffusion P

supports fabrication of the JEL CHMOS~pw process, design
rules for the MOSIS supported three-micron CMOS—-pw process
vere obtained. Professor Marco Annatarone at
Carnegie-Mellon University (CMU)generated the listing of the
three-micron CMOS-pw design rules compatible with 1Lyra and
has provided NPS with a copy. To generate executakle code
from the prototype 1Lyra program and imbed the specific
process design rules, the program rulec (see Appendix B) is
run with the design rule list file as its argument.

Now, when Lyra is invoked from Caesar while editing a
CMOS-pw technology circuit, the three-micron minimum feature
size CM0OS-pw design rules are agplied. This version of Lyra
does not check for exceeding any maximum dimensions. The
only maximum size design rule in this technology is for
contact cuts, which may not exceed 3 microns by 8 microams.
Avoidance of improper contact cuts can be accomplished by
utilizing Caesar's hierarchical nature. Contact cuts of all
needed sizes and types are dgenerated once and saved to be
inserted as cells wherever needed.

C. SIHMULATION

@ Once a circuit layout has completed this initial design
[~ loop, it matches the designer's conception of how it should
- appear and is free of design rule violatioas. The perform-

ance of the given circuit, though, remains uncertain. To
simulate the performance of the design, programs such as
SPICE [Ref. 11] and RNL [Ref. 11] are used.
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1. SPICE

SPICE is an important simulation tool in the design

h of high speed CMOS digital and analog «circuits. With its
&3 detailed device modeling, SEICE <can provide accurate
ﬁﬂ: predictions of performance once the device parameters of the

implementation technclogy are known. SPICE provides the
logical output of a circuit based upon the inputs and
describes the +transient behavior of the circuit as it
changes to the new logical output. Thus SPICE enables a
designer to optimize transistor dimensions for speed.

Unfortunately, the version of SPICE currently avail-
able cn both the vax 11-780 and the IBM 3033 at NPS (version
2G6) fails when the parameters of the devices fabricated by
the MCSIS three-micron CMOS-pw frocess are used. With these
parameters the transient behavicr solutions do not converge.

Engineers at CMO, UCB, and the University of
Washingten (UW) are currently enmploying an experimental
version of SPICE (version 2X.x developed at UCB) which is
successful simulating with the three-micron CMOS-pv device
Farameters. This version, however, has other bugs and is
therefore not available for general distribution. The
changes to SPICE 2G6 that enable SPICE 2X.x to simulate the
three-micron CMOS-pw devices will be incorporated into the
next distribution of SPICE (version 2G7). The YNaval
Postgraduate School is in the gueue of 1institutions to
receive SPICE 2ZG7 once it is ready.

In order to run a SPICE simulation of a CMOS circuit
designed using Caesar, the following steps should be
executed. First, the labeling feature of Caesar is used to
place 1labels on the electrical nodes of interest in ‘the
circuit (vdd, GND, input; output, etc.). Second, the Caesar
command

: cif 100 -p

. o, a
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is issued to generate the basepame.cif file. The parameter
100 indicates a scale of 100 centimicrons per Caesar units
and must be specified unless the default value of 200
centimicrons per <Caesar unit is desired. The -p option
causes entries to be made in the basename.cif file for the
labels assigned. Third, after exiting Caesar and returning
to Unix, the circuit extractor Mextra [Ref. 10] is invoked
using the command
% mextra basename

to create the file basename.sim. To modify the basename.sin
file to a SPICE file (basename.spice), the program sim2spice
[Ref. 11] is used. The basenare.spice file contains a list
of +transistors axd «capacitors in the circuit in a SPICE
compatible format.

The basenanme.srice file must be edited to add the
model parameters for the transistors, to specify the wave-
forms of the input(s), to specify the type of analysis to be
performed (usually transient analysis) and to specify the
output to be produced (tables, graphs, etc.). The Spice
User's Manual [Ref. 11] contains the formats of these addi-
tions to basename.spice. Best case and worst case device
mnodel parameters for the MOSIS three-micron CMOS-pw process
as compiled by Dr. M Annaratone of CMU and Dr. 1. Glasser
of MIT are rfound in Appendix A.

2. BN

RNL is a timing and 1logic simulator for digital MOS
circuits. It 1is an event driven simulator which uses a
resistance-capacitance model of a circuit to estimate node
transition times and to estimate the effects of charge

SSince the ninimum dimensicns for the 3-micron CMOS-pw
process are specified in microns instead of lambda, CMOS-pw
81rcu1ts qge Usually designed on Caesar using one micron per

aesar unit.

34

N




PPy T g e W o e R T T R TR Ty L e Lo ey

L Y

sharing.® After input values have been assigned by the user,
RNL calculates the effects of those inputs by repeating the
following operations until there are no further node value
. : changes: (1) when a node is added to the network due to a
I transistor being turned on, the charge sharing implications
of the new node's capacitance and logic state on each of its
electrical neighbors is computed, (2} for each node that

; might be affected, Vthev and Ethev (the parameters of the
N Thevenin equivalent circuit) are calculated and the new
N logic state is determined from Vthev ({0.0Vdd to 0.3vdd =
N logic 0, 0.8vdd to 1.0Vvdd = logic 1, logic X otherwise), (3)
l if the node has changed state, the transition time is calcu-

lated using the node's capacitance, and (4) any changes are
propagated to other nodes. Details of the computation
R methods used by RNL can be found in the RNL Version 4.2 (UW)
L User's Guide [Ref. 11].‘ More important to the user is an
: understanding of what informatiomn RNL keeps, what it
discards, and how it decides what to do next.
Basic to the operation of RNL is the idea of an
l event. The three elements of an RNL event are: (1) a node
. in the network, (2) a new logic state for the node, and {(3)
- the time when the node value changes to the new logic state.
RNL maintains a list of events, sorted by time, that tells
’ vhat processing remains to be done. When the user changes
an input, an event is added to the list. RNL sequentially
processes the next event on the list, stopping when (1) the
list is empty, (2) a node the user is tracing changes value,
- or ({3) wvhen the specified simulation time interval has
elapsed. To process an event, ENL removes it from the list,
3 changes the node's state to reflect its new value, and then

6Charge sharing refers to the capacitive_ effects that
happen whén two or 'more previously unconnected nodes each
hav;ng scme charge and capacitance, become connecte by a
resistor (transistor turning on).
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calculates any new events resuiting from the node's rew
value.

In calilculating new events, first all nodes that
might be affected by the change are found and marked. This
includes the source and drain cf all transistors for which
the current node is the gate and all nodes connected to
these nodes through turned on transistors. The search
through the network stops when a non-conducting transistor
or an input is reached. For each marked node, two calcula-
tions are made. First, a charge sharing calculation is
performed to model changes of state due to the charging and
discharging of node capacitances. Second, a final value
calculation is done to determine the node's ultimate logical
state.

A given node can have only two events pending: (1) a
charge sharing event describing an immediate change 1in the
node's state due to charge redistribution among the nodes on
the connection list, and (2) a final value event describing
tae final, driven state of the node. RNL observes the
following rules for processing events: (1) when a new charge
sharing event 1is scheduled, throw away all previously
pending events for the node, and (2) when a new final value
event is calculated, it will be ignored if (a) there is a
pending final event for the same value which is scheduled to
occur sooner, (b) there is a pending charge sharing event
for the same value as the new final event, or (c) there is
no charge sharing event and the new final value event is the
same as the node's current value. These rules are based on
the assumption that the event that was last calculated
reflects the latest configuraticn of the network and there-
fore =should override events calculated earlier. Charge
sharing events discard any fending final value events
because any charge sharing calculation is immediately
followed by a new final value calculation.
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These event rules, however, sometimes lead RNL to
generate incorrect results. This is especially true of
signal driven circuits (circuits where inputs are applied to
the source and drain of a transistor as well as its gate)
and circuits that derend on the analog properties of the
devices to predict the behavior of the «circuit. For
example, consider the first exclusive OR gate design for the

o _T—LL_ e
7 [
He | | gk

2 ———

Abar

Pigure 3.1 CMOS Exclusive OR [Ref. 6].

pipelined adder in Figure 3.1 This design has proven to
function correctly at CMU, however, the RNL simulation shows
this circuit failing.

Starting in a state wbere A=0, B=1, and out=1,
assume that the input A then transitions to 1. Initially
Q1, Q3, Q4, and Q6 are on. When input A goes high, Q3 is
turned off (no events generated) and Q2 is turned on, gener-
ating a charge sharing event and a final value event for
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Abar resulting in Abar going low.

still turned on Q6 1is now
low and the still turned on Q4
a finite amount of
recognize
voltages well)
high.

Next, Q4 is turned off.

trying to drive the

time for QU
that n-channel transistors do
is still trying to
The result is an output

Since

When Abar goes low, the
output node
(RNL recognizes that it takes
off but
not conduct

to turn does not
bigh
drive the output node
of X, the undefined state.

turning off Q4 adds no new

nodes to the network, the event list is empty and the output

remains at X. The
circuit centers arournd
controlled by two nodes that

As a result,

eliminate a final value event of the other,

value event being the force which determines

actual behavior.
The circuit cf Figqure

which also fails in RBNL simulation.

tions next to the transistors
This
ratios fcr proper operation.

of the
greater than

ratios of the devices.
gain input signal on
of the
RNL does not recognize

the gain
gates.
to be sufficient to cause the
either logical 1 or 0 when

of the feedback signal. As
locked ufp at X.

other

circuits, designs were

(see chapter 5)

should be followed.
basename.cif as before. Again

extract the circuit,
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primary difficulty
the fact

a charge sharing

a result,

First lalkel the circuit

this time witk the

RNL has
that the

with this

out put node is

can change at different times.

event due to one
with that final

the circuit's

input can

3.2 is a proven latch design
In Figure 3.2 the frac-
represent the length to width
circuit is dependent on these
ratios insure that the

of 05 and Q6 1is
signal to the same

These
the gates
feedback

the difference in these gains

gates of Q5 and Q6 to ke at

the input signal is the opposite

the circuit beconmes

Because of RN1's difficulty with these two

employed in the final adder

to facilitate testing of the overall design.
To use RNL as installed at NPS,

the following steps
and generate
the program Mextra is used to

-0 option (Mextra
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Figure 3.2 CMOS Latch Design [Ref. 6]

basename -0). The =-o option causes Mextra not to compute

capacitances. A4 follow on program in this sequence, Presin,
performs this computation with greater accuracy. It should
be noted that there are three different circuit extraction

programs, each named Mextra. There is the MIT version, the
UCB version and the UW modified UCB version. The next tool
to be used in the segquence, Presim, «can accept the output

format of the MHIT version and the UW modified UCB version.
At NPS, the UCB version is installed and was used. The MIT
and U¥ wmodified UCB versions differ in the order of the
parameters in a transistor specification. Professor
Annaratone at CMU developed a program, cfcrmat, to chanje a
.sim file generated ty the UCB version to the MIT format.
However, cformat does not work if the -o option is used with
Mextra. To’ avoid a loss of accuracy, the .sim file can
manually be changed to the UW modified UCB format. The
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B DESIGN FOR TESTABILITY

Another primary c¢bjective c¢f tihe adder design wAs to
provide for testability, that is, the ability to '~gically
detect fabrication errors or «circuit malfunctions rather
than visually searching for faults with a microscope.

As the complexity of integrated circuits has grown, the
ability to logically detect faults using only the normally
available inputs and outputs has decreased markedly. As
coaplexity increases, the numkter of likely <faults to be
tested for and the number of input vectors required to
isolate a specific fault grow rapidly. Unless a design
technique is used which allows the tester to examine the
intericr logic of a chip , the order of magnitude of the
number of input vectcers required to perform useful logical
testing is prohibitive. Thus, if logical testability is
desired, a design technique that provides for it amust be
used.

One such design technique is level sensitive scan design
(LssD) [Ref. 13]. level sensitive implies that the output
of any logic element is dependent only on the levels of its
inputs. No logic elements are allowed to depend on a tran-
sition such as in an edge triggered flip flop. Scan design
implies that all aemory elemeants in the design are to have
an auxiliary function where their <contents are serially fed
to an output pad for examination. This gives a tester the
ability to examine intermediate results. In applying the
LSSD technique to the adder design, the following steps were
taken.

First, all «circuits were designed to respond to the
level of their inputs and not to require a tramsition to
trigger their operation. Second, to insure that each logic
event worked only with stable, pon-fluctuating input levels,

the inputs to each event were gated. The input gates were
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Now, after three events, estimated sums Zfor each
4-bit block and the actual carry into each block (Cimnb} are
available. Prom these the sum <can be computed using equa-
tions 4.17 through 4.20 .

Sm= Cm @ESy) (eqn 4.17)
S = [C..»ESU)]@ESm (eqm 4. 18)
S = [Cm;53<n55u4 (ES1s) (egn 4.19)

S = [ b ES(x)ES(z)Esm]@ESm (eqn 4.20)

Using second level CLA logic, the 16-bit sum is
generated in only four events. Additionally, this design
can easily be extended to the generation of 64-Dbit suns.
The logic of eguations 4.5 and 4.6 which produced the second
level fprimitives BP and BG can be used again to generate
third level primitives, B3P and B3G. These third level
Frimitives represent the carry propagate and carry generate
properties of 16-bit slices. The carry into each 16-Dbit
block is provided by implementing eguation 4.7 . Thus,
adding one event will provide the «carry into each of four
16-bit blocks of a 64-bit sum. The logic of equation 4.3 is
then used to gererate the carry into each 4-bit block of the
sus and the final sum is computed as before. The final
result is that by adding two events, for a total of six, and
using the same logic as before (i.e. no new circuits need to
be designed), the 16-bit adder can be extended to a 64-bit
adder.
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tecause of the large amount of area consumed by the regis-
ters needed to hold two possible answers. The second method
is to compute the estimated sum of the block assuming a
carry-in of 0 and then correcting the estimated sum once the
actual carry-in to each block is known.

Since the estimated sum, ES(i), is pot needed until
after the third event and computing it as one event again

leads to fanout problems, the ccmputation of ES(4), the most

significant bit, through ES(1) is computed in two events as
follovws. First, an intermediate estimated sum, IES(i), is
computed using two-bit slices, each assuming a 0 carry in
(see eguations 4.8 through 4.11). At the same time, a carry
from kit (2) into bit(3) (IC23) 1is computed using eguation
4.12 On the next event, ES(i) is computed from the IES(i)'s
and IC23 using eéuaticns 4.13 through 4.16 .

IES(y) = Py (egn 4.8)

IES 3 = P3O Gy (egn 4.9)

IES(s) = Py (egn 4.10)

IES(y = P@Cu (egn 4.11)

1C238 = G+ G )Pz (egqn 4.12)

ES(;) = 1ES ) (egn 4.13)

; ES() = IES (egn 4.14)
!

]! ESg) = IC23()IES s (egn 4.15)

| ESy = [155(,,1023]@155(., (egn 4.16)
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are the block propagate, BP(i), and block generate, BG(i),
functions. 8P (1)=1 implies that a carry into block (i) will
be propagated through to block (i+1). BG(i)=1 implies that
block (i) will generate a carry into block (i+1). For a 4-bit
block wtere bit (1) is the least significant bit, The BP and

BG primitives are generated by eguations 4.5 and 4.6 respec-
tively, with the P(i)'s and G(i)'s computed as before.

- BP()y= PlgPsP Py (egn 4.5)
BG ()= G+ C P C PP+ G PP P (egn 4.6)
Next, the block carry,. 3C (1), vhich represents the carry

from Lklock (i) into block(i+1)} is computed using eguation
4.7 which represents the same lcgic as eguation 4.3

BC;) = E[BG(,) m BP(,)] | {egn 4.7)
k=0 j=k+1
So far, after tkree events, the P2(i)'s, G (i)'s,

BP(i)'s, BG(i)'s, and BC(i)'s lave been generated. If the
same method of generating the final sum as used in zero
level CLA were to be used, two additional events would be
required. The first again applies the logic of equation 4.3
to each U4-bit block to gemerate the «carry into each bit.
Here the Cin for block(i) 1is given by BC(i-1). The second
cycle 1is used to generate the sum from the C(i)'s and
F(i)'s. One of these events can be eliminated if, while the
BC(i) 's and their predecessors are being computed, an esti-
pated sum of the 4-bit block is also computed. One method
is to compute two estimated sums for each block, one
assuming an carry into the block of 0 and the other assuming
a carry in of 1. When the correct carry in for block (i) is
generated, it is used to multifplex the correct sum for the

block to the output. This assumed carry method was rejected
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Noting that a four-bit sum generated using zero
level CLA logic is within the design guidelines suggests
cascading 4-bit slices of the same 1logic as indicated in
Table 2 Here the sum is available after six events and the

TABLE 2
First Level CLA Logic for a 16-bit Sum

Event Bits Bits Bits Bit

No. 1-4 5-8 9-12 13- 6

1 Compute Compute Compute Com ute

P(i),6(1) P{i),G (1) P(1),6G (1) P(1i),G (1)

2 Compute Del a%, Delay. Del a%
C (1) P(i) ,G(1) P(i),G (1) P(i),G11i)

3 Conmpute Compute Delay. Delay.
1) e1d) YeA gk COMMNENCh gt €3

4 Delay Compute Compute Delay
S (1) S (1) C(1) P(1) ,G(3)

5 Dela Dela Compute Compute
S(i)y S (1) ¥ 5(5) C(g)

6 Delay Delay Delay Compute
S{1) S {1) 5(1) S(1)

fanout is reduced by a factor of four. The event cycle time
reduction would more than make up for the event count
increase since <cycle time grows faster than 1linearly with
fanout. The only drawback with this design lies in the cost
of extending it to generate 32-bit or 64-bit sums. For
every 4-bit slice added, another event is required. Thus, a
64-bit add would reguire 12 events.

3. Second Level ClA logic

Again the data is divided into 4-bit slices called
blocks. But rather than let the carries ripple through the
blocks, two new primitive functions are introduced. They
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most basic definiticn is a <combinational logic «circuit
accepting a set of ingputs, performirg its specified opera-
tions on those 1inputs and generating a set of outputs.
Therefore, the input of the addends, £followed by the ccmpu-
tation and output of the sum can be considered as a lcgical
event. However, a primary design consideration for the
adder is to provide for testaltility and a key element of
this fprovision is the availability of intermediate results
(see section 8 of this chapter). This implies breaking up
the sum generation into several separate events. The first
event takes the addends as inputs, performs some logic oper-
ation (s) on them and stores the results in a register. The
next event takes its inputs <from that register and stores
its results in another register. This chain continues until
the last event deposits the sum on the output pads of the
chip. To provide the tester with easily interpreted inter-
mediate resualts, the equations presented in this chapter
were taken as boundaries for each logical event. The terams
on the right side of the egquation determine the inputs and
the leit side terms determine the output of a logical event.
Oonce all the inputs for an equation are generated by
previous events, the logic of the eguation becomes part of
the current event.

1. Zero Level CLA logic

This 1logic requires three events to generate the
suam. First, equations 4.1 and 4.2 are used to generate the
P(i) 's and G(i) 's. Second, from eguation 4.3 the C(i)'s are
generated. Finally, the sum is derived from eguation 4.4
The principal problem with this approach for a sixteen-bit
adder lies 1in the application of equation 4.3 Here, the
input P (1) has a fanout of 15, which makes this approach
unsatisfactory.
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reversed. Tais led to the following guideilines in the
design of the adder:

1) The internal logic of each stage should be acccecm-
plished with minimum dimension transistors , 3 aicrons
X 4 nicrons (length x width). This leads to more
compact circuits with shorter interconnections and
reduces the capacitive load on the preceding stage.

2) Significantly wider transistors (3-micron x 9-micron)
should be used at the output of each stage where the
fanout and interconnect lcading is greater.

3) The fanout of any tramnsistor should be kept to less
than five.

This requires a more comfplete definition of fanout
because the capacitive loading of a gate depends on its
area. A 3-micron x 4-micron transistor driving six other
3-micron x U-micron transistors aas a fanout of six. A
3-micron x 8~micron tramnsistor driving the same load is
considered to have a fanout of three. Though this implies
that a high <fanout problen can be solved by merely
increasing the width of the driving tramsistor, it negiects
the effects of the interconnect wiring. As gates are added
to the load of a transistor, each subsequent addition must
be more remote from the driving transistor. Since the
resistance of the wiring is prcportional to its length and
inversely proportional to its widtn, the resistance of the
wiring will increase unless the width 1is also increased.
However, since the capacitance c¢f the wiring is proportional
to its area, most of the gain achieved by widening the wire
to reduce resistance is offset by the increase in capaci-
tance. As a result, in the design of the adder, increasing
the width of the driving transistor was not viewed as a
complete f£ix for a fanout problenm.

¥§ For the comparison of the different approaches to CLA
iﬁ addition, the term logical event needs to be defined. The
é
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As pcinted out by Flores [Ref. 12] and by Corradi and
Hauenstein [Ref. 3], there are several logical implementa-
tions of <carry look ahead addition. A principal task of
this thesis investigation was to select a fast 1logical
design. Without the circuit simulator Spice, the analysis
of each design considered was more gqualitative than guanti-
tative. In this gqualitative analysis, a turned on tran-
sistor 1is considered as a -resistor with its resistance
proportional to its length and inversely proportional to its
width. All gates driven by such a turned on transistor are
considered to be capacitive loads with capacitance propor-
tional to the area of the gate. The interconnect wiring is
considered to add both parallel «capacitive 1loading and
series resistance as shown in.Figure 4.1

Rtran: . :
ware Rwire Rwire
Cwire —/——
Rtrans

L L 1 1

Figure 4.1 CHOS Outfput Loading Model.

q
i

— Cgatel Cgate n ——

. From this model it is obvious tlhat the amount of inter-
3
connect wiring and the number of gates driven (fanout)

» : PR .
v "y . Dttt T
. & * ? . v

T

should be minimized to minimize the output traansition time
vhen the positions of switches S1 azd S2 of Figure 4.1 are
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B1, and Cin to produce S1 and Clout (carry out of kit one
into kit 2). On cleock cycle 2 it uses A2, E2, aand Clout to
generate S2 and C2out. Here 16 clock cycles elapse before
the sum is available. An adder can also be izplemented as a
ripple carry aider where the duration of each clock fpulse is
sufficient to allow a carry into the sum to propagate all
the way through to a carry out. In the case of the 16-kit
adder, thkis would require a clcck duration at least sixteen
times the length of the gate delay of the one Lit adder.
The mnmiddle ground belongs to +the <carry look-ahead adder
[Ref. 3] In carry look-ahead (CLA) addition the carry into
each bit position, C(i), is «g¢enerated from the profragate,

P(,') = A(.‘)@B(,-) : (egn 4. 1)
Guy= AwB (egn 4.2)
P(i), and generate, G(i), primitives. P (i) = 1 implies that

a carry into bit(i) will. be propagated through to bit (i+?1).
G(i) = 1 implies that A (i) ard B(i) will provide a carry
into bit(i+1) of the sum, regardless of the contents of the

Ciiy= Cu-+tCGl-nP-yt **+ +Cu Py - PPy (€GD 4.3)
5w = Co@P) (egn 4.4)

less significant bits of 2 and E. The algorithm for the CLA
sum generation is as follows. The first event is the evalu-
ation of equations 4.1 and 4.2 to generate the P (i) ard G (i)
primitives. The second event uses the P(i) and G(i) primi-
tives as inputs to eguation 4.3 to generate tke C(i)*s. The
final event is the computation of the S(i)'s from ecuation
4.4 .

45




-, L gl PSP o i ) e ,'4 - - o uns ot iaoitu et e MOt et gl el et e e DM il N AN e gl i £ SNEUINA S S AL S,

IV. DESIGN OF TIHE ADDER

As stated in the introducticn, the primary goals of the
adder design are to maximize throughput and to provide for
testability. The adder is to ke a pipelined adder. Every
clock cycle it should accept as ianputs two 16-bit addends
(A1, the least significant bit, <through A16 arnd 31, the
least significant bit, through B16) and one carry-in (Cin)
bit. It is desired to produce the 16-bit sum (S1 ,the least
significant bit, through S16) and the carry-out (Cout) Dbit
as quickly as possible. Both the number of <clock cycles
from input of the addends to the output of the sum and the
duration of each clock cycle are to be minimized. A secon-
dary consideration in the design 1is expandability. An
expandable dJesign is one that <can easily be extendad to
produce a 32-bit or 64-bit sum utilizing the same circuit
structures. In this chapter the 1logical design and layout
design of the 16-bit adder will be presented. The equations
presented in this chapter are taken or derived from equa-
tions found in chapters three through six of The Logic of
Computer Arithmetic by Flores [Fef. 12]. In these equations

concatenation implies the logical AND, the symbol + imrplies
the logical OR, and the symbol + implies the logical XOR.

A. LCGICAL DESIGHN

:fi In considering the speed spectrum of adders from a
Q, logical standpoint, at the fast end there is the table
EL look-up. With 33 bipary inputs and 17 outputs, this would
';: require an address space of 233 17-bit words. With current
[ﬁ{ technology this is not feasible. At the other end of the
aif spectrum is the serial adder. Oon clock cycle 1 it uses A1,
.

l
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protection «circuit. In +the extraction anl simulation
process this resistor is viewed as an open ciccuit.
Therefore, on input pads, the input label nust be fplaced
after the resistor in the signal path.

With Caesar, Lyra, and ENL, a designer at NPS has
the requisite CAD tools for the coamplete logical «circuit
design loop. With these tools circuits that are free of
design rule errors and produce the desired 1logical results
can ke designed. The lack of SPICE somewhat restricts tae
designer's ability to optimize speed, but there are several
design techniques that can be employed to design chips that
run fast. These will be covered in the next chapter.
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the fparentaeses of another command), 1t may be written in

the more ratural form:

function argumext argumert .... <newlired>

Tutorials on RNL are cobntaired in the University of

Washingtcn/Nortahwest VLSI Consortium's VISI Design TIools

Reference farnual [Ref. 11]J. There are two points concerning
the Mextra, Presim, RNL simulation cycle a user should be
aware of that are not brought out in the documentation. The
first concerns the use of vectors in RNL commands. As
evidenced in the tutorials of Reference 11 and the adder
simulation results din Appendix D, vectors can be used to

make the input and output of ANL less cumbersome and
S verbose. After the vector has beer defined, a user will
3 l then want to assign values to it. The documentation shows
ti' the format of the vector value assignament cozxmand to be:
(invec ' (vecname values))

However, the "values" field has its own specific foraat.

The first character should be a 0 or a 1 indicating positive
and negative numbers, respectively. The LISP interpreter
will work with negative numbers Dbut RNL will not accept
negative numbers as logical inputs. The second character is
a letter specifying the number base of the input vector (b
for binary, h for hexadecimal). For example, to assign the
binary value +101010 to the vector vectore, the RNL ccnmand
would be:

(invec ' (vectone 0b101010))

The other point concerns the location of input
Sﬁ‘ labels on the input pads. TWhen the entire chip is being
S simulated, the input labels are roramally placed oa the netal
pads where the off chip leads are attached. Before an input

on signal frow a bonding pad reaches the interior circuits of a
o chip it must pass +through a =rr. .tor im an overvoltage i
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interactively.

If the second UOnix command is used, sSpeci-
£fying a commanrd file, RNL first executes all the corcmands in
cndfile and upon completion, starts taking commands froa the
console. In either case, RNL siiould be given the following
commands:

(load "uwstd.l")

(load "uwsim.1l")

{({read-network "rasenaume")

where basename is the file gererated by presinm. The first
load RNL

user interfacing with RNL.

two commands with several macros which simplify
with BNL is a
The interpreter continuously executes the loop: (1)
(2) evaluate the command and perform the specified
and (3)

for specifying commands to this loop.

The user interface L1SP interpreter.
read a
command,
actions, print the result. There are two formats
The first is:

(function argument argument ... argument)

Here the parentheses delimit the conmand and spaces separate
the elenents. The interpreter reads the entire command, up
to the closing parenthesis, then the first element is ianter-
The

(function arg arg

preted as a function and all the others as arguments.
arguments may be of the same command form,
arg). If the following command were issued to RNL,

(* 12 ( + 2 2) (r 14 7))

96 (12%4%2) .

RNL would respond by typing The other format
for commands to RNL is
(function

'(argument argument ... argument))

where the "™ ' " jipndicates the guote special form which keeps
(+ 2 3)
a string of three elements.

its argument from being evaluated.
but "(¢+ 2 3) 1is
When this second RNL command format is not used to represent
an argument of another command

Por example,
evaluates to 5,

{i.e. is not contained within
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first step in this format <change 1s to use the VI text
editor to add "format: UC3" to the bheader line £ tase-
name.sim. The other change that needs to be made 1is to
change the labels for the n-channel transistors from "a" to

nen, Using the EX editor, the following steps accomplisa
this:

% e basename.sin - invokes the editor

: g/ n/s//e/9g - make global change

for all n as first char

in a line, change to e
H - write back edited file
1 q - €xit editor

The next step is to create a binary f£ile for RNL
from basename.sim using Presim. This is done by issuing the
command:

% presim basename.sim basename config

Basename.sim is the edited .sim file and basename 1is the
file into which presim writes its binary output. Config is
the <calibration file used to select other than default
values for the circuit element capacitance and resistance.
A copy of the presim user's guide from the UW/NWC VISI
Consortium release 2.0 and the calibration file used in
simulating the adder are contained in Appendix C. The
values used in the calibration file are taken from the MOSIS
supplied electrical parameters.
The final step is to run RNL itself. This is done

by entering one of the following two Upix commands:

% ral or

% rnl cmdfile

where cmndfile is the name of a file containing a sequence of
RNL commands. Entering the first Unix command will cause
RNL to take its commands directly <fron the console
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opened only after the inputs were stable (i.e. the outputs
of the previous event were stable) and closed before the
input gates of the previous event «Were opened. Third, a
dual mode latch was used to stcre the output of each 1logic
event. In the normzal mode ¢ operation, the «register
latches the outputs of ope lcgic event in parallel angd
stores them to be used as ianputs for the next logic event.
In 1its secondary mcde of operatioa, the register stops
taking its parallel inputs and starts to rumn as a shift
register, shifting its contents onto an output pad.

One of the conseguences of using the L15SD technigue is
the Large amount of area coasumed by the dual mode regis-
ters. In high speed operation, an inverter pair would be
sufficient to store inter-event results. But to permit’low
speed testing where the capacitance of a gate may discharge
during one clock phase, and provide the dual mode feature, a
pair of clocked latches with control circuits is required.

C. LAYOUOT DESIGN

With the logic decided upon, the next step was to create
the laycut of the adder. The lcgic consisted of four events
to produce the sun. Another event was needed to latch the
input data onto the chip. A two-phase clock was needed to
insure that two adjacent events did not run simultaneously
(insuring stable inputs to each event). To make the output
of the adder compatible with the input to another adder, a
one event delay was added. This insures that the output of
one adder does not change while a second adder is using the
sum frcm the first as an input. With two 16-bit addend
inputs, one carry-in jinput, opne power supply (vdd) dinput,
one reference (GND) input, a 16~-bit sum output, one carry-
out output, and two clock inputs, ten pads were left fronm a
standard 64-pin chip for register mode <control input and
register (shift mode; output. Since the design called for
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five registers, one for eachk logic event and one for
latching the input data, five pads were used for input of
the register mode control signals and five were used for the
registers to serially output their contents. With the
required inputs and output identified, the preliminary floor
plan shown in Figure 4.2 was created.

phil
Input Bl Bl6 in
— I phi2
Event 1 : latch inputs (phil) =i
3 Cin
’.
[.
- ,
. Event 2 : compute P, G (phi2) @
' 3 ~
20w
9] 0n W &
Sl Ao 3
all oe &
0 0 &
n MU -
Event 3 : Compute BP, (phil) =
BG, IES, IC23 ol =
O 2} +~
— 9]
< — o
: s sl § oy
; a Event 4 : compute BC, ES (phi2) 2 Y ~ &
< a ] 0 PUR.=
= e 0 w O
o ] > -
z e <
o ] %}
= o
. = w
Q Event 5 : Compute sum (phila2) 211 cout
0
b and delay until phi?2 ~
3 1] sl out
i S2 out
- 2 Output S16 - S3 3
- (G >
.
-
Pigure 4.2 Preliminary Chip Floorplan.
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REPRODUCED AT GOVERNMENT EXPENSE

The first circuit designed was the dual mode latch of
Figure 4.3 Here the <circuit is designed to 1latch the 1IN
level when Control is low (Control is high) and phit is high

L = L

T o, .

AL T A

=4

oL L T H
T i

[
Le]
[

4

T HC
o

(| T H

ouT phil shift
out
CON = - - -
I g

PRI iy

Figure 4.3 Dual Mode Latch.

(ph11 is low). ¥hen phil goes low, a copy of the input is
also stored 1in the second latch and becomes available at
shift-out which is ccnnected to shift-in of the next latch.

When control goes high, the IN signal is blocked and the
latch takes its input from the register to the left. The
shift-in of the leftmost latch in a register is tied to
ground. Versatec plots of the actual layouts of this dual
mode latch and the other circuits described in this section
are given in Appendix E.

The AND gate used was corstructed from a NAND gate
followed by an inverter as shown in Figure 4.4 Similarly,
the OR gate was constructed frcm a NOR gate followed by an
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REPRODUCED AT GOVERNMENT EXPENSE

inverter (see Figure 4.5). Altbough logic implemented using
these AND and OR gates is more area consuming taan the sane

logic ixplemented in NAND and NCR gates only, the peralty is
not severe btecause they were used irpfrequently in the fimal

AN
L l
° :i - —4 AB

___{A

Figure 4.4 AND Gate.

ey

T TER

>

; 4 —
= -

. Wy

Figure 4.5 OR Gate.

The exclusive OR gate (XOR) wvas constructed from two
inverters and three NAND gates as shown in Figure 4.6 .
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Though this design is considerally more area consuming than
the XCOR gate of Figure 3.1, it was selected because the RNL

circuit simulator could correctly model its operation.

Figure 4.6 Exclusive OR Gate.

More complex logic functicns were implemented  using
prograrmed logic arrays (PLA) where the outputs are the
logical sum (OR) of the products (AND) of imputs. A single
phase design was needed. A FLA designed to compute when
phi1 is high, between the time the preceding evert tad
produced stable outputs (phi2 gcing low) and the time phi?1
goes low, had to produce tae prcper sua-of-products results.
To hold down fanout, a dymamic structure was needed so that
inputs could be applied to a sirgle type of transistor. To
prevent steady state fower consumption a precharged dynamic
structure was needed. Because of charge sharing, the prec-

4 harging must take place while the inputs are present on the
6 transistor gates of the PLA (see chapter 5, section C, for a
complete explanation of the charge sharing problem in this
PLA structure). Thus, two distinct events must occur during
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the iaputs must Dbe applied and
Then evaluation must occur.

occur during a single phase of

the inter-phase time when both phil and phi2 are

The basic structure

......

precharginge.
of the resulting PLA is shown in Figure 4.7

inl in2
[
phi2 ;;* _.ol :
g . ’_*
g phil i [/.’\
j 1 L
. - :
b,
r.- -~
F' Pigure 4.7 PL2 Structure.
b
b
2
- Referring back to the flocrglan in Figure 4.2, the
?. layout of the circuits which periora the logic of each event
H are presented in Appendix E. The names assigned to the
- layouts are given below. Event 1 comsists of a 33-bit dual-
mode latch. Event 2, which cogputes the P and G primitives
for each bit,is made up of 16 AND gates, 16 XOR gates, angd

another 33-bit latch. Event 3, which computes the BP and BG
The IES (i) 's and the IC23 for each 4-bit block,
cf PLA82 and a 29-bit latch.

primitives,

is made up of four instances
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The «circuit PLA82 is made up of an 8-input, 5-fproduct,
2-output PLA , two XOR gates, ore AND gate, and one QR gate.
Event 4, which computes the ES(i) 's and BC for each 4-bit
block uses four instances of FLA84 to compute the ES(i)'s
and one instance of PLA915 to compute the BC(i)'s and a
21-bit latch. The circuit PLAS15 is a 9-input, 15-product,
5-output PLA and the circuit PLa84 is an 8-input, 7-product,
4-output PLA. Event 5 uses four instances of PLA104 to
compute the S(i)'s and a 17 bit latch to store results and
provide the added delay (by taking the output from the shift
out position, the extra clock cycle of delay is generated).
The circuit PLA104 is a 10-input, 14-product, 4-output PILA.
With this design, the input to output latency is three full
cycles of a two-phase non-overlapping clock; three cycles of
the clock elapse between the time the addends are presented
to the «chip and the time the sum becomes available at the
output. In the first three registers the odd number of bits
is due to the need to store the carry-in value until event
4. In the last two registers the odd number of bits is due
to the need to store the computed value of carry-out.

The resulting rinal layout of Figure 4.8 shows the
actual on-chip layout locations of each event's logic. In
additicn to the logic circuits for each event, the circuits
AMP and AMPS5 are also seen. These are driver circuits for
the high fanout <control and clcck signals. Each takes as
its input a control signal and produces as outputs the
control signal and its inverse, both driven by 3-micron x
160-micron transistors. This amplifier is the same design
used by the output pads to drive off chip loads.

This final layout represents one implementation of a
pipelined CLA adder designed for testability. The relative
merits of this design and others that may have been imple-
mented can, as yet, only be gualitatively discussed. The
addition of SPICE 2G7 to the CAL toolbag will provide future
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Pigure 4.8 Final Layout.
CMOS designers with the quantitative analysis necessary to

make decisions involving tradeoffs among primary design
objectives.
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This final design, wken simulated using RYL, functioned

properly at clock speeds up to 14 megyahertz. Testing of tae
actual chips produced by MOSIS should give an indication of
the accuracy of RNL's predicticas. The following chapter
presents a test plan to check for proper operation of the
adder at low clock rates and tc determine the maximum oper-
ating speed.

62




i~ S - - YA~ B i Sk phe Sl Ml S Seus, Ml Ve G S M b Al ol tafh cnil eng de e vind. Sl Sl Salis S O N R i Sad St i el SN A S R AR AR T S N A S R R B T

V. TEST PLAN

After several iterations of the design-simulate-redesign
loop, a final layout was achieved for the 16-bit pipelined
adder. These iterations provide considerable confidence in
the lcgical correctness of the 1layout. Appendix D contains
RNL simulation results for the full adder. 1In reading these
results it should be kept in mmnd that the adder requires
three cycles of the two-phase clock to produce the sum. In
the first part of the simulation, the inputs were kept
constant for three clock cycles to facilitate easier reading
of the results. With these steady inputs, simulations were
run to verify the generation of correct sums, concentrating
on those addends that would produce carry propagates and
carry generates across the boundaries of the 4-bit blocks.
The last part of the simulaticn utilized different inputs
each clock «cycle. This was done to test the pipelining
feature of the design, insuring no dependence on repeated
inputs of the addends to produce the proper sum.

After fabrication of the «chip, application of similar
inputs to make the same determinations for the actual
circuits will form the initial fortion of the test plan. In
this chapter a test fplan for the verification of computa-
tional ccrrectness and speed will be presented.

A. TINPUTIS AND OUTPUIS

The first step in testing the chip will be to connect it
to the requ.red input and output circuitry. To accomplish
this, the 1identity of the inputs and outputs on each pin
must be determined. Microscopic examination of the chip
will reveal the logo "16-bit Add", located between the GND
and vdd buses for the pads 1ip the northeast corner  (see
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Figure 4.8 which is repeated below for convenience). Using

this landmark, the sigunals ob the ©pads can be labeled as
follows.
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Figure 4.8 (repeated) Final Layout
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The western edge has sixteen input pads for the addend
A, with the least significart bit, A (1), located at the
northern end. The northern edge of the <chip also has
sixteen input pads for the addend B3, with the least signifi-
cant bit, B{(1), located at the eastern end. The southern
edge has fourteen output pads and two input pads. At its
western end is the GND input pad followed by fourteen output
pads for S(16), the mecst significant bit of the sum, through
S(3). Following S(3), at the eastern end is the input pad
for vdd. The eastern edge of the chip has eight input pads
and eight output pads. Startipg at the northern end, there
are input pads for phil, phi2, Cin, CON1 (control signal for
the dual mode register of event 1), CON2, CON3, CON4, and
CONS. They are folilowed by output pads  for SREG1 (serial
output from dual mode register of eveat 1), SREG2, SREG3,
SREG4, SREGS5, Cout, S{2), and S$(1) at the southern end.

To supply power to the chip, +5 volts DC should be
applied to the vdd pad and 0 volts to the GND pad. A1l
logical inputs including clocks and contrel signals should
te either GND for a 1logical 0 or Vvdd for a logical 1.
Simulation with RNL revealed sore restrictions omn the clock
signals. For proper operation, each clock should remain
high for a minimuw of 20 nancseconds and the «c¢lock inter-
phase tinme, when both phi1 and phi2 are low, must be at
least 10 nanoseconds in duration. For iaitial testing, to
insure that charge sharing prollems caused by toc short an
interphase time, and fanout prcblems caused by too short a
clock phase duration, are not interpreted as fabrication
errors, the clock speed should be adjusted so that both
above <clock parameters are exceeded by one order of
magnitude.

The outputs, like the inputs, are at vdd to represent a
iogical 1 and at GND to represent a logical 0. The circuits
used to measure the outputs should have high ingput
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impedance, on the order of one megohm. The output pads of
the adder are not designed to handle the current source and
sink requirements of tramnsistor-transistor logic integrated
circuits. The outfut measurement circuits should be
constructed using NMOS or CMOS devicestnat are designed to
operate Letween +5 wvclts DC and ground.

B. TESTING FOR CORRECT OPERATICN

After connecting the adder to a test harness, the next
step is to verify the generation of correct sums by the
adder. There are several inputs that should be included in
the testing to verify the correct operation of individual
circuits. These are contained in Appendix F. In addition
to the test vectors of Appendix F, several randomly selected
input vectors should te tested. IIf the adder should fail to
generate correct sums, The LSSD features can be employed to

exanine intermediate results.

1. Intermediate results

With the LSSD design, a tester can leave input
levels constant for a long pericd of time and use the shift
mode of the internal registers to examine the internal state
of the chip. The rightmost bit of each register is always
available at the outgut pad for that rejister. To oktain
the contents of the other bits, the control signal for the
given register 1is set to and held at logical 1 while the
clock continues to run. For registers 1, 3, and 5 the
serial output will be meaningful and stable while phi2 is
high. The serial output of registers 2 and 4 will be stable
when phil is higah. Table 3 lists in order the intermediate
values available at the SREG(n) output pad when the input

CONn is high.
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TABLE 3
Register Serial Cutputs
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TESTING FOR SPEED OF OPERATION
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UW/NW VLS] Consortium PRESIM User’s Guide

diffext 0 ; diffusion extension for each transistor, ie. each
; transistor is assgmed to have a1 rectangular source
; and drain diffusion extending diffext units wide and
; transistor-width units high, The effect of the
; diffusion extesnsion is to add some capacitance to
; the source and drain node of each transistor —
; useful whea processing the ourput of NET to improve
: the capacitive loading approximations without adding
; explicit load capacitors. diffext is specified in
; lambda (it will be converted using the lambda factor
; above).

resistance channe! context width leagrh resist

; this command specifies the equivaient resistance for & transistor
; of type channel with the specified width and length. Traasistors
; matching this eatry will have the specified resistance; linear

; interpolation is done if the width and/or length is not matched

; cxactly.

; channel is one of "enh’®, “dep®, “intrinsic’, ow-power”,

' ‘pullup’, or “pchan’

context is one of *static”, *dynamic-high®, “dynamic-low”, or “power”
width is given in lambda

length is given in lamnbda

resist is given io ohms

(*) These paramters should be 1 only when procesing the output of
the node extractor. They causc various corrections to be made
to the iaterconnect componeat of a node's capacitance — usually
only extracted sim files have information regarding interconnect
capacitance.

PRESIM uses these paramcters in calculating the capacitance for each clectrical node and the resis
tance for cach transistor chaanel.

UW/NW VLSI Release 2 -3 1vus)
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voltage, for example *-pS” specifies a VDD of 5 voits. The result is printed after PRESIM completes its
other processing. Whea Aguring the resistance of 2 pullup device the ‘pawer” characteristic resustance
as set in the config file i3 used.

The optional third fle (conflg) specifies various electrical parsmeters. The internal values (the
defaults) are a generic sct. They do not reflect aay particular fabricaticn process. (UW-NW VLSI
NOTE: A configuration file is provided in the source code that duplicates the internal settings as an
example of how this file could be used. In addition we anote that, the resistor values are stored first
sorted by width, then by leagth not by the ratio. Values aot explicitly provided in the configuration
le are estimated by linear interpointion.) The format of this fle is iines of the form

par value .

Lines beginning with °;* are treated as all comment. The parameter names and their defauic values
are:

; configuration file for “standard® MPC process

capm2a 00000 ; 2ad metal capacitance - ares, pt/sq-micron
capmlp 00000 ; 2ad metal capacitance — perimerer, pf/micron
capma 00003 ; Ist metal capacitance - area, pt/sq-micron
capmp 00000 ; 1st metal capacitance ~ perimeter, pf/micron
cappa 00004 ; poly capacitance - area, pf/sq-micron

cappp Q00000 ; poly capacitance - perimeter, pt/micron

capda 00010 ; o-diffusion capacitance - area, pt/sq-micron
capdp 00060 ; a-diffusion capacitance — perimeter, pf/micron
cappda 00010 ; p-diffusion capacitance — area, pt/sq-micron
cappdp 00060 ; pdiffusicn capacitance - perimeter, pf/microa
capga 00040 ; gate capacitance - area, pf/sq-micron

lambda 2.5 ; qucrons/lambda (conversion from sim fle units
; to units used in cap parameters)

lowthresh 03 ; logic low threshold as & normalized voltage
highthresh 08 ; logic high threshold as a aormalized voltage

catpullup 0 ; < >0 means that the capacitor formed by gate of
; pullup should be included in capacitance of output
; sode

diffperim 0 i < >0 means do aot include diffusion perimeters

; that border ou transistor gates when tiguring
; sdewall capacitance (*)

subparea 0 . <> 0 means that poly over traasistor region will not
. be counted as part of the poiy-bulk capacitor (*)

UW/NW VLSI Release 2 -2- JU A <]
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UWINW VLSI Consortinm

Department of Computer Scicace
University of Washingron
Seattie, WA 98195

(This document is based on portions of the document “User's Guide to NET, PRESIM and
RNL/NL,” by Christopher J. Terman, Laboratory for Computer Scieace, MIT., Cambridge, MA
02139.)

One must first convert the sim file to a setwork file suitable for use by RNL or NL - to do chis
we run PRESIM:

presim oo sim foo [config] options...

which converts the fle foosim into a binary fle for RNL/NL called foo.

The -g option:

Suppresses the sum-of-products formation. This may be desired if you think
sum-of-products is formed wrong otherwise the advantages of the tranmstor and
node reduction make this option unattractive.

The -¢ option:

-cfile minvalue
writes a list of node names and capacitances to the specified flle. Ouly capacitances larger than min-
value will be included.
The -t option:

«tile,minvaiue
writes a list of transistors and RC values to the specified file - there are two entries {or each transis-
tor. The R's come from the size of the transistor, C's from the source/drain capacitance. Qaly RC
values larger than minvalue will be included.
The -p option:

-presist,voitage

provides a worsc-case estimate of the circuit power consumpotioz by assuming that all the pullups
(DEP or LOWP decvices with drain=VDD) are all on simultancously. “Volitage® specifics the supply

UW/NW VLSI Release 2 -1- sl
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APPENDIX C

PRESIM USEE'S GUIDE

Config file: used to calibrate ENL

capmzZa
capmlp
capma
capmp
cappa
cappp
capda
capdp
cappda
cappdp
capga

lambda

O Sar B Wi R,

.00000

.00000

.00006

.00000

.00006

. 00000

.00010

.00060

.00010

.00060

-00057

1.0
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UNIX MANUAL ENTRY FOR RULEC

RULEC(CAD) CAD Toolbox User's Manual RULEC({CAD)
NAMF, ..

rulec — Compile design rules for Lyra
SYNOPSIS

rulec [lo] rules

DESCRIPTION
Rulec is a shell script with the following processing steps:

i) The actual Lyra rule compiler is invoked to translate the symbolic rule
description, rules.r, to lisp code, rules.L

ii) The lisp compiler, Lisz¢, is invoked to compile rules.] to rules.o

fii) rules.o is loaded into Lyra.profo to generate an executable lisp Lyra,
rules.

iv) The intermediate files rules.l, and rules.o are deleted.
The following options are supported:

-1 (load only) No compilation is done. Previously compiled rules, rules.s,
are loaded into Lyra.proto to generate an executable Lyra, rules. This
option is useful mainly at Berkeley, where Lyra.proto changes frequently.

-0 {save object) Name.o is not removed. Enables ‘rulec 4 rules’ in the

future.
FILES
~cad/bin/rulec - rulec shell script.
~cad/lib/lyra/Rulec! — lisp rule compiler
~cad/lib/lyra/Lyra.proto — Lyra sans compiled rules code.
~cad/lib/lyra/*.r -- standard rulesets.
~cad/lib/lyra/DEFAULTS -- gives default rulesets for Caesar technclogies.
SEL ALS0 "
Lyra (CAD)
Liszt (1)
AUTHOR
Michael Arnold.
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Slow p-type Fast n-tyge

1d4=.40e-6

1d=..25-6

.model nsf naos level=2 rsh=10 tox=600e-10
+xj=.60e-6 cj=3.02-4 cjsw=2.0e-10 u0=675 vto=0.6
+cgso=2.0e-10 cgdo=2.0e-10 asub=0.5e16

+vpmax=>5el pb=.7 2j=.5 mjsw=.5

+neff=2.5 ucrit=8ed uexp=.2z5

.nodel psf pmos level=2 rsh=80 tox=600e-10
+x3=.35e-6 cj=4.1e-4 cjsw=2.5e-10 20=190 vto=-1.2
tcgso=1.2e-10 cgdo=1.2e-10 nsub=5.0el5 tpg=-~1
+vmax=>5ed pb=.7 BEj=.5 mjsw=.5

+neff=2.0 ucrit=8el uexp=.15
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Fast p-type Slcw n-type

.nodel nfs nmos level=2 rsh=30 tox=600e-10 1ld=.25e-6
+xj=.35e-6 cj=6.0e-4 cjsw=4.0e€-10 uo=475 vto=1.2
+cgso=1.9e-10 cgdo=1.9e-10 nsub=1.5e16

+vmax=5el4 pb=.7 mj=.5 Djsw=.5

+neff=2.5 ucrit=8ed uexp=.25

.nodel pfs pmos level=2 rsh=20 +tox=600e-10 1ld=.40e-6
+xj=.60e-6 cj=2.0e-4 cjsw=1.0e-10 wo0=270 vto=-0.6
+cgso=2.0e-10 cgdo=2.0e-10 nsub=0.3e15 tpg=-1
+vmax=5el pb=.7 mj=.5 mjsw=.5

+neff=2.0 ucrit=8el4 uexp=. 15

Fast p-type Fast n-type

.model nff nmos 1level=2 rsh=10 tox=550e~10 1ld=.40e-6
+xj=.60e-6 cj=3.0e-4 cjsw=2.0e-10 uwo=675 vto=0.6
+cgso=2.5e-10 c¢cgdo=2.5e-10 nsub=0.5e16

+vmax=5el pb=.7 nj=a5 mjsw=.5

+neff=2.5 ucrit=8el4 uexp=. 25

.nodel pff pmos 1level=2 rsh=20 tox=550e-10 1ld=.40e-6
+txj=.60e-6 cj=2.0e-4 cjsw=1.0e€-10 uwo=270 vto=-0.6
+cgso=2.5e-10 <c¢gdo=2.5e-10 nsub=0.3e15 tpg=-1
+vymax=5el pb=.7 mj=.5 mjsw=.5

+neff=2.0 ' ucrit=8el uexp=. 15
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ﬂ APPENDIX &

e SPICE MODEL CARDS FOR 3-MICRON CHOS-PW DEVICES

3z CMU models for MOSIS 3-microa CMOS Bulk p-well devices:

i! Fast Nodels
;k .model n nmos vto=0.4 tox=0.7e-7 lambda=1e-7 1ld=12-6
a +xj=1.1e-6 gamma=.3 uo=500 cbd=5e-4 cbs=5e-4
II .model p pmos vto=-.84 tox=0.7e-7 lambda=le-7 1d=1le-6
b +xj=1.1e-6 gamma=.3 u0=300 cbd=3.5e-4 cbs=3.5e-4
— Slow Models
!” .
i .nodel n nmos vto=1.0 tox=0.8e-7 1lambda=le-7 1l1ld=.5e-6

+xj=0.6e-6 gamma=1.3 uo=400 cbd=€6e-4 cbs=6e-4

k .nodel p pmos vto=-1.0 tox=0.8e-7 lambda=le-7 1ld=.5e&-6
Il +xj=0.6e-6 gamma=.9 10=200 cbd=4.1le-4 cbs=4.1e-4

MIT Models for MOSIS 3-micron CMOS Bulk p-well devices:

Slow - Slow
.model nss nmos level=2 rsh=:0 tox=650e-10 1d=.25e-6
- +xj=.35€e-6 cj=6e-U4 cjisw=4e-10 wo=475 vto=1.2
» +cgso=1.3e-10 cgdo=1.3e-10 nsub=1.5e16
+vmax=5el pb=.7 pj=.5 Rjsw=.5
+neff=2.5 ucrit=8ed uexp=.25

.model pss pmos level=2 rsh=80 tox=650e-10 1d=.25e-6

+Xj=.35e-6 cj=4.1e-4 cjsw=2.5€-10 uo=190 vto=-1.2
+cgso=1.3e-10 cgdo=1.3e~-10 nsub=Sel5 tpg=-1
+vmax=5el pb=.7 mj=.5 mjsw=.5
+neff=2.5 ucrit=8el uexp=. 15

o
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is highly recomaendei. An added beneifit of installing the
Release 2.0 package 1is the «c¢e€ll 1library provided. The
library coantains several basic standard «cells with known
performance characteristics. The library also contains the
standard pad frames wused by MOEIS. Though MOSIS does not
require the use of standard pad frames on designs submitted,
their use does speed up fabrication.

As mentioned earlier, as socn as SPICE 2G7 is available,
its addition to the CAD tooltag would be most advantageous
to a CMOS desigaer.

C. DESIGN OF THE ADDER

If the design of the adder were to be undertaken again,
a different approach to generating the sum would protably
have been used, especially if the new CAD tools mentioned
above were available. The logic approach to the computation
would still involve CLA additicn, but it would be acconm-
plished using combinational logic and library cells rather
than PLA's. Testability would probably suffer greatly, but
effort would be made to reduce the sumr generation tc two
logical events. Though the level of testability provided by
the current design should provide considerable insight into
CMOS Bulk p-well performance and CAD tool accuracy, ‘there
would ke no need to repeat the investigation.
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VI. CONCLUSIONS
The experience gained in the design of the adder coupled
with the clarity of bindsight leads to the following conclu-

sions and reconmendations.
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A. THE CMOS TECHNOLOGIES

The CMOS technologies will play a role of steadily
increasing importance in the VLSI designs of the future.

MOSIS is already offering, on an experimental basis, CHOS

Bulk p-well fabrication with a one-micron minimum feature
size. A scalable set of design rules, to allow initial
fabrication in 3-micron TMOS fcr design verification before
the far more expensive 1-micron process is used, is being
develcped.

In the private sector there is considerable research
aimed at £indiag aan insulating substrate material that does
not have the variability and thermal problems of sapphire.
Progress in this area will remove the drawback caused by
latchup tendencies in CMOS Bulk.

B. CHMOS CAD TOOLS

Though the design tccls currently available at NPS consti-
tute a complete set for the design of CMOS Bulk p-well
circuits, the recent CAD tool set released by the
University of Washington/Northwest V1SI Consortium, Release
2.0 [Ref. 11], coupled with University of California at
Berkeley Winter 1983 CAD tools, represents a more comglete

2 e
e
oot

b et ?

—v'-
A

[

= and cohesive set for CMOS design. When sufficient disk
L% space on the Vax 11-780 beccmes available to 1load the
ﬁf Release 2.0, implementation of the Release 2.0 CAD package
b '
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simulatiorns bhave indicated that the next slowest circuit
(PLA915) 1is at least 20% faster than PLA104 (16.0 nsec for
PLA915 vs. 20.1 nsec for PLATCY). Also, all other PLA's
functioned properly with a 5 nsec interphase time.

Should PLA104 prove to be the speed limiting circuit for
the chip, the actual failure speeds of the chip can serve as
an indication of the accuracy of the RNL simulation for
future designs.
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off.

produce correct

nor fully
results since
will add
sufficient charge to allow the

precharge time

to remain low.

Thus, to check for charge
in PLA104 to
its inputs mwnust alternate between
plished for all four instances of

alternating inputs of

A = 0001 1001 1001 1001
B = 0000 1000 1000 1000
Cin = 1

and
A = 0000 00CO 0000 0000
B = 0000 0000 000Q0 0000
Cin = 0

To check for charge sharing errcrs
104 must cycle between BC=1,
BC=0,S4=0,S3=S2=S1=1. This may be
instances of PLA104 simultaneously

A 0110 1110 1110 1110

B 0000 1000 1000 1000

Cin = 1

- and

0111 0111 0111 0111
0000 0000 000Q0Q Q000
0

Cin

S This maximum speed testing assumes

jdentified the slowest «circuits
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Subsequeat infputs
with constant
more charge to

circuit of Figure 5.1, the inputs must alternate.
check for charge sharing errors

BC=1 as the interphase time is reduced.

- ST T e e A
...... . e .

of in1=0 and 1in2=1 may

inputs, each

C2 until there is

output of the Q5-Q6 inverter

the

Likewise,

sharing problems in
in ouatput S1,
BC=0 and ES1=1,

This can be accoa-

ES1=0,

PLA104 simultaneoucsly by

i. sS4, the inputs to PLA
S4=0, $3=52=1,51=0
accomplished for all four

and

by alternating inputs of

that RNL
the

has correctly

on chip. RNL
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produce out=0 waen phil is higa. Now assume that the next
input is in1=0 amd in2=1, which should also evaluate to
out=0. However, 1f the precaarge time (when the inputs are
present on the gates of Q2 and ¢3 and phil is still low) is
insufficient, C2 will npot be charged to Vdd when precharging
ends (C2 was discharged to zero volts during the previous
evaluation when inl1 was high aad phi1 was high). Now, when
evaluation begins (phil going high) the low voltage across
C2 causes Q5 and Q6 to interpret their input as a logical 0.
As a result the output of the Q5-Q6 inverter pair goes higk,
causing ¢8 to turmn on, discharging C4 and resulting in an
output of logical 1, which is irncorrect. Table 4 1lists the
proper evaluation sequence when precharge time is sufficient
and the improper sequence due to insufficient precharge
time. In this table, for the inputs, output, and capacitor
voltages a 1 indicates vdd, 0 indicates GND, and X indicates
somewhere in between. for the transistors, a 1 indicates
on, a 0 icdicates off, and an X indicates neither fully on

TABLE 4
PLA Evaluation Sequences

Proper evaluation segquence:

ghl in C 1 out
2 12 1234 234567890
10 10 0011 1100010C01 Q
00 10 0011 0101011C01 O
01 01 0011 0101011001 O
00 01 0711 0011011C01 O
10 01 0111 1010010C01 O
Improrer evaluation sequence:
th in C ? 1 out
2 12 1234 234567890
10 10 0011 1100010C01 O
0 0 10 0011 0101011C01 O
01 01 Q011 0Q101011C01 O
00 01 0OX11 0011011C01 O
10 01 92XX0 1010XX0X10 1
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evaluate its inputs). RNL simulation also indicates that
the circuits ipn PLA 104 which generate S1 and S4 wre the
limiting circuits for the clock interphase duration.

Since the PLA is constructed of precharged dynamic
circuits, the evaluation clock phase must be long enough to
allow the inputs to drive the outputs to their proper
values, even if the inputs are the same as those of the
previous evaluation cycle. This allo;s the tester to use a
constant input as the duraticn of each clock phase is
reduced until the adder produces incorrect results.

Determination of the clock interphase duration limit is

more difficult. This is because the inputs to a PLA must be

.||
I
|
1|
|
l
(@]
T
—
Q

f{v changing to cause charge sharing probleas to occur. Ffor
r:‘

3 inl in2

2

b ‘

o r—l—— rl——

{ . phi2. -:{L %L ‘4 Q7

( PR I J

- phi 10 !

- 18—
e phil ]‘ Q4 4 Q5 T =
.:f» — —

— oy —e Lo

S e Q6 S

r -1 —=cC2 ——<C3

e cut
I° T

o

)

Figure 5.1 Charge Sharing in a PLA.

—

L
- example, 1in Figure 5.1 assume that the first set of inputs
. is in1=1, 1in2=0, and that this is correctly evaluated to
, @
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ADDER SIBULATION

The following two listings are: (1) the RNL command file
for the entire chip and (2) the results of running that
command file. In addition to this overall testing, all the
layout of Appendix G were simulated individually. A nice
feature of RNL is the indication of when a watckted node
changes state. Thus, by making all the outputs of a circuit
watched nodes, RNL will provide the minimum time duration
for a clock cycle to produce thke outputs (the longest tinme
indicated by the simulation). This can be confirmed by
running the simulation with a faster clock, resulting in
outputs of X (neither 1 nor 0) where insufficient time has
reen allowed.

RNL simulation to determine the pninimum time for prec-
harging the PLA circuits is orly slightly more involved.
For each product term in the ELA, alternating inputs are
selected that will result in maximum amount of N+ diffusion
needing to be charged from 0 vclts to vdd. Then as these
inputs are alternated, the PIA precharge time i3 reduce
until the circuit fails to produce correct results. For the
PLA's in the adder, visual inspection for the product tern
with the longest precharge requirement was done by looking
for the longest N+ diffusion 1line which must be charged
through the maximum number of transistors. The visual

irspection results were confirmed by KNL simulations.
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ger 2% 13:%9 14%e cmin,CmA Face

(loa=tile "ecrir,loc"™)
(loaoc "uwsté,l")
(load "uwsit.l®)
(reageretwork "crir")

(setc noaes “(al a2 & a4 g% at a7

at4 als ajo rl £z £3 ¢4 ©S pE 27 rE p% el 1

r1é s1 s2 s3 s4 s5 st s7 st sS

(cntlaa nroass)

1 a1 32 &3 ad 3% ae al as A% alyu a1l

af a¢ aiC ali a2 ail3

£12 b13 bld biS

s1C si! s1Z s13 si14 s15 sié6
eir cout rhi) ©riz corl con2 ccr3 cond ¢cens))

l tl1 £2 63 ns 2% rE 7 Pre Dy =IC P11 212 E12 21

1 ¢conl conZ conr? cont cons
1 cin pPr{l ©1. 12

(defvec “(rir clcexs rhil cri2))

(defvec “(tin sasa at- als ais4 313 al12 211 &i1¢
av ak a7 ae a5 a4 al a2 al))
(defvec “(rir orhL nié 1S r1d B13 P12 p£1Y E1G
vy pS o7 pe £S B9 "3 £2 pl))

312 al13 at4 al1s ailé

4 0i5 16

(detvec “(kir sur cout S16 s1% s14 si3 s1Z s13 s10
§% sr s7 st s% s4 s3 52 s1))
(defereport “("state is now!™ (vec clocxks) cin cout newline
(vec 5A83) newline
(vec Srtr) newline
(vec sur)))
(defur ss(ourrv)
(ster 1incr))
(detun cvcles (&)
(repeat { 1 a
(setc i1ncr 100)
(ss ‘(x))
(setc incr 25u)
(h *t(ontly)
(ss “(x))
(setc 1incr 194)
(1 *(orfi1))
(ss “(x))
(seta incr 250)
(n *(cr12))
(s *(x))
(1 “(ecril))
)
)
(cycles S)
(invec ‘“(asaa ur(NuN11110UY001111))
(invec ‘(trrr 0r111107001111¢0CD))
(cycles 3)
(invec ‘(zebk ColCLUCORIUVOONLOULY)
(cycles 3)
h cir
(cycles 3)
1 cir
(invec “(aear Ur1331tt113t1111121))
(invec ‘(btrt 0pCOQAERCLIULULLGHL))
(cycles 3)
n cir
(cycles 3
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1 ¢in
(invec “(tbrr
(cycles 3)
(invec “(brhc
(cyecles 1)
(invec °(amas
(cycles 1)
(invec ‘(bptb
(cycles 1)
(invec “(aaae
' (cycles 1)
(invee “(nkce
(cycles 1)
! hocir
(cveles 1)
(invec ‘(2238
! (invee “(tcnt
(cycles 1)
1l cin
! (cycles 3)
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Loadina uvwsir,l
Dore loadino uwsim,1l
$ 3086 ncdes, transistors: ennz1494 intrinsic=0 p-chanzt1141 dep=0 low=power=0 pullup=r resiszcr

Ster pecins @ 0 ns,
ehi?=Cc & ¢
chii=c @ 0
cinz=C @ ¢
cors=0
cond=0
corl=n
con2sn
coni=o
r16=0
r15=0
v14=0
b13=C
p12=0
n11=0
p10=C
no9=0n
nR=N
b7=0
pb=1
b5=0
cd4=n
Bi=n
n2=n
rt=n
a16=0 @
ais=0 @
at4=t @
ailds=C @
-]
-]
Q

DYDYV DE
DD DO D

» DD OP®OD
QOO OO QO

DD DY D DDV
QODDIOODOO

at12s¢
ai1=n
810=(0
a9=0
aR=0
al=¢
ag=e
as5=¢0
a4=0
aisn
azs=n
al=¢C

DD DIOO DM

P Oo0HPDODOD
DO0OADIODOD

Ster becins @ 10 ns,.
phii=1 @ ©

Ster heains @ 35 ns,
phil=0 @& 0

Ster heains & 45 ns,
pni2=zy @ 0

si16=20 @ 14,2

s9z=0 A 16,4
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Nec £ 15:23 1984 chic,log Faae 2

$11=0 @ 16,4

$13=20 @ 16,4

$1520 @ 16,4

$7=0 R 16,4

$530 @ 16,4

£3=0 a 16,4

$14=0 8 16,5

81220 @ 16,5

$10=0 @ 14,%

s$As0 @ 16,°%

sh=0 2@ tR,S

§4=0 @ 16,5

$2=C @ 16,7

$150 8 20

state s now:

Current timez 70
cloecks=0B01 cin=0 cout=X
3a8a=0L000O000O0ONNNACNCO0
eebr=0B00CN200000000000
sum=X0000000090000000

Steo beairs 2 70 ns,
phi2=n & 0

Step beains @ RO ns,
ophili=l & ¢

Stee heains € 105 ns,
rhill=z0 & 0

Ster beoins @ 13S ns,
phi2=1 @ 0

cour=0 8 22,9

state {5 now:

currert time= 140
clocks=0b01 ¢in=0 cout=z=n
8438a=0b00CO000000000000
BEhR=0RONCOOCC00000N0N0
SUR=0R0000CACA000000000

Sten becins & 140 ng,
ohi2s=0 & ¢

Ster recins R 15C ns,
phit=]l @ 0

Ster becins @ 17% ns,
oh{iz0 8 0

Ster vegins @ 185 ns,
phiz=1 & 0

state s now:

Current times 2310
clocks=0t01 ¢cin=C cout=z=n
aas8a=0L0CONOGO0COOCNNQQ
ohEeeE0r0006G0C00ACC00000
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Dec € 15:23 {984 c¢chir,loc Face 3

sumz0p00000N00000000000

Step beqins @« 210 ns,
phi2=0 = 0

Ster rtecins # 220 ns,
phil=1 & 0

Ster becins @ 24% ns,
chii=0 @ 0O

Step hecins & 255 ns,
ohi2=1 2 0
) state {s now:
Current tirmes 280
clocks=0b01 cin=0 cout=n
! 2aaa=0p0eNNC0o00000000000
bhhbesNB0000OCO0000O00N0
sum=0r000000000C0C0O00NC

Ster tegins & 28C ns,
oRr12=0 & @

Ster rteains @ 290 ns,
philsy @ ¢

Ster becins 8 315 ns,
ehil=0 e 0

Ster recins P 32% ns,
ochi?=z1 @ 0
! state (s now:
Current timez 350
clocks=0b0l cin=C cout=0
! 2a88=0L00000C000MN00000
bEbh=0RCO0NCO0N0COCCOOCO0
sum=0L000C0N00N0000N0000

ster heains & 350 ns,
pl16=1 2 0

bi1S5=) @ C

bi4=1 2 0

oil=1 @ 0

bAs] o C

p781 @ 0

b6zl @ 0

rS=z) @ €

al2=1 @ 0

atlz1 @ 0

ai0=1 @ ¢

ad=y @
a4zy o
aisy @a
a2z1{ e
alel ¢
ehi2=0

D3O DOO
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Pec 6 15:23 1984 chip,loc Face 4

Ster beoins 8 350 ns,
ohii=z) R 0

Sten beqins ¢ 395 ns,
onilz0 @ ¢

Step reqins @ 395 ns,
phi2=y @ 0

state 1s now:

Current time= 42¢
clecks=0b01 cin=0 cout=0
838az=Nb0000111100001111
eher=20P1111000011130000
sur=0b000N00CC0CN000000

Step necins 8 420 ps,
pPni2=0 @ O

Ster reains f 430 ns,
phii=z1 @ 0

Ster beains e 455 ns,
phii=0 @ 0

Ster kbecins & 465 ns,
ohi2=1 8 0

state {is now:

Current timez 490
Clocks=0rc0t cin=0 cout=9
3aaa=Cr0000111100001111
ebrr2CE1111000011110000
sur=0r000000CQG00000000

Ster beagins @ 49¢ ns,
phi2=0 8 0

Step beoins e Snp ng,
phii=t @ 0

Ster beairs & 52% ns,
phiiz0 @ ©

Step beoins @ 53% ns,
chi?=y @ 0o
siv=1 A 14,56
$9=1 @ 16,7
f11x3 A 16,7
$13=1 9 16,7
$15=1 A 16,7
$7=1 @ 16,7
sS=1 @ 16,7
s3=i @ 16,7
S14=31 @ 16,8
s812=1 @ 16,9
s10=1 8 16,¢
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vec 6 15223 1984 chir,loa Pace 5§

s8=1 9 16,7
s621 R 10,8
s4z1 @ 16,9
s2=t a 17

si=z1 @ 19,1

state is now:

Current time= 560
clocks=0b0! ¢in=f cour=0
3823a=0£0000111100001111
bbehr=Cb1111000011110000
sum=0r01111111172181111

Step reains @ 560 ns,
h9=) ® O

bi=y @ ©

Bié=C 8 0
c15=C @ ©
bl4=0 @ 0
b13=0 @ 0
R0 4 C
67=0 @ 0
pé=n @ 0
e5=C @ C
rhi?=0 @ 0

Step becins @ 570 ns,
chii=s1l ¢ 0

step bhecins @ S9% ns,
nhil=o & o

Ster becins & 60% ns,
nhi2z1 2 9

state (s now?

currert tirex 630
clocks=Chr01 cin=n cout=0
2882=0p000C111100001111
rbbheE0R00NCN00100N00NNY
sur=0R01TTI4L111111818

tee beains 8 63C ns,
nohi2s0 @ 0

Step becins @ 640 ns,
shit=t @ 0

Ster becins & K65 ns,
phit=¢ a 0

Ster becins ® #75 ns,
ehi2=1 # 0

state {g now:

Current times 700
clockg=0E01 cinz® cout=0
ARAA=0ECOCN111100001818
rhbp=RAANCANMICNNQ0NC]
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Nec € 15:23 1984 cnic,loe Page 6

sum=0pr01131112111111111

Ster becins @ 700 ns,
phi2=C¢ & 0

Stec beains @ 716 ns,
phii=l @ 0

Ster beains 2 735 ns,
ohitsd @ 0

Step neains @ 745 ns,
rhi2=1 @ o
51620 e 14,2
s9=0 @ 16,4
sii1=0 @ 16,4
s15=0 @ 16,4
$7=0 Q@ 16,4
S3=0 P 16,4
s$14=0 @ 16,8
$12=0 € 16,5
s1uz0 @ 16,5
sz @ 16,5
s6=0 @ 16,5
s4=0 & 16,5

) $280 R 16,7
s1=0 & 20
state (g now:

! current timez 770
Clocks=0b01 cin=0 cout=0
2333=0r000031111000601111
bbEprEORQCNO0N00100000001
sur=0r00001000000010C00

Step becins & 770 ns,
cinzl 2 O
ehi?=0 a 0

Ster becins @ 78¢ ns,
phitzsl @ 0

|

l

l Ster bheains @ RNE ng,
| phii=0 @ 0

1

' Step beains & 815 ns,
| ohi2=1 @ ¢
( state {s now:
Current times 84y
clocks=0b01 eins=) cout=0
833a=0L0N00141100003111¢
) EPhbhE0E000COCNL00N0NNOY
' surz0b000031000000010000

Sterc dbeains ¢ 84C ns,
ehi2=0 @ 0
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nec 6 15:23 1984 chir.loc Face 7

Step beains & 850 ns,
) ohits] ® 0O

Sten bealins @ 875 ns,
phit=9 ® 0

Ster necins & 8%% ns,
ghiz2=1 2 0

state {§ now:

rfurrent times 910
cloecks=0bul cin=1 cour=0
238a=0b00001111000C01111
prbh=0R0000CC010000Q0C]
sum=0r000N1000000010000

sStep begins @ 910 ps,
phi{2=0 & ©C

Step beains ¢ 820 ns,
ohit=y @ n

Ster heolins & 94% ns,
phiis0 P O

step pecins & 95% ng,

) ohi2=1 @ ¢
s1=1 @ 19,3
state 1s now!?
Current time=z 980
cloecks=0b01 cin=1 cout=0
asasas0np00N01111000C1111
rhbbhEOEOONOQC0OO0LI0NMNCO00L
sur=0RN0001000020010001

Ster mecins @ 980 ns,

alésl A 0
a1s5=1 8 0
ala=l a 0
a13=1 @ O
ak=1 @ 0
| alsy 2 0
aézy # 0
asSsy # 0
pQ=0 @ ¢
ni=0 @ O
cinsC @ 0
ohi?=0 & 0

Ster hecins A 990 ns,
ophit=y @ 9

Ster neoins £ 1015 ns,
pnilen @ 0

Steop heaoins ¢ 1025 ns,
ohi?=t R 0

9l
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state is row:

Current timez 1nSO
cleeks=0r0! cin=0C coutsd
as32az=0r1111111311111111
rbrbE0EQ000N0N0C00GN0CO
sum=NHhC000100C000010N0]

Steo beqins R 1059 ns,
phi2=0 &8 o

Stee brecins @ 1060 ns,
ohil=l @ 0

Ster heoins 8 108S ns,
phii=z0o @ ¢

Sten dbeains ® 1N9% ng,
ghi2=1 @ 0

state is now:

Current time= 112¢
Clceks=0h0t ¢in=C coutzn
dasa=0b111111113111114111
phEbECEOOOCQCNNOLNON0NN
sum=0L0C0Q1N00GO0ULNCOY

Ster beains R 1120 ns,
ohi2=Cc @ o

Ster beains B 1130 ns,
ehiisl @ 0

Step beoins 8 115% ns,
chiti=0 ® o

Step beains @ 11£5 ng,
phi2=1 @ ¢

s16=m]1 @ 14,6

s9=1 9 16,7

sii=t @ 14,7

s15=21 & 16,7

s7=1 A 16,7

g3zl @ 14,7

s14=1 @ 16,R

s12=1 @ 16,%

$10=1 9 16,8

«8=1 @ 16,8

g6l @ 16,8

s4=1 @ 1£,.8

s2=t o 17

state s now:

Current tirez 1190
cloexs=0h0{ cin=20 coyt=n
8asazor111411111111111
BObBEOROGONOAANN0N00ONDN
sSum=0r0111t111111111111
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Sten recins @ 1192 ns,
cir=y @ 0
chi?2=0 ® 0

Ster beains @ 1200 ns,
chil=t @ 0

Step reains @ 1225 ns,
onit=n 8 0

Stern reains @ 12725 ns,
chi2=) #8 0

state is now:

Current time=s 12480
clocks=0r01 cin=1 cout=0
3aaa=frpittityeregytinty
EbbrEORO0OUN00000000000
sum=0r011111311111111111

Step beains & 12A0 ns,
chiz2=sc @& 0

Ster meains A 1270 ns,
ohil=y @ 9

Stec teains @ 12Q5 ns,
er{l=n @ n

Ster recins @ 1305 ng,
phi2=1 @ n

state is now:

Cnurrent time= 1330
clocxe=0001 ¢cin=1 cout=n
asas=0Cti111t11111111191114¢
rhep=0R00000CA0CO0ONQ0N0
sur=z0b0I111131131111111

Stec peains & 133N »s,
~hi2=0 @ A

Ster becins @ 1340 ns,
chii=1 ¢ n

Stec beains € 13fS ns,
rr{l1=z¢ @ 0

Ster »eocins 2 1375 ns,
ohi2=1 A 0

stez0 @ 14,7

$9=0 @ 16,4

s11=0 9 16,4

s13=C a4 15,4

f15=C # §6,4

§7=0 8 16,4

s5=n @ 16,4

$I=N @ 16.4

33
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51420 ® 16,%
s1220 @ 16,5
§10=0 R 36,5

sA=Nh @ 16,5
s6=0C 2 16,5
s4=C @ 14,85
s2=N" @ 16,7
s1=0 e 20

cout=! @ 21,1

state {s now:

Current time= 1400
cloecks=0p0l cins! couts=!
saasa=Oorciftstttr11111y
rBbbE0ENCNO0CO000000000
sur=0r100OCNaN0CoN0NNC0

ster recins & 1400 ns,
niz=y @ 6

cin=0 @ 0

ohi?=0 @ 0

Ster beains @ 1410 prs,
ghitzl & 0

Sten hagins 8 1435 ng,
onilsCc e n

Ster tecins @ 1445 nsg,
phiz2st e 0

state s mow:

current tire= 1470
clocks=0p0N1 cin=0 couts=t
2aaasC*1111111321131118
nrRR=0ORO0NN0N0000000001Y
sum=EIGON000N00C0000NC

Ster rtenins € 1470 ns,
phi2=C @ n

Ster necins « 1480 ng,
enits) @ O

Ster beci=s & 150% ns,
chil=C & N

Ster becins 8 1515 ns,
ohi?2=y @ 0

state (s nowt

Current timez 15490
clacks=sMp0l ¢in=C cout=l
8asa=Nplltifirggirtry
eRERSNEA00AGCCNANNN0000D1
sur=0p100N0NCANNGOCALCO0

Ster heacins @ 154" ns,
nhi?=0 e n
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Cec € 15:23 1884 ¢ric,log bBace 11

f ter neains A 1550 nms,
| chit=y @ 0

Ster tceains 2 {575 ns,
onit=c & ¢

Ster pecins @ 158% ns,

! phi?2=y{ @ 0

state is now:

Current timez 1610
cleocks=0h0! cin=0 cout=l
883a=Npri11il1111il11isy
BbEREOENNANOCANNNOO0000]Y
SUM=0p1000N200000N0N0ND

Ster recins & 1610 ns,
pisC 2 0
chi?=0 ¢ 0

Ster reclns P 1620 ns,
ohilst & O

Ster recins R 1645 ns,
phit=n &8 n

Sten recins b 1655 ns,
eniz2=s1 @ N

state {s row:

current tirmes= (€80
clocks=0eN] ¢inz0 coutsl
; gaas=NrL11l111t111111111
i pbEer=0R00NO0COCN0N0R0NC
sum=0KR100CLOCNNNLNON0N0

Stec becins ® 1670 ns,
alé=n @ 0

815=C @ 0o

ald4=n @ ¢

2§30 & 0

812=x(¢ @
all=0 @
aln=0 @
av=o
aR=0
al=0
ag=0
asz0
aszg
ay="2
azsn
ater
rni2=sn

DO D

2 O LDDO®PW PO DD

0
n
0
¢
0
0
¢
¢
[y
0]

0

Ster rec!ins @ 169N ns,
enit=1 & N

¥
[4al




AD-A155 843

UNCLASSIFIED

DESIGN OF A SIXTEEN BIT PIPELINED ADDER USING CMOS BULK
P-NELL TECHNOLOGY(U)> NAVAL POSTGRADUATE SCHOOL MONTEREY

CA W R REID DEC 84
F/G 971

Fuen

22 .

NL




L
flie 5 &
o, B 18

== Nl

)
(3

I

s s

I

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS-1963-A




‘::‘n!:' 4‘? 0 :

'

.
x|

2R

€ o

.

4y b 2yts g

v o b g
BS A ,S

-
t4

—

PR e
y 1. v
LTS

]
8 2

v Sty s s 2 ¢
I f PO R i !
a Y N . PRTRTR
Rl U 2ty
l‘n.{ N

QA

N
a & a % A& 8

Dec 6 15:23 19F4

Step beoins & 1715 ns,

ohiis¢ ¢ 0

Ster beains @ 1725 ns,

ehi2st & 0
state {s now?

Current times 1750

Clocksz0p01l. cinzf coutsl
282as020060000000000000
bbbE=QRNNONC00QAC0O0NCO0
sur=0b10CUO00C0C00000000

Ster neoins & 17%0 ns,

bio=my @
[[3X-1 31
bl4=mi
bl3=g
e12=1
bils=y
bio=my
b=y A
bh8si @
p7=] a
ezl €
bS={ @

?

[

[]

’

n

PDLOPOP®
P2O0OO0ONDOO0O

LYY 31
I XE 3
h2wmt
hisg

PODODIODDIDOON

o

Ster beoins @ 1760 ns,

chit=sl ¢ 0

Steo beocins @ 1785 ns,

ohiiz0 @ 0

Step recins & 179S ns,

chi2st & 0
s1621 B 14,6
s9=1 Q@ 16,7
s11=) & 16,7
s13=1 @ 16,7
81S=1 ® 16,7
$7=1 A 16,7
sSs1 & 18,7
sis1 9 16,7
Sid=t P 1A,.8
$12=1 P 16,8
$10=21 0 16,8
sSRzy @ 16,0
g6zl @ 16,5
S4%1 0 16,8
$2=1 @ 17
si=y » 19,1

ehir,loec Page 12

96

N \\ \'\_\\ \\

i



~ o o St Boog k- WETWVES I LW T ST BT NS TR TWINIT TR IR IR INITSNAS T NIRRT YOY.
g
1w
N
7%
‘1
1 G
l
5 )
ixg Dec A 1%:23 1964 cnip,lo¢ Pace 13
1Y
0%
- coues0 @ 22,9
' state 1s now:
| current times 1220
7 . clocks=0b01 cinzf cout=0
,;: a23ae8x020000€00000000N00
.7* \ bokbsORi1113138119121111
28 | SUR=OLO011121122321311111
< )
3 n’ . .
> Steo bdecins @ 1820 ns,
i i at?=1 9 0
i ohi2=0 & O
1N !
;? Ster peoins # 1630 ns,
-~ nhitzy @ 0
:i Ster nreains 8 1655 ns,
_ﬁ\ ! phit=0 @ 0
i: Sten bedins @ 1RES ns,
o ! ohi?2sy 8 n
& s16=0 ¢ 14,2
Y S9%0 # 16,4
2 i $1120 # 16,4
}; $13s0 # 1A,4
T s15%0 & 16,4
b} - $720 @ 16,4
s5z0 ¢ 16,4
. s$3=20 9 16,4
P } s14=0 @ 16,5
s $1230 p 16,5
o 51030 @ 16,5
N s8=nt @ 16,5
Pt s6=C @ 16,5
e s4=" @ 16,5
) 8220 2 16,7
. si=0 & 70
R state 1is now:
o~ currert tirez 1890
v:;. clocks=0k01 cirs0 covut=0
S 8388=0b00N0100000000N00
fu bbehafbI111211111198111
ho SURE0b0000000000000C0N0
al
e Ster recins @ 31890 ns,
e , b12u0 @ 0
-¢: : ohi2=0 @ 0
N ‘ Step tedins ® 1900 ng,
- philsy ® 0
» b
P Ster heoins & 1925 ns,
| ohii=0 & 0
)]
u? Ster benins A 1935 prg,
%d phiz2=y ® O
> slbsl & 14,6
W
ol
'
- 97
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Lec 6 15:23 19Re enip,loac Paae 14

$9=1 8 16,7
: slixl @ 16,7
¢ si3=1 ¢ 16,7
: s15=1 & 16,7
s7=1 A 16,7
$S=1 ® 15,7
s3imy ® 16,7
: slemy P 16,R
! s12=1 A 14,8
; $10x1 @ 16,0
! sBzt 8 16,7
sSA®1 @ 16,8
t4=1 A 16,8
s2=1 » 17
slst @ 19,1
state is now:
Current timesz 1960
clocks=0b01 cin=0 coutan
2488=0p0000100000000000
hbhbxCFr11831021138111111
SursOnNN13111323123111313

Ster beains & 1960 ns,
cinzt @ 0O
phi2=0 ¢ 0

Stec heains P 1970 ns,
onitzl @ 0

Ster bhecinsg @ 1995 png, -
ohiish # O

Step precing # 200% ns,
phi2=y & ¢

81680 0 14,2

s$13%0 ® 15,4

81580 @ 16,4

s14mC o 16,5

s1280 0 14,5

coutml & 2%.1

state is now:

Current times 2030
clockssOb01 cir=! coutsl
28002000090100000000000
bbhobeftp111101121111111
suma0Db1000001132318111¢

Step beains @ 2030 ns,
blée=0 0

p15s0
niaso
bl3=s0
bii=0
»10m0
" LT T ]
nemd » ¢

L & I B N
OO0 O0C




Nec € 15323 19R4 chic.loq Page
r7s0 8 O

bé=0 & 0

nS=0 & ¢

bemh & 0

r3zn 8 ¢

b2=0 @ 0

bis0 ¢ 0

ai?=0 @ 0O

phi2=0 & 0

Stec hecins @ 204C ns,
ohij=y @ 0O

Sten heains & 2065 ns,
phii=n ¢ 0

Ster beoing # 2075 ns,
phi2=t 8 O

si1b6=1 @ 14,6

s13=1 @ 16,7

s15=1 ¢ 16,7

si4z21 R 16,9

s12=1 @ 16,7

cout=0 # 22,9

state iz now!

Currenrt times 2100
clocks=0t01 ¢cin=l cout=0
288a=00C00CNNG000C0000NN
rbbbEORCO0000000000C0000
sum=0b01122131113122111%

Ster hecins A 2100 ns,
cinz0 8 0
phi2=0 8 0

Step beoins ¢ 2110 ns,
phijsl 8.n

Stee regins @ 2135 ng,
phiis0 @ 0

Step beaing 6 2145 ns,
phi?s]1 ¢ O
81620 & 14,2
s9m0 @& 16,4
$1120 # 16,4
$1330 ¢ 16,4
81580 & 16,4
8780 f 16,4
gS5an ¢ 16,4
$3m0 & 16,4
s14s0 # 16,5
8120 # 16,8
s10=h 0 16,8
sR=0 § 16,5
8680 & 16,8
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NDec 6 15t23 1984 chirc,loo Fage 16

s4=0 ® 1605

s2=0 & 16,7

si=0 ¢ 20

cout=y # 28,1

state is now:

Current times= 2170
clockssOn0l ecinz0 cout=t
2880=np0000000000N000CO
bpheOR00N00000000000N0
sum=0B1000000Q0000GN0CHO

Ster heains a8 23170 ns,
bhi?2=¢ @ 0

Steo begins & 2180 ng,
ohii=y 8 0

Stec becins @ 2705 ns,
ohii=0 ¢ O

Ster bealns & 2215 ns,
ehi?=y # O

cout=C & 22,9

state is now?

Current times 2240
Clocks=0P01 cynz( coutsd
8228z0B0000DN00N00NN0NN
ebbb20BOGA0N000QCO00NNQ
syurz0E00000000000000000

Step teoins 4 2240 ns,
phi2=0 8 0

Sten "eoinsg ¢ 2250 nsg,
phiisy ¢ O

Ster becinsg ® 2275 ns,
phiiz0 & 0

Ster nheainsg P 222% ns,
phi2sy @ 0

sis0 8 20

state 13 nowt

Current times 21310
Clockge0bO01 cin=0 cout=0
28823020000000000000000
bbbbeO»00n0000000000000
sums0p00000000000000000

Step becins & 2310 ng,
ohi2s0 # 0

Ster bvecins ® 2320 ns,
ohii=) 8 0

Ster beains @ 234% ng,

-
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4 ohii=0 ¢ ©

Stepr becins @ 2355 ns,
phi2sy @ 0

state is now:

Current tirez 2300
clocksz0r 01 cin=0 couts=0n
2a0as00000000000009090
bbEr=QE0000NCO0000000CO
sum=dp000N0NQO0N0000000
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APPENDIX E
TEST VECTORS

Addend B

initialize all internal nodes

0000000000000000

0000000000000000
0000000000000000 0000000000000000
0000000000000000 00000000009C0000

test for proper P and G primitives

0000000000000000 AR RRRRRRERRIRER
IRREREEEERRERRRE 0000000000000000
0101010101010101 1010101010101010
1010101010101010 0101010101010101

test fcr proper IES

0001000100010001 0000000000000000
0001000100010001 0001000100010001
0101010101010101 0001000100010001
0101010101010101 0101010101010101

test fcr proper IC23

0101010101010101
0010001000100010

0011001100110011
0011001100110011

test for carry from block to blcck

0000000000001111 0000000000000001

0000000000001111 0000000000000000

0000000011111111 0000000000000000
11

Cin

o o o ©O

O o © O

XXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXX
00000000000060000

ARRERRRERRRRERAR
AR RREERERRREEREN]
ot1t1111111111 111
' ARAERERRRRRRRRAR

00001000100010001
00010001000100010
00110011001100110
01010101010101010

01000100010001300
00101010101010101

00000000000010000
00000000000010000
00000000100000000
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0000000011111 11
00000000111111 11
0000111111111 11
0000171171111 111 11
ooo01111111111 111
0000 1111111111 11
AARRRERERERRRRRRE
IRRRRERRRRERRRRE
IRRRREREERERRRRR
IRRRRRARARRRERRE|
IRRRRERRRRRRRRRE

t'o' iiiii

0000020000000001
0000000000010000
0000000000009000
0000000000000001
0000000000010000
0000000100000000
0000000000000000
0000000000000001
0000000000010000
00000001000C0000
00010000000C0000
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00000000100003000
00000000100001111
00001000000000000
00001000000000000
00001000000001111
00001000011111111
10000000000000000
10000000000000000
10000000000001111
10000000011111111
10000111111111111
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