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A REVIEW OF THE PHYSICS AND RESPONSE MODELS FOR
BURNOUT OF SEMICONDUCTOR DEVICES®

W. J. Orvis, G. H. Khanaka, J. H. Yee
( ABSTRACT

Physical mechanisms that cause semiconductor devices to fail from electrical

overstress——particularly, EMP-induced eiectrical stress-—are described in light
of the current literature and the authors’

own research. A major concern is the
cause and effects of second breakdown phenomena in p-n junction devices. Models

of failure thresholds are evaluated for their inherent errors and for their
ability to represent the relevant physics. Finally, the response models that

relate electromagnetic stress parameters to appropriate failure-threshold
parameters are discussed.
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I INTRODUCTION

Systems analysts and electronic designers are often charged with assessing the
survivability of electronic systems in an electrical overstress (EOS) environment.
Such an assessment involves comparing the failure thresholds for the system in
question with the expected EOS threat. Several inherent problems prevent this from
being a straightforward engineering task:

® [t 1s difficult to obtain accurate theoretical or experimental values of the
failure thresholds for any particular electronic device.

® Real EOS stress parameters must be compared with the idealized stresses used in
experimentally or theoretically derived failure threshold data. Overly
conservative estimates can result in an over-hardened system, unnecessarily
increasing costs, delaying schedules, and degrading system performance. On the
other hand, underestimating the threshoild limits can result in a system that is
vulnerable to EOS-induced failures.

To characterize an electronic system it is first necessary to characterize its
individual components. The factors that affect the failure thresholds in
semiconductor components include variations in manufacturing processes, non-uniform
test methods, variations among devices of different types (and even among devices of
the same type), and the existence of many possible failure mechanisms.

The characterization is further complicated by the wide range of electromagnetic
environments that cause EOS effects:

Electromagnetic pulse (EMP).

Nuclear electromagnetic pulse (NEMP).

Lightning electromagnetic pulse (LEMP).

Electromagnetic interference (EMI).

Electrostatic discharge (ESD).

Intersystem and intrasystem electromagnetic compatibility (EMC).
System-generated electromagnetic pulse (SGEMP or STP).

Other transient radiation-induced electromagnetic effects (TREE).

Four of these environments are compared in Fig. 1 (from Pierce, Ref. 1). Note
that Fig. | shows only some representative voltages for different types of pulses and
that the available currents or powers will also differ. Figure 2 (from Durgin,

Ref. 2) compares the spectral contents of several different types of EOS.

Most experimental failure thresholds are obtained by applying a series of
high-voltage square pulses across a device’s terminals (Ref. 3-5). (There are
exceptions: Tasca has conducted EMP experiments with different pulse shapes,
including triangular and damped sine waves; see Ref. 3. Other researchers have used a
resistance~capacitance network to simulate the human body for ESD testing; see
Refs. 6, 7.) In all of these experiments, pulse voltage and length were varied to
determine the delay time to failure and the failure power or energy. Data that are
based, in most cases, on square-pulse excitation must then be related to the decidedly
non-square pulse stresses shown in Fig. 1. A further complication is that the data
vary tremendously, even among devices from the same wafer, although the variation is
much larger among devices from different wafers and among devices from different
manufacturers (see Fig. 3, Ref. 8).
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Test data are difficult to access because they have been gathered by a number of
government agencies and private companies. Three databases——VZAP, GIiDEP, and
SCORCH--have been established to obtain and catalog this information (Ref. 9). VZAP
is maintained by the Reliability Analysis Center at the Rome Air Development Center at
Griffiss Air Force Base in New York, GIDEP is part of the Government-industry Data
Exchange Program managed by the Naval Material Command, and SCORCH is managed by the
Air Forch Weapons Labora:ory at Kirtiand AFB in New Mexico.

Normal semiconductor device operation 1s described with the electron- and
hole-continuitly equations and Poisson’s equation. To describe semiconductor operation
during a high-voitage transient, the heat-flow equation and the thermal and high-field
dependencies of the coefficients of the equations must be included. This results in a
set of coupled, nonlinear, stiff', partial differential equations for semiconductor
device operation and heat flow.

The electron- and hole-continuity equations,

an

- =C - U+ (1/q)%/, (1)

at
and

o c -t (1/q)%J (2)

- = - U - (1

at 97

where

Jo = gnu £ + gD Vn (3)
and

Jp = qpuyE - 9D, p (4)

are the electron- and hole—current density equations.
Poisson’s equation 1is

T2, = —q(p - n + N)/¢, (5)

and the heat flow equation is

ar

ve— = G (RVT) + |J-E| , (6)
at

A2

MLIELT.N) Electron diffusion coefficient

ELLTN) Hole diffusion coefficient
Electric field

|E) . T,n,p) Avalanche generation term
=J, 0+ Jp Total carrier current density

in Electron current density

’P Hole current density

r) Thermal conductivity
=Np - N, Net positive doping density

*Stiff equations describe phenomena of interest that occur over drastically different
timescales.
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any other times, the models will give erroneous results because of the large changes
in the material parameters at elevated temperatures (Ref. 28).

T. Misawa-- In 1966, Misawa performed an analytical solution to Egs. I
through 5 (Ref. 29). To perform this solution, Misawa assumed one-dimensional
equations, ignored all electrical diffusion, and ignored all recombination effects.

He assumed constant avalanche generation near the breakdown voltage and then performed
a small-signal, plane-wave analysis on the resulting equations. The resulting
solution describes the operation of a semiconductor junction, biased near the
breakdown voltage, before any significant amount of heat is generated.

\ toz —ior 2a — jw
£=0199 +Cze 9 +—§——J R (24)
g
J ='1-(g—w)C eigr_l(g_w)c e-rgz-oii’J (25)
n 2 ! 2 2 92 ’
and
J i YRR cemior - L, 26
p - _5(9 - (*")Cye + 5(9 - “)) 2€ - gz , ( )
where
g = (w? - 20707 + i2wa)!l/? | (27)
‘ a g
1“(./“5 + —;2—J -—(g + w)
C, = =1 N (28)
Aﬂ a’J’ i “ig
7'1ps+ ——2./ g(g—u)e
‘7— a’Jd
]‘E é(g—u) Jns + —Z_J
c, =~]| . (29)
2 A!! . a’J’
. —=(g + w)e ./ps + 7./*
g
)
and ]
= (1/4)[(g + )%’ - (g - w)Be 1] . (30)
o 1
In Eqs. 25 through 30, the primed components are the steady-state DC parts of the
equation, and the other variables are the small-signal AC values. The angular )
frequency of the applied small signal 1s w with a wave vector g. Also, o 1s the ~‘:':;:f
constant avalanche coefficient, a’ is the rate of change of o with respect to the el
electric fietd, J_ . 1s the injection current boundary condition on the p side, and S A
1s the injection current boundary condition on the n side. Note that all of the
variablt s have been normalized (see Ref. 29). .0 4
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Figure 8. A comparison of Eq. 19 (F,) with the approximation Eq. 20 (F*).
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v 2kt | 2(1A2 ( < a-rT 2a , ] ( a+r
2 = - —i%erfel —= + —i®erfc —-
2 2 r ke r 2Jkt

Kt a~r kt a +T
-~ — i3erfc ) + ﬁi:- i3erfc . (19)
r 2kt r 2]kt

Tasca then defines a less complicated form for F° that approximates F, and F, at
the center of the sphere and at a point about 0.9 of the way to the edge of the
sphere.

4Kt
azpc
F* = . (20)
o+ 3 4Kt )1/2 4Kt
+ -~ + =
a“oc azpc

Tasca does not give any physical or mathematical justification for Eq. 20.
However, note that it has the powers of ¢t that are expected from the experimental
evidence. Figure B8, which compares Eq. 19 with Eq. 20, indicates that Eq. 20 is a
fair estimate for the other more complicated equations.

Tasca inserts Eq. 20 into Eq. 16 and notes that the heat rate per unit volume is

Q = P/[(4/3)ma?] . (21)
Tasca then obtains his power-failure curve:
4 8
P=(T, - Tj)( aﬂaapct‘1+ 4na?Jockt=1/2 + SﬂaK) . (22)

This power—failure equation is based on a spherical hot spot (an unrealistic shape).
Therefore, Tasca first ignores the last term, which he identifies as a steady-state
failure power, and then identifies the volume and surface parts of the equation to get

P = (pcVt~! &+ pcKt‘l/z)(Tm -T7T.) , (23)

J
where V is volume of the hot spot and s is its surface area. Tasca assumes that this
general equation will apply to any device geometry, with appropriate geometric area
and volume coefficients. More specifically, he assumes a cylindrical geometry, with
the length of the cylinder equal to the depletion width and the radius of the cylinder
equal to the radius of the constriction site.

Eq. 23 has the same trend as the Wunsch-Bell model, containing a term in t=! for
short delay times and a term in t=1/2 for longer delay times. Both terms have been
combined in one equation, in contrast with the Wunsch-Bell model that has a separate
equation for each separate region.

Electrical models—~ Electrical models are solutions of Eqs. | through 5, ignoring
Eq. 6, the heat flow equation. Since heating is ignored, these models can give
reasonable results only at low power levels (where heating is insignificant) or during
the early times of a high-power pulse (before a device has a chance to heat up). At

~20-
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or P/V (13)
c - = .
P at

The resulting solution:
= -1
P/V = pe(T, - T,)t . (14)

Wunsch and Bell compared their equation to a number of experimental. data points
(Fig. 7) and found that the average of the data lies about an order of magnitude below
the theoretical line, although the t~'/2 irend of the data compares well. They
overcome this problem by assuming that the current flows through a current filament
that covers only 10% of the device’s junction area. This modification gives much
better agreement with the experimental data and is well justified by experimental
observations (Ref. 21), although the spread of the data is still quite large.

D. M. Tasca-— On the basis of his own experimental research and experience
with the Wunsch-Bell model, Tasca (Ref. 26) developed en analytical model that
combined the short and long pulse formulas. Tasca assumes spherical symmetry in an
infinite region. Heat is generated in a finite sphere by the applied electrical power
and flows uniformly outward from the sphere to infinity. This results in a radial
form of the heat-flow equation,

aT 1 9

K ( 2”) +Q (15)
c— = K— —(rc— .
P at r2ar ar

where @ is the heat generation rate inside the sphere and is zero outside the sphere.
Solution of this equation is performed in a manner described by Carslaw and Jaeger
(Ref. 27)., giving the temperature rise at a radius 7 in a sphere of radius a for a
given pulse length ¢:

2
a
AT =T -T,=—°F‘

, 16
n i T o (18)

where

(17)

-
]
+
TN
™
e |=
ol -~
]
\/
L)
-
-
TN
?&',p
-~
S—’

Jkt -a?
- 2=—, exp| — . and (18)
\]na2 4kt

P TP . . - PO
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where k£, the thermal diffusivity, is given by

k = K/pc . (8)

The three solutions of this equation are then matched at their boundaries
(x = 0 and x = 1) and at infinity (the outer layers are assumed to extend to
infinity). At the boundary between region one and region two (x = 0) an infinitely
thin heat source is assumed to generate heat equal to the applied electrical power
(P). Using Laplace transforms, the solution at x = 0 is found to be

P =K 7t/ (9)
where K, is a damage constant.
The damage constant K, has the analytical value
kg =AY 20K /(6 )2 4 K/ (k) 2UT,-T ) /2 (10)

where K, and K, are the thermal conductivities in regions one and two and k, and k,
are the thermal diffusivities defined by Eq. 8 for regions one and two. The junction
cross-sectional area is A, the melting temperature is 7_ , and the ambient junction
temperature is Tj.

Since this model was developed for separating surface breakdown effects from bulk
breakdown effects, it is rarely used to predict device failure thresholds.

D. C. Wunsch and R. R. Bell-- In 1968, Wunsch and Bell (Ref. 20) developed
what is now known as the Wunsch-Bell model. This mode! and its derivatives are the
basis for most second breakdown device-failure research and analysis since that time.
Its development is similar to that performed by Davies and Gentry above; however, the
device geometry is much simpler.

Wunsch and Bell assume a single, one-dimensional material stretching to infinity
in both directions. Using this material, they solve the one-dimensional form of the
heat~flow equation (Eq. 7), by assuming that a heat source at some point x = a is
equal to the input electrical power. The solution follows the same form as Davies and
Gentry, but without the complexity of matching boundary conditions of three different
materials. The solution is similar to that found by Davies and Gentry with a slightly
different damage constant. Wunsch and Bell also removed the device area from the
damage constant in an attempt to develop a more universal damage equation that would
depend only on device materials. In their formulation, the power failure equation is

P/A = (nKpc)'/3(T, - T;)¢"1/2 . (11)
The damage constant, K,, for this equation can be seen to be

Ky = (nKpe)'/3(T_ - T,) . (12)

J

Note that the Davies and Gentry model reduces to the Wunsch-Bell model 1f the
numerical subscripts in Eq. 10 are removed. Wunsch and Bell use this model in the
range of 0.1 to 20 us. For shorter delay times, assuming that no heat flow exists,
they assert that the power failure threshold is proportional to t~! rather than to
t~!/2  The basis for this assertion can easily be seen by integrating
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IIT FAILURE MODELS

Three different models of second breakdown failure are described in the
literature: analytical, empirical, and numerical. When Eqs. 1 through 6 can be
sufficiently simplified, analytical solutions are possible. Empirical models are used
when some equation can be made to fit the experimental data, irrespective of the
physics involved. Numerical models are used to solve Eqs. 1 through 6 with much more
of the physics intact than is possible with the analytical models.

In addition, these types can be further broken down into thermal, electrical, and
electrothermal models. Placement in this second set of categories is determined by
which equations are solved and which are either ignored or simplified to triviality.
Thermal models solve only Eq. 8 (the heat flow equation) and ignore all of the others.
Electrical models solve Eqs. 1 through 5 (the carrier continuity equations and
Poisson’s equation) and ignore Eq. 6. Electrothermal models, as the name implies,
solve all six equations.

In this section we describe the different failure models in detail. The
different models are grouped by types as described above, and models of a particular
type are described together. In addition, the last section describes metallization
failure models. Note that we do not exhaustively list all semiconductor models and
semiconductor breakdown models in existance today. However, we do include all of the
more common models.

Analytical Second Breakdown Models

Analytical models are complete, closed-form solutions of Eqs. | through 6.
Because these equations are complex, no analytical solutions exist for the complete,
unsimplified set of equations, even when they are reduced to one-dimensional forms.
Most analytical models are based on solutions of the one-dimensional form of the heat
flow equation. These models ignore all of the electrical equations. Therefore, most
analytical models are thermal models.

Thermal Models—-- The analytical thermal models are based on a one-dimensional
solution of the heat flow equation. All electronic equations are ignored, except for
a factor that includes the rate at which heat is generated by the device current. In
general, heat is assumed to be generated in an infinitely thin junction region and to
then flow outward in an infinite, one—dimensional medium. The heat-generating
excitation is assumed to be a single square pulse of electrical energy. These
restrictions make the problem amenable to analytic solutions; however, they severely
restrict the models’ validity. Models of this type are called Wunsch or Wunsch-Bell
models, even though the original analytic solution was performed by Davies and Gentry.

R. L. Davies and F. E. Gentry—- In 1984, Davies and Gentry (Ref. 12)
investigated the effects of surface breakdown on device geometry. To separate the
surface effects from the bulk breakdown effects, they developed a simple, three-layer
thermal model (Fig. 6). A one-dimensional form of the heat flow equation (Eq. 8) is
solved in each of the three regions:

ar a2r

_=k_.2

at ar

. (7)




further increasing the temperature. [f this runaway is not quickly halted (by
stopping power to the device), the resulting high temperatures will damage or destroy
the device. These high currents can also melt (wilth ohmic heating) the metallization
stripes that supply power to the semiconductor.

Current-mode second breakdown occurs at higher applied power levels and involves
much higher currents than does thermal-mode second breakdown. Normally, the doping
density controls the electric field in the space charge (depletion) region, since the
density of charge carriers is much less than the doping density. At high applied
voltages, large numbers of charge carriers are generated by avalanche (impact)
ionization and injected into the space charge region. When the density of charge
carriers exceeds the doping density, the charge carriers, rather than the doping
density, will control the electric field in that region. The high density of charge
carriers then forces the electric field from the center of the space charge region to
the edges. These higher fields enhance avalanche generation at the edges and produce
the so-called ""double injection” of charge carriers from the edges of the space charge
region into its center. If charge carriers are injected faster than conduction
processes can remove them, then more of the electric field will be driven from the
space charge region to its edges, further increasing the double injection. The
resulting runaway tremendously increases the current density, causing a significant
amount of heating in the device. Heating will suppress avalanche generation and could
shut down the current-mode second breakdown. However, at sufficiently high power
levels, the runaway will increase faster than heating can suppress it, maintaining the
second breakdown. Eventually the temperatures will reach levels that degrade or
destroy the device. As with thermal-mode second breakdown, the high currents involved
can also degrade and destroy the metallization stripes elsewhere in the device.

Another phenomenon that happens in conjunction with second breakdown, and is
generally considered synonymous with second breakdown, is the formation of current and
thermal filaments (Refs. 20, 21). Filaments form when the high currents no longer
flow uniformly over the whole junction, but concentrate in a small area. This
concentration of current (and heating) enhances the processes described above and
results in hot spots in the semiconductor device. Several experimenters have observed
these hot spots (Refs. 21-25). When a hot spot reaches about 1000 K, the device’s
operation will be severely degraded as a result of alloying and impurity migration.
When the temperature reaches 1888 K the silicon will melt, resulting in a short
through the junction or in the ejection of material, as shown in Fig. 4.
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Figure 4. Thermal ejection of material from the junction of an electrically
overstressed 2N918 transistor. The hole is in the emitter finger and
penetrates deep into the device. The outside contacts shown are the
base fingers, and the collector comes out the bottom.
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surface, the field distribution on the surface can be controlled by proper design
(Ref. 12). For a surface of unknown nature, however, no general theory exists to
explain how the field on the surface can be reduced. High fields at the surface not
only cause surface breakdown, but also can cause ionized surface impurities to
migrate. Reducing the field at the surface also reduces the probability of ion
migration, thus making the device more stable (Ref. 10).

Another source of surface breakdown is surface tracking caused by dust

(especially metal dust) deposited on the surface. Metal dust sometimes acts like a

thin metal film that can cause shorts in the device. When two closely spaced metal

dust particles are in an electric field, they can enhance the electric field that is .
between them much as a sharp point enhances the electric field in a conductor. The o
high localized fields can then initiate surface breakdown in a device where the ‘
average field is weil below the breakdown field. In general, several mechanisms can i
also cause surface breakdown; for example, the bonds of atoms at the surface can be R
broken with high fields which often occur in organic dielectrics (Ref. 13). .

Failures in the dielectric region of the device consist of high-voltage breakdown -
(punch-through), which is caused by high transient fields in the material or by .
thermal and mechanical damage from hot spots in the adjacent silicon. .

Unique to MOS is an oxide layer that insulates the metallization from the doped
silicon. The conductivity of the silicon is modulated by the field developed across
the oxide layer by a voltage applied to the metallization. Breakdown and failure in .
this oxide layer is called MOS oxide breakdown. Physically, oxide breakdown results oo e
from enhanced electric fields near inhomogeneities and voids. These enhanced fields - . )
cause localized breakdown in the oxide at much lower applied fields than would ) Lo
normally be expected to cause breakdown (Ref. 14).

Failures in a semiconductor device’s active junction region usually result from
localized melting and subsequent recrystallization of the silicon or from actual
thermal ejection of material from the junction’s surface (Fig. 4, Ref. 15). This
heating is caused by a high current density through the junction, which in turn
results from thermally or electrically generated second breakdown.

The two modes of second breakdown are thermal mode and current mode (Refs. 10,
16, 17). Which mode takes place is a function of the power of the incident EOS. The
two modes can be distinguished by their different rates of development. Current-mode
second breakdown develops much faster than thermal-mode second breakdown (usually in
nanoseconds, compared with microseconds for thermal-mode second breakdown.) Second -
breakdown can be distinguished from other forms of breakdown, such as avalanche
breakdown, by the negative resistance region that it imparts to the current versus R
voltage curve (Fig. 5). This curve shows a rapid transition to a high current and el e
generally damaging mode of operation. A number of authors have investigated the T
physics of second breakdown (Refs. 3, 10, 15, 16, 18, 19, 20, Bibliography), and the RO
description that follows is based on these references and the experience of the '.
authors 1n their own research.

In thermal-mode second breakdown, which is thought to predominate below a certain
threshold power, the high current from avalanche breakdown heats the device. When the
temperature reaches about 600 to 800 K, thermal gene:.ation of charge carriers becomes

significant, and the device goes into a thermal-current runaway. In thermal-current
runaway, the increasing temperature generates more charge carriers, decreasing the
device's resistivity. Decreasing the resistivity allows a larger current to flow, T
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IT PHYSICAL MECHANISMS OF DEVICE FAILURE
Semiconductor devices, when subjected to EOS testing, exhibit a number of L J
physical failure mechanisms, which are described in the reports on the modeling and )
testing of semiconductor devices listed in the Bibliography at the end of this report.
Almost any part of a semiconductor device can be involved in its failure:
| ® Metallization and lead wires can be melted off. Electromigration can cause metal
film conductors to become thinner, eventually leading to open circuits. --
® FElectrical breakdown, which leads to localized high temperatures, can occur in . @
. the dielectric or oxide regions of a device or across the surface of the device.
1 ® Second breakdown, which results in high currents and temperatures, can occur in .
' the active junction region. B
According to one study (Ref. 1), breakdown in the junction region is the cause R
for about 90% of failures in bipolar devices, with metallization failures accounting b ’
for the other 10%. For metal oxide semiconductor (MOS) devices, the same study .
indicates that 63% failed from metallization failure and 27% failed from oxide Lo
breakdown. N

Metallization and lead-wire failures generally occur when the local metal .
temperature is elevated to the melting point. This heating can result from high e
current densities in the metal or from hot silicon (because of a high current density :
elsewhere) in the vicinity of the metal. Failure of the metallization or lead wires
usually consists of a separation in the trace or wire (somewhat like burning out a
fuse) that leads to an open circuit. The high currents that cause these failures
probably result from breakdown or failure elsewhere in the device. Therefore,
metallization and lead-wire failure may be a result rather than a cause of device
failure.

Electromigration is a term applied to the transport of mass in metals when the
metals are stressed at high current densities. This effect, which has been known for
several decades, has been observed in both molten and solid metals (Ref. 11).
Recently, electromigration has been recognized as a potential wear—out failure mode in
semiconductor devices whose metal .ilm conductors are of inadequate cross-sectional
area. This phenomenon has stimulated investigation of mass transport in metal films.
The failure is an electrical open circuit apparentiy due to the loss of conductor P
metal (Ref. 10). -

When the electric field between two etched conduction paths on a semiconductor or
insulator exceeds the breakdown limit of the intervening materials, an arc can short
the strips together by forming a channel of melted metal. The result can be a short
circuit. This breakdown mechanism will become more important as feature sizes in
integrated circuits continue to decrease; eventually, even small voltages will suffice
to create enormous electric fields within devices.

The surface conditions of a p-n junction influence the electrical characteristics
of the device (Ref. 12). This is because the surface recombination process, which
depends on surface conditions, acts as a sink for free carriers. A device’s surface
can be damaged mechanically or electrically. One cause of surface damage is
high-field surface breakdown. For semiconductor devices, this high field occurs near
the intersection of the space charge (junction) region and the surface. For an ideal
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0 Mass density
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Primarily because of the coupling and non-linearity, these equations have no
analytic solutions, even in one dimension. Stiffness causes the numerical solutions
of the equations to be prohibitively expensive. Therefore, authors generally simplify
these equations to reduce them to a form that is solvable, either analytically or
numerically. This simplification is generally so severe as to considerably limit the
validity of the models (Ref. 10). A number of models are currently in use, although
none of them explains the tremendous variability in the data shown in Fig. 3. Most
models are also based on square-pulse excitations, which again causes probiems
relating real stresses to failure thresholds.

Once a component has been evaluated, it must be modeled as an equivalent circuit
that can be used in one of the large electronic—circuit simulation codes. This
conversion is done so that the larger systems of electronics can be evaluated for EOS
sensitivity.

This report is organized in six sections:

® In section [I, the physical processes that lead to failure of a semiconductor
component are discussed.

® In section IIl, the different failure models used to predict the failure power
(or energy) thresholds are discussed.

® In section 1V, an error analysis is performed on these models.

® In section V, the expected error is compared with the spread of the experimental
data about the theoretical curves.

® [n section VI, actual stress parameters and methods used to relate them to the
experimental or theoretical failure data are discussed.

® Finally, in addition to the references, a large bibliography of papers and
reports concerning EOS~induced failures and semiconductor modeling has been
included.

For the most part, the models dealt with in this report are concerned with second

breakdown and second breakdown effects. Although several metallization models will be
described, they will not be analysed in this report.
-9




This model will not be of much use for determining breakdown power thresholds and
threshold delay times since it is valid only in that area of the current versus
voltage curve near the breakdown voltage. However, it does show negative resistance
in that region with no thermal effects, indicating that it may be the beginning of
current-mode second breakdown.

Empirical Second Breakdcwn Models

Empirical, second breakdown, failure models are based on the ability to fit
experimental failure data to a particular equation, without considering the physics
involved in the process. As it turns out, these models are developed by the same
authors who developed the analytical equations, in an attempt to better fit the
experimental data. In most cases, they used their experience with the analytical
models to assume a particular form of the empirical model equation that would closely
follow the trends of the experimental data. The empirical models are therefore
essentially thermal models, although, by nature, they are not based on any particular
physics.

D. C. Wunsch and R. R. Bell-- Using the form of their analytical model,
Wunsch and Bell derived an empirical equation for the power—failure threshold
(Ref. 20). The impetus for this development was the large deviation of the
experimental data from the analytical curve, although the trend of this curve is
essentially correct (Fig. 7). The empirical model is obtained by the straightforward
use of Eq. 11 with the damage constant determined by a curve fit to the experimental
data. Curves of this type are the basis for most of the empirical models described
here:

P/A = K jt7'/2 . (31)

Figure 9 from Ref. 20 shows the results of these curve fits for several types of
electronic components. This figure also includes analytical curves for failure over
the whole junction and failure occurring over only one—-tenth of the junction area.

D. M. Tasca, J. C. Peden, J. L. Andrews, and S. J. Stokes, [lI-- In 1973,
Tasca, Peden, and Andrews (Ref. 3) attempted to fit a curve of the form

P=at"C 4+ Bt7D . (32)

In 1976, Tasca and Stokes (Ref. 30) used their experience with analytical modeis and
curve—-fit experimental data to develop the following equation:

= -1 ~1/2
P=Kyt™h + Ky tmt/2 (33)
Using Eq. 33 as a base, they related the failure power and delay time to these device
parameters: the surge impedance and the pulse currents (in both forward and reverse
directions) and the device impedance (in the reverse direction only). Regression

techniques are used to fit the equations to the experimental data.

B. Kalab—— Kalab (Ref. 5) fits Eq. 33 to several sets of experimental data.

He notes that it does not fit well at short pulse widths (<100 ns) where current-mode
rather then thermal-mode second breakdown becomes prevalent.

H. B. 0’Donnel!ll and D. M. Tasca~- In 1977, O'Donnell and Tasca extended
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Tasca’s work (described above) to integrated circuits by using the following general
thermal-failure equation (Ref. 31}):

P=4t"B (34)
where 4 and B are both constants to be determined by a curve fit. Actually, they
tested four different forms of the equation: the average power expression above; an

average current expression,

I =ctb (35)
a surge impedance equation, [
z=k£tF (36) s
and a regression fit of all of the analytical model parameters, ~ }T3;;
P = a(t,)8(c %0, )2V ) E()F (37) . .

where t_ . is the propagation delay, C, is the junction capacitance, 6,, is the thermal
resistance of the junction, V, is the breakdown voltage, and A, B, C, D, £, and F are
constants to be determined by a regression fit to the experimental data.

D. R. Alexander et al.—— Alexander (Ref. 32) performs a similar analysis to
O‘Donnell’s, by empirically fitting integrated—circuit failure data to the general
failure equation (Eq. 34). On the assumption that B = -7/2, he also tries to use

junction resistance and capacitance, breakdown voltage, and thermal resistance to
estimate the junction area and the damage constant.

Numerical Second Breakdown Modaels

Numerical models, the most complex second breakdown failure models, employ
several numerical techniques to simplify and solve Eqs. 1 through 6. The numerical
models attempt to model the complete, time-dependent operation of the semiconductor
device throughout the application of the EOS rather than to just predict the final
results, as the analytical and empirical models do. Therefore, numerical models are
best suited to provide insight and knowledge about the actual physical processes ‘
taking place in a semiconductor device during an EOS. This insight can lead to design

. - ; . [
rules for circuits and devices that can possibly enhance system survival during an e
EOS. PR

Thermal Models——- As indicated before, thermal models solve only Eq. 6, with '{f
little allowance made for the electronic effects. I

H. M. Olson—- In 1977, Olson (Ref. 33) developed a thermal diffusion model Ps
that calculates the steady-state temperature of a one-dimensional cylindrical junction )
with heat flow perpendicular to current flow. It is basically a Green’s function o
solution of the heat flow equation (Eq. 68). Heat generation is determined from the NSRRI
applied voltage and an empirical-temperature and field-dependent electrical ‘}'f}}}~
conductivity., Since this is a steady-state solution to the heat flow equation, 1t s :{- S
useful only for determining the steady-state failure power, which is not very useful ’ Y
for pulse-failure modeling. ®
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A. Baruah and B. B. Budenstein-—- Baruah and Budenstein have developed a
two-dimensional mode! for modeling thin film silicon-on—-sapphire (SOS) diodes

(Ref. 21). The heat flow equation 1s solved in two dimensions with essentially an
explicit finite difference. The electrical effects are taken into account as f the
thin film were composed of a set of 1ndependent, parallel circuits. Kach circuit is
composed of a number of resistors and an ideal p-n junction in series (Fig. 10). The
value of each resistor is determined with the empirical resistivity versus temperature

curve (Fig. !1) and the geometry of the device.

This model produces interesting results concerning thermal effects and hot-spot

formation. However, it is limited to thin-film, abrupt—junction, SOS diodes. Since
the electrical effects are based entirely on the steady-state resistivity, the model’s
electrical behavior 1s suspect during an electrical transient. Plus, because of the

lack of any other electronic considerations, it cannot show the effects of
current~mode second breakdown.

N. Kusnezov_and J_ S. Smith~-~ Kusnezov and Smith (Ref. 34, 35) developed a
model similar to that developed by Baruah. I[n one or two dimensions, they perform a
two-step process:

® In the first step, the device 1s modeled as a grid of resistors, with each
resistance fixed by the local temperature. This model is then solved to give the
heat dissipation rate at each grid point.

® The second step is to put the heat dissipation rates i1nto a heat-transfer code
and allow that code to run for a specific length of time (e.g., 5 ns), assuming
that the heat dissipation rate is a constant at each grid point. At the end of
that run, new model temperatures are calculated at each grid point and used to
set the resistances used in step one. These two steps alternate, to move the
problem ahead in time.

As with Baruah’'s model, this model relies on the steady-state electrical
resi1stance versus temperature curve to control all electronic effects. This reliance
makes the transient electrical effects suspect and precludes simuiating any
current-mode second breakdown effects.

Electrical Models—- Numerical electrical models solve more detailed versions of

Egqs. 1 through 5 but totally ignore thermal generation and transport in the device.
Also, the original purpose of most numerical electrical models was to model device

operations over normal voltage ranges. Thus, they cannot handle the effects of the [
high electric fields generated during an EOS. These effects consist of such things as g 1
field-dependent mobiii1ty, velocity saturation, and avalanche generattion.

K. Kano and H. J. Reich-- In 1964, Kanc¢ and Reich developed a simple, T
one-dimensional model of a p-n junction to handle 1njection levels higher than those Lo
the analytical models could handle accurately (Ref. 136). Though these are higher

injection levels, they are nowhere near the levels needed for EON analysis.

T. Misawa-- Building on his analvtical, steadv-state model (Ref. 29), Misawa
solves the steady-state equations numerically by straightforward numerical integration
(Ref. 37). He also generates a solution for a small AC signal on the steady-state
solution. However, these solutions suffer from the same problem as the analyvtic
models described earlier: because they are steadv-state models, thev cannot predict

transtent failure thresholds and delay times
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Figure 10. FElectrical model used by Baruah and Budenstein.

. . - Lt Lt e LY T T T s T e T e e T T e e T e e T T U T T e e e
-~ PP LAP- A -~ ada - iy b PRI, P - P L AT WL WA Sodp G ¥ W W WL W S S Gall W Sl U SOl T W 6P % P P = a3




=i

T T

|
N

Log resistivity (£2 - m)

{
w

100 300 500 700 900
Temperature (K)

Figure 11. Resistivity vs temperature used by Baruah and Budenstein (after
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Van Lint et al. developed a numerical computer model that solves all of the electronic
equations for a simple p-n junction with what appears to be an iterated finite
difference (Ref. 38). Their model has generation and recombination terms, and they
indicate that the generation term can handle avalanche generation, although they give
no details. This code could probably be used to model the initial phase of
current-mode second breakdown, before any significant heating has taken place.
However, it was designed to investigate the effects of injection (caused by ionizing
radiation) un a device in the normal operating range, rather than EOS effects.

V. A. J. Van Lint, J. H. Alexander, D. K. Nichols, and P. R. Ward-- In 1967,

M. W. Muller and H. Guckel-— Muller and Guckel have developed a numerical
model to fook for steady-state current filaments in semiconductor devices (Ref. 39).
Their one-dimensional code only considers the intrinsic region of a p*-i-n* device.
The code includes high~field avalanche generation but ignores recombination and any
thermal effects. Since it is a steady-state code, it will not be useful for
determining failure-power thresholds and delay times; however it could be useful for
investigating current filament formation.

H. C. Bowers~— Bowers has generated a model similar to that developed by
Muller and Guckel (described above) for a more complex device (Ref. 40). Where Muller
and Guckel’s model considers only the intrinsic region of a p*~i-n* diode, Bowers~’
model also includes the p* and n* boundary regions. Again, since this is also a
steady~state model, it cannot predict failure—power thresholds and delay times.

L. R. Razouk and G. W. Neudeck-- Razouk and Neudeck have developed a
one-dimensional, electrical model for use at high current densities (Refs. 41, 42}.
The model solves all of the electronic equations by implicit finite differences and
Newton-Raphson i1teration. The model includes approximations for the high-field
properties of the material parameters and assumes an external circuit that delivers a
specified current pulse. This model appears to contain all of the electrical effects
required for EOS analysis of devices excited with a constant current pulse. The model
lacks any thermal effects, which makes the solution suspect after a short time because
it operates at high current densities, which would cause significant heating.

E. M. Buturla, P, E. Cottrell, B. M. Grossman, and K. A. Salsburg-—- As part
of their work in computer—-aided design (CAD), Buturla et al. developed a complex,
finite~element code to model semiconductor devices in one, two, or three dimensions
(Ref. 43). The code 1s designed to model semiconductor devices and integrated
circuits during normal operation, and thus it has no high-field capability (avalanche
generation, carrier velocity saturation, etc.) nor does it consider any thermal
effects.

This code gives very detailed, time—-dependent information about the operation of
a semiconductor device. [t could possibly be modified to include high-field and
thermal effects, but not without considerable difficulty. This difficulty would arise
because adding thermal effects requires the simultaneous solution of another
differential equation (the heat flow equation), which is strongly coupled to all of
the other equations through the temperature dependence of the material parameters
{mobility, avalanche generation, diffusion, etc.). Also, some form of dynamic
gridding would be needed to accomodate the dynamic nature of the charge carrier
profiles, the electric field, and the temperature profile. Note that these problems
are not unique to this model, but must be dealt with by all semiconductor, EOS,
failure models.
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G. D. Hachtel, M. H. Mack, R. R. O'Brien, and B. Speelpenning—- Hachtel et
al. have developed a general-purpose, finite—-element, partial differential equation
solver for semiconductor-like problems (Refs. 44, 45). Their resultls are similar to
those generated by Buturla, but with a more general program. This model is also used
to anaiyze semiconductor devices and integrated circuits duiing normal operation.

Because the partial differential equation solver is a general program, i1t may be
less difficult to add another differential equation (the thermal equation) to the set
being solved; however, all other problems and difficulties described for Buturla’s
model would also be relevant here.

Electrothermal models-— An electrothermal model is an attempt made to combine all
of the electrical and thermal effects into a single model. These models solve the
complete set of equations for semiconductor device operation at high fields and high
temperatures in an attempt to truly predict EOS effects and failure thresholds.

S. P. Gaur and D. H. Navon-— In 1976, Gaur and Navon developed a
two-dimensional, steady-state model of power transistors (Ref. 46). The model solves
steady-state versions of Egs. | through 6 for a transistor-like device at normal
operating conditions. The model solves these equations by finite differencing them
and then iterating the equations until they converge. The model is steady-state only
and does not have high-field capability (no avalanche or velocity saturation), so it
will not be useful in determining failure-power thresholds and delay times.

¥W. D. Raburn and W. H. Causey—— Raburn and Causey have developed a
one-dimensional, time—-dependent model of the operation of an abrupt p-n junction
(Ref. 28). The model solves all of the equations and has a high field capability.
The equations are solved by first differencing them with a Crank-Nicolson formulation,
then linearizing the set of difference equations with a first-order Taylor series.
This set of linear equations can then be solved with standard matrix techniques. The
mode! assumes that the external circuit consists of only a constant current source.

The model seems to give reasonable results for times greater then 10 ns, showing
thermal-mode second breakdown; however, it does not show any current-mode effects,
possibly because it assumes a constant current source.

K. Koyanagi, K. Hane, and T. Suzuki— Koyanagi et al. have developed a
model for the high-voltage operation of a transistor (Ref. 16). The model assumes
that the transistor is operating at a high voltage (carrier velocity is saturated) and
thus is not able to predict any low-voltage effects. The numerical solution is
performed only over the n region of an abrupt junction, n*-p-n-n* structure. The
external circuit consists of a constant voltage source, or (as discussed in Ref. 47) a
voltage source and & resistor in series.

This model shows either thermal-mode or current-mode second breakdown, depending
on the applied voltage. Since it is one dimensionaf{ it cannot simulate current
filaments, though hot spots can form from uneven heating in the device structure.
Since 1t can only model a single region in a semiconductor device, and because it
cannot model low-field regions correctly, this model can give only qualitative results
concerning the operation of a semiconductor device during an EOS.

A. L. Ward~- For a number of years, Ward has been modeling the operation of

semiconductor devices during EOS transients (Ref. 19). He solves a complete,
one~dimensional set of the electrica! and thermal equations with an explicit finite
-30-
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difference. He 1gnores the electrical diffusion term by making the numerical
diffusion inherent i1n difference equations equivalent to the electrical diffusion. He
tgnores the thermal diffusion by only considering short times, before any significant
diffusion can take place. The external circuit can consist of a voltage source and a
resistor in series. Using this model, Ward has done several parameter studies
concerning second breakdown sensitivity.

J. H Yee, W. J. Orvis, L. C. Martin, and J. C. Peterson—-— The next two
models described were developed by the authors of this report. The first model is
very similar to that developed by Koyanagi, a one-dimensional model of the n region of
an n*-p-n-n* transistor-like structure (Ref. 18). The work was extended beyond that
performed by Koyanagi to include part of the p region and to consider more effects of
the external circuit.

W. J. Orvis, J. H. Yee, G. H. Khanaka, and D. L. Lair— The second model
developed by the authors i- a general, one~dimensional, p~n junction device model
(Refs. 10, 15, 18). The method considers a complete, one~dimensional device, from
metal contact to metal contact, including the highly doped ohmic contact regions. The
model solves a complete set of the electrical and thermal equations without neglecting
any terms. The range of the material parameters includes high and low electric fields
and high and low temperatures, which is necessary to mode! a complete device, because
of the large variation of electric field and temperature in a particular problem. The
model will accept any reasonable doping profile between the fixed metal contacts and
gives reasonable results at high and low applied voltages in either direction. The
external circuit consists of a voltage source and a resistor in series.

This is a one-dimensional device model, which means that it cannot simulate
current filament formation, which can be a significant limitation, since filaments are
observed in almost all failure situations. This model does show current-mode and
thermal-mode second breakdown. I[ts temperature profiles resemble those measured
experimentally by Knight and Budenstein (Ref. 48), although no definitive comparison
has been performed yet between the experimental data and the model results for a
specific device.

Metallization Failure Models

Because metallization failure 1s a leading cause of failure in MOS-type devices,
several authors have tried to model metallization failure for these devices. These
are primarily thermal models, with parameters that are very similar to those for
analytical thermal models for second breakdown failures.

D. M. Tasca-- In conjunction with his investigations of semiconductor device
failure, Tasca also investigated the failures of the interconnections on integrated
circuits (Ref. 26). In a later report, he included experimental evidence concerning

interconnection failures (Ref. 3).

Tasca’s metallization failure model follows from a fairly simple derivation. He
assumes that a length of wire w has a rectangular cross section of area A. The wire

1s assumed to be formed of a uniform, homogeneous material. He neglects skin effects,

assumes a uniform current density, and neglects all heat loss and heat flow in the

material. Then, the differential energy input to the metallization by a current / is
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dQ = £ dt , (38)

where @ is the energy and 7, is the resistivity. Then, assuming no heat loss or heat
flow, the differential temperature increase of the material is

dQ %r,
¢ pwA N Ach
where o is the mass density. This equation must then be integrated to determine the

heat input required to increase the temperature of the metal from ambient to the
melting point. If one assumes that the resistivity and the heat capacity vary

dT =

dt , (39)

linearly with the temperature and performs the integration the result is t,, the time
required for the device to reach the melting temperature,
c,A%
t, = Tz (40)

where (, is a constant (equal to 2.87*108 s—Az/cm4 for aluminum, according to Tasca,

Ref. 26). To this time must be added the amount of time, ty, required to deliver an

amount of energy, Qf. equal to the heat of fusion, H, of the material. The energy of
the heat of fusion ts

127 wt
Q, = Howt = —2—% (41)
A
where r_ is the resistivity at the melting point. Solving this equation for ¢, yields
CoA
2
t, = e (42)
where C, is a constant (equal to 9.25¢107 s-A%/cm* for aluminum). Combining these two
times (t, + t,) yields the pulse length required to melt the metallization. [f we
solve that sum for the current,
CaLA
;= X (43)
Ve

where C; is a constant (equal to 1.95%10% A—s'/z/cm2 for aluminum), we have a
failure-current threshold versus pulse-width curve for metallization fajlures.

D. G. Pierce~- Pierce describes two types of metallization failure models
(Ref. 49): One, attributed to Wunsch (Ref. 50), breaks the pulse-width dependence of
the failure curve into three separate regions. The first region (< | us) is for short
puises and corresponds to adiabatic heating in the metal, with the current
proportional to t~'/2 | The second region (1 us < ¢t < 100 us) is for quasi—adiabatic
heating, with the current proportional to t='/* . The third region, for long pulses,
corresponds to steady-state heating of the wire and constant currents (Fig. 12).

The second model described by Pierce is attributed to Smith (Ref. 51). In this
model, the thermal equations describing heat filow in a metal trace overlaying a
s1licon-dioxide layer and a silicon substrate are solved numerically (Fig. 13). Note

that the transition between the three regions is much smoother than is shown in the
Wunsch model (Fig. 12).

Pierce develops his own analytical model, in which he assumes uniform current
flow 1n the metallization, with one-dimensional heat flow from the metallization
through the oxide layer and into a constant-temperature-substrate heat sink. He
solves the one-dimensional heat-flow equations in the metalliization and the oxide
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aver, matching the solutions at the boundary layer. The resulting equation gives the
emperature rise at the metal—oxide tnterface as a function of the applied current
>ulse magnitude and pulse length:

1| 1
T ~-T., = —| ~1 <

m ] rgk K '
1 - =™ Bl/25tan(B'/21)
hOI
<« 2Akmézlzexp(wn2kaxt/62) (44)
- lzkoz;nzfl + 2JHCSC(2an)] + 52kman2[1 - Z)ncschl27n)] '
where the » are the positive roots of
K_&a
—"—LTtanh(y, )tan(a,) = 1 (45)
K, .Uy,
and
q1/2
k, 2
2 2 Toz
Jn=[az -, 2J . (46)
k5
where 4 = ere/Km. B=r,A, 1, is the temperature coefficient of the resistivity; Km.
K__ are the thermal conductivities of the metallization and the oxide; and k_ . k,  are

the thermal diffusivities of the metallization and the oxide. Figure !4 plots
threshold failure current versus pulse length. Note that the curve shape is quite
similar to the numerical results in Fig. 13. Pierce also has similar results for
constant voltage and constant power pulses, as well as the constant current case shown
here.
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imounts to a random error of about +0.05.

If these adjusted values are put into the the error analysis, the following tuble
‘esults:

Bias error Random error

Pulse length +0.1
Failure temperature +0.36
K and ¢ +0.06
Active area 10.01
Infinite device -0.0035 +0.0035
One-dimensional device -0.11 +0.11
Uniform breakdown -0.3 +0.3
Multiple hot-spots +0.05
No current-mode breakdown ?

Total bias error (SUM) -0.41

Total random error (RSS) 1+0.50

Tasca's Extensions-— Tasca extended the Wunsch-Bell model by adding a t~!
term for the short pulse region and a constant term for long pulses. He solves Eq. 15
analytically for a spherically symmetric heat source (Eq. 16) and then generalizes
that to a cylindrical heat source (Eq. 23). In the process, he approximates the
analytical solution with Equation 20. Figure 22 shows the error induced in the
failure power by using this approximation as a function of the pulse length and the
radius of the hot spot. The maximum error is 0.55 with a minimum of O, indicating a
bias error of 0.275 with a random component of +0.275.

Next, Tasca ignores the constant, long-pulse term in Eq. 22. Figure 23 shows the
error 1nduced by neglecting that term versus the pulse length and the radius of the
hot spot. Note that this term is only large at long times and for small hot spots, so
for hot spots greater than 10 um in radius, there will be negligible error.

This leaves Eq. 23, which Tasca assumes applies to cylindrical as well as
spherical hot spots, with only a change in the surface area and volume terms. The
error induced by this approximation is not known; a three—dimensional solution in
cylindrical coordinates is required for comparison. The volume and surface area of a
cvlinder are written as

V= "RZW (55)

2-RW + 2nR% (56)

»
]

where W 1s the depletion width and R is the radius of the hot spot. Using abrupt
junction approximations, the depletion width and the breakdown voltage (V,) are
appraoximated by Tasca with

2+ ¥

W o= ( b )1/2 and (57)
qN

vttt = 3.4*10'8/N, respectively, (8

shere + 15 the perm.ttivity; M s the doping density an em™ b, the breakacwn
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K(T) - K(950) ¢(T) - c{(950) ) (54)

+
K(950) c(950)

If we assume that we can be reasonably smart about picking a temperature that gives us
the correct values of thermal conductivity and heat capacity (say within 100 K}, then
the error from those terms will be around 0.06 rather then 0.47.

Fractional error = (l/2)<

Fig. 19 shows the error i1nduced in the temperature by the assumption of an
infinite material. The figure shows the error induced as a function of the distance
to a perfect heat sink. Because of the range of small values of the error, the error
has been plotted as the log of the fractional error plus 1. This makes the figure a
plot of the ratio of the true value to the model value rather than a plot of the ratio
of the error to the model value (fractional error). This figure indicates that——for
devices with geometries that have a heat sink more than 100 um from the heat
generating region and for a timespan of 20 us or less~-the device can be considered
infinite 1n extent. For smaller devices (or longer times) the error will rapidly
become significant; however, the thickness of a signal diode (one of the smaller
discrete semiconductor components) is on the order of 100 um, which is within this
region.

The error due to the assumption of a one-dimensional device versus the radius of
the heat generating region is shown in Fig. 20. This figure indicates that, for
devices with heat generating regions with radii of more than 150 um there will be
negligible error induced in 20 us by assuming one-dimensional geometry. For a signal
diode, the junction region has a radius of approximately 100 um, which means that some
error (~0.11 +0.1() will result from this assumption.

The estimates of the portion of a device that is involved in second breakdown
range from 10% (Wunsch-Bell) to 100%. However, Wunsch-Bell’s estimate significantly
overestimates the bias in the failure threshold. If the area of the device involved
in second breakdown is assumed to range from 40 to 100% of the active device area,
then the estimate has a bias error of -0.3 with a random component of +0.3

Breakdown can actually happen at several points. The change in the error
estimate can be estimated by using the curve of error versus the radius of the heated
region {(Fig. 20). Figure 21 is generated by (1) assuming that the total area of all
heated regions amounts to 10% of the total device area and (2) calculating the error
for each of the heated regions, using Fig. 20 to determine the error per region. This
error is then multiplied by the total number of heated regions and is plotted on
Fig. 2!. Removing the —-0.9 bias due to the current flowing through only 10% of the
active device area gives an estimate of the error due to multiple hot spots. This
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Combining these errors will estimate the total error 1n the Wunsch-Bell type
models.
Bias error Random error

Pulse length 10.1
Failure temperature t0 .36
K and ¢ 10.47
Active area +0.01
Infinite device -0.0035 +0.0035
One-dimensional device -0.11 t0.11
Uniform breakdown -0.9
No current-mode breakdown ?

Total bias error (SUM) -1.01

Total random error (RSS) +0.61

Note that this rough estimate of the total error exceeds 100% of the value
predicted by the model. Experimental data (Fig. 7) indicate that most of the data is
within one order of magnitude below the model values, indicating a bias error of -0.4
to -0.5. This apparent discrepancy between the experimental variation and the
calculated error indicates that the error has probably been overestimated. Therefore,

the various sources of error wil! be examined more closely.

By looking more closely at the pulse length error, you will note that it can be
defined by the following equation

d¢ At amp N2 12
-(1/2)= = ~(1/2) | ( —F2®P )2 + (0.2) , (53)
t t

where we assume a 20% error in the data read from the osciiloscope, and Atramp is the
ramp width or rise time of the square pulse. This equation is plotted in Fig. 17
versus the pulse width and for several values of the ramp width. As can be seen, if
the rise time of the pulse is less than 1 ns or the pulse length is long, then the
error is limited by the reading error off the oscilloscope.

The error in the failure temperature depends on the definition of device failure.
The temperature chosen by Davies and Gentry (948 K) generally indicates a
predisposition to failure rather than actual failure induced by reaching the melting
point (1688 K) of the device. Failure may also be induced at intermediate
temperatures (around 1000 K) by changing the doping diffusions that define a device.
In any event, temperatures in this range will degrade but not necessarily cause it to
fail.

The values for thermal conductivity and heat capacity are generally chosen by
picking some average temperature value and then using values of thermal conductivity
and heat capacity at that point. [f we assume that some temperature value will give
values of thermal conductivity and heat capacity that correctly predict failure power
for a given pulse length, then Fig. 18 will give the fractional error if the chosen
temperature was in error. This curve assumes that 950 K is the correct value and
gives errors in terms of deviations from that value. The curve extends only in the
minus direction, since good heat-capacity data was available only up to 1000 K. The
deviations are calculated with:
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The last term concerns the varitation in the active device area. For a particular
device tape and for a single run by a single manufacturer, the varration should be
less than 17, However, different manufacturers use different device designs, and

single manufacturers continually improve their designs; the result s a variation of
from 10 to 207 1n the active device area. Assuming that a designer knows this and
pichs his devices from a single run of a single manufacturer, this error will be
0,01, If the designer does not take this into consideration, then this error needs
to be adjustea accordingly.

The nex! step 1s to add in those fractional errors induced by the approximations
and assumptions. [t was assumed that the device was Infinite in extent and made
wholly of silicon. If heat was actually flowing into a heat sink, then the actual
value of the temperature would be reduced. The one-dimensional heat flow equation was
solved to numerically estimate this error. The 1nitial condition consisted of a
temperature pulse at the origin. The simulation was run twice: once with a heat sink
at 100 .m (the thickness of a small signal diode) from the origin, and once with a
heat sink 1000 um from the origin (effectively at infinity). Both runs were continued
for 20 us (the extent of the range of the model}, and then the temperatures at the
origin were compared (Fig. 15). The resulting fractional error will range from 0 for
short times to the following value at 20 us:

68.5 - 69.0
69.0

= -0.007 . (52)

which 1s comparatively small. The final error estimate is a bias error of -0.0035
with a random component of :0.0035

The next approximation is that of a one-dimensional device, assuming no heat flow
in a radial direction. [f a 200-um—-diameter cylindrical region is initially at some
elevated temperature, and 1f the radial form of the heat flow equation is solved
numerically for 20 us, then the temperature at the center of the cylindrical region
will be reduced to 0.78 of the initial temperature (Fig. 16). This results in a bias
error of -0.11 with a random component of :0.11

The Wunsch-Bell model assumes uniform breakdown over the whole junction.
However, breakdown generally occurs in localized filaments and hot spots. Wunsch-Bell
indicates that if the power actually goes through 10% of the junction area, then the
failure curve will be moved down by one order of magnitude. [If all failures are a
result of a single filament formation that 1s 10% of the junction area, then this
would indicate a bias error of -0.9

The Wunsch-Bel!l model does not account for any electrical effects occurring in
the device. So, current-mode second breakdown is totally ignored. Current-mode
second breakdown is a high-voltage/short-pulse effect that tends to decrease the
failure power in the sub—10-ns range, which is below the range (50 ns to 20 us) of the
model .

lgnoring other electronic effects should not appreciably affect the model as long

as it 1s realized that the model applies to on! ermal-mode second breakdown
fatlures.
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/s
P/a

dt dr, dh dc dA
= -(1/2) = + —P— + (1/2)( - + - ) - -
t (T, = T,) K ¢

m

(18)
A

The expected fractional error is found by taking the root sum square of the
independent terms in this equation and then adding to that, values to account for the
effect of the assumptions and approximations. Bias errors, which have a definite
direction, are summed directly and separately.

The first term 1s associated with the measurement of the width of the input
square voltage pulse. The model assumes zero rise time, while in reality there 1s a
finite rise time on the order of a nanosecond. In the range of this model (50 ns to
20 us), this has a maximum fractional error of 1/50 or 0.02. The final point 1s
normally estimated from an oscilloscope trace, which has an estimated measurement
error of 20% or a fractional measurement error of 0.2 (Ref. 52). Since these errors
are independent, they are combined with a root sum square, to give the value of the
term to be

(1/2)q{ = (1/2)[(0.02)2 + (0.2)2]'/2 = ;0.10 . (49)

Other errors are induced because real EOS pulses do not come in nice square pulses.
We will discuss these errors in Section VI (stress parameters).

The second term is associated with the error in the temperature (Tm) used to
determine when the device fails. Values for this parameter range from 948 K
(according to Davies and Gentry) to 1688 K (according to Wunsch and Bel!) with an
average of 1318 K. Accordingly, the maximum value of this term is

a7, 1688 ~ 1318
= ———— = 10.36 . (50)

(T, - T;) 1318 - 298

The third term contains the dependent errors in thermal conductivity and heat
capacity, which are due primarily to errors in the temperature. Both of these
material parameters are assumed to be constant, where in fact they change with

temperature. The average temperature is (1688 + 300)/2 = 994 K. Using data at 300 K
and 994 K from Wolf (Ref. 53) the magnitude of this term can be estimated:

K(300) = 1.57 kW/m—K

K(994) = 0.33 kW/m-K

K(ave) = (1.57 + 0.33)/2 = 0.95 kW/m-K

c(300) = 0.69 kJ/kg-K

c(994) = 1.0 kJ/kg-K

c(ave) = (0.69 + 1.0)/2 = 0.85 kj/kg-K

(1/2)< dk  dc (1/2)< 0.33 - 1.57 1.0 - 0.69 ) o 47 (51)
— 4+ = - + = :0. .
K c 0.95 0.85

The upper half width has been estimated to be the same as the lower half width, but
might 1n fact be different, owing to the difference 1n the characters of the
thermal-conductivity and heat-capacity curves between 994 and 1688 K. The upper half
width 1s not calculated because there 1s 1nsufficicent data for the heat capacity 1n
that temperature range.
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IV ERROR ANALYSIS

In the last section, the different types of second breakdown failure models were
1dentified, categorized, and described. In this section, model types will be analysed
as much as possible 1n terms of their different sources of error. All errors will be
stated as fractions of the model value, so as to be directly comparable to modeling
results. All errors will be the 95% confidence [imits (31) of a normal distribution
(i.e., 1f the errors are distributed normally, then the probability that the true
value 1s within 35 of the model value is 95%, where ¢ 1s the standard deviation).
Dependent errors are combined as a simple sum (SUM), and independent errors are
combined using a root sum square (RSS) to allow for the probable cancellation of an
error’s effects. A number of the errors described will be bias rather than random
errors. These errors are combined as a direct sum.

Two types of error can be applied to these modeling efforts. The first type is
due to the approximations and assumptions made to simplify the model to a solvable
form. The second type of error is due to measurement inaccuracies in experimentally
derived quantities. Generally, one or the other type of error will dominate for a
particular model type.

Analytical Second Breakdown Models

The analytical models are based cn very simplified versions of Eqs. 1| through 6.
In fact, most modeling ignores the first five equations and only solves a simple
version of Eq. 6. Many assumptions and approximations are made, such as assuming
infinite one~dimensional materials and neglecting the functional dependencies of many
material parameters.

Of the analytical models discussed i1n section [ll, only the Wunsch-Bell or Wunsch
models are really usable for large-scale failure-threshold analysis and interpolation
of experimental data. This category includes Davies and Gentry’'s model and the Tasca
model, which is an extension of Wunsch-Bell. The limited temporal domain of Misawa’s
mode]l makes it useless for failure-threshold analysis. Therefore, the emphasis of
this analysis will be on the Wunsch-Bell type of models.

Thermal Models—- The thermal models useful for device-failure modeling are

primarily those of the Wunsch-Bell type, including Tasca’s extensions of the
Wunsch-Bel |l model.

Wunsch-Bell Type Models—— Wunsch-Bel| models are based on the
one—-dimensional solution of the heat flow equation (Eq. 6), and all coefficients in
the equation are assumed constant. These models include those developed by Davies and
Gentry {Ref. 12), Wunsch and Bell (Ref. 20), and Tasca (Ref. 26). The resulting
solution has the form

P/A = (rkoc)'/2(T, ~ T )yt~ V/2 (47)

The fractional error i1n this equation can be obtained by taking the differential of
the equation and then dividing that differential by the equation:

.
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voltage, 1s greater than 6 V and the junction is reverse biased. These four equations
can then be inserted 1n kEq. 23 giving

P 1.9721078 Rpev, V-21570 ‘
- = (T, = T) - , + Jockt 172 4 (59) ®
4 " 2R+ 1.97x1076y, 1218y T Y o
4 Equation 59 wil) have two different error regions, depending on which term in the
9 equation dominates. Figure 24 shows the parameter values where each of the lwo terms
1s dominant .
2 The t~! term can also be split into two parts, depending on whether the V, part ®
or the R part dominates. Figure 25 shows the split of this term.

Looking now at the failure equation in these three regions, three different
failure-power densities can be defined: P, where t~! and R are dominant, P, where t!

and V', are dominant, and P, where ¢~1/2 is dominant. The error differentials for .
these terms are -

P, /A ot aT ac av, d4

—_—— = -— 4+ - + - + 1.215— -~ — , (60)

P,/A t T c b A

aP,/A at ¥ ac oR d4

—4— = ~-— + -~ + — 4+ - - — | and (61)

P,/4 t T c R A

0P 4/4 at arT 0K ac dA

—— = —(1/2)~ + — + (1) ~ + - ) - - (62)

Pg/A t T K [ A

The other errors due to the assumptions must be added to these terms as was done 779-
in the Wunsch~Bell case. The errors must also be estimated for the terms in R and V,. ®
Tasca picks two values for the hot spot radius: 0.5 of the junction radius, and 0.3 of
the junction radius. This suggests an error in R of +0.1 of the junction radius, and
the error term is

R 0.1 NN
- = — = $0.33 . {(63) e
R 0.3 S

The breakdown voltage in a reverse-biased p-n junction can normally be assumed to RN
be equal to the applied voltage at the point that the junction just starts to break SO
down. Actually, the /R drop across the bulk material should be subtracted from the _3A2:x
applied voltage to yield the voltage across the junction. However, the small currents .
flowing 1n a reverse-biased junction just before breakdown will make that contribution -
negligible. The device’s breakdown voltage will normally be measured with an o
oscilloscope, with the requisite error described previously. N
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Now, the total probable error is summed for each of the three

For region one, where t~! and V, are dominant, the errors are
Bias error
Pulse length
Failure temperature
Heat capacity
Active area
Breakdown voltage

Infinite device -0.0035

Equation approximation 0.275

Spherical to cylindrical switch ?

No current-mode breakdown ?
Total bias error (SUM) O.é;—

Total random error (RSS)

For region two, where t~! and R are dominant, the errors are
Bias error
Pulse length
Failure temperature
Heat capacity
Active area
Hot~-spot radius

Infinite device -0.0035

Equation approximation 0.275

Spherical to cylindrical switch ?

No current-mode breakdown ?
Total bias error (SUM) 0.27
Total random error (RSS)

2 s dominant, the e

Bias error

And finally, for region three, where v/

Pulse length
Failure temperature
K and ¢

Active area

regilons.

Random error
t0.2
+0.36
+0.06
+0.01
0.2
+0.0035
£0.275

+0.54

Random error
0.2
+0.36
+0.06
+0.01
+0.33
+0.0035
+0.275

?
?

+0.60

rrors are

Random error
+0.1
+0.36
10.06
+0.01

Infinite device -0.0035
Equation approximation 0.275
Spherical to cylindrical switch
No current~mode breakdown
Total bias error (SUM) 0.27
Total random error (RSS)

Empirical Models

The empirical models,
previously, will have similar error estimates

being extensions of

that would be removed by the empirical curve fitting of

made the power of ¢

and 1ts coeffircients

adjustable.

+0
0

Because

the analytical models mentioned
to those models, minus the bias errors
data. A few models have

the error equations are
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differential, this factor will be multiplied by the error and should be included in
that manner. In general, the values for the power of t do not appreciably differ from
the values in the analytical models, so the calculated errors will not be that
different.

Numerical Second Breakdown Models

The numerical therma! models can describe heat flow in a diode. However, as
Wunsch and Bell have shown, in one dimension that problem can be solved analytically.
The numerical thermal models can produce three-dimensional solutions, but without the
electronic effeclts their results will not be much more accurate than the analytical
thermal models. This can be seen by examining the error induced in the Wunsch-Bell
mode! by assuming a one—~dimensional device. The improvement in accuracy is not worth
the large increase 1n complexity encountered in going from the simple analytical
equation to the numerical model.

The numerical electrical models can describe some pre—-second breakdown electrical
effects: this is especially true for those models that can handle high electric
fields. However, without the thermal effects, these models lack one of the most
important parameters associated with second breakdown.

Of all of the numerical models described in this report, only the time-dependent
electrothermal models can really be useful in determining power failure thresholds and
delay times. None of the models described have been compared with experimental data,
other than in a qualitative way. This will make it difficult to ascribe error
tolerances to these models with any degree of confidence.

The pulse length error associated with the analytical models also applies here,
as the pulse lengths must still be read from an oscilloscope for comparison to the
mode! results. The rise-time part of this error can be neglected, since a
time-dependent model can be made to duplicate any rise time; however, this is only a
small fraction of the total pulse length error and will not change its magnitude.

The failure-temperature error is not applicable to the numerical models, since
the magnitude of a pariicular failure-temperature variable is not used to determine
where failure occurs. Normally, the time-dependent, electrical, and thermal results
are reviewed to determine where failure would have occurred.

Since these models all have temperature-dependent thermal conductivities and heat
capacities, the error induced by assuming a single constant value will be eliminated.
The remaining error attributable to these parameters is that inherent in the
experimental data used to define those values. [f the errors are assumed to be
independent and equal to about 10%, then the cumulative error will be t0.14 . Other
parameters that affect the power, and which are derived from experimental data, are
the mobility (un and “p) and the avalanche coefficients. Since power is proportional
to the square of the current, and current is proportional to the mobility, the
fractional error in the power will be equal to twice the fractional error in the
mobility. [f we again assume 10% error, this will amount to t0.2 . The avalanche
coefficient 1s also approximately proportional (to first order) to the current. If
the avalanche coefficient 1s also assumed to have 10% error, another t0.2 1s added to
the fractional zrror in the power. The root sum square of these errors amounts to
t0.32. More error may also be induced by these terms in the high-field or
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high-temperature regime of device operation since, in many such cases, no test data
ex1st and the coefficients used are extrapolations from known values.

The infinite device errors do not apply here, since the models have definite
extents and heat sinks. The one-dimensional device errors will apply, since all of
these models assume one-dimensional geometry. This limitation will also prevent them
from showing current filament formation; however, the effective device area can be
adjusted to compensate for most uniform breakdown errors.

Because the models soive electronic as well as thermal equations and can model
current-mode second breakdown, no error will be associated with the absence of a
current-mode second breakdown term. Combining all of these errors for the numerical,
electrothermal models yields:

Bias error Random error

Pulse length +0.1
Active area +0.01
Multiple hot-spots +0.05
Experimental parameters +0.32
One~dimensional device -0.11 +0.11

Total bias error (SUM) —0.11_

Total random error (RSS) +0.36
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V EXPERIMENTAL COMPARISONS

Many experimental comparisons have been made with the Wunsch-Bell type of
analytical models, since these models are most popular for engineering analysis. Few
si1gnificant comparisons have been made between other models and any experimental data;
this 1s the case wilh ev-n the numerical models that come so much closer to the real

physics of the situation.

Analytical Modeis

Figure 26 from Ref. | compares data points for a number of different devices with
the Wunsch-Bell model. The upper line on the figure is the Wunsch-Bell model
(assuming uniform breakdown of the whole junction), and the lower curve is drawn with
the assumption that the breakdown occurs only over one—i:¢nth of the junction area.

The projected error analysis from the last section for the upper curve was a bias
error of -0.41 and a random component of +0.50 . These errors compare we!ll with the
scatter in the data. The lower curve attempts to take out much of the bias error by
assuming that the failure actually occurs in a filament that covers only one tenth of
the junction area. This curve overshoots the bias error, suggesting that the actual
failure area covers something like 30 to 50% of the junction rather then 10%.

Figure 27 from Ref. 26 compares the Tasca model with some experimental data for a
IN914 diode. There are two sets of curves on the figure: one set assumes that
failure occurs when the device temperature reaches melting and that the radius of the
failure region is 30% of the junction radius. The other set assumes that failure
occurs when the temperature reaches the intrinsic temperature (approximately 900 K)
and that the radius of the failure region is 50% of the junction radius. These two
sets of curves are split into an upper curve and a lower curve on the basis of the
upper and lower limits of the junction area given in the manufacturer’s literature.
The short-pulse—error estimates for this model have a bias error of 0.27 and random
components of :0.54 and $0.60. For longer pulses, the bias is also 0.27 with a random

component of +0.47 . At a pulse length of 30 ns, the curves range between 49 and 631
wd . [{f an average junction area is assumed, then the value would be 340 uJ. Biasing
this up by 0.27 and adding a random component of :0.47 yields a value of 432 :160 wuJ,
or a range of data from 272 to 592 u.J. This brackets the data relatively well, but

misses a few of the lower—energy data points, indicating that the bias error is
possibly a little bit large.

Empirical Models

The empirical models, for the most part, are based on the form of the analytical

thermal models described above. As such, they have the same error bounds as the
analytical thermal models minus the bias errors. They would compare with experimental
data as well as do the analytical thermal models.

Alexander, Karaskiewicz, and Enlow (Ref. 4) have performed a rather detailed
statistical analysis of device topologies and processing methods. The tabular listing
in Fig. 28 details some of their results for several topologies and processing
methods. The figure shows the failure data for one process/topology combination and a
curve fit to that data. The upper and lower lines are the 95% confidence limits of
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the curve fit. Note that the slope of the curve (power of () is -0.47, which 1s close
to the theoretical value (-0.50) predicted by the Wunsch-Be!l model. The upper and
lower 957 confidence limits have a value of about :0.4 of the model value. This would
seem tvpical of the data presented in the report. The tabular listing shows the
slopes for a number of other process/topology combinations. The average slope for all
of these combinations 1s -0.56, which again compares well with the theoretical value
of -0.5.

Numerical Models

For the most part, the numerical models have not been quantitatively compared
with experimental data. Rather, the results have been compared qualitatively with
experimental trends. The experimental thermal results of Knight and Budenstein
(Ref. 48) compare well qualitatively with the numerical modeling results of Orvis and
Yee (Ref. 15). Figure 29 shows the experimental heating results of Knight and
Budenstein. The thin film silicon-on-sapphire diode is 200 um wide and the n region
ts 100 um long and 0.6 um thick. The figures are darker in regions of higher
temperature. Note that the heating is greatest at the p*-n junction and at the n-n*
junction. Figure 30, from the paper by Orvis et al. (Ref. 15), shows heating in
similar regions of the device, although the modeled device is much smaller then the
experimental device (10 .m compared to 100 um).

The low-voltage characteristics of the model by Orvis are shown in Fig. 31 from
Ref. 15. These characteristics are compared to the well-established analytical

characteristics from Sze (Ref. 54). Note that the largest deviation is on the order
of only 8%.

Metallization Models

Figure 32 shows the application of the Tasca metallization failure model to real

failure data (Ref. 26). The model shows two curves calculated for the minimum and
maximum cross-sectional area of the metallization, as defined by the manufacturer. As
would be expected, the failure points seem to cluster about the curve for the minimum
cross-sectional area (i.e., smaller wires are easier to burn out).

Figure 33 similarly compares the Pierce model of metallization failure applied to
an aluminum trace over an oxide barrier (Ref. 49).
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® They have a framework that makes it possible to consider all of the relevant
physics of device operation in high-voltage and high—-temperature regimes.

® They predict current-mode as well as thermal-mode second breakdown.

)

They allow detailed investigation into the real physical phenomena that occur
during second breakdown. Because of this feature, these models are the source
of much information about designing and operating devices that will maximize
system survival during an EOS.

As these models become more sophisticated and reach higher dimensionality, they
will probably be able to predict power-failure thresholds and pulse widths and to
pinpoint where and why a device failed. At this point, simpler analytic and empirical
models can be developed to reflect the information learned from the application of

electrothermal models, and it will be possible to develop models useful for system
analysis of larger devices.

Because metallization failure occurs at a high rate, several models for the
process are described in Section Ill. These models are quite similar to the
semiconductor~failure models, although they predict failure currents versus pulse
widths rather than failure powers. Although we describe metallization failure models,
no error analysis has been performed on them at this time.
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VII CONCLUSIONS

In the preceeding sections, representative models for semiconductor analysis were
described; these fall into two subsets:

® \Models that, while useful for other types of semiconductor analysis, can be
used to investigate only part of the fallure process.

® \odels that can investigate power~failure thresholds and pulse widths and are
thus directly useful for failure analysis in our engineering environment.

The useful models are of three types: analytical thermal, empirical (based on
analvtical thermal), and numerical electrothermal models.

The Wunsch or Wunsch-Bel| models--and variations developed by Tasca and
O Donnell~—-are the most widely used forms of the analytical and empirical models. In
the most common analytical model, failure-power denstty is proportional to the inverse
square root of the pulse length:

P/a = Kt7V/2% (76)

The damage coefficients (Kd) for many devices are tabulated in several large
databases. Variations include adding terms in t~! for shorter pulse lengths and
replacing the constant powers with variable powers of t. For our purposes, these
refinements are unnecessary because the large amount of scatter in the data completely
overshadows their effects.

When sufficient experimental data are available, the empirical models are
advantageous because the equation can be fitted directly to the data. With an
empirical model, it is thus possible to eliminate bias errors and uncertainty that
arise from unknowns about a particular device’'s geometry or characteristics (i.e.,
when manufacturer’s information is lacking). On the other hand, when there are few
experimental data, an analytical model should be used, if large biases in the data are
allowed for.

Despite 1ts widespread use, the Wunsch-Bell model is not without its drawbacks.
The first is the large random error associated with the model, which forces engineers
tn considerably underestimate the failure thresholds for devices to ensure that they
will survive. The problem 1s even more pronounced when a single unit contains device
types purchased from different manufacturers (see Fig. 3). To compound these
shortcomings, an engineer must beware of the fact that the Wunsch-Bell model cannot
predict current-mode second breakdown. Therefore, the Wunsch-Bell model types should
be used with care for pulse widths less than 100 ns, and with even more care for pulse
widths less than 10 ns, to assure that currenit-mode second breakdown is not present.

Of the numerical models, only the electrothermal versions have sufficient details
and device physics to compensate for their complexity and to warrant their use for

semiconductor—failure analysis. No numerical model is now used to predict fa:lure
thresholds 1n real devices, and they are not really useful for engineering analysis of
electronic components and systems. However, electrothermal models have several unique
features that mean that these models will be quite useful as they become more

sophisticated:
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where

{1 - + [ +3)2 + 521 - 2)]1/2
gotry = bz r — SERRIR LA (71)
4

The total-energy equivalence mode! equates the total energy of the positive
half-sine wave with a square pulse of equal width. The frequency conversion factor is

Ky = n/93000) . (72)

where

(v — 22%)cos~I(r) + (2 - y)N1 = r T

2(y + A)(1 - ) (73)

93(\\-") =

Finally, the thermal equivalence mode! equates equal temperatures generated in a
device for a positive half-cycle sine wave and a square wave. The frequency
conversion factor is

Ky = 8/[g,(». )% . (74)
where
(*.v) ! s Xy [>sin®(z) + 2(1 - y)sin(z) - »?] d (75)
Yy = — e T .
94 (1—%)(‘*+v)v,/ . NKp -z
sin~'(»)

In Eq. 75, X! 1s the value of r that maximizes the integral.

According to Thomas, i1f these conversion factors are evaluated, they indicate
adjustments in the failure power of about 10 to 20%. He therefore suggests that
waveform effects are not a major source of uncertainty in EMP vulnerability
assessments, since the variability of the damage coefficients is much larger then this
factor.

-1

f
A‘AJJ alkd

T A N T T T s,
PGPS W W GESERE AT

. PP S o AR
A A A A s 3 e e




Damage

]

>

2

@

(=2

30} —
E

1]

<

Y]

2

=

4]

[« o

P

]

2

9]

2

ot

3 0 | I
5 0 t, 1, ty 1, tg

Time—»

Figure 34, Tasca complex waveform damage-prediction technique. The device s
assumed to be damaged when the relative damage level first exceeds |
fafter Ref . 3).

-70-

MR S G G W W) ‘

{

g
»-
s

b .
&
-

3

X ,
;"..
-

A

!

| "N




assumed to have failed. Figure 34 is an example of the value of this equation for a
unipolar train of square pulses. Using this method, Tasca claims an accuracy of 20 to
507, depending on the particular form and treatment of the square-wave damage data
obtained from limited sample sizes.

R. A. Croxall and_A. K. Thomas-— Croxall! and Thomas have developed a factor
to convert damped sine stress to square pulse; this conversion factor is used with the
Wunsch-Bell model (Ref. 55). Assuming that the sine wave damps out with a Q_, of 24
(1.e.. the sine wave damps as exp[-(r/Q,7)t], where 7 is the period and ¢ is the
time), they find a factor,

t = 1/(2.25f) . (66)

that converts the frequency f of the sine wave to a pulse length that can be inserted
directly 1nto the Wunsch-Bell model, with the same damage constant as was determined
for square pulse data:

P/4 = K™t /2 (67)

R. E. Thomas—- Thomas takes a much more detailed look at the methods for
maki1ng sinusoidal data equivalent to square—pulse data (Ref. 56). He uses a method
similar to that of Croxall and A. K. Thomas and assumes that the Wunsch-Bell damage
equation and damage constant are device-dependent and not stress—-dependent. He then
determines a frequency conversion factor to convert sinusoidal frequency to pulse and
determines an equivalent pulse length to use in the Wunsch-Bell power-failure equation
(Eq. 67). This results in the equation

P/a = K (K )2, (68)
where f 1s the frequency of the sine wave and Kf is the frequency conversion factor.
Thomas considers four different equivalency criteria for comparing sinusoidal and
square pulses: average power, equivalent half power, total energy., and thermal

equivalence. Average power equivalence equates the average power of the positive half
cycle of a sine wave to a square pulse of equal duration:

K, = 4-cos™1() [ (1 =)~ + v) ] ’ (69)

4 (v = 2r%cos™H(}) + (2 = YW1 - 17
where - = R‘/Ra, o= VO/VO. R, is the device surge resistance, R, 1s the source
impedance, V', s the breakdown voltage, and V| 1s the peak open-circult source
voltage.

The half-power equivalence model equates the maximum-power point and the
half-power points of the sine wave and the square wave. This results 1n a frequency
cronversjyon factor of

Il

K, = - (70)

I 7 cosTlg,(ea)
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. VI STRESS PARAMETERS

' Stress parameters are those combinations of electrical waveforms and physical
environment that are i1ncident on a semiconductor device because of a real EOS
transient, rather than because of an 1dealized test pulse. Stress parameters include
temperature, current, and voltage waveforms i1ncident on the device. Stress parameters

can alxo incfude the brasing conditions of the device before the EOS puise is applied.
Of all these parameters, second breakdown appears to be most sensitive to the applied

r power, while metallization failure 1s sensitive to the applied current. Second

o breakdown 1s also sensitive to the initial temperature of the device, although to a
much lesser degree than to the applied power. Also of importance in both cases is the
pulse length. If the pulse 1s short enough, then thermal-mode second breakdown
fairlure or metallization failure may be averted. However, in extremely short pulses
{less than 100 ns) current-mode second breakdown effects may become apparent that are
not accounted for by the analytical or empirical models. The greatest difficulty is

in generating a realistic comparison between the real EOS stress pulse waveforms and

® the

square—pulse device—-damage data.

While most FON testing and modeling uses a square—pulse excitation to initiate
second breakdown and cause semiconductor devices to fail, the actual stresses that a
device will be expected to survive are quite different. Figure 1 compares several of
these threats. Of primary importance is the EMP threat, which is generally displayed
as a double exponential, with a rise time of 1 to 10 ns and a fall time of 10 to 100
ns. Another EMF pulse waveform i1s that shown in the figure, where it was assumed that
the pulse described above was conducted to the semiconductor in question through an
inductive load. This load results 1n a decaying sine wave. Also of importance 1s
iightning-generated EMP (LEMP), which 1s generally described as a triangular shaped
waveform. Note that none of these waveforms 1s easily compared with a square pulse.

|}

b To offset this difficulty, several authors have attempted to develop some
transforms whereby the square-pulse data may be used to predict failures resulting
from nonsquare—pulse stresses.

' D. M. Tasca, J. C. Peden, and J. L. Andrews—- Tasca et al. experimentally

- and analytically compare square-pulse failure data with complex-waveform failure data.
fhe complex waveforms consist of unipolar and bipolar square—pulse trains, triangular

® pulses, and damped sinusoidal waveforms {(Ref. 3). They compare the complex stress
waveforms with the square-wave failure data through the use of Duhamel’s theorem,

. which relates the temperature rise i1n a device during the application of a

i time-varving pulse
L /”[

. JTo= 0 P(OHI(E =~ +) dr (64) -
Ao ]

] where T 1s the temperature rise, P{t) 1s the time-varying rate of input power versus . ® 4
time, and H' (t) 1s the derivative of the square-~wave thermal response function. They o o

then modify this equation to take into account the square-pulse damage equations (such
- as Wunsch-Bell model),

/o d ( ! l
- peope) | — > CR (65)
o A=)\ Pple-+)
e where Polt) 1s the square-wave damage power for a pulse width (. This cquation is R
then integrated until the right side first equals 1, at which point the device 1s
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X TABLE OF SYMBOLS

Cross—-sectional area

Junction capacitance

Electron diffusion coefficient

Hole diffusion coefficient

Electric field

Avalanche generation term

Heat of fusion

Current

Total carrier current density

DC part of the total current

Electron current density

injection current density, n side

Hole current density

Injection current density, p side
Therma! conductivity

Damage constant

Frequency conversion factor

Thermal conductivity of the metallization
Thermal conductivity of the oxide

Net positive doping density

Donor density

Acceptor density

Power

Square wave damage power

Heat generation per unit time per uint volume
Quality factor

Final heat; heat required for melting
Radius of the cylindrical hot-spot
Source Impedance

Surge resistance

Absolute temperature

Ambient temperature

Final or failure or melting temperature
Recombination term

Volume

Peak open-circuit voltage

Breakdown voltage

Depletion width

Impedance

Radius of the spherical hot spot

Heat capacity

frequency

Wave vector

Thermal diffusivity

Thermal diffusivity of the metallization
Thermal diffusivity of the oxide
Metallization thickness

Electron density

Hole density

Magnitude of the charge on an electron
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Radial distance

Resistivity

Resistivity at melting point
Temperature coefficient of the resistivity
Surface area

Time

Propagation delay

Length of metal wire

Distance

Avalanche coefficient

Rate of change of a with electric field

Oxide thickness
Permittivity
Thermal resistance of a junction

Electron mobility

Hole mobility

Mass density

Period

Electrostatic potential
Angular frequency
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