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OFFICE OF THE SECRETARY OF DEFENSE
WASHINGTON, D.C. 20301

DEFENSE SCIENCE i
BOARD 5% January 1085

MEMORANDUM FOR UNDER SECRETARY OF DEFENSE FOR RESEARCH AND
ENGINEERING

SUBJECT: Report of Defense Science Board Task Force on Military
Applications of New-Generation Computing Technologies
- ACTION MEMORANDUM

The attached final report was prepared by the Defense
Science Board Task Force on Military Applications of New-
Generation Computing Technologies under the Chairmanship of
Dr. Joshua Lederberg. The Task Force was chartered to develop
“a candidate list of high priority defense applications,
particularly artificial (also called machine) intelligence
applications,” and to identify "the potential impact of future
supercomputer systems on military mission areas".

The Task Force found that the following military applications
of advanced computer and machine intelligence technologies offer
the highest military payoff:

. Warfare Simulation,

Battle Assessment/Battle Management,
New-Generation Computers and Electronic Warfare
Autonomous Vehicles,

. Ballistic Missile Defense,

Pilot's Associate, and

Logistics Management.

NN bW -

Recommendations are made by the Task Force to address these
and other critical areas. Each Service is exploring applications
of value to their mission. The Defense Advanced Research Projects
Agency (DARPA) has already taken action to include three recom-
mended applications in their Strategic Computing Program, and is
actively considering the other applications as well.

The report identifies machine intelligence technologies
which are critical to the transitioning of this technology into
military operational use and which will, because of their tech-
nical challenge and likely impact, stimulate the university and
industry communities to engage in militarily useful research.
Of particular importance is the educational benefit.
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One of the interesting and useful features of the report is
that it reflects a wide divergence of views on the likely rate
of progress in this field. These varied views are illustrated
in a series of appendices by the individual Task Force members
covering potential applications.

I recommend that you read Dr. Lederberg's Transmittal
Memorandum and Executive Summary, and at least several of the
appendices. 1 also recommend that you sign the attached
Implementing Memorandum and approve a wide distribution of this
unclassified report.

Clradsn A, Tt
Charles A. Fowler
Chairman

Attachment:
As Stated
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THE UNDER SECRETARY OF DEFENSE

RESEARCH AND
ENGINEERING

MEMORANDUM FOR CHAIRMAN, DEFENSE SCIENCE BCARD
SUBJECT: Letter of Transmittal and EXECUTIVE SUMMARY:

Final Report of the Task Force on Military Applications
of New-Generation Computing Technologies

Enclcsed is the Final Report of the Defense Science Board Task
Force on Military Applications of New-Generation Computing Technologies.
The Report responds to the terms of reference issued by Dr. Delauer
in his 1letter of January 20, 1983, establishing the Task Force. As
you are aware, the full Defense Science Board was briefed on the study
and was presented the Findings and Recommendations on May 23, 1984.

These new technologies embrace both hardware and software
developments. The hardware includes very 1large scale integration,
materials like gallium arsenide, and ingenious new architectures for
computers, taking advantage of parallelism on an unprecedented scale.
It is widely recognized that existing machine structures are approaching
limits imposed by the laws of physics, and that the continued growth
of computing capability at ever lower cost will not be possible without
such innovations. We accept that perspective, but did not ourselves
undertake a review of the technology base, which did not lie within
our charter. We did focus on the software opportunities, mainly those
labelled under the heading of 'machine intelligence’' and the military
applications these would enable.

The Services and DoD Agencies have some pioneering research in
these technoloyies. It is impressive in vision but limited in scope.
The Task Force hopes that this study may help give these programs the
stimulus and visibility needed to support that research and effect
its successful transition into operational testing, demonstration,
and use. The Task Force is also recommending some applications which
cut across all the Services and which are on a scale that no one Service
is likely to address.

The Defense Advanced Research Projects Agency (DARPA) program
on 'Strategic Computing' is the principal vehicle for building the
groundwork of these applications. Our report discusses requirements
for relating that program to military requirements, so as to ensure
that the most prompt and efficient utilization of these technological
advances results from Defense research programs.
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CLARIFICATIONS:
NEW-GENERATION COMPUTING TECHNOLOGIES AND ‘SUPERCOMPUTERS' DEFINED

We distinguish ‘'numerical supercomputers' from 'new-generation
computing technologies,' vrelated to the objectives of the DARPA
'strategic computing' program. The former are equally indispensable

especially for the present decade. We have primarily attended to the
latter.

The continued growth of what is now conventional computing power,
at ever lower cost, will soon be constrained by the laws of physics.
We have looked primarily at the architecture and software opportunities
to evade conventional limits, for military applications.

The Japanese "Fifth Generation Computer" effort is closely related.
We were, however, not charged to study the important issues raised
by that international competition.

We did consider:
o} A list of candidate high priority defense applications;

0 The potential impact of future computer systems on military
mission areas and support activities;

o} How best to introduce new computer technologies into military
operations and systems;

0 A defense investment strategy for the applications and use
of new-generation computer systems; and,

0 Any changes that may be appropriate within DoD, industry,
or the research and educational community to encourage defense
applications of new-generation computers.

DIMENSIONS OF ADVANCES IN COMPUTER TECHNOLOGY

During the 1980's we are seeing enhancement of breadth, power,
and accessibility of computers in many dimensions:

0 Powerful, costly fragile mainframes for scientific, numerically
oriented computation (aerodynamics, weather, nuclear weapons
design). These are often called 'supercomputers.’

0 'Mini's', 'micro's,' and personal computers, bringing computing
capability into the office, the home, and the field.

N a4
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0 Libodded compute s and process. s, 4 i/1ng other machinery.

0 Special purpose electronics acconylishing these and other
tasks (signal processing) with unprecedented efficiency--now
economical te design and prcduce with computer-aided systems.

] Data communications linking the above, the integrating
time-sharing ot large machines with distributed Tlocal
comguting.

) Software systems enabling effective human interface with
the above, and ircluding machine intelligence, allowing
interfaces with human knowledge and requirements in  terms
closer i¢ human experience.

“

0 No-el meshine  arinitectures, cirected 1o enhancing  the
organization of electronic devices for the above-stated
applications.

EXPERT SYSTEMS ARE AT THE CORE OF MILITARY APPLICATIONS

Expert systems are problem-soiving computer programs that can
reach the level of performance of a human expert in some specific problem
domain. The expertise (rules and facts) of the human 1s separated
from the prcgram logic and is put into a “knowledge base," analogous
to the "data base” of management information systems. These systems
are the principal vehicle for programming machine intelligence
applications todav.

CANDIDATE MILITARY AFPLICATIONS FOR MACHINE INTELLIGENCE TECHNOLOGIES
We have studied the following areas of military applicatics of

machine intelligence technology and find them appropriate for fur r
critical consideration.

0 futanomous Yehicles (Air, Land, and indersea);
0 Battle Assescment/Battle Managemen<;

0 P 1o+ < Assocrate;

0 Irte)  13ent Adaptive Diectronic werfore,

0 Bolliatic Missile Defence,

0 Warfare Simuatior;, and,

C Lusistros Managomen?
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There remains substantiai debate among the Task Force members
ahout the combat utility of auinnomous vehicles in each regime. That
debate transcends the charge to the Task Fcrce, and each type of vehicle
deserves its own comprehensive study.

DEFENSE INVESTMENT STRATEGY

The DARPA Strateqic Computing plen is absolutely right in its
use of three quite specific driyving problems--autonomous land vehicle,
pilot's assoctate, and sea-ai- tattle planning--as vehicles with which
to force, and against which te measure, the technological development.

THo FULL RANGE COF COMPUTER TECHNOLOGIES IS NEEDED

Sucressful  military applications will require both machine
Tigence terhnology and computer hardware development.

The fallowing contract epitos ‘zes the gap between the laboratory

whs il ard the real world far many of these applications.
Items in No. of (perating Response Time
Database Rules __Needed
tab World
Demonstration 1G,300 100 1 day
Pear Wortd
L fe or Death 10,000,500 10,000 1 second

The cost of etquising these 10,060 (or 100,000) rules by which
tae eapert functions should not he underestimated. [t may well overpower
the other bhardware and softweare costs combined. It involves nothing

¢ o'l revional understarding of the human behavior whose
emuiation is sought.
Paraely for thos veacsn, Lomputer rardware 1s not the unique pacing
eloment  fov omechoias intefliuenc. aprlicetione. In every case, the
atagor-*hms  ard wacr s (ntel’gence Terrnigues alsc need substantial
dcveigpment

The overeil peavterr ¥ Lmece ad svrcen ¢ ipherert in one of our
maiorindusteron,oand custunary  market  forces  and  the  government
troryrement system mar be the anorepriate vehicle for its promotion.
Menv ot fhese acvance: are. howsvir . built on fundamental work that

hit been ayrtuqed by UIR0 g (ther oagenlies in the past.  In the
Lame spicit, Uhe peenent DERSY L lcatey o ormputing project 1s directed
Lowares the Tines of wosk that  wuoid no get proprietary industrial
sporsorship. Cwing Lo Turn o parizors. high risk, and difficulty

of achieving proorivta, o vy

.
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MAJOR RECOMMENDATIONS:
ARCHITECTURES AND BEN(‘ARKS

DARPA should not wait until the perfection of multiprocessors
to develop benchmarks using software such as scene analysis, speech
understanding, and natural language translation, which are currently
run on general purpose machines.

EXPERT SYSTEMS

Industry and the Service Laborateries should be encouraged in
their current development of user-friendly generic or "data independent”
expert systems tools. Systems must be devised which read text andg
understand it in order to dynamizally create and/or revise knowledge
structures, without the constant presence ot a human reader.

Candidate military applications are described in detail in the
Appendices. The Task Force recommends that DARPA develop as many
of these applications as have active user-service involvement, to
the extent of available funds and the review procedures outlined in
11T F.2.

MILITARY AWARENESS, TRAINING, AND ACCEPTANCE OF NEW TECHNOLOGIES

To intrcduce machine intelligence capabilities into military
systems, it will be important to:

0 Engage the JCS and the Service Chiefs in the evolution of
pol’ y to ensure exercise, training, and interoperability
of systems that will impact every level of command in the
conduct of warfare.

0 Encourage efforts at tactical applications like those aboard
U.5.S. Carl Vinson and at 9th Infantry Division's High
Technology Test Bed.

0 Reexamine how far the brevity of routine tours of service
may disrupt the continuity of efforts to emplace advanced
technologies in the field.

) Continue to promote the use of microprocessors within military
commands, as many have done with admirable personal
initiative.

0 Promote awareness of new-generation computer capabilities
in potential application areas, particularly those currentiy
being funded.
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0 Seer technoinyy cemonstrations tnat:
(1) Complement current and programmed military systems;

(2) Permit early introduction of new-generation computer
capabilities; and,

{3) Have high military visibility.

0 DARPA  should use 1its unique position within DoD to show
near-term appiications of this technology. DARPA should
work closely with the Service Laboratories to speed technology
transfer.

c Facilitate the availability of generic or "data independent"

expert systems tools for a broad range of field-initiated
applications

UNIVERSITY INVOLVEMENT

The academic community should be encouraged to participate 1in
basic and applied research which 1is directly applicable to military
programs. 1o accompiish this, research projects must be given the
minimum ciassification level possible.

Since there are currently less than ten first rank university
programs in machire intelligence, the Department of Defense should
support more such programs. Individual programs must be of sufficient
scope and intensity to cut new frontiers; there must be enough centers
to encompass training needs, and to ensure mutual exposure with other
disciplines which hive excellent representation on many other campuses.

The academic community is alsc the best and least expensive source
for training military personnel. Long term on-campus training for
DoD personnel and contracts with individual faculty members for on-site
training are to be encouraged.

APPLICATION EVALUST DN AND TECHNOLOGY TRANSFER

We recommend procedures by which DARPA can institutionalize the
evaluation of oproposecd miiitary applications for Strategic Computing
technology and to ensure that this 1is continuously transferred to
the Services.

This also entarls the maintenance of a Strategic Computing data
base, to identify and coordinate the burgeoning range of applications.

A
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CONTINUE™ OVERSIGHT AND ENCOURAGEMENT OF ADVANCED APPLICATIONS

Many of the academic and military centers commented that good
service had been done in joining critical academic with military
applications perspectives by the very process of review by the Task
Force. USDRE might consider the 1nstitutionalization of a gadfly
group like this one to continue that educaticnal process.

ACKNOWLEDGMENT

Our Task Force 1is most grateful to the many people in the
Department, the Services, Industry, and Academia who ertended themselves
in preparing many fascinating presentations and 1in bearing with our
numerous and uninhibited questions.

MANY ASPECTS OF STUDY ARE CONTROVERSIAL

This report is an effort to report fairly on a range of views,
some of which were not reconciled during the course of our study. The
dissensus had to do primarily with the time period during which the
applications envisaged <could materialize, and the concern that
procurement decisions for the next decade might be improperly
influenced. We all agreed that the military is only beginning to
exploit the computer capabilities currently available from the
commercial sector--micros, personal computers, networks--and that
an orderly development would require timely attention to these
possibilities now. This was not our primary task, but might well
deserve an even more extensive study.

To bring the very wuseful range of perspectives to a wuseful
presentation, many of our best thoughts are embodied in the signed
appendices. We are unanimous that these are deserving of attention,
even if no one of us could agree with them all. The caution that
the appendices are not a formally approved consensus appears on each
one, and will be obvious since some of them express conflicting views.
Readers are urged to read the text with particular care, to avoid
being misled about the guidance intended from this group of experts
who sustained authentically diverse expectations about the pace of

success. / PN
f"./{w\} \’flj, ‘,(u ;

v e
Joshua Lederberg ¢
Chairman

Task Force on Military
Applications of New-Generation
Computing Technclogies
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IMFLEMENTATION PLAN

The recomrendations made in this report are of a general
and lora-range nature. To initiate implementation, the
Under Secretary of Defense for Research and Engineering
should request the Services and DARPA submit their
individux!l detuiled implementation plans consistent with
the DSB recommendations. An auditable overall plan can
then be prepared to monitor actions in response to this
report.

In prepar:na the overall plan, the Services and DARPA
shouid ensure that the following more specific
recomrendatrons outlined in the report are addressed:

o ARTHITECTOYES.  Large-scale multiprocessing is seen as
tte Tes3T likely solution in the 1990s to the physical
timt s on electronic device speed. DARPA should
dev~iop multi-processors programming languages.

0 SOFTWARE DEVELCOPMENT. Develop expert systems that
wc ' d assist in programming and the maintenance of
large computer programs.

o EXPEZRT SYSTEMS. Develop expert systems which read
text and understand it in order to create and/or
revise knowiedge structures without a human reader.
The systems should also be capable of directly
interacting with a human expert to capture expertise
without the intervention of a computer scientist.

o} MILITARY AWARENESS AND TRAINING. The JCS and Services
should encourage hands on computer use and awareness
at all levels. This can be done through promoting th=
use of off-the-shelf microprocessors,
intercommunications among enterprising users, and
encouraging personal initiatives (such as the USS CARL
VINSON].

el UNIVERSITY INVOLVEMENT. Encourage the academic
cemmunity to participate in basic and applied research
whict 1s directly applicable to military programs,
particularly in machine intelligence.

o APPLTICATION EVALUATION AND TECHNOLOGY TRANSFER. DARPA
should develop procedures to evaluate proposed
applicaticns for Strategic Computing technology and
ensure this information is continuously available to
the tervices: and, DARPA should be sensitive to
Service needs.

Distribute this document widely as one of the fundamental
thrusts o7 this report is educational.
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CHAPTER I
BACKGROUND

A.  INTRODUCTION

The basic direction and guidance to the Task Force was contained in a
memorandum dated January .0, 1983, from Dr. Richard D, Delauer, Under
Secretary of Defense for Research and Engineering. This memorandum is
included as Appendix A.

The Under Secretary called attention to the potential of machine
intelligence technclogy, as evidenced by advances in artificial intelli-
gence, computer architecture, and microelectronics.

The Under Secretary requested a candidate list of high priority
defense applications of this technology and an evaluation of the impact on
military missions. He also requested an evaluation of methods for intro-
ducing machine intelligence technology into the military,

B. CLARIFICATIONS: SUPERCOMPUTERS AND NEW GENERATION COMPUTING
TECHNOLOGIES DEFINED

At this stage of technological advancement, we have found that our
most valuable service is to help clarify what machine intelligence is and
can do, rather than make detailed operating recommendations for such an
important and long-term development.

During the period of our deliberations, and sometimes during them,
the semantics of “supercomputer” evolved in a somewhat confusing way, the
term being applied to many disparate advances. We have interpreted our
instructions to refer to "new generation computing technologies," related
to the objectives of the DARPA "strategic computing” program. We dis
tinguish these from other important efforts like the "numerical super-
computers® of the CYBER-205 and Cray-1 family, whose further development
and applications have been the subject of several other studies, for
example the IEEE " Scientific Supercomputer Committee Report"™ (October 25,
1983) chaired by Dr. Sidney Fernbach. {Note also the hearings, “Super-
computers,” for the Committee on Science and Technology, H.R., Nov. 15-
16, 1983.) For the most part, our report will not attempt to consider
these near-term evolutionary elaborations from the present state-of-the-
art, except to affirm that these are also an indispensable set of tools
for the present decade.

It is widely agreed that the continued growth of computing power, at
ever lower cost, that we have exper.enced for over 30 years, with present
architectural concepts will encounter fundamental limits by the end of the
decade. The DARPA program is directed at new materials (gallium arse-
nide), fabrication and design methods (very large scale integration),
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architectures (parallelism), and software methodologies (machine intelli-
gence) that may help extend or evade those limits. We have not critically
studied the hardware engineering base (materials and VLSI); we have looked
primarily at the architecture and software opportunities as they may
relate to military applications.

Many of these challenges are also embodied in the programs sponsored
and announced by the Japanese government in support of their national
effort in Supercomputers, and in "Fifth Generation Computers.” Together
with their performance in LSI memory chips, and their potential for
repeating with personal computers what they have achieved with television
and video-recorders, these developments may be of great importance in
international economic competition. They may also have national security
implications through reducing the U.S. superiority in advanced technology
for military applications. These vital issues deserve further attention
at a national level. They were not, however, part of our charge.

At the classification level of the main report, we cannot address
many important computer applications for national intelligence. We do

take note of impressive technology and effective interagency coordination
in that area.

Specifically, with special reference to machine intelligence, the
Task Force was asked to consider:

(1) A list of candidate high priority defense applications;

(2) The potential impact of future computer systems on military
mission areas and support activities;

(3) How best to introcuce future computer systems into military
operations and systems;

(4) A defense investment strategy for the applications and use of
machine intelligence technologies; and,

(5) Any changes that may be appropriate within DoD, industry, or the
research and educational community to encourage defense applica-
tions of new-generatior computers,

Several military-sponsored studies pertaining to our mission were of
the greatest importance to our study, and should be consulted by anyone
needing a critical perspective on the present state of the field. First,
the Defense Advanced Research Projects Agency has published a program plan
for developing machine intelligence technology, "Strategic Computing.®
(Most of the applications are in tactical warfare, as may not be evident
from this title.)
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Second, the Army has selected eight candidate robotics/machine intel-
ligence activities in “Applications of Robotics and Artificial Intelli-
gence to Reduce Risk and improve Effectiveness: A Study for the US Army,"
National Academy of Sciences, 1983.

Third, DOr, Jude Franklin, at the NRL Center for Applied Research in
Artificial Intelligence, on behalf of the Joint Directors of Laboratories,
has compiled a multi-service summary Yisting of military research and
applications projects in machine intelligence.

C. DIMENSIONS OF ADVANCES IN COMPUTER TECHNOLOGY

During the 1980's we are seeing enhancement of breadth, power and
accessibility of computers in many dimensions.

(1) Powerful, costly, fragile mainframes for scientific, numerically
oriented computation (aerodynamics, weather, nuclear weapons
design ...) These are often called "supercomputers."”

(2) "Midi“ computers for a host of management information applica-
tions associated with large memory access, and with software
systems for data base management {airline reservations, air
traffic control, bibliographic retrieval).

(3) "Mini's,” “"micro's,” and personal computers, bringing computing
capability into the office, the home, and the field.

(4) Embedded computers and processors, driving other equipment.

(5) Special purpose electronics accomplishing embedded computer
applications and other tasks (signal processing) with unprece-
dented efficiency--now economical to design and produce with
computer-aided systems.

(6) Data communications linking the above; and integrating time-
sharing of large machines with distributed local computing.

(7) Software systems enabling effective human interface with the
above, and including machine intelligence, allowing interfaces
with human knowledge and requirements in terms closer to human
experience; and

(8) Novel machine architectures, directed to enhancing the organiza-
tion of electronic devices for the above-stated applications.

The overall impetus of most of these advances is inherent in the com-
puter industry, a major element of our national economy. Customary market
forces and the government procurement system may be the appropriate
vehicle for continued progress. Many of these advances are, however,




built on fundamental work tha* nas been nurtured by DARPA and other
agencies in the past. In the same spirit, the present DARPA “Strategic
Computing" project is directed toward the lines of work that would not get
proprietary industrial sponsorship, owing to long time horizons, high
risk, and difficuity of achieving proprietary return. That effort pro-
vides an indispensable complement to the evolutionary technology emerging
under industrial sponsorship.

Our own study has focused wainly on the last two entries, machine
intelligence and machine architectures to enable it, these being the areas

where military applications cannot be expected to emerge promptly from the
unguided marketplace.

Machine intelligence was defined above as a software technology
oriented to interfacing with human knowledge and experience. At one time,
research in this fiel+ was dominated by the aspiration to mimic human
intelligence in its manifold subtlety. With more modest goals under this
definition, there has been substantial progress, but many people are stil)
subjected to unnecessary mystification. In fact, there has been an evolu-
tionary development of machine intelligence since the invention of com-
puters, namely in computer languages of higher and higher levels of
abstraction. The hardware, as with all computers, operates on information
structures comprised of discrete bits (binary units), yes/no or +/- ,
represented in electronic states at localized positions of the device.

For numerical computing, the bits are grouped into numbers, subjected to
iterated arithmetic transformations under the control of the program,
which is itself an ensemble of bits. Alphabetic characters and strings of
characters, or wards, can alsc be represented as bit sequences.

The earliest computers were programmed in numbers that embodied the
required sequence of instructions; the development of these programs to
reliably transmit the intentions of the humin programmer was soon recog-

nized as an arduous obstacle to the exploitation of computers: the soft-
ware bottleneck.

Computer languages wer2 then invented, like FORTRAN, later JOVIAL and
ADA, to humanize that interface, giving the computer some (rigidly con-
strained) ability to "understand" the programmer's intentions. Words used
in the program like "INTEGEK,® "UNTIL," and "SUBROUTINE" are matched
against the repertoire of symbols in the compiler (the language-inter-
preting software} and then interpreted to reset the state of the machine.
Compilers can be thought of as the first major example of machine intelli-
gence. ({They are not ordinarily classified as such, the expression
"machine intelligence” generally being reserved for that which remains to
be demonstrated.) "Optimizing compilers,” which contain a bag of tricks
to generate the most efficient machine code are not far from other “expert
systems®, In fact, software development remains one of the most cogent
challenges to machine intelligence.
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v Tive spirit, machine intelligence tectnelogy emstates other per-
ceptue) an¢ Intelligent behavier such as seeing, hearirng, and reasoning in
¢ computing machine., A8lgorithms are develeped to convert light and sound
viaves intc symbclic and semantic informatior which must be interpreted the
way & human would perceive this sensory data, Geometric shapes must be
extracted from images and the objecte they represent recognized.

Phonemes, words and sentences must be extracted from sounds and the infor-
wation content understocd. The knowledge sc derivec 15 represented in
software formatc such as “semantic netwark,," "frames," and "scripts,” so
ihat furiher reasoning from the information can be performed by “expert
systems." These are computer programs carefully engineered to ease the
representation of human expertise in a variety of fields, so that this can
be stored, updated, and tireiessiy applied for problem-solving, surveil-
lance, maintenance, medical diagncsis, targeting, ... wherever informed
naman judgment can be observed, criticized, and recorded.

U EXPERT S1STEMS ARE AT THE CORE OF MILITARY APPLICATIONS

Lxpert sys>tems are problem-selving computer programs that can reach
he Gevel ¢f pe’forman e ¢f a human expert in some specific problem
umatla,  The expertise (rules and facts) »>f the human is separated from
he program *o3ic wne 1s putl into & "knowledge base,®™ analogous to the
data hane' ¢f menagement information systems.

Tonventiungl sottware uses inflexible logic and may crank through
irretevsant informetion before yielding its output. An expert system is
des*g:au tc be tlexible and use "rules of thumb" to gquide the search
tnrougn the know'!eage base. The domains of application are quite narrow
tuday, but wiithin these domains expert systems already efficiently comple-
meat niman expertise of a high order.

txhert sysvems can change the performance of military missions in
Vundamoental ways. They can free the human from monitoring sensory infor-
mazian ts detect anomalies. They can acssist with interpretation of data
and Ziagnesti of faulty occurrences. They can predict the most likely
Faivec evgnls Yoz otvio context from 4 model of the past and present.
ltiitaw ¢ couwrse of alTiun and evea the design of objects meeting par-
ST 20 reGoirentnis Lan atse be achieved automatically.

Astoncicns reconnaiasgnce gad tighting vehicles are the simplest
vaentccs coomt b aary apptiiatians ¢F expert systems. The use of expert
oty Shesuily faawnn guestorns of poltcy, particularly of command and

YRS, s o Wi BEGORS i JL0 Tunsadaralions A, the technology matures.
Wolt chpecally ia the fu‘ddfive stayges ot the technoloyy, care must be
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E.  CANDIDATE MILITARY APPLICATIONS FOR MACHINE INTELLIGENCE TECHNOLOGIES

The Task Force studied a number of military applications of machine
intelligence technology which are appropriate for further critical con-
sideration. They were chosen after the panel reviewed the state-of-the-
art in Artificial Intelligence, Knowledge Based Systems, and Parallel and
Multiprocessing Computer Architectures.

(1) Autonomous Vehicles (Air, Land, and Undersea);

(2) Battle Assessment/Battle Management;

(3) Pilot's Associate;

(4) New-Generation Computers and Electronic Warfare;

(5) Ballistic Missile Defense;

(6) Warfare Simulation; and

(7) Logistics Management.

Within each area some more specific applications were identified
which have high payoffs for the military and which are conducive to early
or incremental introduction into the military. More detailed accounts of

these areas can be found in the Appendices C through I.

F. DEFENSE INVESTMENT STRATEGY FOR NEW-GENERATION COMPUTING TECHNOLRGIES

Under Secretary Delauer's charge asked our task force to address a
defense investment strategy for the application of future machine intelli-
gence technology, including machines. Meanwhile, DARPA produced its Stra-
tegic Computing plan document for developing this technology.

That plan is absolutely right in its use of three quite specific
driving problems--autonomous land vehicle, pilot's assistant, and sea-air
battle planning--as the vehicles with which to force, and against which to
measure, the technological development.

As DSB members study that plan, our task force would advise them to
be on guard against several possible misconceptions:

(1) That the plan will produce “"smart weapons.* It is a technology
development plan, not a weapon plan.

(2) That the plan will produce working prototypes of militarily
usable systems. It projects to produce technology demonstration
prototypes, not suitable system prototypes. Active service
involvement will be needed for the operational systems.




(3) That anyone knows exactly how to do:
(a) Vision as required for an autonomous land vehicle;

(b) Speech understanding as required for free, unsegmented con-
versation between a pilot and a computer assistant; ancd

{c) Situation understanding (fusion) as required fcr battle
planning in a3 dynamically changing situation,

Computer scierntists know how to do primitive toy problems in
those areas and plan to develop these techniques tc apply them
to interesting real problems. However, the transition from
demonstrations to interesting real problems is more difficult
thar. the transition from hardware designs to full scale engi-
neering models, which are still short of being field-deployable
production models.

(4) That hardware speed is the pacing problem. Hardware speed is
important, and the hardware technologies must be supported.
Development of machine intelligence techniques is, however, the
slowest and most problematical part of the task. Even if the
hardware and intelligence algorithms were 1n place, a second
pacing task would be the building and debugging of the massive
software systems involved.

Nevertheless, the opportunities are also immense, and warrant the large
effort required to realize them.

G.  GENERAL CONCLUSIONS

The Task Force observed that the rapid advances in machine intelli-
gence technologies are just reaching practical acceptance in a few
industries, but are proliferating rapidly in the civil sector (see
Appendix M). Their military applications are just now beginning to be
studied. "Technology push” is sometimes derided in favor of “requirements
pull®; but that is to overlook the military revolutions incited by air-
power, wireless communications, radar, nuclear weapons and missiles within
this century. However, computers are decision-aids, not weapons, and
their effective utilization must be developed in concert with the judgment
and experience of those responsible for military operations, namely, those
in the actual using commands. We are experiencing today the impact of
computers/communications in banking: the first applications were merely to
substitute machines for the computational work of clerks. Twenty years
ago, some could have foreseen, but no one could have specified, the legal
and organizational transformations that derived from those technologies;
these go far beyond the electronic transfer of funds, having enabled a
revolution in the corporate structures that manage money and credit.

These transfomations began with the exercise of machine capabilities in a
cost-effective way in the conduct of the routine business of banking.
Specific recommendations are given in Chapter I1I.
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CHAPTER 11
APPROACH 79 DEVELQPING MILITARY APPLICATINN SCENARIOS

Task Force members were carefully selected to provide a wide range of
impartial views on military applications and the probebilities these
applications have for sucress within the Strategic Computing Program.

They come from Defense, industry, and the research and deveiopment (R&D)
community (universities and other not-for-profit organizations). Many of
the members have had previous experience in more than une of these areas.
Having been selected for diversity of perspectives, the Task Force did not
disappoint expectations of substantial controversy. Much of this proved
to center on confusion arising from the uninhibited promises that had been
part of the history of "artificial intelligence" research, and on the
possibility that unrealistic expectations might be generated, especially
as regards the time scale of major applications. There was remarkably
little controversy on the overall importance of the effort, and on the
desirability of incremental introductions of the whole range of new com-
puter capabilities into operational military use.

Dr. Robert S. Cooper, Director, Defense Advanced Research Projects
Agency, was the Task Force Sponsor. Dr. Joshua Lederberg, President of
Rockefeller University, served as Chairman. The membership of the Task
Force is given in Appendix B.

The Task Porce met at DARPA Headquarters on May 3, June 20, July 13-
14, 1983, and February 13-14, 1984; at Stanford University on May 13, and
August 16-17, 1983; Carnegie Mellon University, September 22-23, 1983; the
Massachusetts Institute of Technology (MIT) and the MITRE Corporation on
October 28, 1983; and at Rockefeller University on December 21-22, 1983
and March 30, 1984. Communication between meetings and site visits was
maintained through INTERNET, the successor to ARPANET.

The Task Force was briefed extensively by experts in the areas of
expert systems, knowledge representation, machine vision, speech under-
standing, advanced computer architectures, and robotics. The list of
speakers and their topics is given in the Acknowledgements. Briefing
charts from all the visits are part of the archive record maintained by
the Executive Secretary, Cdr. Ronald B. Ohlander, Ph. D., of DARPA.

The Task Force sought to discover the critical military questions to
which machine intelligence technology is the potential answer. This was
done with the recognition that:

(1) Machine intelligence capabilities are not widely understood.

(2) Few needs have been established in developmental areas acces-
sible to an unclassified inquiry.




(3) Technologists are currently walking the difficult line between
being banal and fantastical,

{(4) Universities have an existing momentum which is different from
the applications orientation needed for military demonstrations.

(5) The military programs are not knee-jerk responses to Japanese
programs in Fifth Generation Computing. They are serious tech-
nological R&D activities.

cuccessful military applications will require both machine intelli-
gence technology and computer hardware development. All military applica-
tions considered by the Task Force are currently limited by either or
both. Current algorithms to perform the sophisticated reasoning and
correct interpretation of vision, speech, and natural language are still
fairly primitive. Even with foreseeable improvements, today's machine
speeds will be too slow for many important real-time applications: for
example visual scene analysis for an autonomous weapons platform or other
vehicle. Parallel multiprocessing and speed increases of at least four
orders of magnitude (i.e., ten thousand times faster) can be envisaged,
and these can be expected to open up many military applications which must
be achieved in seconds, not days, to be of practical consequence.

The following contrast epitomizes the gap between the laboratory
world and the real world for many of these applications.

Items in  No. of Operating Response Time
Database Rules Needed

LAB World

Demonstration 10,000 100 1 day

Real World

Life or Death 10,000,000 10,000 1 second

The cost of acquiring those 10,000 (or 100,000) rules by which the
expert functions should not be underestimated. It may well overpower the
other hardware and software costs combined. It involves nothing more than
a full rational understanding of the human behavior whose emulation is
sought. The building of expert systems for complex problems may not
become cost effective until we learn better how to automate (1) the acqui-
sition of knowledge from printed media of human discourse, i.e., books and
journals, and (2) the interface with the human experts. Rule-based
systems are already an important advance, allowing the expertise to be
tabulated in human-readable form, separate from the arcane programming
instructions., Nevertheless, until recently, expert systems have cost some
$1000 per rule to build!
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Largely for this reason, computer hardware is not the unique pacing
element for machine intelligence applications. In every case, the
algorithms and machine intelligence techniques also need substantial
development. They are barely adequate today to solve the most simply
structured military problems. On the other hand, a 1000 to 10,000-fold
increase in hardware speed would offer the incentive of feasibility in
motivating the effort needed to improve the techniques and organize the
expert knowledge. (Even this enhancement still leaves the human brain at
a large advantage in total numbers and organization of computing neurones,
but perhaps not in the unit speed, reliability, predictability and inde-
fatigability of the machine, qualities most rigorously needed for some
military functions.)

In considering candidate military applications of machine intelli-
gence technology, the Task Force reviewed related Department of Defense
research already in progress or completed. The program summaries listed
in Appendix C were approved by Dr. Bernard Kulp (Air Force), Dr. Llucy
Hagan (Army), Dr. John Davis (Navy), and Dr. Mark Macomber (DMA).
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B. SOFTWARE DEVELOPMENT TOOLS

1. Discussion

The cost problems ¢f producing and maintaining critical software
are well known. Lless widely appreciated is the difficulty of assuring the
authenticity of that software, debugging it at every level of the system,
and maintaining its reliability against the hazards of oversight and of
malicious subversion. )

The available answers to thesc challenges are (1) discipline in
documentation and (2) the use of producticn and debugging teams. The
ever-increasing complexity of systems, and the critical tasks these
address, are evoxing well-founded anxiety over our ability to manage such
complexity. Many programs now exist which are too complex for any single J
person to understand, and whose documentation is lodged in too large
measure in the creator's mind. Such situations may emerge out of conscious
or unconscious incentives for programmers to become or remain
indispensable, and lead to many stresses.

These problems have been partially mitigated by those '
unchristened expert systems called higher level, or specification,
languages. The burden of authenticity is then concentrated on the
language and its implementation. Many important advances have also been
made in debugging systems.

There remains the fact that object code may be accessed by many
p2yple unds  uncertain managerial control; and once that is updated or
altered, it is very difficuit for a system supervisor to detect
discrepancies.

2. Recommendations ,

In principle, expert systems can be devised, and some are being
developed, that (1) would further simplify the initial programming and
debugging task (automatic programming systems), and (2) could reverse the
compilation of object code; that is, backtranslate that code into a
specification language level far more amenable to audit. That procedure ’
would be facilitated by automatically generated documentation of the object
code, including passthrough of the top level documentation.

[f the object code is hand-revised, it should be accompanied by
similar documentation. [f that is not comprehended by the decompiler, the
block would be flagged for critical audit. Many critical components of ’
such a system have been produced; many ad hoc: deassemblers, decompilers
- enough to indicate the feasibility of this ¢»proach.

Attention to such systems would enhance the security of our
critical computer programs against malicious attack, and could help answer
those critics who argue that unmanageable, complex systems should not be ’
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Since every other application of computers depends on the
integrit, of software, the use of expert systems in software generetion

and maintenénte may be thelr most important utility.

C. EAPERT SYSTEMS

Cur:ently, development of expert systems is highly labor inten-
jve, <o costs run inte millions of dollars., (See figure Il1I-1 for typi-
ca) exemples.i Thre problem is that the process of gathering knowledge
fyom oa domiatn expert ana representing it in the expert system is nct aute-
mated. The knowledge cannot te easily incorporated into an intelligent
mack.ne such 43 by automated reading of text; the information must be
obtained from a human expert by a knowledge engineer wio Can then struc-
ture the knowledge in a format which an "expert" software system can use.

W

ir addition, because there is little military awareness of the
capabilities of intelligent machine capabilities {more on this later),
there is no loung queue of requirements for expert systems which could sig-
nificantly impact military operations.

The expert system community is not building theory and practice
around multiprocessors, because multiprocessors exist only as prototypes
and are not available for widespread use.

l. Recommendations

Industry and the Service lLaboratories should be encourage ' in
their current development of user-friendly generic or “"data indepena:nt”
expert systems tools. These will have the same benefit to military appli-
cations as electronic spreadsheets or data base management systems do in
financial and commercial ones. Such generic tools will allow entry into
mechanized expert systems of a wide range of “"expertise"; even simple
applications can be very valuable, both for their own sake and to develop
experience for more sophisticated uses. A few commercial contractors
could provide consulting support for a wide array of field-initiated
applications using such generic systems, and their availability should be
widely knowrn.

Systems must be devised which read text and understand it, in
nrder Lo dynamically create and/or revise knowledge structures, withoo?t
the constent presence of e human reader, The systems should also be
capable of drrectly interacting with a huinan expert to capture his/her
expertice wilnoutl the necessity of <uslained interventiaon of a computer
scientist,
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Candidate military applications are described in detail 1n
Appendices C through I. The Task Force recommends that DARPA develop as
many of these applications as have active user-service involvement, tc ine
extent of available funds and the review procedures outlined in !I].F.2.

These applications will "pull”™ the microelectronic, architec-
ture, and Al technologies and at the same time develop systems of prac-
tical, military use. Further, modules froum these systems, such as the
vision, speech understanding, and natural language understanding modules,
shouid be designed to be transportable to other military applications,

D. MILITARY AWARENESS AND TRAINING

1. Discussion

OQutside of a few research centers, machine intelligence capadil-
ities are not well understood, and this applies no less to the military.
The technology is new, and no systems are really available for "hands cn"
training of naive users. But the long lead time to implement innovative
technology should be used to train military personnel so thet they will be
ready to utilize intelligent systems which become available and more
importantly, to understand their limitations. The Joint Chiefs of Staff
and Service Chiefs should be engaged in the evolution of policy to ensure
exercise, training and interoperability of systems that will impact every
level of command in the conduct of warfare.

2. Recommendations

A simple first step is to encourage the widespread use of off-
the-shelf microprocessors within military commands, even at the price of
some non-standard software until user-based standards evolve.* Integra-
tion of new, more intelligent systems would be the natural continuation.

To achieve these ends, intercommunication among enterprising
users should be encouraged with the establishment of newsletters and
MILNET bulletin boards. That experience will be invaluable in reducing
avoidable redundancy of effort, and assist in the evolution of standards
for interoperability.

Activities such as on U.S.S. Carl Vinson and at military service
laboratories should be continued and extended as new microelectronics,
architectures, and Al technology are developed. These are needed to
effect the transition from the use of microprocessors today to more intel-
ligent systems.

* One member specifically dissented from the laissez-faire about stlandards
expressed here.
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Short military tours will impact the continuity of operations at
a given site, and the benefit of training given to re-assigned personnel
will be lost. However, the individuals will carry over general principles
and apply them in new problem domains. As users of diverse machines, they
may, through cross-fertilization, help state requirements for future, more
intelligent systems having a greater number of characteristics in common.

£. UNIVERSITY INVOLVEMENT

1. Discussion

Barriers to the incorporation of machine intelligence into mili-
tary systems also exist externally to Defense. The universities are not
naturally inclined to develop prototypes which solve military problems, so
the transfer of new technology to Defense takes longer. C(Classified work
in the university environment is limited by the fact that many faculty and
students are foreign nationals who cannot be given access. And since
classified research cannot be published, students cannot use it for grad-
uate degree requirements; faculty who cannot publish, perish.

The general academic strictures are further tightened by the
small number of first rank university programs in machine intelligence.
MIT, Stanford, and Carnegie Mellon set the standard for the other half-
dozen or so other, smaller programs.

2. Recommendations

The academic community should be encouraged to participate in
basic and applied research which is directly applicable to military pro-
grams. To accomplish this, research projects must be given the minimum
classification level possible. Unclassified programs are the preferred
vehicles for linking with academia.

Since there are currently less than ten first rank university
programs in machine intelligence, the Department of Defense should support
more such programs. Individual programs must be of sufficient scope and
intensity to cut new frontiers; there must be enough centers to encompass
training needs, and to ensure mutual exposure with other disciplines which
have excellent representation on many other campuses.

The academic community is also the best and least expensive
source for training in the fundamentals of computer science and tech-
nology. Long-term on-campus training for military personnel and contracts
with individual faculty members for on-site training, are to be
encouraged. In addition, the Service schools need to enhance their
emphasis in these fields, where they refer to specific military applica-
tions.
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AnF 17ATION EVALUATION AND TECHNOLOGY TRANSFER

B oL laLhTen

New tochnologies will be continuously emerging during the ten-
yeur Vi€ of th Strategic Computing program. As these new technologies
e Jdeveivged, Dol «11) be able to apply them to a wide spectrum of mili-
tar,y prigrars, 3 numbter of which can already be anticipated. Some of
these applications may Le appropriate candidates for inclusion into the
Strate;ic (oamputing program itself, DARPA has already received proposals
for such zaniiitates, which vary in their dependence on Strategic Computing
te hnotogies, wnd DARFA should anticipate receiving more proposals in the
future.

<. Rgiii‘weﬂ-‘ldtii)_ﬁ

we veoommend that DARFA develop procedures to evaluate proposed
military appliiations for Strategic Computing technoiogy and to initiate a
mechenysm 1 ensure that specifications, plans, and schedules for emerging
Stratecic Towpiiing technolugy is continuously available to the Services,
Wo turther rvecoamend that the evaluation process be sensitive to Service
requrrements and cortain the following elements.

% stendard review process could be used to evaluate new propo-
sats., trrst, en Application Review Panel could determine whether the
preposed applioaticn reguires Strategic Computing technology to be viable,
1f¥ so, the second determination could be whether the proposed application
1S witrin the planned Strategic Computing technology base. This may
require an spplication study effort to further define a proposal. This
atielysts probably should be jointly funded by DARPA and the proposer, with
dedicated perscnnel and possibly a test bed provided by the proposer.
Finally, 1f the proposed application requires technology development well
beyond the scope of the existing program, a determination could be meAe
either tc expand Strategic Computing or to place the proposal in a qu. e
for separate ecticn. However, all costs of developing operational systems
shouln Le birne by the user Service,

Implicit in the evaluation process is the establishment and
mairtenance 0f ¢ Strategic Computing data base. It could contain a list
cf prowposed and accepted military applications; names and addresses of
th 5, Companies, universities or other organizations

reteglc Computing applications; and a similar list of
thes arterected 1a Strategic Computing technology. The data base would
2oz coree an g Snformation source so that capabilities developed within
"he Ltestege empoting program are widely disseminated and can be easity
artecoe o tature LoD oplanning. NRL has taken initial steps in this
diret e oo preeedures are not yet in place for the updating and die-
it o 0 nfavigtoon, The Defense Technical [nformation Center
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Service (NTIS) provide comprehensive inventory capability for some frac-
tion of the technology. Nevertheless, specialized information resources
are indispensible for providing timely access to work which is highly dis-
tributed in a rapidly moving field.

G. CONTINUED OVERSIGHT AND ENCOURAGEMENT OF ADVANCED APPLICATIONS

Finally, many of the academic and military centers commented that
good service had been done in joining critical academic with military
applications perspectives by the very process of review by the Task Force.
We have barely scratched the surface of prospective applications and tech-
nologies. The USDRE might consider the institutionalization of a gadfly
group like this one to continue that educational process. It should not
be confused with the peer review that DARPA might invoke for funding
decisions, an operating responsibility that cuts across the very open
dialogue we enjoyed in our discussions with the various labs and stations.
If it reported to USDRE directly, or through the DSB, that would entail
sufficient status to ensure proper access. We do not lightly suggest the
proliferation of review groups, but not many areas are in the state of
ferment to match computer applications, and share the dispersion of active
nodes among industry, the military, and academia.
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MEMORANDUM FOR THE CHAIRMAN, DEFENSE T llNCi LUARL

SUBJECT: Defense Scilence Roard Task For. .o o Moo

Supercomputer Applicatic s

Yo are requested to organize a Defensc Holea e buard Tasv For e Lo
Militaryv Supercomputer Applications ta d

most effectively on verv high performan. ¢ s

from Defense research programs by 1790, bese
ipplications with respect to botn militar, =° PRERCI -
reegquirements.  The effort should £ 0 oo P B S O R AT R A
quantitative improvements in military svsroms Do ooprnor ties o

create entirely new military capabilities bdased cn supercomputati
task force should take into account the needs and requirements of the
military services to assimilate supercomputer csysrome Inr o caed’ong
operations and to use them effectively. You should star: {roam the premise
that compact supercomputer systems with powerful symbniic and numerical
capabilities will be available by the 1997's and determine what iapact such

systems can have on national securitv.

explore technological options for developing supercomputer techno

It is not necessiary that

the panel
logw.

)

Many of todays microcomputers offer greater (oanputer power than the large
commercial mainframe machines of a-decade .yc.
programs as well as commercial computer Ri&D are expected tc assure the
continuance of this trend for at least another decade. Supercomputers with
many orders of magnitude improvement in performance’/cest ratiu shiould then
be available. This improvement may come ab ut by technelsgical aivances in
areas such as computer science, microelectroni~-s and svstems to produce
vastly more powerful machines at todays nominal costs, »r i! mav coume about
by drastically reducing costs, packaging and power requiresciis of 1odavs
most powerful machines or by a combination of these fmprovemenis. The
highest performauce machines can be expectea to ftind apr.ofcario: in
selected ground based environments where space and power are moce e dils
avallable; strategic and tar+{cal systems 1 the fi 14 mav Y for od to
rely on powerful but scaled down versions nf these w3 - ivn 0w gt
size and power constraints.

YPlannen Defeuse research

Supercomputer systems may offer an ideal wsy o lovo ST o
against the growing strength and continuing mili - ar~ ~ 0 o o
adversaries. It 1s therefore Increasing.v ‘mrortant . ‘et vrion Aow heer
to use such systems to greatest advantage |

Jevelop a defense investment strategy ro oabl ow “hede 0w o po et

TG ' v

nothe LR e Lo
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The scope of the effort should include, but need not be limited to:

1. Developing a candidate list of high priority defense applications,
particularly artificial intelligence applications, which will be
enabled by future generation supercomputer systems and relating
these applications to supercomputer system performance
requirements.

2. 1dentifying the potential impact of future supercomputer systems on
military mission areas and support activities including those
identified in item number 1 above.

3. Determining how best to introduce supercomputer systems into
military operations and systems taking into account problems

associated with military system acquisition, training, operations
and maintenance.

4. Determining a defense investment strategy for the application and
use of future supercomputer systems.

5. 1dentifying any changes which may be appropriate within the Defense
Department, industry or the research and educational community to

encourage the effective application of supercomputer systems within
Defense.

An interim report on study progress should be provided by 15 June 1983.

The specific findings and recommendations should be provided in a final
report by 15 October 1983. This task force will be sponsored by the
Director, Defense Advanced Research Projects Agency, Dr. Robert S. Cooper.
Professor Joshua Lederberg has agreed to serve as chairman of the task
force and Commander Ronald B. Ohlander, program manager DARPA/IPTO will be
the Executive Secretary. Lt. Commander Ralph Chatham, USN will be the
Defense Science Board point of contact on the task force. It 1is not
anticipated that your inquiry will need to go into any "particular matters”
within the meaning of Section 208 of title 18, U.S. Code.
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o Joevids L teaivhera President, The Rockefeller
University
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Dr. frederich P. Brooks, Jr. Kenan Professor and Chairman,
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Mr. Robert K. Everett President, The MITRE Corporaticrn
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CAVEAT:

This appendix was prepared by Lt. General John H. Cushman, U.S. Army
(Ret.). It does not necessarily reflect the views of the task force as a
group, and contrasting views may be expressed, in some instances, in other

appendices.
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WARFARE SIMULATION
LT. GEN. JOHN K. CUSHMAN, ySA {(F17 ¢
A.  INTRODUCTION
The relative skill of the oppunents s o deterisg 1, evir v Ui
factor in the outcomes of battles and war.
Consider an air/land, or air/land/sea, fighting force «f Lre, tec,
or three hundreds of thousands c¢f mern and their fighting urodie | their
wedponry, their ships and aircraft, and their Yugistice. ‘
How well this force performs ir war, <nd how meaminii, o 1regen i
it 1s to war's deterrence, 15 a compoasite of (1) all the dioeodaal ‘
crew competences throughout the force, (2 tae tactical conpe tence o f
the force's distributed lower level commarder, anc L tifis, ard +ing ).
{3) the performance of that two or three percert of the force whe fizhe ) .
its essential webs of operational ccomand anc control -- the highe anc !
mid-level commanders (say down to brigade, combatlant ship, and wing level) B
and their staffs. These latter are the people who "command and control” .
the force in war, ;
1
The opportunity for people at ail these levels (o develap, in ocice- !
time, air/land (and air/land/sea) battle skills -- that is, o master the !
conduct of warfare through its realistic practice -- can be significantly 1
improved through realistic simulations of the infinite detcil of war which
can be made possible by new-generation computing technoloqies.
B. SIMULATING THE EXPERIENCE OF WAFK
“Simulation” has a variety of meanings. But here we are talking
about simulation or a particular kind -- not the simul=tron of warfare ac
in an analytical model, but the simulation, for its participents, of the
experience of warfare.
The idea of a "computer simulation” is almost ¢ old oo the covnLter .
In the 1950s "wargamers" began to develcp wave 0f ucing the omputer,
together with the basic equations formulated in the early “400¢ Ly
Frederick Lanchester, to "mcdel" the phenomena nf warfore YAy e T ate
unattended computer models simulate warfare Toward godres ~o 0 ey ok
as weapons design, weapons mix, force cumposition, force b oL nent, an
logistics consumption factors. .
\
Al
;
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There is no doubt that the more powerful and less costly computers of
the future will extend the power and detail of such simulation of the
phenomenon of warfare. This application of the computer needs little
encouragement., It will come naturally.

This Task Force, however, addresses a different application of the
next generation of computing technologies. This is toward achieving a new
order of performance in simulating, in the most authentic and realistic
way possible without actually fighting, the experience of warfare. MWe can
think of such simulations as providing (an eventually linked matrix of)
experience at essentially three levels of activity:

(1) The individual/crew level (e.g., a tank or aircraft crew).
(2) The unit, or tactical, level (e.g., a brigade commander

and his staff).
(3) The war-fighting system, or operational, level (e.g., corps
air/land operations).

C. STATE-OF-THE-ART

Some simulations already exist at each of these levels. Today, for
example, in command-center-like spaces at the Naval War College one can
observe the distributed commanders and operations/intelligence staffs of
a carrier battle group, using communications which closely resemble those
they would use in war, engaging in highly realistic "operations at sea."
The enemy, the air/land/sea environment, the realistic presentations to
participants of the situation, and the authentic outcomes of actions are
all represented by a third generation computer system and by controllers
using that system. (This might be the middle, or tactical, Yevel of the
three levels cited above.)

At units and installations of all the Services today one can find
"flight simulators" which give individuals and crews remarkably lifelike
representations of the conditions of take-off, en route operations, and
landing, to include the airfield environment, the feel of the cockpit, air
turbulence, instrument and aircraft response to crew actions, all of this
without leaving the ground. (This would be the first, or individual/crew,
level.)

At the Center for Conflict Simulation at Lawrence Livermore Labora-
tories in California one can observe a "computerized sand table exercise,"
in which the varied terrains of close combat and the placements of each
Blue and Red force crew-served weapon can be laid out in great detail on
high resolution graphics screens, and the real-time combat interactions
of opposing companies and battalions and their artillery, their minefields,
their close air support and so on can be faithfully portrayed and then
studied by the unit commanders themselves for lessons learned. (This, too,
would be the mid, or tactical, level.)
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B s 1 e s oo 0 Lunin G L v ai tre Naval bar Tollege; 1s there a

meanInGta L, L tir ooy ol e doeg fey o Rithouygh there are projects

under way et L T Recdiness chinisnd {the cevelapment of the computer-

Suppts ted Juint L.envise Suppurt Systers, or JLSS) and in Europe (the

Warrior breparaticr {eptes being developed jointly by U.S. Air Forces
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[, PROSEECHD AND PROGLTMG
Ayt dndivodue! o rew warfare simelation, we are on the threshold
GT oeXtrAC e [P e .ilding on experience with flight simulators,
CobLaf e Tur el Boeane g Sipcer and research activities such as those
Corwand oeve pressing on with the development of
Paghly veao boiosaae st ©f wi. embet an which the pilot and crew
virtueity ever yuking bol the g-stresses.
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Lecer CANBR Cpocsorgin, this idea is being applied to the land combat
provtem, teoche point where 1t %S possibie to visualize a tank crew "seeing”
from its tu: ot the tevrain and the enemy's tanks (and, at night, realistic
“images” of :ine.e) and "encaging” that enemy with all the battle's sounds
and metiuns, and outcomes. It even seems possible to present to a company
commander, at his hillside "0.P.," just what he would see and hear on the
ground if te were actually at that observation post, and, then, to subject
him to "whal would hepper i1f" he iscued the orders he had in mind.

A Lo tactical simatations, the computer's power iS beginning to make
ponsible appvoathes cther than the highly unrealistic Lanchestrian aggre-
gations which hee iong been used to substitute for land combat's detail.
The VAX 11/780-cupported "Janus" simuletions at Lawrence Livermore, for
example, represent cvers tank vs, tank and other engagement of a battle
earh cne oo it i influenzed by small details of the terrain, aggregatinc
thene renid., to produce the "force on force” outcome far more authentically
thar doe . the tacchentriar gpproach,

The tergee commans and control” or “operational” simulations for air/
Vord, and eir/lant/oea, warfore are far behind the possibilities of even
Grenent-o iy Wt ot theeart. There dre several reasons for this:

fr e et feeore of e fern of warfare 1s by no means
; toorenrecent. eaving aside air/land/sea, and
Goabout aarfland warfare, this fabric can
Yiocaeen, g oan o aatesc tely Yinked composite of the close-
Bat e, e e battio, the atr bgttle, the intelli-
i dometran, the o0 Tand Caunter C°) function, and

BT SRR A

tpac o rran i Thoa ot - - With pach of these "segments”
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(2)

(3)

Consider, for example, the simulation of CZ and Counter Cz.
The data base is enormous (transmitters, emitters, nets,
locations, terrain masking, jammers, listeners). The
interactions are complex (what happens when we jam? and

to whom?). The phenomena are uncertain (effects of range,
power, and terrain). They directly affect maneuver, fires,
air support, and so on, and they indirectly affect decision

- making and execution -- all of this no small problem to

represent.

Institutional conflicts get in the way. The separate
Services with their respective doctrinal establishments

share responsibility for generating and supporting the

forces for air/land/sea warfare. But they are not responsi-
ble for its execution, nor do they share a common perception
of its nature.

The multiservice/multinational commanders who are responsible
for air/land (air/land/sea) operations have few resources

for simulation development.

APPROPRIATE ACTIONS

(M

(2)
(3)

Support of new-generation computer technology applications
in all three levels of warfare simulation.

Establishment of a program of research in this field.
Arrangements for "seed money" to selected activities and
projects. Possibilities are: Lawrence Livermore Labora-
tories, U.S. Readiness Command's JESS, Europe's Warrior
Preparation Center.
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APPENDIX D
i BATTLE ASSESSMENT/BATTLE MANAGEMENT
CAVEAT:

o This appendix was prepared by Lt. General John H. Cushman, U.S. Army
{ (Ret.). It does not necessarily reflect the views of the task force as a
! group, and contrasting views may be expressed, in some instances, in other
y appendices.
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APPENDIX D

CEORLSESTHERT EATTLE MANAGIMEKRT

Lot g wL i eRAN S A {(RIET L)

AL INTRODULTION

“feiile gausesement' and 'battle management” make up a single process
which we (an ¢ceri the art and scrence of military command and control.

The single art and science can be decomposed to two parts: ‘"assess-
ment" performen e certain cases, by intelligence and operations staff
officers, and "wiragement”' performed by them or other members of the staff.
But for the comiander an’ his staff it remains a single process of command
and control of ‘orces, the scnpe ot which is broader than operations and
intelliqgupce. 1t apcluces legisticn, edministration, civil affairs -- the
full range o1 the freid commander's concerns.

The nroce cec of the art and science of command and control are
essentiaily these: sensing the situation, understanding the situation,
deciding what to G, placing into execution the actions decided upon,
and foliow-up censing of the changing situation, thus beginning the cycle
anew,

Trese processes, in this sequence, take place in battle at every
ltevel, from today's lone air defense gunner with his portable Redeye to
fisenhower hefore Normendy in 1944, The practitioners of command and
centrot are the commanders and their staffs at every level in the
gperational forces of the Urited States and its allies. These people
practice their craft through command and control systems.

In a nighly developed and well functioning command these processes are
taking place everywhere quickly and well, thus giving a major operatinnral
advantage to that command over a less able enemy on the battlefield.

Thene pro.escss weoee tabing place in operational military forces long
before there wes ane such thing as the computer.

B. CHPRINT 5t (08 COMPUTE RS

Gric thong, moast be seid at the outset: Before the Department of Defense
Cafi appis hoveine antelligence and supercomputers in any significant way
tn a~sict oreratisrgl commanders and their staffs in the realm of battle
aesesanent /hattle manggement, we must tearn how to master the application
to those oot fer O oneeds ot the ordinary state-of-the-art computer
cethnoooo o th 0 i wrte e Lo day.
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We have by no means done so.

This Task Fforce has recently found a military film made in 1961 which
describes an automated Army tactical operations center then under develop-
ment. This was a van-mounted computer-assisted system through which
an Army field commander could keep track of the situation and display
information needed.

Twenty years after this film was made, U.S. Army field commanders had
few if any of the applications of computer assistance which that film
described. Even today, such applications as one finds in the hands of
troops consist very largely of the troops' own local adaptations.

Success stories in the adaptation of the computer to the processes of
command and control are few. One success story is SAGE, the Semi-Automatic
Ground Environment System, conceived and first fielded in the 1950's to
assist in command and control of air defense of the United States.

And an emerging success story in the application of today's computer
technology to military command and control is the U.S.S. Carl Vinson.

The reasons for the success of these projects are as follows:

(V) The actual operational user was engaged.

(2) Technical personnel worked closely with the user.

(3) The state-of-the-art was extended, but humans retained the
functions that humans did better than computers.

(4) An evolutionary approach was used.

The distributed command entities of the North American Air Defense
Command (the users of SAGE) and the crew of the U.S.S. Carl Vinson (the
users of its system) share common characteristics. Each is an operational
command: each is doing its task either continuously or very often under
realistic operational conditions. And, in the development of its computer
assistance, each has, or had, a responsive technical team working along-
side it, or close by.

The British Breoadcasting Company's four-hour television documentary
of R. V. Jones' "The Secret War" vividly reminds us that this kind of
close cooperation between the user and a technical establishment was
responsible in 1940-1943 for perfecting the application of radar and of,
until then, unheard-of electronic warfare techniques and equipment. This
teamwork did so with a speed and effectiveness which seems incredible to
us today.

D-2
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C. BARRIERS TO DEVELOPMENT

Why can't we do better than we have been doing?

One reason is that the air/land and air/land/sea theater forces which
are in the field today differ in a fundamental way from those forces named
in the success stories described above: they come from more than one
Service. Indeed, they usually come from more than one nation as well.

The Department of Defense is organized so that the functions of
providing and sustaining the operational forces are charged to the military
departments with their Services, and the functions of employing the forces
in operations is the responsibility of combatant commands.

For technical experts to work closely alongside the operational U.S.
and multinational forces in air/land/sea commands to develop improved
command and control systems which use advanced computer technology places
severe strains on the fundamental institutional nature of the DoD system.

Yet there is no other way. The nature of the relationship between
man and the computer requires that the "using man" himself change his
cultural outlook by understanding the computer through its use -- and
that he do this step-by-step, with technical help.

And who is the "using man?" He is not one man, but a full matrix of
men and women -- commanders, staff officers, at every echelon -- in the
"web of webs" that make up the command and control systems of field
commands today.

The existing multiservice/multinational command and control systems
come from a variety of sources, often including those of the host nation.
Their radios and microwave links, command centers, people and procedures
exist today. The gear is a combination of both old and new equipment. As
new equipment comes in it has to fit into the old web. The command and
control system of each commander is thus a unique, situation-specific,
living web of components in its own continuing process of evolution.

D.  TOWARDS OVERCOMING THE BARRIERS

Mission-oriented field commanders are engaging in their own "front-end
evolution," out there where the forces are. Many of them are purchasing
commercial scanners, signal analyzers and direction finding packets from
training funds; they are leasing and purchasing minicomputers and issuing
them to air and land fighting formations. The Services are catching onto
and supporting this idea.

D-3
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Now, what this means is that we have to turn around the system for
developing aids to command and control. We must place a major responsi-
bility where the problem of command and control is -- with the field
commander himself.

We must find the few key field commanders. Then we must place in
support of these commanders both technical skills and materiel. Then we
charge them with responsibility for improving their own command and control
system. We must support them with off-the-shelf (ruggedized, to be sure)
commercial gear. And then we create the necessary mechanisms for
coordinating and regulating the efferts of all commanders so that the
totality is internally harmonious.

Let the commanders start with modest objectives. Let them automate
something simple. When they get a few simple things done -- tasks now
being done by sergeants -- they can move on to something more complex.

We could provide each key commander with a small, technically
qualified system analysis staff (an "R. V. Jones" and crew) which he could
use to study his command and control system and recommend ways to make it

better, both with existing equipment and through the use of research and
development.

We could place prototype equipment in the field with these commanders
as they are willing to accept it and ready to exercise fit.

And we could give them battle simulation as a test bed.

We could make this whole proposition very attractive to the commanders
as a way to improve their ability to fight -- especially if what we
provide them is reasonably field-worthy and sustainable, even if not
necessarily fully militarized.

Using this system, we could improve command and control systems, not
as "models" in a study facility, but as living systems in the field.

This system would have some requirements:

(1) A coordinating and reconciling mechanism must exist so that
systems developing in field commands do not take on charac-
teristics which make it difficult for them to work with each
other and with those of higher echelons of command.

(2) There must be a technical systems engineering and integration
mechanism at some central or higher level, to support and
assist the small staffs which reside with these commanders.

(3) And, above all, there is required an approach to command and
control systems architecture which accommodates change.
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DAREL et 3o s mteon,versier of the International Standards
Organveatyce Gpon oo dno e doTTedt, Ras onoved in one way toward such an
architectu=-+Y (oot

In the preicus peper of this report we have described "warfare
simulation” as @ promising epplication of the new-generation computing
technoiogies .

Prooor’y used 1n tho various field commands, warfare simulation will
provide eact ot thise iving webs of command and control systems with a
"test bed" -- : way %G eaercice and evolve as for war, but without war.

Fid war fo-o cimiiation makes possible ancther "plus” -- the evolution
out there in troe forces ot Teanect systems,” of "knowledge based" systems
that rebe oo o o crerging freld of artificial intelligence.

CLapEcT o sostens’ need eeperts. inogivilian pursuits where expert
systers have energed (geology, assenb!ing computer components, medicine)
there are erpe Lo, brodeCed through long pract.cal experience.

Iri modern avr/tand {or aiyr/land/sea) warfare, there are no real experts

because there 'as teen no erperience.
We have no war, and we want no war. But through simulation we can
have the expertence of war - - without the cost of war, and we can develop

experts.

When technicel pecple can in a realistic and authentic battle
simulaticn observe what successful people do to gain their success, when
they can ask questions of those {now) recognized “"experts," they can begin
the erduous precess of reducing the knowiedge of these people to "rules."

Thus, these two appiications of the existing and evolving computer
technoicgies go hand in hand.

To move more Juickly to the day when supercomputers and expert systems
are out thece, in place, supporting "battle management/battle assessment,”
it is suggested that the Department of Defense:

{1) Select @ few field commands to support with a technical
tear Pussibiilities:  the Ruv/US command in Korea; U.S.
{ential Jominnd; o corps in Europe; Allied Forces Central
turcoe; the Sisth Fleet; Aliied Air Forces Central Europe.

{¢; Support {including arranging cooperative effort with the
Gthner rartiorns tnvelved) each of these commands with an "R. V.
ooncy and corpeny’ 10=0s counterpart.

(s, Four tnese command:s ' evolutionary modifications, rearrange the
rosiding, anctitutiene ways of doing business, to include the
s ot o o1l tecnnoiogy.
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Support these commands with expertise and resources toward
comprehensive battle simulation.

Without delay, arrive at a "command and control system
architecture that accommodates change."
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APPENDIX E

NEW-GENERATION COMPUTERS AND ELECTRONIC WARFARE

CAVEAT:

This appendix was prepared by Messrs. Robert R, Everett and James J.
Croke. It does not necessarily reflect the views of the task force as a
group, and contrasting views may be expressed, in some instances, in other

appendices.
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APPENDIX E

New-LENCRATION COMPUTERS AND ELECTRONIC WARFARE

ROBERT R. EVERETT
JAMES J. CROKE

A.  INTRODUZTION

Curing the past five years, the subject of Electronic Warfare (EW)
has received Increesing interest and attention in military planning,
R&D, and uperations. This growth in importance is expected to continue
throughout the next several decades--primarily because of a similar ‘
growth in the capabilities being provided by the targets of electronic !
warfare-the advanced sensors, communications, and command support sys-
tems being developed and implemented to support both tactical and
strategic operations.

B. SCOPE OF THE TECHNICAL PROBLEMS

With this growth come requirements for enormous increases in EW
system complexity, again primarily because of advances in the target
systems. The tactical RF signal environment densities, for example, in
the 20-50 MHz region are estimated to reach 5000 signals turning on or 1
of f per second. This really stretches the front end processor's cap-
abilities to detect and identify all these signals and then locate and b
take action on those determined necessary to disrupt. The electronic
counter-countermeasures (ECCM) capabilities of the target signals com-
plicates the situation even further. Frequency agile transmitters,
pseudorandom PRls, spread spectrum and adaptive nulling techniques make
the detection, identification, tracking and application of counter-
measure techniques much more difficult. ‘

Radic frequency (RF) signal processing is only a portion of the
Electronic Warfare problems. Many of the targets of tactical electru.ic
warfare systems are separated from their RF emissions (e.g., Command
Facilities, passive sensors, and receiver sites). One may be "cued" to
a general area by characteristic signal transmissions, but there is a
requirement for radar or optical imaging to find the real target pre-
cisely. Tne digital processing requirements for such high resolution,
long range imaqing and mapping Systems are quite severe.

C.huti U e TRACTABLE

e regoirerents for high density signal sorting and processing,
detecting an? following agile signals, cross cueing imaging systems and
processing trat imaqery data in near real time, all push the "“number
crunchine aoects of electronic warfare toward the supercomputer domain.
We will set exide such appli- ations here since they represent a straight-
foward, afthruyt demanding, extrapolation of existing technology.
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Two very important components of this overall electronic warfare
system architecture require special consideration: the electronic
warfare pods themselves and the communications used to tie the entire
system together. The new pods will be primary sources for information
on the real time electronic order of battle and the precise nature of
the enemies' real time responses. Future pod designs must therefore be
able to record enemy responses. To the extent that the new pods can
immediately analyze the data, they will modify their jamming behavior at
once. However, individual pods will not have enough capability, antenna
resolution, geometric visibility, etc., to properly interpret everything
about the enemies tactics. The data necessary for preplanning future
missions must come from the pods in current missions, plus the data from
dedicated aircraft whose job is to watch and analyze the ongoing EW
battle. Since it is necessary to collect from a variety of sources, the
underlying communications infrastructure is extremely important.

The above discussion uses Air Force missions for illustration, but
similar problems arise in the military operations of the Army and Navy.
Perhaps even more difficult to solve are the problems arising in elec-
tronic warfare in combined arms operations and in operations with allies.
Electronic emissions are seldom narrowly focused and are often omni-
directional. Coordination of EW activities among friendly forces to
avoid electronic fratricide will present many demands on the organiza-
tion, procedures, and equipment of those forces.

E. PROBLEMS WHICH WILL REMAIN

Planning and conducting electronic warfare in a modern battlefield
is clearly a complex and demanding task requiring very large computa-
tional capacity, both to minimize the number of planning staff that
would otherwise have to be supported in the field and to solve problems
whose complexity is beyond manual capability. The next generation of
expert systems appears to offer great possibilities for dealing with
parts of this problem. Assuming that satisfactory sensors are provided--
a difficult, perhaps even more difficult problem in themselves--very
large signal-processing and analytic computational capacities will be
needed as well, and the whole system must be tied together with appro-
priate communications. Al looks promising, even necessary, but Al alone
is not sufficient.

From one point of view, EW is only a subset of the entire battle.
The tasks of gathering and processing information, creating a useful
picture of the battle, deciding what to do, planning and monitoring
operations, learning and replanning, must be carried out in all situ-
ations. The EW system may or may not be functionally separate from
other battle operations but it must be well integrated if it is to be
effective.
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Furthermore, the technologies, both hardware and software, needed
for planning and conducting electronic warfare have a great deal in
common with the technologies needed for other military operations. The
fundamental and most demanding need is for better understanding of how
to deal with such complex problems.
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APPENDIX F

AUTONOMOUS VEHICLES

CAVEAT:

This appendix was prepared by Dr. Charles M. Herzfeld and Messrs.
Corwin C. Osborn and James K. Rosa. It does not necessarily reflect the
views of the task force as a group, and contrasting views may be
expressed, in some instances, in other appendices.
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d, not explicitly consider robotics epplications for intelligent unmanned
veriicles other than, perneps, as they apply to locomotion. Clearly,
machine intelligence technology is e¢csential for some sophisticated
applications of robotics and robotics technology would permit intelligent
unmanned vehicles to extend tneir utility by performing human-like
furctions which include the manipulation of external objects.

B AUTONOMOUS AIR VERICLES

0f the three types ¢f unmeanned vehicles considered in this report
favr, land, and undersea), the field of unmanned air vehicles is the
most mature. Current vehicles include drones, remotely piloted vehicles
(kpY), and cruise missiles; planned uses span a wide spectrum of military
applications. Drones and RFVs heve been used extensively as aerial
targets and were successfully utilized for battlefield surveillance
missions in Southeast Asia. Currently, two services have unmanned air
vehicle programs well along in the development cycle -- the Air Force's
Pave Tiger ani the Army's Aquila. However, there has been little emphasis
on the requirements for and capabilities of machine intelligence tech-
nology in unmanned air venicles.

Intelligent unmanned air vehicles will possess significantly increased
flexibility and effectiveness over current/planned air vehicle systems.
This can be accomplished by combining developmental RPV air frame and
propulsion efforts with the technological improvements projected to
emanate from machine inte!ligence technology. Given sufficient service

emphasis, the following applications would provide demonstration vehicles
by the early 1990's:

1. Intelligent KReconnaissance Vehicle (IRV)

This type of vehicle would provide the overall effectiveness,
reliability, and flexibility of manned chservation aircraft without the
sitendant exposure of the humar operator to enemy fire. The range,
operational area, and dwell time of an IRV may then be increased, if
desired, resulting in more area coverage (i.e., effectiveness) per
vehicle.

The adaptation ot vision/image understanding (possible examples
inciude Imaging Infrered, Tiectro-Untical, and Radar) combined with an
evpert system capable of lim:ted redascning would enable on-board data
processing.  This would allow cummarized data transimissions precluding
the need for complex base facilities to receive and analyze the data.
System flexibility is enhancea by an IRV's capability to restructure its
mission in real-time basea on an ongoing assessment of its images. An
ikKV woula not be constrained by pre-programmed flight paths nor the need
for remote human operaters ton restruclure its mission. It would have
ine ability to seek and find enemy units and targets in real-time using
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its own expert knowledge of terrain analysis and enemy capability.
Cross-1inks with satellite and other tactical sensors could further
increase an IRV's flexibility and ability to locate/categorize important
enemy targets.

A navigation capability based on the Global Positioning System
(GPS) or GPS-type system would enable continuous reporting of the IRV's
position and allow it to travel to and from desired locations based on
IRV or human input.

2. Autonomous Attack Vehicle (AAV)

Utilizing the machine intelligence technology mentioned above,
combined with advanced conventional munitions, an intelligent air vehicle
can be developed that would independently attack high-value targets. 1In
addition to (or in place of) identifying and reporting target locations,
an AAV could attack targets virtually anywhere on the battlefield with
a variety of developed and planned anti-perconnel/anti-material/anti-
armor submunitions. This would substantially reduce an enemy's ability
to conduct successful operations. Proliferated AAV's with a long time-
over-target dwell time (i.e., a loiter capability) could assume Defense
Suppression missions as a complement to manned aircraft and could operate
independently as autonomous deep attack systems in support of Follw-on
Forces Attack missions. As indicated earlier, AAV's also preclude the
need to expose expensive manned platforms to enemy fire in many cases.

C. AUTONOMOUS LAND VEHICLES

Land vehicles that are able to operate autonomously create a host
of potential military applications on the battlefield. Such vehicles
could perform reconnaissance, maintain defensive positions and attack
advancing enemy forces, operate offensively to search out and destroy
the enemy, lay or clear minefields, and perform a variety of combat
support functions ranging from ammunition resupply to casualty evacuation.
The Army has investigated a variety of concepts for autonomous land
vehicles as well as for tethered vehicles which operate semiautonomously.

Whereas both air vehicles and undersea vehicles operate in a re-
latively benign medium, land vehicles must operate in a complex topo-
graphic environment in the presence of many obstacles. Thus, a logical
technology development path would first focus on demonstrating the
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ability to move across varied terrain (such as in a reconnaissance
vehicle) as a prelude to more complex roles (such as attacking targets).
Two such vehicle concepts are briefly described below.

1. Autonomous Land Reconnaissance Vehicle (ALRV)

An autonomous land reconnaissance vehicle (ALRV) would offer
the ability to conduct reconnaissance on the ground without exposing
soldiers to hostile fire. The ALRV would provide some capabilities not
provided by autonomous air vehicles, such as the ability to reconnoite. a
route for armored or mechanized forces by physical traveling the route,
thus determining the trafficability and the presence of defenses along
the route.

An expert system, incorporating the requisite robotics tech-
nology, could possess an autonomous navigation capability sufficiently
advanced to sense and interpret its environment through scene processing
and image understanding techniques. Given the machine intelligence
technology expected in the next ten years, it is possible to attain a
vehicle capablc of travelling speeds of up to 60 Km/h with effective
road, landmark, fixed and moving obstacle recognition. In this manner,
route reconnaissance missions (based on updating a pre-programmed knowledge
base -- machine learning) could be accomplished with 1ittle danger to
personnel even in enemy-controlled regions. This capability would be
essential when planning offensives and counterattacks which normally
involve movement through enemy areas.

In addition, image processing and understanding would be
applied to target identification and classification missions. Whether
deep in the enemy's rear area or as a complement to/replacement of
Forward Observers near the FEBA, fire support mission effectiveness
could be greatly enhanced by ALRVs operating around-the-clock, in all
environments, and in the presence of hostile fire. Once again, personnel
would be exposed to fire less often. Moreover, missions could be
conducted in areas where human operators would be hesitant to travel.

The expert system’s understanding of what is happening to the objects of
interest (i.e., changing target designation once the target is destroyed)
would provide an effective force multiplier. Additionally, on-board

data fusion and reasoning by the expert system could categorize targets

by value, provide summaries of all relevant data to interested recipients,
and ensure efficient allocation of Deep Attack and Fire Support assets.

In the Tong-term, speech recognition and natural language capabilities
could be adapted for voice commands and interactive communications.

2. Autonomous Land Attack Vehicle

Although the ALRV may have some weapon capability for self
defense, the addition of more sophisticated weapons to the ALRV would
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allow ¥t o dire Uiy etierr vargus types of targets on land. It could
be equipped wri anti-arnur missiles for attacking tanks and other
combat vehicles vr ¥l could be equipped with other weapons for attacking
high vaelue wnstalletions such as command posts. In either case, an
autenoros: land attack vekicle woulc have the ability to locate, identify,
and attack targels 0f Interest.
D AUTONOMOUS NGt RIGA YIAICLES

The Navy is ftne only service that currently uses unmanned undersea
vehicles and future appliczticns of intelligent unmanned undersea vehicles
are expelited te be o acerily neval upplications. The Navy's current and

planned does Tor o wn creco unlersee vehicles include torpedoes, some
Mifies, crwmier ose v e e Ler o wubmarines, ASW targets for test and
evaluatici it Tretncro, an owelt oy for some more specialized applications

N oresesrdiooant devoiep ot and undersea search systems. Thest applications
are charactericed by short endurance {minutes to hours). There appears

to be Tittle woerk 1o artificiel intelligence that is specifically directed
at unmanne!l underses vehicles and it does not appear as though any re-
quirements tor artificial intelligence capabilities have been established
that relate specifically to unmanned undersea vehicles. Although there
are iikely to be opporfunities to empioy artifizial intelligence in
evolutionery verssions of current unmanned undersea vehicle applications,
there are higher Teverage opportunities for artificial intelligence
applications in long ranje/endurance unmanned undersea vehicles. Two

such concepts are discussed beiow.

1. Mine Belivery Vehicle

The US Navy currently faces severe constraints on its ability
to conduct mining in enemy waters. The Navy has no dedicated mine
delivery platforms and mining in enemy waters exposes high value platfu.ms
with other priority missions to high threat environments. One solution
to the probiem would be an unmanned autonomous, long range underwater
mine delivery vehicle {MDV) which could transit hundreds to thousands of
nautical miles and emplace several dozen mines. Such a vehicle could
also be adapted to perform cther roles as well such as launching land
attack cruise missiles, delivering sensors (for example, the Rapidly
Deployable Surveillanie Syster -- RUSL, in forward areas, and serving as
a platfore tor « towed »rray.  The Naval Surface Weapons Center (NSWC)
has 1nvestigated concepts tor an MOV,  Although the MDV concept has
support in the Nivy and irdustry, it has not yet received additional

funding o turther deveisn the concept and demonstrate critical technologie«.

While the DoWi Moy oo wpt dd not specifically consider the use of
machine inteil-ger e ternpolnnies, 1t appears as though the incorporation

of mackhine sntell oo inoan MOV would provide it with operational
flexibitat, (hat i o b woheved with present technology and which
Could De e nptrt 4o g yh e anevgtiognal system.
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There are a number of reasony why Intciligent capabilities would be
tuseful in a mine delivery vehicie. Many of them stem from the fact that
the MDV would have to operaie autonomously fuor up to a week or more.
During that time, the MDYV would have to navigate submerged through the
ocean and periodically approach the surface for navigation and command
and control updates. At some points in 1ts mission, the MDV would have
to operate in shallow water. There will be a variety of external factors
to which the MDV will have t¢ adaot, such as currents, the presence of
ships or high sea states during its navigation update period, and obstacles
when operating in shailow water. In addition, there will be internal
factors which the vehicle wiil nead to tate into account such as energy
consumption, the amount of encrgy remaining, the status of subsystems,
the need for a navigation update and so forth. While computational
techniques that do not involve artificial intelligence mav yield a
partial solution to those problems, they are not likely to yield a truly
robust capability for autonomous operation.

The machine intelligence technologies that would be of most interest
for applications in an MOV would be expert systems, planning and monitoring,
deductive reasoning, and perhaps a low level vision capability. Expert
systems couid be used for navigation and movement management, for threat
and cbetacie avoidance, and for tne management of onboard systems including
the detection and management of system failures. The outputs of these
expert systems would be used inputs for planning, or deductive reasoning,
systems which would control the overall execution of the mission. A low
level vision capability for feature extraction could be useful to derive
information fror processed active or passive acoustic signals for inputs
to cbhstacle or threat avoidance expert sSystems,

2. iong Cndurance Submerine Decoys

The Navy hae e variety of short endurance devices that simulate
the moverment and signatures of submarines for use as decoys, for training
of ASW forces, or for tect and evaluation purposes. The development of
more scphisticated iong range/endurance submarine decoys would offer new
opportunities for o variety of operational uses. For instance, long
endurance decoys could be used (¢ simulate submarines leaving port.

This could be particularly useful for ballistic missile submarines,
where it might be anticipates that Soviet submarines would attempt to
establish e bharrier andg trail deploying ballistic missile submarines.
The use of deccys could greatiy cenmyplicate that task. Similarly, decoys
could be used to aid atiack submarines in the penetration of forward
barriers by caunsing ASW forces to converge 1n certain areas, Jeaving
other areas more vulnerabie tn penetration. DOecoys could also be used
10 2 harassing rote, to exhaust ASW forces and to force them to deplete
their stocks of weancns and senpcnre,
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tike the mine delivery vehicle, a long range/endurance submarine
J

“._oy would benefit from machine intelligence 1n order to operate autonomously

itr an extended period. Furthermore, intelligent capebilities would
«1iow 1t to more accuretely simulate the actions of a submarine --
particularly in response to external stiruli, such as the proximity of a
hostiie ship or submarine or the launch of a weapon.

Machine intelligence technologies that would be of 1nterest
“.r long range/endurance submarine decoys are tasically the same as for
ine mine delivery vehicle: expert systems, heuristic search, planning
and monitering, deductive reasoning, and, perhaps, a low level vision
cepability,

CUMMARY

The three types of autonomous veh:cles considered in this chapter --
sir vehicles, land vehicles, and undersea vehicles -- present different
ooportunities for applications in military missions, have somewhat
drfferent requirements *or intelligent functional capabilities, and
oifer payoffs of different types and magnitudes. Most of the work that
has been done on applications of artificial intelligence to autonomous
vehicles has been in the context of Army applications for autonomous
land vehicles. While artificial intelligence appears to be an essential
compunent for autonomous land vehicles, investigations into applications
for autonomous air and undersea vehicles have proceeded outside of an
artificial intelligence context. However, for all three types of vehicles
there appear to be high payoff military sppiications which would be
enabled by the availability of intelligert functional capabilities. Of
the three types of vehicles, autonomous undersea vehicles potentially
have the highest leverage since an analogous manned vehicle is a submarine
which is expensive and limited in numbers. Autonomous land vehicles, on
the other hand, may have the broadest spectrum of potential applications
while there are applications for autonomous air vehicles in all of the
services.

Several intelligent functional capabilities will be useful for
applications in autonomous vehicles. tExpert systems, deductive reason-
ing, and planning systems wili have broad applications in all types of
vehicles. A sophisticated visicn cepability is necessary for land and
some air vehicle applicaticns. Speech recognition/production and natural
language understanding would be of most value in land vehicle applications
¢, to a lesser degree, for air vehicle applications.

It appears to be apprupriate at this time for DoD to specifically
evamine epplications of autonomous air and undersea vehicles which would
he enabled by the availability of 1ntelligent functional capabilities.
It also appears as though it is appropriate to select and fund demonstrators
of sutonomous vehicles in order to drive the development of machine
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intelligence technologies. All of the concepts described in this paper --
the reconnaissance and attack land and air vehicles and the mine delivery
and submarine decoy underwater vehicles -- are vehicles. Two concepts

in particular which may be sufficiently developed to permit demonstration
are that of an autonomous land reconnaissance vehicle and an autonomous
undersea vehicle for mine delivery.
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APPENDIX G

BALLISTIC MISSILE DEFENSE

CAVEAT:

This appendix was prepared by Drs. William J. Perry and Duane A.
Adams. It does not necessarily reflect the views of the task force as a

) group, and contrasting views may be expressed, in some instances, in other
2 appendices.
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require the successful developient of a variety of technologies well
beyond the present state-cf-the-art. In particular, the system would
involve netting together manyv hundreds of computers of a speed and
sophistication not presently available.

However, the computer requirements for a EMD program, while formid-
able, will not be tne driver in the beferse lepartment's Strategic
Computing program; that 1s, the technology development already planned
in this program to meet cther reguirements {(e.g., autonomous vehicles)
are sufficient to meot most ot the needs of the BMD program. Conversely,
computer technology 3is not the driver in the BMD program; that is,
whether the BMD program is feasible will be determined by technology
developments in cther fieids. In fact, the driving issues determining
BMD feasibility are: deveiopment of the technology for directed energy
weapons, achievement of the necessary accuracy and discrimination in
sensor and tracking subsystems, the ability of the system to deal with
countermeasures, and finally, the cost and reliability of a system of
such magnitude and complexity.

Even though the BMD program is not likely to drive the Strategic
Computing program, it would impose special and very difficult require-
ments on many of itc computers:

(1) A BMD system would contain hundreds of very sophisticated
computers which would have to work together. The software
tying this system together would be of unprecedented size and
scope--this project would be the China Wall of the software
world (anc coul take as long to build with present tools).
Therefore, a major effort would be required to create auto-
mated softwere development tools to greatly increase produc-
tivity in writing software.

(2) Because of the size and complexity of the BMD system, thou-
sands of engincers would be involved in the design of its many
components. Therefore, a very sophisticated simulator will be
needed to evaluate tradeoffs and integrate the design. A
simulator will also be critical in assessing the system after
it becomes operstional since it will not be possible to fully
check out the system in its deployed mode. Therefore, the
simulator will be both complex and very important.

(3) The systen would be designed for a 10-year operating life, and
many of its components would be inaccessible for that lifetime.
Therefore, the reliability of the hardware and software must
achieve levels well beyond any achieved today (communication
satellites approach these reliabilities but are far simpler
systems).

(4) If an attack takes place, the BMD system must be able to
respond in seconds and it will not get a second chance.
Therefore, the computers must be capable of very high speed
operaticns, they must have fault-tolerant architecture, and
once enabled must be capable of operating without human inter-
vention.
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D.  MACHINE INTELLIGENCE DEVELOPMENT ISSUE

An operational ABM system dces not appear to need machine intelli-
gence (MI) technology in order to perform the ABM mission. Many of the
tasks of surveillance, threat evaluation, target tracking, weapon assign-
ment and kill assessment are based on algorithms which w111 be sufficiently
well understood to impliement using conventional progremring technigues.

The critical time constraints in much cf the procesting would aiso argue
against the use of Ml technology, since such techniques as we know them
today would be less efficient than strafght-forward algerithme to per-
form these tasks. However, there are several potential applications of
Ml technology which could be useful in the ARM contoxt.

(1) Situation Assessment--This is a function which must be per-
formed continuously, not just auring en ettack. In fact,
because of the short time between the launch of an attack and
the time by which a response must be initiated, there 1s
Tittie opportunity for the traditional assessment and the
exercising of options by the command authority. This
is especially true for a defense against the boost phase,
where only a few minutes of warning are available. M tech-
nology coula be used toc monitor & changing situation, assist
in exploring alternatives to avoid a nuclear exchange, and aid
in presenting & global picture cf a situation where there is
an overlcad of informatiorn. This is an area where little work
has beer done to date, but one which is very promising and
would recuire e¢nh extensive development of expert system tech-
nology and asscciated computing resources.

(2) Heuristic Approaches--Realistic algorithms have not been
developed for many of the BMOD functions. In some cases an
optimal algorithm mey be computaetionally infeasible while a
set of heuristics may be just as gouod and would require much
less computation. An example is to optimally allocate weapons
to targets ucing a Jineor programming approach versus using a
simpler set of heuristice. Another potential area would be
the use of M[ techniques tc control the flow of information
over the commuriication network, particuiarly 1f the network
has been degradec or is overlcaded.

(3) Rules of Engagenent--The rules and procedures that govern the
release of weapors and the 1nitiation and conduct of nostil-
ities are coile tively known as the rule. of engegeront.

These will undoubtedly change over tinme, ord hence reed Lo be
implemented n a sufficiently flexible ranner to pernat evolu-
tion or to be modified as wurid tensions (heroce.  Kuie-based
systems may be used in this context.
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(5)

Image Understanding--During the course of an ICBM ettack a
major problem will be to discriminate between reentry vehicles
containing warheads and those that are decoys. One approach
that could be explored would be to use image understanding
techniques to observe critical operations such as the deploy-
ment of reentry vehicles from the bus. This may be only one
of several opportunities to use Ml techniques to counter
attempts by the enemy to defeat the effectiveness of the ABM
system.

Seif Maintenance--Since future space-based systems will have
to operate in an unattended mode for up to ten years, they
will have to be capable of diagnosing faults and performing
the required maintenance without human presence. Many of the
current space systems can be manipulated from the ground to
circumvent system failures, and there are also systems which
can automatically detect and correct faults. These faults are
generally at the hardware level and have a predetermined
pattern of failure, such as @ failure in a memory bank or a
processor failure which causes the processor to be swapped
out. Future space-based systems will be much more complex
than present systems, and will require increased on-board
assistance to monitor and maintain the system. This could
range from on-board machine intelligence which assists a
person in diagnosing and correcting a problem to a fully
autonomous system capable of monitoring and maintaining
itself.
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CAVEAT:

PILOT'S ASSOCIATE

APPENDIX H

This appendix was prepared by Lt. General Philip D. Shutler (Ret.)

and Dr. William L. Shields. It does not necessarily reflect the views of
the task force as a group, and contrasting views may be expressed, in some
instances, in other appendices.

(¢

[n

v v v

.

am P




PICOT 0 nLt i
LT, GEN. PHYLIE D orTiek (ROT
DR. WILLIAM L. SHIFLDS

A. INTRODULTICN

The Airceraft Subpanel of the LS Task ferce on Miiitary Aprticetions
of New-Generaticn Computing Technoiogies et on Jancary 10, 1964 to veview
Service activities and plans for application of intelligent conputation
techniques to aircraft system desigrn, with particular focue upon a Piio
Associate exrert system. The meeting was Cheirved b, Lt Cen Fhitin D)
Shutler, USMC (Retired). The Army, Navy/Marines ana Air force each briefed
the subpanel on status of major projects and olher aipects wi thelr needs
for advanced developmerts for information processing 1iv @ . ~craft operations.
The presentations by Mr. Bruce Davis, Mr. Bernard Zevpol:or, LUDE wWade fwelm
and Dr. Bernard Kulp nave been incorporatec in succeesing ections of the
report. Other participants in the meeting are listed =1t v eng of this
report.

B.  CURRENY STATUS 0f MAJOR PROJECTS

1. LHX. The Army is planning a replacement for its current farily
of light helicopters. The basic operational goal of LHX is to operate
effectively in the battiefield environment of the Air Lland Battle 2000
concept. Specific objectives include improvement of ability to engage
the enemy under all conditions c¢f weather and lighting, ahility to operate
low and fast for survivability, reduction of crew size to cne or two and
improved logistics support through commonality.

Full scale engineering development of LKX is to begin in FY §7,
so the Army recognizes that artificial intelligence techniques will nat
be available initially. The grogram contemplates injection of morc
advanced technology through PY1 in FY 92. The Advanced Rotorcraft
Technology Integration Program is a key tecnnology base program supporting
LHX. Its objective is to define avionics and cockpit aerciiitectures for
LHX.

Since the |HX program envisions a high deyree of 1ntegreticn of
sensocs, comnunications, navigatior and fitght controls, v will redaire
a highly caipable processor to act as integrator.  Theacfore, Troa e
key technology base program supporting LHX the Rrres s condactaing Vi o
insertion studies, with a goal of demonstrating a V:inI0 processor by Ty obo
These ctudics have produced some very usefyl prelie nary o timale of
board processing requirements for target ccyuisition, Ti e contre o -
vivability, navigation and coimnurication {many hunaveds of myiio o 00
operations per secondt.  Howover, processindg and meeoo. e oot
the mission mabagement funi tion bave yot to tee des g
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C.  APPLICATIONS OF Al TECHNIQUES

The panel develuped a list of applications of Al technigues which
address specific Service needs. They are discussed here in the order in
which they seem to piomise early and achievable results.

1.  Maintenance Management. There appears to be great potential
benefit in the automation of the present labor-intensive, paper-intensive
maintenance management information systems. Ongoing dats automation
developments are reducing the volume of paper work in logistics Systems.

In addition, the emerging technology of knowledge-based systems promises

to reduce some of the humar labor requirements. There is a need to apply
Al techniques in understanding how @ mester logistician thinks and operates
and in writing expert programs to enulate this perfermance  1his appears
to be @ promising avce for applicetinn of espert systems ay They have
eveived to date.

2. Preriignt, Po<ttlignt Planning.  bxpert system technology
promises tu make pos-ibie a sigmificant inprovement in preflight and post
flight planing for combetl operations. b, modelling the expertise of
expert mission plannzrs, an @utomaeted systen could mebe rapid changes in
operational plans tu adayt to changes n tnreat, terrads, weatner, target
characteristics, friendly forces and many other planning elements. Modest
early incremental improvements in the wivsion planning process would seem
to be possible with the relatively small and constratned expert systems
that are being developed now. As more powerful bnowiedge-based systems
become available. that power could agair ie¢ added incrementally to improve
the automated support provided to humar mricion planners.

3. Massive Information Flow. 7he Navy identitics @ scvece problem
in their multi-crew aircraft due to saturation of the operators by the
increasing volume of tactical informetion. In addition, there is pressure

to reduce the number of operators because of aircraft de<ign considerctions.

At present, the operator tasks are specialized. tor e anple,
there are magnetic sensor operators, acoustic sensor operators and tacti-
cal controllers. One part of the solution to the problem of operator
saturation 1s to improve man-machine interfaces through human engineering
of work spaces and displays. Another part of the solution appears to be
improvement of information fusion to permit sharing of multi-sensor inputs
and multiple charnels of information. Finally, artificial intelligence
technology may permit autonation of part of the decision-making process,
thereby further reducing operdator workload.
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4, Time Conpression.  In its LHY design the Army has established
extremely difficult techmcal reguirements in order to achieve high per-
formance in a d1fticult envirorment with a 1imited (one or two) crew.

This design is particularly demanding on real time, high volume information
processing ana display. In the near term, the major technical need is for
a high performance processor. To this end, the Army i1s working toward a
VHSIC processor capability in 1936. In the longer term, artificial
intelligence/expert system approaches may be the only way to make tractable
the time-compressed wide bandwidth information flows that will be needed

to enable a single crew member to operate the system.

5. Sensor fusion. The most demanding requirement for advanced
computational capability that we discuss is the fusion of inputs from mul-
tiple sensors, automated decision making and data inputs to the pilot

(e.g. visual, aural, tactile, etc. . . . ). This requirement arises, for
example, in low level, night and all-weather aircraft flight through hos-
tile areas, where flexibility in planning and execution is needed. The
consensus is that the technology needed for this application is not in
evidence in currently demonstrated expert systems and will not be available
for aircraft whose technology cutoff dates are in the '80s.

D.  NEEDED HARDWARE DEVELOPMLNTS

There are several hardware developments that are essential to improve-

ment of airborne processors generally and intelligent computing in particular.

1. Speed. There is an acknowledged need for several orders of
magnitude increase in thrcoughput to satisfy future real time information
processing needs. As a footnote, we note that there is a dearth of quanti-
tative information on processing needed to support projected information
flows, particularly when humans are in the processing stream. More work
is needed on metrics for man-machine communication in an intelligent com-
puting context.

2. Size and Power. It is not clear whether advanced computation
capabilities wiil best be provided by centralized or distributed processors.
Attributes such as speed, bandwidth, survivability, graceful degradation
and flexibility have different impacts on design criteria for size and
power. More work 1s needed in size and power design concepts for advanced
processors, particularly for distributed applications which require large
numbers of very small computers with large memories and multiple external
information paths.

3. Symbolic Processing. The Services point out that their develop-
ment programs will not provide the advanced symbolic processing machines
that will be a central element of any artificial intelligence applications
in aircraft system design. These machines will have to be developed in
the DARPA Strategic Computing program, and it is essential that the flow
of Al machines to the Services begin soon enough to support the injection
of Al technology into their designs.
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4. Memory. The Services point out another potential gap in pro-
grams to exploit advanced computers, namely high density, non-volatile,
non-mechanical memory. All of the applications for high volume on-board
processing using expert system techniques imply high capacity, high speed
memories. The Services do not see these memories being developed.

5. Survivability. The issue of survivability of advanced computer
concepts under hostile conditions, whether enemy-induced or natural, needs
further study. For example, fiber optic channels are being considered for
internal processor communications as well as for information busses through-
out an aircraft. The effects of weapon-induced environments upon fiber
optics must be understood.

6. Mechanical Aspects. The way in which current avionics systems
have evolved, through black box integration, presents a severe dilemma to
designers. The presence of components of different vintages, with differ-
ent levels of processing sophistication, makes it difficult to incorporate
expert system technology by just adding another black box. On the other
hand, the existence of a large aircraft inventory makes it difficult to
break into the modification cycle with a completely new approach. The
dilemma is somewhat mitigaSed by continued miniaturization of electronics,
which may permit further P°I. A promising approach for future systems is
top-down design, in which the objectives and concepts of expert system
applications are considered at each level of design.

E. NEEDED PERSONNEL DEVELOPMENTS

A major concern of the Services is the shortage of Al practitioners
to plan, execute and consult on Al programs, both in the government and in
industry. Various steps are being taken to alleviate this shortage.

The Air Force and Army plan to sponsor university consortia which
will do research on Al topics of interest to the Services and train people
to add to the national pool of Al practitioners.

A source of trained people for the Services lies in their baccalaure-
ate and graduate institutions, such as the Air Force Institute of Technology
and the Naval Post-Graduate School. Courses have been established and
specialized curricula are being developed.

The DoD STARS (Software Technology for Adaptable, Reliable Systems)
program involves another DoD effort to expand human resources in information
processing. Subtasks of STARS are directed to population assessment, career
structuring, exchange programs, academic and training programs and develop-
ment of learning aids.




The STAES rrortiative in Lopu.ation assessment points cut a key need
in the opt dzetion of personnel resources - an effective means of tracking
the resources. (ther efforts are underway to monitor computer science
people through medifications to existing personnel records systems for
military eand civilians.

There are some unanswered questions concerning the personnel situation
ir industry. 1# particular, there are guestions about possible industry
participaticn 1n the government-industry consortia, and about industry
approazhes to tratking the scarce resources.

F.  NEEDED SNITWARE DEVELOPMENTS

The Servicee neve identified several software developments which
they believe wii! he needed in order to take advantage of new generaticn
computing technology.

1. Transpertable Programs for Al are needed. At present, there
are many languages that have been used or proposed for Al programming, ard
the most common languege in the USA, LISP, exists in several dialects.
There is a need for standardization, so that Al programs may be moved
between programming envirconments. However, given the state of the art in
Al prograrming, standardization will be difficult. Perhaps the Services
might begin by applying a soft standard, asking for a few expert systems
languages that would permit transport of programs.

2. In addition, common data bases for Al application need to be
developed and standardized for military application, consistent with
development of transportable programs.

3. Long lead times for software and system development must be

reduced. This may be accomplished in part by the standardization and
automation of the design processes.

4. The utility of Al systems in military applications, for example
voice recognition systems, is limited at present. While some promising
results have been obtained, more work is needed to define requirements for
vocabulary size and information transfer rates.

G.  OTHER ISSUES

Several issues arose in discussions with the Services which do not
fit into the categories above, but which are significant.

1. DARPA relationships with the Services must involve the right

people, must provide for continuity of effort and must achieve agreement
on desired output.
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‘. R) thgyans must be realistic, must progress through an achiecvabile

cequence cf <teps, including meaningful demonstrations of operational
capabilities.

3. Some Service programs need modest amounts of Al technology early.
Automated maintenance information systems are examples. The Services have
already made progress in automating these systems, and can now benefit
substantially from injection of a modest level of Al technology. Cockpit
Automation Technology is another example that may be ready for insertion
of a modest level of Al technology. There is some concern that the DARPA
program may be aiming at targets that are farther away.

4. Al techniques and specialized hardware are implicitly competitive
in some applications. There do not yet seem to be any general guidelines
for deciding whether a special purpose processor or a more general expert
system 1s preferable in a given application. This idea may be expanded
to identify three competing conceptual approaches for solving computation-
intensive problems:

(1) "Front-end" application of specialized hardware.

(2) Traditional computation techniques, using very high capacity

memories, very rapid access and very high speed processors.
(3) Al techniques.

5. Stability is an important aspect of the management of scarce
personnel with knowledge of new generation computing. As the Services
begin to utilize machine intelligence technology more, they will want
to develop confidence in the practitioners who consult with them and per-
form their work. Stability will be a key ingredient in this relationship.

6. A maintenance planner is a promising addition to the DARPA
Strategic Computing program, one which may have high payoff quite early,
with a modest level of Al technology.
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H.  SUMMARY .
[‘ 1. Goals. The Seryioe. Soirar, e gnecetior (omiLting Quais foo
aircraft application arc:
Army: a co iy
Navy: an aircrew ntotor rudtiple Crew mchbier
aircratt suen .
i Air Forie: a Pinited M é.o1ctant,
2. Applicatiois. ¥eyor oppiiceticns <nagested by the panel for
utilizing new-generetiorn cotputing technoloyy dare {in crder of increasing
difficulty):
--Maintenance offrcers arsistant.
[ --Preflight, postfiight planner.
' --Man/machine interface improvements, (displays, voice irteraction).
--1ime cfmprOSQW'n of nigh throughput processing requirements
fe.g. single Crew helicopter)
~--Sensor fu:th
e 300 Campitinicn petesen Lk~ﬁut ne concepts.  The panel recognized ‘
that there arc aifierent spproacnies to airborne computation problems:
-fxvert systems using very high capacity central computers.
--Special purpote distributed systems using small size, high
nowey computers with high throughput, fast access memories )
and multiple exte-nal information paths. ]
ﬁ Beth approaches drive bardwzre anu software development.
4. Al Practiticner.. Tinere 1s a need to take steps through advanced
education to enlarce and preserve tne community of Al practitioners in the
Services, laboretorice and induslry.
\$ 5. »ﬂgQJE‘f1OPi_f;ﬁif}v”’“
--Develop o prooect such as the maintenance officer's assistant
which wiil show the value of Al ir militaery application as soon as practical. {
Tuliivers Sew'ze deto.ostoies at the level of the laboratory :
director as weli 3w gt tre toonrCan devel, and work toward continuity of N
effort of the himted A1 commuraite ‘
e --Provide saprert S T iernstives to the expert system approach .
ny fostering Lmall =izo At coracitv, wpecial purpose computers, memories ‘
and information jpe.on :
!
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APPENDIX 1

[ MAINTENANCE OFFICER'S ASSISTANT: AN EXPERT
SYSTEM TO HELP ACCOMPLISH WORK SPACE MANAGEMENT

CAVEAT:

This appendix was prepared by Lt. General Philip D. Shutler (Ret.).
1t does not necessarily reflect the views of the task force as a group,
' and contrasting views may be expressed, in some instances, in other

k‘ appendices.
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MATNTENANCE OFFICER'S ASSISTANT:
i‘ AN EXPERT SYSTEM TO HELP ACCOMPLISH WORK SPACE MARAGEMENT ]

LT. GEN. PHILIP D. SHUTLER (RET.)

Work Space Management is the method by which the required numbers
Fi of trained people are made available and directed tn do a particular job

and by which the appropriate parts, tools, publications, and orders are
positioned to allow the work to continue without interruption. From a
practical viewpoint this means positioning the parts and tocls within
two arms length of the point of usage and placing the orders and publi-
cations within easy reading distance (Figure 1). The complexity of this
task, the potential for high pay off in readiness, and the availability
of existing data bases make this expert system an attractive candidate
for early development.

It is clear that the parts, tools, pubs, orders, and personnel
assembled in the work space today were somewhere yesterday and last week
and last month, and that actions taken previously have culminated in the
present positioning. The current problem stems from the fact that
actions must be taken today to cope with work space reguirements tomor-
row and next week and next year.

There are four record keeping and source data systems {Organiza- g
tional Maintenance Activities (OMA), Intermediate Maintenance Activities
(IMA), Rework Facilities, Production Plants). These feed three func- ]

tional data systems (Supply, Personnel and Training, and Orders and
Publications) and one analysis data system (Quality Assurance) (Fig-
ure 2). )

Skilled personnel, using information from the Quality Data Systems,
can make modifications in the three functional systems which will cause )
changes in the work space. For example, the output from the quality 1
analysis process could be used to: ]

- correct an error in a publication;

- recommend a change in operational doctrine;

- change a Preventive Maintenance interval or seyuence;

- modify tables of organizaticn or assignnent procedures to add ]

L4 skilled personnel; 1
{

- modify a training program to upgrade skill levels; o

- redesign a replaceable component to improve reliability, -

o .

- change the local stockage levels to refiect actusal or pre-
dicted usage;




- change a tool list to make the right tool available; and,
- direct tool calibration to meet specifications.

The need for the expert system is to sort through the many combina-
tions of causes and possible corrective actions quickly enough to keep
the work force reasonably close to optimum employment and the overall
results close to optimum for resources expended. The need also exists
at a number of levels simultaneously. Specifically, Organizational and
Intermediate maintenance activities ‘-need such a system since it is there
“"the rubber meets the road" for execution of the Work Space Management
Plan.

Since a considerable amount of the primary data bases is in exis-
tence today the development of an expert system to assist in the problem
of Work Space Management may well be the earliest and one of the most
valuable actions that can be taken.

I-2
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APPENDIX J
SUPER-MICROCOMPUTERS FOR MILITARY APPLICATIONS

CAVEAT:

This appendix was prepared by Dr. F. P. Brooks, Jr. It does not

necessarily reflect the views of the task force as a group, and
contrasting views may be expressed, in some instances, in other
appendices.
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AFPENDIX J

SUPER-MICROCOMPUTERS FOR MILITARY APPLICATIONS

F. P. BROOKS, JR.

A. A MERETICAL ASSERTION

"What technological development in computers can have the most far-
reaching and profound teneficial effect on U.S. defense posture in the
1990's?"

One is forced willy-nilly to an unglamorous answer: not a massive
number-cruncher, 100 times a Cray I, not ar Al engine capable of 1000
logical inferences per second, but a simple super-micro, widely deployed
both in embedded and free-standing environments.

B. WHAT IS A SUPER-MICRO?

By a super-micro we mean an advanced-technology one-chip 32-bit
microcomputer, similar in concept to the Motorola 68000 but i0 to 100 times
it in key technical parameters:

10-100 million instructions per second, fixed point,
floating-point hardware,
2-16 megabytes of main memory,
one board of electronics, including processor, cache, memory
management, memory management channels,
general-purpose von Neumann architecture, probably reduced-
instruction-set,
4-8 DMA input-output channels, at 4-10 MB/sec,
100-1000 MB winchester-type disk, substitute available for
some applications,

) bit-mapped color graphics, 1000 x 1000, 10-24 bits/pixel

) networked,

0) multiplexable for reliability and load-sharing, and

1) distributed multiprocessing operating system.
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C. USE IN EMBEDDED APPLICATIONS

In our review of today's military applications of computers, we were
strikingly impressed with several facts of life:

1. long lead times for all military electronics, longer for
custom mil-spec stuff

We saw ancient hybrid digital-analog 2quipment in the fleet where
even minicomputers would now be obsolete, where microorocessors ought to
be.

J-1
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2. A terrible but real software inertia

It takes a long time to build ar embedded-computer software
system, and still longer tc evolve it to maturity. Once in place, such &
software system usually mandates several successive hardware generations
with upward compatible architectures.

3. Convergence of military hardware requirements and civilian

hardware properties

Many miiitary applications have no stiffer environmental hardnes=<
requirements than do standard commercial applications.

More significantly, commercial-grade chips and packages now
routinely operate in unpampered environments, so that moderate exterior
ruggedizing makes them usable in military applications at a fraction of
the cost of custom-produced electronics. This convergence is far from
total, of course.

In newer military electronics systems, we saw Intel 8080 family
and Motorola 68000 family chips popping up everywhere, often in roles not
previously taken by computers at all.

4. Decreasing military dominance of the computer ~arket

As millions of computers are now shipped each year into the U.S.
civilian economy, the military hardware market becomes a smaller and smaller
fraction of the whole. This implies substantial and growing cost advantages
for the military to use off-the-shelf computer components, systems, and
software wherever possible. It implies a decreased ability for DoD to set
the directions of commercial development.

For all of the above reasons, we expect standard commercial micros
and supermicros to make up an increasing proportion of embedded computers.
Ada standardization will probably fly; the Military Computer Family (MCF)
standardization looks much less promising. It appears probable that
commercially available software development environments and off-the-shelf
software will increasingly give standard commercial products a competitive
edge over MCF standard ones.

Therefore, an immense gain in the effectiveness of embedded com-
puter systems would result from using DoD R&D dollars to accelerate super-
microcomputer development - technology, systems, and software. Chips will
be developed as rapidly as possible under the press of market incentives.
The stages that have historically been slow, and which we think could be
accelerated by DoD efforts are:

.
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“1)  the development ot integraced processor-memory-1/0 system
bozrds and packeges from chips, and
(2) provision of software systeme for the new machine systems.

D.  FREE-STANDING APPLICATIONS

The microcomputer phenomenon has surprised most long-time computer
scientists. The industry is now shipping some 2 million personal computer
systems per year. They are revolutionizing business and education.

The hardware explosion has been matched a hundred-fold by a software
explosion for this vast market. Programs from thousands of sources are
now available for hundreds of applications. Market incentive generates
the candidates; market selection does the screening.

The microcomputer explosion is being followed, on a smaller scale, by
a professional workstation explosion.

A1l of the above effects are beginning to be seen in the military.
Field-level commanders are scrounging money for personal computers and
workstations. Ingenious and inventive people in each unit are harnessing
these to solve what they perceive to be their biggest-payoff problems.

How shculd Doo respond to these powerful trends? We recommend that
DoD proliferate such systems radically and that it deregulate acquisition
and programming, avoiding the standardization shackles on invention.
This approach, we think, will best capitalize on the American genius for
invention, initiative, and accomplishment in chaos. In time, market forces
will work, evaluations of excellence will become known, and there will be
a shaking out.

This approach has been advocated for business by A.I. Omand of
General Motors in his paper "Personal Computers in Large Corpcrationc<- A
Perspective for the CE0" at a November, 1983, National Research Counci
Sympos ium:

It 15 not at all clear that we should try to control

product proliferation at this stage of the game. The
diversity of products is a good indicator that the

potential uses and the best approaches for personal
computers are still evolving. In the long term, standards
will be important. There is potential for standard communi-
cation protocols, operating systems, graphics interfaces,
data base lanquages, and so on....
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!1 Unfortunately, even though we may be able to identify 1
some of the likely fiture standards, today's products
do not support ther. The ancwer is to take advantage
of the products that are currently available to address
current opportunities....Let the choice of products be
: driven primarily by the personal needs of the individuals ]
Fﬂ who are to use them. Specific opportunities should be
; the current basis of personal computer purchases, not
' the anticipated future potential that the Management
Information Systers people are worried about.
In short, if the personal computer invasion has you
" concerned:
0 do not try to stop it;
_ 0 do not try to standardize the technology;
0 do not Timit the user's innovation and initiative,
instead, give your attention to the critical )
® success factors;
i 0 manage your data resources to assure the right
people continue to have access to the right data, and
0 educate the users so that they can recognize the
opporturities and properly manage the technology
[i along with the attendant risks. ¥

We have heard the dissertations about tie disparity of

investment in productivity between production workers

and knowledge workers. Personal computing is one of the

most promising opportunities to increase knowledge worker

productivity. You need to make sure your people have 4

‘ﬂ every opportunity to exploit it.
L We believe the same advice is today applicable to the military. ‘
E How can DoD invest to maximize the impact on military effectiveness?
° By supporting the accelerated development of super-microcomputer technology,
- machines, and software development capabilities. 4
E.  WHY IS THE HERETICAL ASSLR®TTON CREDIBLE?
o 1. Feasibility
The super-micro can unauestionably be developed. There is
radically less assurance of realizing planned breakthroughs in artifical
intelligence machines and &laorithms.
L i
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2. Ubiquity

The super-micro advances can be used in countless applications
all over the military spectrum. Each Al technique tends to have a rather
more limited applicability.

3. Schedule

The super-micro, if developed, can be integrated into weapons
and support areas by the early 1990's. No one expects widespread fielding
of Al breakthroughs by then.

4, Cost

The super-micro advance, if achieved, taps military applications
into the mainline of the market. That radically reduces cost. Moreover,
this attack maximizes the national commercial competitive advance vis-a-vis
other nations' economies.

5. Software
The super-micro thrust ties military computer progress to the
comet of the commercial software market. For Al applications, on the

other hand, commercial production of software has followed, and built-upon,
DoD-funded efforts, rather than teading them.
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APPENDIX K

THE FEASIBILITY OF PARALLEL PROCESSING

° CAVEAT:

This appendix was prepared by Cdr. Ronald B. Ohlander, and Drs. Zary
Segall and C. Roy Taylor. It does not necessarily reflect the views of
the task force as a group, and contrasting views may be expressed, in some
instances, in other appendices.
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A second major reason for exploiting parallel processing is that the
uniprocessor technology is rapidly approaching the hard boundary of
physical law. The velocity of light limits communication speed between
processing elements, and predictions indicate that technological advances
can achieve speed increases of at most one or two orders of magnitude
in the next decade. The strategy for uniprocessor computation has been
to make elements as small as possible and pack them as densely as
possible. Thus, performance has been enhanced by shortening the cperation
cycle via increasingly expensive technology for the design, fabrication,
and operation of the equipment. The recently introduced Cray-2, for
example, employs a tiquid fluorocarbon to dissipate heat and immerses their
entire system within it. This approach leads to an almost exponential
relationship between cost and performance as the latter increases from a
few MOPS to tens of MOPS. This phenomenon is manifested in the slowing of
the rate of increase in the speeds of computation available and the
rates of decrease in cost per computation in the past decade. The potential
benefit from regaining or enhancing this rate of increase in performance/
cost is vast.

Thus, there is a critical need for a new computational model to

supplement device technology and provide the necessary computing resources
at reasonable cost.

To date, paralliel processing offers the most promising approach for
sustaining the necessary growth of computational power over the next
decade. Parallel processing could potentially achieve high performance
by using multiple processing units, each running at relatively conservative
speed. Hence, parallel processors offer the promise of increased perform-
ance for lower costs.

The third reason for supporting significant research efforts in
parallel processing, especially critical for our defense, concerns the
United States' leadership in high throughput processors. The United States
is the world leader in basic research in parallel computing but is starting
to lag in the development and application of research concepts. Several
of the U.S.A.'s most successful foreign competitors in high-technology
products have recognized the economic importance of high performance
computing and the potential of research and development to enhance the
applicability of high performance parallel computers and have established
mechanisms appropriate for their culture to accelerate technology develop-
ment in this vital area.

Time is a criti.al factor. A two- or three-year lead time in system
availability should be sufficient to give this nation a dominant position
in the applications of narallel very high performance computing. If the
United States can maintain its leadership in very high performance computing
over the next decade into the era of tru'y parallel computing, it can
probably enjoy a long period of leadership with the consequent benefits.

K-2
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LrvvE s certor onr e ety of corpules Systems and achieve better absolute
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Par Pl gruie e 19 5o attractive, why s it still an "exotic"
. oot anC owny rave parallel machines not proliferated in the
i e ceoitas question s conglex but gepends basically on
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Theoseeund teotor 18 econonic end connected with the rapid growth of
Tacveeringt feltor se dconductor fechnology. At first glance this point
may apnear paredorical. Ure couid argue thet faster devices and their
concortant aindaturizeotion should facilitate the development of parallel
merhives. In fact, hotever, faster semiconductors offer manufacturers
aroeasy wo, Lo veimplerent uniprocessors énd meet the continually growing
Gewend for facter computation. Hence, inducstrial motivation to enter
Lrne more compiex end risvier field of pereliel processing has been

SN imet .
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Covest inode elomng noeded techaclogy foo eaploiting the potential of
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cemarts for vomputaticaal poecs have grown rapidiy . Research in the soft-
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oo ok aynics oy dnclude sy otens for viston, speech, robotics,
oLt el Lt tiorn e oo b be recussed in detarl later.




D, GENCRAL TECHNICAL B/RRIERS

Although the forces tor advaroing higr-persormence, paralle]
processing technology exist, *here are technical chstacles tc overcome.
The proliferation of parallel provessing appiications awaits development
of efficient parcitel support software. At the lowest level, the primary
obstacle in generating softwere rests on an inadeyuete understancing of
now to structure pereliel protiens. without knowledge and experience in
organizing the problems, we are il7-equipped to construct software that
can effectively support the development and execution of perallel problems.
In order to gain that experience, there is a need for large-scale experi-
ments to evaluate and asse:s the merit of the many concepts for parallel
computing that currently exist in tie research marketplace. In turn,
such experiments require paraliel architectures that offer sufficient power
to simulate even more powerful architectures. Thus, we must learn to
herness some moderate level of parallel rescurce:s and supporting software
environments in order tc learn about and develop the more complex parallel
computing technology needed for achieving several orders ¢f magnitude
increase in pewer over existing high-speed machines.

A second obstacle concerns the development cycle of a complete
paralie’ <ystem i{hardware, software, and applications), which tends to be
tov Yong. In general, by the time a system becomes operational, it is
absolete in terms of performance. 1In addition, the expense of a lengthy
development cycle severely limits tne space scanned for design/implemen-
tation sotutions. Despite e multitude of hardware/software approaches
to paraliel processing, we can now explore only a few at a time. A means
cf accelerating the development process 1s needed. An effective solution
must inciude tonls for assessing design in terms of performance and
reliability aleng with methods for rapidly completing parallel system
nrototypes,

Jespite the obutac.es ravsed above, several forces are currenily
corverging to make this the opportune time for aggressively developing
narallel processing. There have been encouraging results in hardware
development, operating system research, and the identification of huge
<lasses of coumputation n the application domain that are amenable to
narallel processing.

relat vely large rareiicl processors hive been successfully built and
reirably maintained.  txawples of such architectures include:

i Comme, which wes @ witiple instruction, multiple data (MIMD)
rachine suitable for goneral classes of problems,

TN SEFIUPIE S ST NS LSt SN WSO WD S il T YU LR AR WA WA AL L WAL TR W L I A T DR D




—w—

v T

e e m e m e o — . — o~ e - — ——

T N Y v W — v -y ——w——————————

Yet the bose o Tavue scale eaperitenss noeded 1o tilgate vecearch Conueprts
to developrent 1S not now being attengsted on o useful staie.  Therdtor

the critical requirement 1s to establiish ni-chaidens wroch w1l fead 0
effective larye scale reseavch and deveigpment prograns to appl, ano
evaluate parallel processing which will lead to successful exploitation in
military and ccrmercial markets.

C.

BAKKLERS

It 15 widely accepted that althuugh new tenrncicogiss offer potential
for greater speed in single processor architectures, the most promising
way tu regain high rates of increasc in cost effectiveness in hign
performance computing is thiough pereliel avchitectunres. 1t is this
requivenent. foo cost effective pevalle) compuiing which plactes us in our
curvent technGlogical ard marketplace <ilerme.  The sitiztion can be
sunmariczed as rollows

(‘) the o eent marked 1o el oy e EVIRTEYNNS \.u.’l.',..‘?bt.iun s

|
Tin . ied by the exloting Cus /e il inie ratg.

O ba e llel processing coifeis g vignl 1o siynifigantly poost
pestormence et a reasonabie (oSt pee wachine.' lowever, the
iniiial investimentl in time, effut, and money to deveicy

the reguired knowledge base and technology s thought to

be targe.

13 The commanity of annovetors, weiversity reseavihers, and
smail business entrepieneurs which otten dominate innovation
lacl s the ready access to veir nigh pe:rformance computers
tecessary to extend the technology and marketplace of appli-
cations.

S Theve vs cucvently Tawtic conniing of e sity vesearch and
GO cernienl Leguitvenents toothe andost.ia!l dovelocment of new
arodicts.

The oot vesult ¢ thote Tacio s 18 Thal ahie Juoeentiviial market forces

and ratvenrceneurial peocesses which ego e ceturn from investment in a

cutativeiv short time period are noo op2 atiing to emurace the opportunities

and ¢wilienges on an odequate scale. A ronger term perspective on invest-
ment 1o coseacCh and developienl 1S eyiced.  vision on the part of
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() varicds vellor porooarsars (U051 00 and S5TARG,

{37 The Buttertiv ra 0w
ture? Incurpcret ot ul Lot
cwitch, ond

1z praralled processing architec-
processors, utilizing a butterfly

{4 The Deneicer Rit-10L, wo un hes 1t processors and is suitable
for nunericel peoblens

Some of Llhese cumoter sycteir nove beern impiemented using a collection

of muve conventione! modules such @7 rocensing units, memory units,

(/0. etc. The multisie muzl.ic aprozcn promotes enhanced reliability along

with greater adaptability for increnental expansion or shrinkage as user

requirements change.

TRUS . ERDITIETCE atCumL ated Lo uate vhows that:

1) asiuiivels Yaege ovaliel nroceLsors can be successfully
Potttoang re’*ariv mainained.

(L i l.otecnns oy avhures ¢ sound base for implementing hardware
comienente 6f pavelle) processors at relatively low cost.

sralerr Gardess s urits has promoted fault-tolerant,
Tyhly avarloc'e pareliel wrocessors {e.g., SIFT, FTMP, Stratus,

For ase with these oo (ther rachines, cperating systems and higher
tovel Tangueye” nNeve Lud Jdeveitpod Or extended to support programming.
Musl osuch Syuioh neve Leen tatrly primitive, providing only the barest
wINIMmUT SysLon SUpporL Lne prograwing environment. A few systems, such
as Hydra and Meduue, s rovide v h,*taugual operating system functionality
toeo paraliel provessang fovirenwnis.

fwsearch inog Tuloer of arec. has jed to some understanding of how to
e Om0Se Jrobivs tor rapiuitetiui ot parallelism.  Image understanding,
Covoesamiado o hat Gor D ons cuognised as oa primary application area for
sttt te foevoe o Aot vl der sadl, ob cumputational resources and its
SEoTm ostrectere . Loyt Lisioe reguives processing of images typically

contans Lic o U0 v « oo parers. It the system must perform
TOUT 00erati0ns oo, tart il Ldel reguirement), it may require up to one

vitlion operatiors oo« s, fer neer real-time speed of, say 30
R e per Leccn . T yra o i car abeort upwards of 30 billion
SELAIGC LI DY Lo, rhe e,y cenutational structure exhibited
e loenes ke wros oy e e Ay sreilel processing. By employing
LOLs oty (OPSEd T eT e o o gmer b L oene, separate processors could
Then Indetendent iy o cen s o o subimaaee,
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Conputer Interpretation end venevatica of ooserh aisr places
significant denends i computaticorel cyties.  Reat-tine vovsch o

with high accuracy and an unrestricted vocaebularies reluires cpeeis o
100 to 1000 million instructions per second.

Iwage anc speech understanding are sufficrently signiticant appli-
cations that specialized processors may be warranted to accomplish the
consideratle computation, sensing, and control of real tine activities
required. The same may be true for dete base provessors working in
conjunction with symbolic processors.

Another area that seems to be amenable to paralle! processing ic
numerical computation. Repetition in pumeric programs 15 normally associatea
with nested lcops. The computations have a 1ow complexity, which aeans
that computation tine grows s 2 smzli polynomial in the size ©f the inpet
data. This suggests that tihe problems are large because theve are aany
input date and, therefore, these problems require a high bLenawidih [0
architecture.

Numertce! codes appear to be relatively easy to ansivz-. Tre
computational bottleneck 1s usually readily rdertifiable. enu in the cease
of mesh calcuiations, the bottleneck is an inner Icop that oLereles on
data in a predictable fashion. These characteristice hdve 1¢d te the
early implementation of pipeline and array processors because these
architectures were believed to be capable of exploiting the behavicr of
large-scale, mesh-oriented calculations. But program analysis and stuaies
of actual implementations suggest that large-scale numerical computaticns
have a sufficiently large percentage of data dependencies to reduce ti«
effectiveness of single instruction, multiple data path (SIMD) archi-
tectures to the point where they become unattractive. Nkew approaches
might generalize the SIMD architecture to enhance its capability to
support data-dependent numerical computations including nonmesh calcu-
lations. Or the approaches might abandon the SIMD approach to look towerd
multiple instruction, multiple data path (MIMD) architectures for dealing
with large-scale numerical algorithms. The latter approach may well be
feasible because the numerical program appears to be partitionable and
amenable to implementation on MIMD architectures.

In considering the fitness of symbolic processing for pareliel comiu-
tation, twc domains, the combinateorial search and eapert systems, appeer Lo
pe representative. These two classes of systems have many characlerictig
in common, but there are also major differences. (onbinaturial sear chere
explore a decision trec sometimes requiring exhaustive (ase-by-idse
examinativi. The algorithin, that make up this clase generally cannos
rely on Lrices or shorfonts to reduce total computational comples
very slowly qrowing functions of problem size elthouyh heuristic coir oo
have apparently bLeen helptul. O the other hand, expert systems apborent’
do svccessfuiiy reaguce the o eatiaiiy large mount of coaoytal . on U
somethirg more mananeahle fvoroue trey et o G gnberd o tedSe o 0w
the more prom 15 g palh: 1 Ure o o g
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Both types of problems are highly data dependent. Undoubtedly, a
small portion of code might constitute the inner loop of the computation
in either case, but data accessed by that code changes frequently in time
and is rather data dependent. There is evidence that there may be archi-
tectures, much like cache memories, that predict future behavior as a
function of past behavior and take advantage ¢f such predictions to enhance
performance.

Searching systems and expert systems are likely to have a lower ratic
of I/0 activity in symbolic computation. Memory management may have a
considerable impact on 1/0 structure but its characteristics for symbolic
programs is still not well understood. Unlike numeric programs, the
bottlenecks in symbolic programs are npot easily identified.

However, there appear to be many opportunities for partitioning
symbolic programs into smaller modules that could be executed in parallel.
Architectures utilizing tree structures are being investigated for parallel
matching and firing of production rules that are typically used in expert
systems. Similarly, machines that use very large numbers of very small
processors to form semantic memories for parallel retrieval of knowledge
are being investigated.

. METHODOLOGY

As noted earlier, the general technical requirements for the develop-
ment of a future generation of parallel supercomputers from the burgeoning
base of basic research are two-fold. The first vital requirement is to
shorten the time frame in which research concepts are turned into technology
and thus ultimately become available as the basis for application and
product development. There are many ideas of potentially great significance

for parallel high performance architecture already in the research literature.

They are, for the most part, incompletely developed and evaluated. The
second problem is that the knowledge base for exploitation of parallel
computing is insufficient. Software and application design will surely
be the rate determining factors for the practical application of new
parallel architectures. The most important need for stimulation of basic
research is in parailel formulation of applications and the software base
necessary for implementing the applications.

In order to speed up formulation and evaluation of parallel processing
concepts, a means by which ideas can be exaemined in preliminary form before
they are committed to implementation is needed. Therefore, a key require-
ment for progress in parallel processing architectures is the establishment
and availability of simulation facilities. Such facilities will be used
for the testing of architectures, algorithms, and software systems.

Testing provides a means of rapidly exploring innovative designs, whereas
evaluyation is necessary for ascertaining progress. Simulation will
accelerate conversions toward viable architectures, systems, and
languages.
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There must also be access by researchers tc an infrastructure of
engireering technology in order for them to effectively implement ideas
for machines. The set of tools which will be required inciude VLS! and
PC board design systems. These must be followed by metched and integrated
fabrication and testing technology at all of chip, PC board and system
levels.

Simulation facilities will not only foster gevelopment ¢f hardware,
they will allow early paralliel development of languages, software support
r environments, and applications. The software can then be transported to
actual hardware implementations. The software development will be difficult
; énd will require experimentation on a substantial scale.
]

. CONCLUSION

Now 1s the time to exploit the possibilities of parallel processing.
We have seen that there is a need for some new breakthrough in computer
hardware technology, in that today's most powerful commercial machines
e are nearing their theoretical limits on both absolute and relative growth
! in performance. Today's machines are basically uniprocessors in most
[ important aspects, and 1t is widely accepted in the computer science and
1 industrial communities that the next major advances will come not from
pushing harder on uniprocessor and semiconductor technologies but from
exploiting experience and research in parallel processing machines.

U.S. industry is generally unwilling to invest in long term develop-
ments because of the risk and expense involved. Furthermore, many tough
* research problems must be solved before parallel machines will be com-

t mercially viable. In the meantime, some foreign governments and industries
have begun ambitious, long-range research efforts in parallel machines and
l’ threaten the U.S. lead in high performance computing. This country's

defense posture is vitally dependent upon computer technology, and we can
i11 afford to lag behind or to be dependent upon other countries for high
throughput machines.

Parallel processing holds the promise of much improved cost/performance
ﬂ ratios, and there are a significant number of applicetions available for
immediate exploitation.

~
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APPENDIX L
LETTERS, MR. EVERETT AND PROFESSOR BROOKS

CAVEAT:

The letters in this appendix were prepared by Mr. Robert R, Everett
and Professor Frederick P. Brooks, Jr. They do not necessarily reflect
the views of the task force as a group, and contrasting views may be
expressed, in some instances, in other appendices.
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Robet R Everett 5 March 1984
Prevdent Al0-2114
617 271.250

Dr. Joshua lederber Cch c‘:wcn

LsB Task Force on M;llt 1y Supcrcemputer
Applications

The Rockefeller University

1230 York Avenue

Box 115

New York, NY 10021

Dear Jcsh:

I have cteen thinking atcut the guestion of Al, Supercomputers,
and military agplications and., although I am far from satisfied that
I understzand the situation, I have scme thoughts,

First, let me declare my telief in and enthusiastic support for
continued ‘mprovement in inforimation processing, hardware and
softwarte. including VLSI, VESIC, etc.

Second, let me declare my belief in the future of expert
systems, lcgical inference processors, natural language uinder-
standing, etc.

Third, let me acree that autcrnomous machinery of various kinds,
including autonorous veh:zles and various human-like planning and
assisting machines wiil at some time become very important in
military operations.

After that T tend to fall off the bandwagon. 1 am unconvinced
that Al is the arswetr to all problems and I am unconvinced that
increasing computing capacity by a factor of 1000 will be
particularly helpful at this time. What we need is a much better
Lwuderstanding of the problems we are trying to solve and of the ways
to organize and soclive them., 1 would not be surprised if some of
these problers turn out tc require enormous computing capacities but
I world be curpriced if gocat progress is not possible with the
computing capacitier that we now have or can reasonably expect in
the near futnre. I d¢ree completely vith Fred Brooks on this

rmatter.

Eaclozed are tiaree sets ot comments. The first describes a
aeneral wmoder of militery fand orher) systems with some personal
comments on the varlous roles of different kinds of computing aids.

The <<cora ormaent s on he generay matter of requirements for
compnting cagoTity. The *Rird gives 4 personal view of scme
arplicatiens of new corputing rechnolooy in the field,
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NGnE f (hele are intenacd to be pessimistic. I am, in fect,
cptrmrizstie bus 7 fer T e e 0f P he nrectest inporiince to unde oo
whot we are @t 0 Theoos v boen = Do of croablc moer the yeo:
wilth promio oy Lo rmolic e e danva sl lre oo jattle orng hepe trat
the i%gb‘tant Daird crogrer w111 not fall inte this trap. Let me

mentionn two exaiie:

ait meeting for a larce scale plannirc

Lo st oo tateh at the la
activity wi.olh reean {2ter response tine as well as added
corplesnit o To weo gtatea (1at tpeeding up the computers woula
sgeed up tre process. I wel irn ract irplied that 1000 times the
COmputer CopaCitly WCUid vrduce the planning time from 18 months to
cre day io~am onet faniliar with the pieblenm in detail but mv
tnstincty are thet 1000 Limes the coemputing capacity would not
Sharven the plannica tuie at 2all,  The process eg described is
IR SO R S T A Lizze auniers of pecple are invels:
2R e " : €00 Lo Loade, if the procecz 15 to be
Shootered molst ve entliely rettoacht and redesicned.,  After bt
1% may turn cul 16 redulite vonputer <capacity beyord the state cf (-
2rv o bot 1 oaoshr oart. Promaising to irmprove the process significant:
With pew Cocputor tecnrnclogy alone will just get everyone in trouble
scener or later. We should not risk the technology program in this
way.

we alco hea:d remething ab.out the Cuter Air Battle. This iz o
serious proeblem bl data processing is not the long pole in the

nt Sujuecting or, worse still, promising that improved compute:

cnnolocy will have Uigniticanrt leverage is a mistake.

In sticary., let us 1im for souething that we can really do a1r ¢
reasoneble prrica of time and that will in fact get better as the
technoiogy gets letter. In my opinion, this something is
replacerent of lower level staff and support personnel in the fiel:
and on the piratforms.

Foov ot the problems of life and war are not susceptible to
legicael processzes only, but are derendent on having available a
valra proituce or model of the situation.  Creating a model which
cutfrcicati, aersiled and accurate on which to base decisionc ic *-
Boeser parc ol the job. Tecisions, aiven an adequate model, are
cfrer tpaivial, torplexitity of the decigicon-making process 1s nc
substitute for qouod informat on. One ook is worth two finesce« .

b ;T3 e kuittermere, military decisions at the
TR (0 wlile Truboaly Centince toe e made by human beinge
the fur:;,aJ'}e cature. Our best oynportunity is to replace ¢
e te of ol nn L utart Y wWln Sy A tavaities are were rote thap
IRt g0t 3 L Zan e TePia o T many 1nstinces by
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Figure 1 shows a suggested diagram for a military c3 system.
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The heart of the system is a model of the universe of interecst.
For most operational military systems, this model consists mainly of
the status, characteristics, location and movements of friendly and
enemy forces plus relevant geogragphy, weather, own plans, etc. It
contains the information of interest and as little information of no
interest 2s is reasonable. It is this model that the other systenm
elements use and modify. The decision-maker dces not deal directly
with the sensor inputs; he deals with the model. I suggest that is
how human beings work. We deal not with the outside world or even
with sensory inputs from the outside world but with our model of
that world. 1Insofar as that model is accurate, we do well. If it
is not accurate, we get into trouble. The overall model is really
guite stable since it should change only at the rate the outside
world changes. Details may, however, change rapidly, especiclly
when flaws in the mcdel come up against censory inputs from the real
world. It is not necessary to recreate the model each time a
sensory message is received. Most of the flood of messages coming
into a human being or a military command center is irrelevant, or
redundant, and much of it is wrong.

In the diagram a number of sensors of various types collect
information which is first processed by signal processors at each
sensor. These are probably largely special purpose devices which
may very well perfcrm the equivalent of a large number of MOPS. The
processed data is then transmitted to the model builder where it
probably undergoes further processing before being made available to
the model builder itself. I tend to think of these data processors
as much more general purpose in nature. One of their purposes is to
provide simulated input data for use in development, test, and
training in the absence of real data. Note that all processing up
to this point is parallel in nature.

The model builder then uses the incoming data to update or
modify the model. It is probably not fundamental whether this
process is carried out in the customary fashion or by a rule based
system. My guess is that the customary fashion will prove more
efficient for well-established model structures but time will tell.
It may turn out that a high degree of parallelism is possible.
Instead of treating the objects in the model as items in a data
base, they might be implemented as separate microprocessors each of
which has access to an input data stream, a circulating data stream
containing model information, and an intercommunications bus. The
model builder may need to instruct one or more sensors to collect
specific information,

For the human decision makers to have access to the model, an
extensive man-machine interface subsystem is required, probably
engaged largely in display generation and switch interpretation
although voice communications may turn out to be very useful. Such
voice communication need not, however, be completely natural and
continuous but can be highly stylized as is most operational
military person-to-person communication today.
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Most of the arplications exposed to the Parel or with which I
am otherwise familiar fall into this category. Everyone ucsecs all
the capacity he has independent of the problem or the machire
available and then wants more to do additional things. 1If he is
tracking one aircraft and wants to track 100 he wants 120 times the
capacity.

what does all this mean? I am not sure, but my instincts are
that it is easy to justify more processing cagacity 1f you want to -
just increacse problem complexity in a few dimensions. If you want
to make progress on a task, however, it is better to begin with what
you have and see if you can make the problem fit. If scmeone has
done a good job but comes up short on track capacity or operator
staticns, or long on frame time or response time, one can have
confidence in providing more capacity. If he says he canncot co any
useful job at all with existing equipment, I lose confidence.

I am also pessimistic about large-scale general-purpose, highly
parallel, rule-based machines as a solution to all problems. I
believe that the real problems will require tzilored solutions that
fit the problems including special purpose signal and data
processors. Rule-based machines probably have a role, they may even
be at the top of the hierarchy, but they will not be doinag most of

the work.

I do not wish to imply that additional computer capacity is nqt
important to military C3 applications. It is and it will be, but
computer capacity will always be in short supply and it should be
used efficiently and not to make up for poor system design or
inefficient implementation.

One further thought. There have been a number of disasters in
what we used to call "models of the world." These were attempts to
build a simulation or design or test environment that tried to be
all things to all people. They failed not because they used too
much storage or too many MIPS but because they became too complex to
build, verify, update, and use. Models should be restricted to
those elements that are known to be important and verified when
possible against real tests in the real world. Such mcdels are
difficult enough to build and use. The process of understanding
what is important is a valuable, perhaps necessary, part of the
whole design.

Milit Applicatio E .
Computer Technology

There are many possible applications c¢f new computer
technology, most of which are viewed as ways of providing new
capabilities or of improving existing ones. 1 suggest a better way
of looking at the need and the opportunity is as a way of rcmoving
staff and support personnel from operational areas.
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People are expensive and difficult to transport, care for, and
protect in operating areas whether on ships, in aircraft, or on the
ground in remote or battle areas, to say nothing of the cdanger they
incur. Many of these people are in meaintenance and logistics
activities. Many are in staffs that perform various informaticn
handling tasks, information gathering, correlation, dissemination,
planning, order preparation, reporting, etc. Others act as
assistants to commanders at all levels from senior to commanders of
individual vehicles. Many of these people perform tasks that while
necessary are straightforward and require little innovation.

‘Replacing such people with computer aids of a modest level of
expertise or intelligence would have enormous payoff in reducing the
costs and increasing the mobility and striking power of military
forces.

Replacing would in some cases take the form of actual
replacement of staff assistants and in other cases simply reducing
their number by increasing the productivity of those that remain.

Most of the computer-aided command systems to date have been
aids to the staff, not the commander. The staff remains, plus the
staff that goes with the computers. The result is to increase the
size and to recduce the flexibility of the whole. This may or may
not be all right in peacetime, but in wartime the goal should be to
reduce the staff, not help the staff.

Starting at the bottom in this way would have two payoffs.
There are much larger numbers of lower level people and the degree
of Al required to replace them is less.

Looked at this way, the three DARPA appplications become:

Pilot's Associate - a way of making a one-man aircraft do the
work of a two-man aircraft with concurrent savings in weight, cost,
crew training, and support, etc. It may be better, however, to
think of the Pilot's Associate not as a second man but as part of a
more autonomous aircraft which would behave more like a horse than a
machine. A horcse, given adequate training and simple instruction,
takes care of the details of its operation it-<if. 1In some
instances, in Polo, for example, the horse ic . :tually an active
partner. Natural language communication is held to a minimum.

Autonomous Vehicle - one step further, by omitting the vehicle
commander. There seems little doubt that completely autonomous
vehicles would be very useful in dangerous situations - the problem
is to make the vehicle smart enough to perform a useful function
while still having a reasonable probability of survival. At the
moment, useful autonomous air vehicles exist and could be exploited
much more than they are. Increasing the intelligence of autonomous
air vehicles would be promising.

L-8
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Remctely piloted vehicles (FPV's) also exist and are
potentielly very useful. One of their problems is the need for
reliable, anti-jem, wide bandwidth communications back to the
centrel point. Increasing the intelligence in the vehicle would
recduce the corounications burden and increase the flexibility and
rerformence of KIV's. Semi-autonomous vehicles look like promising
applications for Al.

GCround and water vehicles are now full of people. Reducing
crew size would bte very useful even if the vehicle were not
autonomous. Tanks now carry four people and great savings would
result from reducing this to three which appears to be difficult
enough. How about a two-man tank or a ten-man submarine? If we
can't build a successful two-man tank, how can we build one that is
completely autonomcus?

Pattle Manaagement — a labor intensive activity in which most of
the people are involved in information processing of one sort or
anothcr in feirly standard patterns which could be replaced by
machine: while relatively few are involved in higher level decision
meking whiich would be difficult or impossible to replace.

To improve battle management, let us begin by replacing the
least expert and most numerous people first. I am troubled by the
goal of replacing the most expert people, especially by trying not
only to replace them but to improve on their performance. Human
activities tend to be very complex, in most cases unnecessarily so.
Emphasis should be placed on understanding and simplifying the
activity so that it can either be done successfully by machine or in
many cases, done easier and faster manually. Most military
activities profit from being done quickly, flexibly, and
responsively instead of optimally. The ability of high qguality
military organizations to improvise in the face of unforeseen events
is both necessary and impressive. Long-winded, inflexible,
peacetime procedures tend to work poorly or not at all during war.
We must retain flexibility in our AI systems. One way to do so is
to leave in enough people to innovate while: automating the
well-understood parts of the activity. The suggestion that AI
systems may somehow solve problems that we do not ourselves
understand may come true in the far future but at the moment is both
unreasonable and dangerous. People are useful; so are machines.
lLet us understand and provide for their separate roles.

Sincerely,

Robert R. Everett

wf:  rouald B. Ohlander
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Department of Computer Sclence

THE UNIVERSITY OF NORTH CAROLINA
AT
CRAPEL HILL

New West Hall 033 A
Chape! HUI, N.C. 37514

May 22, 1984

Dr. Joshua Lederberg, Chairman

DSB Task Force on Military Supercomputer
Applications

The Rockefeller University

1230 York Avenue

Box 115

New York, NY 10021

Dear Josh:

1 should like to associate myself vigorously with the general views expressed by Bob
Everett in his letter of § March 1984. 1 am not expert enough to argue the military-
specific case as persuasively as he does.

The particular views expressed on pages 1 and 2 of his letter and in the final para-
graph command my complete assent and support. I enthusiastically share his faith
in the future and his support for continued development of information processing
technologies; I also fall off the bandwagon where he does.

Certain sentences stand out as particularly trenchant:

*I am unconvinced that Al is the answer to all problems and I am unconvinced that
increasing computing capacity by a factor of 1000 will be particularly helpful at this
time. What we need is a much better understanding of the problems we are trying
to solve and of the ways to organize and solve them.”

*] am troubled by the goal of replacing the most expert people, especially by trying
not only to replace them but to improve on their performance.”

“The suggestion that Al systems may somehow solve problems that we do pot our-
selves understand may come true in the far future but at the moment is both unrea-
sonable and dangerous.”

The DARPA Strategic Computing Program as now set forth overemphasizes the
glamorous and speculative at the expense of the doable. The Strategic Computing
Report is 8o optimistic as to the present state of the Al and parallel computing arts
as to be readily misunderstood. Our Task Force’s 12-month study showed reality to
fall well short of what I would have gathered from reading the Strategic Computing
report.
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To: Dr. Joshua Lederberg, Chairman May 22, 1984 p2

There is a real danger that the proposed heavy funding of Al research will seriously
distort the activities of our nation’s limited supply of computer scientists and engi-
peers, to the net detriment both of military readiness and of national ccmmercial
competitiveness. I personally believe that to have happened in the past. I am con-
cerned not only or chiefly with the waste of money, but with wasting a generation
of our brightest young scientists, as they beat fruitiessly on unripe real problems or
over-abstracted toy ones, instead of addressing the real and doable. Facing the com-
plexities of “mundane”® real problems yields its own intellectual riches, as Ted Codd
found in “mundane” databases, in the Sixties.

Work on the infrastructure for Al has produced major breakthroughs such as time-
sharing, networking, workstations, and LISP. These by-products justify ali the Al
expenditures. On Al itself, twenty years of work however by our discipline’s best
minds has produced disappointingly meagre results. For example, we found only
two, or perhaps three, expert systems to be in real operational use. The gap be-
tween ballyboo and practice is very wide, and the laymar could easily migjudge the
real status.

The DSB Task Force report is a balanced and careful statement, and I sndorse it. 1
feel compelled, however, to be personally more explicit than any task fcree can be on
certain of the proposed military applications:

1. I wholeheartedly endorse the concept of using specific applicaticas to drive and
focus technology development.

2. I believe an expert-system based Pilot’s Associate is a sound idea and that a
useful system can be developed and deployed. I strongly recommend a plan of
tncremental development in which a modest-function system ig deployed ic real
planes in operational status as soon as possible, with future effort being guided
by feedback from real use.

3. The land-based autonomous vehicle appears to be of most doubtful cost-benefit
utility, if it could be built. Today’s machine vision technology is so far short of
that required for the operational task that one cannot project a credible devel-
opment path for getting from here to there. Fruitful research problems must
be not only challenging but also ripe in terms of prerequisite science and tools.
This one is not.

4. Battle management, e.g., the carrier task force Outer Air Battle, as set forth
in the Strategic Computing Report, is a poor candidate application. As Bob
-Everett convincingly argues, one wapts to automate from tke bottom up, not,
as proposed, from the top down. The mind of the commander should be the
last target for replacement.

Moreover, the state of the art in machine-intelligence plancing and syrthesis, as op-
posed to diagnosis and apalysis, is very primitive. The state of the art in real tine
information fusion is even worse. It is inconceivable to me that these arts can be
8o developed on the planned schedule that any sane persen weuld trust a machine-
generatedpbattle plan.

The battle sirnulation function set forth in the DSB Task Force Rey rt ie, un the
other hand, a sensible and promising application.
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To: Dr. Joshua Lederberg, Chairman May 22, 1984 p3

To summarize, I am enthusiastic about the DARPA SC plans to develop infrastruc-
ture, VLSI, VHSIC, GaAs, etc. I believe applications should be used to drive pro-

ing, algorithm, and machine architecture technology, but that the application
approach should be bottom-up and incremental, with modest systems field-deployed
early, and evolution from them guided by user experience.

Cordially,

Frederick P. Brooks, Jr.
Kenan Professor and Chairman
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APPENDIX M
COMMERCIAL APPLICATIONS OF EXPERT SYSTEMS

Building and Construction

Design, planning, scheduling, control

Equipment

Pesign, monitoring, control, diagnosis, maintenance repair, instruc-

tion.

Professions
(Medicine, law, accounting, management, real estate, financial,
engineering)
Consulting, analysis, diagnosis, instruction

Education
Instruction, testing, diagnosis, concept formation and new knowledge
development from experience

Imagery
Photo interpretation, mapping, geographic computations and problem

solving.
Software
Instruction, specification, design, production, verification,

maintenance

Home Entertainment and Advice-Giving

Intelligent games, investment and finances, purchasing, shopping,
intelligent information retrieval.

M-1
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Intelligent Agents

To assist in the use of computer-based systems

Office Automation

Intelligent

Process Control

Factory and plant automation, robotics, computer vision

Exploration
Space, prospecting, etc.

M-2
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APPENDIX N
ON-GOING DoD RESEARCH IN NEW-GENERATION COMPUTING TECHNOLOGIES

The following information was derived from several sources, including
a multi-service summary listing compiled by Dr. Jude Franklin of the NRL
Center for Applied Research in Artificial Intelligence. This appendix was
reviewed by the Army, Air Force, and Navy material commands. These
program elements are supplementary to DARPA programs.
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SUMMARY OF Al SURVEY

# OF PROJECTS

MILITARY Al SCIENCE 96
MILITARY Al TECHNOLOGY 53
NO PROGRAMS LISTED IN:

0 LEARNING

0 AUTONOMOUS WEAPONS AND
NAVIGATION

0 ELECTRONIC WARFARE
APPLICATION OF A1 FUNDING LAGS RESEARCH
CLEAR NEED FOR SPECIALIZED Al COMPUTATIONAL EQUIPMENT

N-2
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MILITARY Al SCIENCE

RDT&E STATUS

CATEGORIES # OF PROGRAMS FY83 ($K)
EXPERT SYSTEMS 7 400
INFORMATION PRESENTATION 6 310
DISTRIBUTED PROBLEM

SOLVING 5 120
PROBLEM SOLVING 3 500
ROBOTICS 10 2,200+
VOICE RECOGNITION 1 54
DECISION AIDS 20 3,104+
REASONING 3 195
NATURAL LANGUAGE 8 462
IMAGE UNDERSTANDING 8 1,550
PROGRAMMING AIDS 3 92
CAPITAL EQUIPMENT 2 1,000
KNOWLEDGE REPRESENTATION 6 1,650
KNOWLEDGE ACQUISITION 11 168
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MILITARY Al TECHNOLOGY

CATEGORIES # OF PROGRAMS FY83 ($K) RDT&E STATUS
LOGISTIC SUPPORT 1 120 6.2
INFORMATION FUSION 4 920 6.2
SOFTWARE PRODUCTION 8 1,175 6.2 - 6.3
VERY RELIABLE ELECTRONICS 1 75 6.2
MAINTENANCE, DIAGNOSTIC

AND REPAIR 4 370 6.1 - 6.2
VOICE CONTROL 1 120 6.2
31 8 1,273 6.1 - 6.2
TARGET CLASSIFICATION

AND RECOGNITION 16 1,444 6.1 - 6.2
TRAINING & SIMULATION 9 1,320 6.2 - 6.3

INTELLIGENCE 1 50 6.3
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A.  AIR FORCE PROGRAMS

The Air Force is exploring applications of new-generation computing
technology ranging from military decision making to intelligent process
control. These applications are supported by technology base programs
which extend the known techniques in order to solve military problems.

1. Rome Air Development Center (RADC)

Point of Contact: Northrup Fowler

a. Expert system technology is being investigated in programs
such as Inferential Techniques for Knowledge Management, Artificial
Intelligence Processing Techniques, and Automated Multisource Knowledge
Acquisition in P.E. 61102F/2304. In-house efforts include Expert Systen
Architecture Studies, Experimental Expert Interpretation System, and Logic
Programming Truth Maintenance.

b. RADC sponsored the work by the late Carl Engleman on KNOBS,
the prototype mission planning expert system (P.E. 62702F/5581). KNOBS,
capabilities are being expanded (P.E. 63789F/23210501), and there are
programs to develop other decision aids for target aggregation and battle
management (P.E. 62702F/5581), and distributed decision making (P.E.
LDFDP-07Cl). Fifth Generation Active Computer System (PE.s 61101F/LDFP
and 62702F/5581) will develop supporting hardware architectures for c31
applications.

c. A Knowledge-Based Software Assistant Strategy (P.E.
61102F/2304 and 62792F/5581) defined new software life cycle paradigm based
on machine intelligence, software management, and automatic programming.

d. Image understanding applied to mapping, charting, and
geodesy is the focus of several small efforts (P.E. 61102F/2305,
63701873205, and 64701B/4305).

2. Air Force Wright Aeronautical Laboratory

Points of Contact: MWilliam C. Kessler, J. Chin, H. Klopf.

a. Intelligent Task Automation (P.E. 7.8/Manufacturing
Sciences (3600)) is a major effort to develop and demonstrate generic
technologies applicable to batch manufacturing in unstructured
environments.

b. Information Processing Research (P.E. 61101£/3597) supports

Carnegie-Mellon research in multiprocessor systems, software technology,
archival memories, computer networks, and VLSI.

N-5
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c. Smaller efforts are being conducted

- in-house, in Adaptive Network Theory (P.E. 61102F/
2312), and

- with ERIM, on Adaptive Control Systems for SAR
autofocus and steerable antennas (P.E. 61102F/2312).

3. Air Force Office of Scientific Research (AFQSR)

Points of Contact: Captain William R. Price, Thomas E. Walsh.

a. Systems Automation through Artificial Intelligence (P.E.
61102F/2304K1) covers generic Al research that will lead to systems with
sensory, reasoning, and locomotion capabilities,.

b. Computer Science (P.E. 61102F/2304A2) focuses on natural
language and text understanding.

c. Manufacturing Science (P.E. 61102F/2305K1) supports
computer vision and robot reasoning research at Stanford, SRI, and
University of Michigan.

d. Laser Anthropomorphic Measurement System (P.E. 61102F/

77552301) addresses volumetric and reach-envelope dynamics on astronauts
and space-related objects in space shuttle and ground environments.

B. US ARMY PROGRAMS

The Army has interest in a wide range of artificial intelligence and
robotics technologies. The primary focus of attention has been on robotic
vehicles in the Al (Robotics Demonstrator Program) and intelligence fusion
in the A1l Source Analysis System (ASAS) of the Joint Tactical Fusion
Program. Army programs in new generation computing technologies are
summarized below.

1. Joint Tactical Fusion Program Management Office

a. (P.E. 64321A D926) The Army is the lead service for this
joint Army-Air Force program developing an all-source intelligence
correlation and sensor managerent system. Al will play a crucial role and
research is being conducted in expert systems, reasoning under
uncertainty, knowledge representation, and distributed control structures.

b. Advanced simulation techniques are also being developed in
support of the ASAS. Artificial intelligence techniques will be

incorporated into the MARK 111 TACSIM to produce an intelligent battle
simulation capability (P.E. 64321A D396).

N-6
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G oot s tne Ao ofY,rtoen building an autonomous
robo 10 yeno Lie At et oot the AlMRoiatics Demonstrator Program (PLE.
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reacriag iroc owoetoal daty, nayodathen, and automated planning.  This
twooyear ooanrat o 1e roonpodyce a proutotype vehicle capable of negotiating
tervait . aeodrag obiregles, ard recegnizing other vehicles,

w. sl . Manpiryg and Geodesy Program (P.E. 62707 ABSS)
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apiliiations, Moo is working on manipulator design and Al applications to
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b. Integration of Al and robotics for intelligent turret
control (P.E. 62617 AH19).

) c. Robotic decontamination of major equipment (P.E. 62622
A552).

d. Army Control Environment (ACE) using Al techniques in
developing surrogate players for Command Post Exercises.

7. Belvoir Research and Development Center (BRADC)

a. Al will be used to support inventory, prioritization,
supply distribution, and decision making in support of the BRASS 2000
Demonstrator (P.E. 627333 AH20).

b. Cevelopment of a route planner, navigator, and pilot for
autonomous tracked vehicle navigation.

C. Exploiting imagery interpretation technigues for
identification of minefields from sensor imagery from RPV's,

d. Development of a Robotic Heavy Lift Manipulator as an
example of Robotic construction equipment.

e. Examination of a Robotic Countermine System and decision
support systems for countermine modelling information.

8. Harry Diamond Laboratories (HDL)

a. Information processing for multiple sensor data, optimized
data flow, and decision making.

b. New hardware and software concepts for rational, creative
machines.

¢c. Automatic extraction of information from electronic signals
in support of ISTAC including real-time sensor fusion (P.E. 61102 AH44).

9. Electronic Warfare Laboratory (EWL)

Primary Al emphasis is on automatic sorting, identification, and
classification of communications signals using GUARDRAIL as a research
vehicle (P.E. 62715 AQ42).

10. Missile Command (MICOM)

a. Robotic manufacturing cells for fabricating missile parts
(P.E. 62303 A214).
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b. Investigation of image understanding algorithms for use
with IR sensors for autonomous target acquisition ?P.E. 61102 ANAS).

C. Photonic computers to support ultra-high speec processing
for brilliant munitions (P.E. 61102 AH49).

11. Signal Warfare Laboratory (SWL)

Expert system providing signal analysis expertise to analysts in
the field. Methods of knowledge-representation for multi-sensor
integration (P.E. 61102 AH40).

12. Army Medical R&D Command

Development of a personal monitor to sense and transmit vital
signs of soldiers on the battlefield to medics in field hospitals (F.L.
62772 AB74).

13. Army Research Institute (ARI)

The ARI is participating in the Al/Robotics Demonstratcr program
in developing a maintenance tutor, an expert system for teaching
maintenance, and trouble-shooting the I-HAWK missile system (P.E. 62722
A791).

14. Aviation Systems Command (AVSCOM)

a. AVSCOM is coordinating the Advanced Rotorcraft Technology
Integration Program (ARTI) which will exploit new-generation technology in
the design of an advanced light helicopter family (P.E. 63220A D325). The
major component is the Airborne VHSIC application processor which will
form the core of the mission equipment package and advanced avionics for
single crew-member operations.

b. Other work includes the Speech Command Auditory Display
System (SCADS) and Voice Interactive System Technology Avionics (ViSTA) as
applications of speech recognition.

15. Night Vision Electro-Optics Laboratory (NVEOL)

a. Intelligence Surveillance and Target Acquisition Courrelator
(ISTAC) for real-time fusion and C2 (Advanced Concepts Team Progran.).

b. Bandwidth Reduction Intelligent Target Traching (BRITT)
aims for a 1000:1 reduction using Al.

C. A mini-VHSIC program incorporating generic electro-optical

processing architectures which could support Al software (P.E. 62709
DHO% ).

N-9
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16. Army Research Office (ARQ)

Robotics research programs of the ARQ include (P.E. 61101 BH57):

a) Configuration synthesis and approximate motion programming
of robot manipulators.

b) Theories of kinematic and dynamic analysis of high-speed,
intermittent motion mechanisms.

c) Dynamics of an ensemble of flexible links.

d) Center of excellence for Al and Robotics.

C. US NAVY PROGRAMS

The Navy has been investigating a wide range of Al technologies and

applications. Approximately 100 such efforts have been identified and are
summarized below.

1. Office of Naval Research (ONR)

Point of Contact: DOr. Paul Schneck, Code 433

The ONR has been responsible for about one-fourth of the Navy's
Al-related programs. ONR 6.1 activities have involved research in basic
technologies and have been conducted by colleges and universities. ONR
6.2 activities have involved Navy Labs, focusing on the Al Center at NRL.
The NRL efforts are described elsewhere in this document. Major areas of
6.1 investigation have included the following.

a. Distributed systems/parallel processing architectures have
been investigated in efforts such as Parallel Computing Theory (P.E.
61153N) and Research in Distributed Al Techniques and Systems.

b. The reasoning process has been studied and implemented in
Al systems in programs such as Knowledge-Based Problem Solving (P.E.
61153N) and Automatic Induction of Judgement Rules.

c. Natural lLanguage Understanding by Computers (P.E. 61153N),
Semantic Modeling (P.E. 61153N), and other efforts have contributed to
advances in natural language understanding by machines.

d. Mechanisms for acquisition of knowledge by Al systems have
been studied and developed in Automated Knowledge Acquisition and
Representation, Integrating Multiple Knowledge Representations and

Learning Capabilities in an Expert System (P.E. 61153N), and other
projects.
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€. Other 6.1 efteorts soonsored by ONR include:

- Personalized Graphics Systems for Automated
Maintenance,

- Robotics Technoleogy for Military Applications,

- Automatized Computer Understanding and Solving of Word
(Textual) Problems,

- Intelligent Software Engineering Tool for Computer
Program Development and Maintenance (P.E. 61153N),

- Automated Planning Methods, and

- Connection machine Models of Learning and Memory.

2. Naval Surface Weapons Center (NSWC)

Point of Contact: D. L. Lave

a. The primary areas of investigation at NSWC have been
decision aids and expert systems for battle management and track
recognition. Programs in these areas have included increased Tracking
Accuracy for Fire Control and Other Applications, Adaptive Doctrine
Management, Heuristic Systems for Target Detection from Track and
Surveillance Data, and Application of Al to Combat Direction Systems.

b. NSWC was responsible for Development of Methods for Natural
Language Communication with Computers (P.E. 61152N). The program has
addressed both written and spoken language.

c. The Electro-Optics Branch of NSWC has been responsible for
an effort to investigate Computer Vision. A general approach for
processing video signals in real time was examined.

d. Another NSWC effort has been the development of an expert
system for missile maintenance.

3. Naval Ocean Systems Center (NOSC)

Points of Contact: Dennis McCall, Robert Bechtel, Robin
Dillard.

a. A large portion of NOSC programs have investigated
information fusion and decision aids for battle management. These efforts
have included €3 System Theory (P.E. 61153N), Al Applications to Naval
Fleet Defense 1n an EW Environment, and Tactical Situation Assessment
(P.E. 62721N).

L. NOSC's investigations into natural language understanding
have included the Naval Oriented Message Analyzer and Disambiguator
(NOMAD) (P E. €1153N) and Vocabularity Extensibility (VOX/NOMAD) (P.E.
627110).
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c. NOSC has also conducted an Autonomous Vehicle Program,
started development of a Protocol Learning System (P.E. 62721N) for
acquisition of expertise from domain experts, and investigated Confidence
Mechanisms for Expert Systems (P.E. 61152N).

4. Naval Underwater Systems Center (NUSC)

Points of Contact: P. H. Hawkes, E. A. DeGregorio, V. P,
Bailey, and A. H. Siiva.

a. NUSC has sponsored several programs to develop decision
aids for battle management. Some of these are Information Management for
Surface Ship Sonar Suites (P.E. 61152N), and Decision Support for
Submarine Combat Systems Management.

b. The Automated Passive Sonar (P.E. 62711) and Application of
Al to Signal Processing for Performing IR Detection/Classification are two
of NUSC's efforts related to advanced signal processing and target
recognition.

c. NUSC has also investigated speech and natural language
through such programs as Man-Machine Audio Communications in ASW Combat
Control (P.E. 61152N), and Cybernetics in Underwater Combat Control (P.E.
62633N).

d. NUSC has also developed Interactive Videodisc Technology in
ASW Combat Control (P.E. 62766N).

5. Naval Research Laboratory (NRL)/Navy Center for Applied Research
in Artificial Intelligence (NCARAI)

Point of Contact: J. E. Franklin.

a. NCARAI has applied and developed Al technology for many
applications. These efforts have included Expert Sytems, Natural
Language, and Distributed Problem Solving (P.E. 62721N).

b. Other 6.2 tasks sponsored by NRL include:

- Naval Warfare Planning/Adaptive Contro,

- Decision Aid Technology,

- Decision Aids for Marine Corps Weapon Allocation, and
Expert Systems for Maintenance and Troubleshooting.

c. NCARAI has budgeted over $4M (1982-1987) for purchase of
capital equipment such as VAX computers and LISP personal computers.




E 6. Naval Training Equipment Center (NTEC)

(
! Points of Contact: R. Ahlers, G. Ricard, D. Norman,

a. NTEC's primary emphasis has been on the application of
expert systems to training. These efforts have included Intelligence
Training Devices (P.E. 62757), Adaptive Part-Task Training (P.E. 63733),
'i and Individual Adaptive Training Systems (P.E. 63733).

b. NTECX has also investigated the contribution of speech in
training systems via Voice Technology as the Instructor's Assistant (P.E.
£2757).

!. c. The acquisition and structuring of knowledge bases were
researched in Automated Knowledge Acquisition for Expert Systems (P.E.
62757).

7. Naval Personnel Research and Development Center (NPRDC)

Point of Contact: J. Hollan

a. NPRDC has developed two expert systems for training in
complex tasks: Steamer, a system to assist in propulsion engineering
instruction; and Maneuvering Board Training for ship handling in traffic.

b. The Qualitative Graphical Interfaces to Quantitative
Process Models program explored an alternative to qualitative-simulation-
based techniques of generating qualitative explanations of the behavior of
complex dynamic systems.

8. Naval Weapons Center (NWC)

Point of Contact: J. L. Hodge

NWC has applied Al technologies to target classifications and
recognition problems. Such efforts have included SAR Land and Sea Homing
(SLASH}, Harpoon Improvement - Automatic Ship Classification, and
Automatic Classification of Infrared Ship Imagery.

9. Naval Air Development Center (NADC)

Point of Contact: C. Heithecker.

NADC has led an Exploration of Al Concepts in Airborne
Information Assessment (P.E. 62721N). Research has included Al, data basv
systems, and distributed processing.
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10. Naval Air Engineering Center (NAEC)

Point of Contact: J. Kunert.

NAEC has been investigating alternate techniques using Al to
troubleshoot complex electronic equipment.

11. Navel Electronic Systems Command (NAVELEX)

Point of Contact: John Machado
a. Naval Intelligence Analyst

NAVELEX is sponsoring research toward the development of an
expert system (NAVINT using evidential reasoning for intelligence analy-
sis. The system will perform situation assessment, providing readiness,
location estimates and alerts on abnormal or unexpected behavior,

b. VvOX

NAVELEX is supporting work in natural language understand-
ing at NOSC and UC Irvine. This project (VOX) is to achieve understanding
computer English like messages through phrasal analysis.

c. €3 Systems Theory

NAVELEX is supporting at NOSC work in data fusion. The
basic research is extending existing Al techniques into new areas to help
cope with the growth of information available to the fleet.

d. Strategic Computing

NAVELEX is acting as agent for several areas of the DARPA
Strategic Computing Program, namely: speech understanding; multiprocessor
system architecture prototypes; and Naval Battle Management expert systems
for threat analysis at the carrier group level, decision making at the

fleet command center level, and the cooperation and coordination of the
two levels.
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