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Abstract

The report deals with a tradeoff between time-to-turn and the change in specific energy during a turn of 180°, for an aircraft of high specific power. This type of aircraft possesses the capability to sustain flight at the corner velocity where the aircraft flies at maximum lift coefficient and maximum load factor simultaneously. However, the classical necessary conditions breakdown on this corner velocity arc and an additional constraint set must be defined to determine the optimal control histories. The report first defines the necessary conditions for a generic optimal control formulation with two state-dependent inequality constraints and then applies the formulation to a high specific power aircraft problem. The result is a three-point boundary value problem including a discontinuous interior corner time at the beginning of sustained corner velocity flight. All state and costate derivatives and end conditions are presented with numerical methods for determining minimum time, maximum energy and maximum energy gradient solutions. Anticipated results are provided for the formulations beginning at initial conditions both above and below the corner velocity. Results are presented for the minimum time solution only. Recommendations for further work in this same area are also provided.
HIGH SPECIFIC POWER AIRCRAFT TURN MANEUVERS: TRADEOFF OF TIME-TO-TURN VERSUS CHANGE IN SPECIFIC ENERGY

I. INTRODUCTION

Since World War I, great strides have been made in the field of energy management of combat aircraft. Most of the presently used tactics were developed during the early portion of this century, but their detailed explanation and simulation has only been accomplished in the past 25 years. As more progress is made in aircraft design and capabilities, new avenues of research in energy management are opened for examination.

Much work has been done in the areas of fuel and energy management for fighter aircraft of the 1960's thru 1970's vintage, particularly the area of minimum time-to-turn. In research of any particular aircraft's minimum-time turn performance, a solution is sought whereby the angle of attack, bank angle and throttle histories create an exchange of potential and kinetic energy to produce the highest turn rate possible at all points in time. For every aircraft, there is a velocity which is a function of altitude, at which the maximum possible turn rate occurs. It is that airspeed at which maximum lift coefficient and maximum load factor occur simultaneously and it is known as the corner velocity. Beginning at a particular initial airspeed and altitude, flying as close as possible to this velocity at all times gives the minimum time turn for that aircraft.
Historically, aircraft have possessed excessive weight and induced drag and insufficient thrust to sustain flight at their corner velocities although they can instantaneously pass through this condition during a maximum performance maneuver. However, as technology advances, lighter, more aerodynamically efficient aircraft with increased thrust are developed which can more closely approximate sustained corner velocity flight.

In the near future, fighter aircraft may produce more than the minimum required specific power to sustain corner velocity flight and will be able to achieve the maximum possible turning rate at less than maximum throttle setting. Should this capability exist for a particular aircraft, it would be of interest to examine the tradeoff between time allotted to complete a 180° velocity vector heading change and the resultant specific energy change at the end of the turn, for turns that begin both below and above the corner velocity. The examination of this tradeoff and the set of optimal control histories which produce it is the objective of this thesis.

This work is an extension of the work done by Humphreys (Ref 5) and Anderson (Ref 1). In this effort, the aircraft model of Humphreys and the kinematic optimal control equations developed by Anderson are blended with desired initial and final flight conditions to form a
pair of Three Point Boundary Value Problems (TPBVP); one for minimum time (free final time) and one for maximum energy gain (fixed final time). From these formulations, the tradeoff is determined.
II. Statement of the Problem

Connection of Energy and Time in a Turn

As stated in the introduction, the objective of this thesis is to examine the tradeoff between time to complete a 180° velocity vector heading change and the resultant specific energy change from the beginning of the turn to the end. Therefore, the tradeoff criterion between energy and time must be defined.

The total energy of an aircraft is the sum of its potential and kinetic energy components and can be stated as:

\[ E_T = mgh + \frac{1}{2}mV^2 \]  

which has units of foot-pounds. The specific energy, or the energy altitude of an aircraft is the total energy per pound of aircraft weight and can be expressed as:

\[ E = h + \frac{V^2}{2g} \]  

which has units of feet. If an aircraft begins a turn with some initial specific energy, \( E_i \), the effects of climbing and diving, drag and thrust application will transition the initial aircraft energy state to a final energy state, \( E_f \), in a time, \( t_f \).

For a minimum time turn, energy is sacrificed for the sake of continuous maximum turn rate. In this case, the final energy \( E_{\text{min}} \) will be the lowest final energy of any
of the turns to be examined and it will occur at a time \( t_{\text{min}} \), the minimum time to turn to the final conditions. If the time allotted to turn is increased to \( t_f > t_{\text{min}} \), then the opportunity exists to perform the same turn in a more energy conscious manner and therefore, \( E_f > E_{\text{min}} \). The more time allotted for the turn, the more energy can be conserved or gained.

**Definition of the Tradeoff**

It is postulated that a final specific energy, \( E_{\text{trade}} \), occurring at a final time \( t_{\text{trade}} \) will maximize the specific energy gradient defined as:

\[
E_G = \frac{E_f - E_i}{t_f}
\]  

(2-3)

\( E_{\text{trade}}, t_{\text{trade}} \) and \( E_{G_{\text{max}}} \) can be graphically or numerically determined by a line, emanating from \( E_i \) at \( t=0 \) being placed tangent to a final specific energy versus final time plot. This is qualitatively shown in Fig 2-1. An additional method for determining \( E_{G_{\text{max}}} \) is to plot the energy gradient versus final time and pick the maximum value. This can be seen from Fig 2-2.

The determination of \( t_{\text{trade}}, E_{\text{trade}} \) and therefore \( E_{G_{\text{max}}} \) for turns beginning at equal specific energy states, both below and above the corner velocity, is the goal of this effort. This could be done using a single problem formulation, such as maximize \( E_G \), instead of
Figure 2-1. Final Specific Energy vs. Time-to-Turn depicting the Maximum Energy Gradient
Figure 2-2. Specific Energy Gradient vs. Time-to-Turn depicting $E_{G_{\text{max}}}$
defining a minimum time turn and several maximum energy turns, but it would not be as useful a result for comparative purposes as the formulation chosen. This method unambiguously determines the time-energy tradeoff.
III. Generic Optimal Control Formulation

The system to be optimally controlled will be represented by the dynamic differential system (Ref 1)

\[ \dot{x} = f(x, u, t) \]  
(3-1)

with initial and final time conditions

\[ x(t_0) = x_0, \quad K[x(t_f), t_f] = 0 \]  
(3-2)

Both \( x \) and \( \dot{x} \) are n-dimensional state vectors, \( u \) is an m-dimensional control vector, \( K \) is an s-dimensional vector of final conditions and \( t \) represents time. The problem objective is to transfer the system from the initial conditions to the final conditions while minimizing the Bolza form payoff function

\[
J = G[x(t_f), t_f] + u^T K[x(t_f), t_f] \\
+ \int_{t_0}^{t_f} [F(x, u, t) + \lambda^T (f - \dot{x})] dt
\]  
(3-3)

\( G \) is a scalar function of final time and final time state conditions and \( F \) is a scalar integral function subject to state and control values and time. The vector \( u^T \) is an s-dimensional constant Lagrange multiplier vector, and \( \lambda^T \) is an n-dimensional Lagrange multiplier costate vector otherwise known as the influence function vector. The Hamiltonian is expressed as:

\[ H(x, u, t) = F(x, u, t) + \lambda^T f(x, u, t) \]  
(3-4)
The control vector, \( u \), is subject to both non-state-dependent and state-dependent inequality constraints. The non-state dependent constraints do not affect the control formulation, only the control vector bounds. They will be considered separately in section 4. For the class of problems discussed here, it is postulated that the \( i \)th element of the control vector is subject to two state-dependent inequality constraints

\[
C_1(x, u_i, t) \leq 0, \quad C_2(x, u_i, t) \leq 0
\]  

(3-5)

Adjoining these constraints to the Hamiltonian, it becomes

\[
H = F(x, u, t) + \lambda^T f(x, u, t) + \mu_1 C_1(x, u_i, t) + \mu_2 C_2(x, u_i, t)
\]  

(3-6)

where \( \mu_1 \) and \( \mu_2 \) are scalar Lagrange multipliers. The conditions on \( \mu_1 \) and \( \mu_2 \) are

\[
\mu_j = 0 \text{ if } C_j(x, u_i, t) \leq 0 \quad j=1,2
\]

(3-7)

\[
\mu_j \neq 0 \text{ if } C_j(x, u_i, t) = 0
\]

if, and only if, both \( C_1 \) and \( C_2 \) are not both zero simultaneously. If only one constraint is zero at any time, applying the Euler-Lagrange optimality condition,

\[
H_u = 0
\]  

(3-8)

produces the impulse response functions and the non-zero value of \( \mu_j \) can be found from the relationship
However, if both state-dependent inequality constraints are zero simultaneously, Eq (3-9) becomes

\[ H_{ui} = F_{ui} + \lambda^T f_{ui} + \mu_j C_{jui} = 0 \quad j = 1,2 \quad (3-9) \]

as Eq (3-10) is the only equation which yields values for \( \mu_1 \) or \( \mu_2 \), unique solutions for \( \mu_1 \) and \( \mu_2 \) cannot be obtained with one equation and two unknowns, and alternate solution must be sought.

The solution selected is to form a new state dependent equality constraint from both \( C_1 \) and \( C_2 \) simultaneously equaling zero (Ref 1:182, 2:2247, 3:117). This new constraint has the form

\[ S(x,t) = 0 \quad (3-11) \]

However, this constraint is not explicitly a function of the control vector and the optimal controls cannot be found from this expression. Using the techniques of (Ref 3:118), it is found that the \( q^{th} \) time derivative of Eq (3-11) produces a constraint containing elements of the control vector. This new constraint

\[ g(q)(x,u,t) = 0 \quad (3-12) \]

is known as a singular arc and may now be adjoined to Eq (3-6) to form the new Hamiltonian
\[ H = F(x,u,t) + \lambda^T f(x,u,t) + \mu_1 C_1(x,u_1,t) \\
+ \mu_2 C_2(x,u_1,t) + \mu_3 S(q)(x,u,t) \quad (3-13) \]

For this new formulation, it should be understood that Eqs (3-7) are still valid if only one constraint is zero at a time. If both \( C_1 \) and \( C_2 \) are zero simultaneously, then Eq (3-11) is satisfied and \( \mu_1 \) and \( \mu_2 \) are defined to both be zero. The unique value for \( \mu_3 \) is determined by applying Eq (3-8) to Eq (3-13) which produces

\[ H_u = F_u + \lambda^T f_u + \mu_3 S_u(q) = 0 \quad (3-14) \]

In addition to the singular arc constraint, \( q \) interior point constraints have been generated which must be adhered to at the beginning and end of the arc, and are represented in vector form as

\[ M = [S, \dot{S}, \ldots, S(q-1)] = 0 \quad (3-15) \]

The Hamiltonian, \( H \), and the costate variables, \( \lambda^T \) are discontinuous at the beginning of the arc, but continuous at the end (Ref 2:2248). If the discontinuity, or corner, happens at time \( t_c \), then the shifts in the values of \( H \) and \( \lambda^T \) are the differences between their values just before and after \( t_c \) and can be expressed as

\[ H(t_c^-) = H(t_c^+) - \eta^T M_t \quad \text{at} \quad t = t_c \quad (3-16) \]

\[ \lambda^T(t_c^-) = \lambda^T(t_c^+) + \eta^T M_x \quad \text{at} \quad t = t_c \quad (3-17) \]

where \( \eta^T \) is a \( q \)-dimensional constant Lagrange multiplier.
The values of $\eta^T$ are found by simultaneously solving Eq (3-16) and Eq (3-17).

In summary, given the system and conditions of Eqs (3-1) and (3-2), the payoff function of Eq (3-3) becomes

$$J = G + v^T K$$

$$+ \int_0^T \left[ P + \lambda^T (f - \dot{x}) + \mu^T (C_1, C_2, S(q)) \right] dt \quad (3-17)$$

and the Hamiltonian is expressed by Eq (3-12). The optimal controls are found by applying Eq (3-8) to Eq (3-13) subject to the constraints of Eqs (3-7), those following Eq (3-13), and insuring satisfaction of the Legendre-Clebsch condition

$$H u^T u \geq 0 \quad (3-18)$$

The costate differential equations equal $-H_x$ and are

$$\dot{\lambda}^T = -(F_x + \lambda^T f_x + \mu_1 C_{1x} + \mu_2 C_{2x} + \mu_3 S_x(q)) \quad (3-19)$$

Application of the transversality conditions yield the final time values of the costates and Hamiltonian to be

$$\lambda^T(t_f) = G_x \left[ x(t_f), t_f \right] + v^T K_x \left[ x(t_f), t_f \right] \quad (3-20)$$

$$H(t_f) = -G_t \left[ x(t_f), t_f \right] - v^T K_t \left[ x(t_f), t_f \right] \quad (3-21)$$

which completes formation of the three point boundary value problem (TPBVP). Eq (3-21) applies only to the free final time problem. The interior point constraints of Eq (3-15) and the corner discontinuities of Eq (3-16)
and Eq (3.17) must also be satisfied when switching onto or off of the singular arc of Eq (3.12) at the corner time, $t_c$. 
IV. Specific Optimal Control Formulation

Point Mass Aircraft System Definition

To satisfy Eq (3-1), the aircraft for both minimum time and maximum final energy turn problems will be represented by the following point mass equations of motion (Ref 12)

\[
\begin{align*}
\dot{x} &= v \cos \gamma \cos \psi \\
\dot{y} &= v \cos \gamma \sin \psi \\
\dot{h} &= v \sin \gamma \\
\dot{\psi} &= g \left[ \frac{T - D}{W} - \sin \gamma \right] \\
\dot{\gamma} &= g \left[ \frac{L}{v W} \cos \phi - \cos \gamma \right] \\
\dot{\phi} &= g \left[ \frac{L}{v \cos \gamma W} \sin \phi \right]
\end{align*}
\]

The variables \(x\), \(y\) and \(h\) form the three axis position, \(v\) is velocity, \(\gamma\) is the flight path angle and \(\psi\) is the heading angle. \(T\) is the constant maximum available thrust, \(D\) is drag, \(L\) is lift, \(W\) is a constant weight and \(g\) is the acceleration of gravity. The expressions for lift and drag are

\[
\begin{align*}
L &= \frac{1}{2} \rho_o \sigma v^2 A \frac{C_L}{2} \\
D &= \frac{1}{2} \rho_o \sigma v^2 A (C_{D_0} + k C_L^2)
\end{align*}
\]

where \(A\) is the reference wing area, \(C_L\) is the lift coefficient, \(C_{D_0}\) is the zero lift drag coefficient and \(k\) is the induced drag parameter. The parameter \(\rho_o \sigma\) is the exponential air density expression.
\[ \rho_0 \sigma = \rho_0 e^\beta (h-h_D) \]  

(4-3a)

where \( \beta \) is a constant and \( h_D \) is the minimum altitude of interest. Least squares curve fits to data from atmospheric tables (Ref 8) produce

\[
\begin{align*}
\rho_0 \sigma_T &= 0.0023769 e^{\frac{30477}{h}} \\
\rho_0 \sigma_S &= 0.00072736 e^{\frac{20953}{h-36089}}
\end{align*}
\]

(4-3b)

(4-3c)

Where Eqs (4-3b) and (4-3c) represent the troposphere and stratosphere respectively. For this exercise, only Eq (4-3b) will be employed due to the altitudes at which the aircraft maneuvers will be examined.

The control vector is

\[
u = \begin{bmatrix} \phi & C_L & \pi \end{bmatrix}
\]

(4-4)

where \( \phi \) is the bank angle, \( C_L \) is the lift coefficient and \( \pi \) is the throttle setting. The constraints on the control vector are

\[
\begin{align*}
-180^\circ & \leq \phi \leq +180^\circ \\
C_1 &= (C_L - C_{L_{\text{max}}}) \leq 0 \\
C_2 &= \frac{(C_L - 2N_{W_{\text{max}}})}{\rho_0 v^2 A} \leq 0 \\
C_3 &= C_L \geq 0 \\
-0.5 & \leq \pi \leq 1.0
\end{align*}
\]

(4-5a)

(4-5b)

(4-5c)

(4-5d)

(4-5e)

where \( C_{L_{\text{max}}} \) is the maximum aerodynamic lift coefficient and \( N_{\text{max}} \) is the maximum allowable normal load factor.
From Eq (4-3) it is seen that the bank angle is unbounded, the lift coefficient must always be greater than zero, less than both the maximum aerodynamic lift coefficient and that for achieving maximum load factor and the throttle setting may vary from half reverse thrust to full forward thrust settings.

**High Specific Power Aircraft - Corner Velocity Constraint**

If both Eqs (4-5b,c) are simultaneously zero, Eq (3-11) is formed and is

\[ S(x,t) = \sigma V^2 - \frac{2WN_{max}}{\rho_0AC_{L_{max}}} = 0 \]  

(4-6)

This expression must be satisfied if sustained maximum turn rate flight at the corner velocity is to be part of the optimal trajectory. However, it is readily seen that Eq (4-6) is not explicitly a function of any control and therefore successive time derivatives must be taken until Eq (3-12) is formed. This equation is

\[ \dot{S}(x,t) = V^2 \sigma_0 \dot{h} + 2 \sigma V \dot{V} = 0 \]  

(4-7)

Substitution of Eq (4-lc,d) into Eq (4-7) and rearranging the resultant expression yields

\[ \dot{S}(x,u,t) = g \left[ \frac{T \pi - D}{W} - \sin \gamma (1 - \beta V^2) \right] = 0 \]  

(4-8)

This expression is a function of throttle setting and lift coefficient and satisfies the requirements of Eq (3-
Therefore, only one interior point constraint exists, Eq (4-6), and Eq (3-15) becomes

\[ M = S(x,t) - \sigma \gamma^2 - \frac{2 \omega_{\text{max}}}{\rho_0 \text{A}_{\text{CL max}}} = 0 \quad (4-9) \]

The Hamiltonian of Eq (3-13) can now be formed and is

\[ H = \lambda_x \dot{x} + \lambda_y \dot{y} + \lambda_h \dot{h} + \lambda_v \dot{v} + \lambda_g \dot{g} + \lambda_\psi \dot{\psi} \]

\[ + \mu_2 g \left( \frac{T}{W} - N_{\text{max}} \right) + \mu_3 g \left[ \frac{T \pi - D}{W} - \sin(1 - \beta \gamma^2) \right] \quad (4-10) \]

For this type of aircraft problem, there is no integral function \( F(x,u,t) \) and the constraint \( C_1 \) of Eq (4-5b) is not state dependent and need not be adjoined to the Hamiltonian. Neither \( M \) nor \( H \) is explicitly a function of time and therefore from Eq (3-16) it is seen that

\[ M_t \bigg|_{t=t_c} = 0 \quad \therefore \quad H(t_c^-) = H(t_c^+) \quad (4-11) \]

\[ H_t = 0 \quad \therefore \quad H(t_o) = H(t_c) = H(t_f) = \text{constant} \quad (4-12) \]

Recalling Eq (3-17) and applying Eq (4-9), it is seen that only \( \lambda_h \) and \( \lambda_v \) will have interior point discontinuities which are

\[ \lambda_h(t_c^-) = \lambda_h(t_c^+) + \eta \beta \sigma \gamma^2 \quad (4-13a) \]

\[ \lambda_v(t_c^-) = \lambda_v(t_c^+) + 2 \eta \sigma \gamma \quad (4-13b) \]

Upon substitution of Eq (4-13) into Eq (4-11) it is found that
Resubstitution of Eq (4-14) into Eq (4-13) produces

\[ \lambda_h(t_c^-) = \lambda_h(t_c^+) - \frac{\lambda_v(t_c^+)b^V}{2} \] (4-15a)

\[ \lambda_v(t_c^-) = 0 \] (4-15b)

The discontinuity in \( \lambda_v \) and the dependence of \( \lambda_h(t_c^-) \) on \( \lambda_v(t_c^+) \) makes forward integration of the differential equations impossible and backward integration from the final conditions to the initial conditions is required. This will be discussed in Sec 5.

**Optimal Controls**

The optimal controls are defined by applying the Euler-Lagrange condition, Eq (3-8) and the Legendre-Clebsch condition, Eq (3-18) to the Hamiltonian of Eq (4-10). To find the optimal bank angle, \( \phi \), two equations must be satisfied. They are

\[ H_{\phi} = \lambda_{\phi} \frac{q}{V} \frac{L}{W} (-\sin \phi) + \frac{q}{V \cos \gamma} \lambda_{\phi} \frac{L \cos \phi}{W} = 0 \] (4-16a)

or

\[ H_{\phi} = -\lambda_{\phi} \sin \phi + \lambda_{\phi} \frac{\cos \phi}{\cos \gamma} = 0 \] (4-16b)

and

\[ H_{\phi} = -\lambda_{\phi} \cos \phi - \lambda_{\phi} \frac{\sin \phi}{\cos \gamma} \geq 0 \] (4-17)

In order for both of these conditions to be satisfied simultaneously, the only solution is

\[ \cos \phi = -\frac{\lambda_{\phi}}{\sqrt{\lambda_{\phi}^2 + \left(\frac{\lambda_{v}/\cos \gamma}{\cos \gamma}\right)^2}} \]

\[ \sin \phi = -\frac{\lambda_{\phi}/\cos \gamma}{\sqrt{\lambda_{\phi}^2 + \left(\frac{\lambda_{v}/\cos \gamma}{\cos \gamma}\right)^2}} \] (4-18)
Upon substitution of the non-unique $\cos\phi$ and $\sin\phi$ expressions into Eq (4-17) it is seen that

$$H_{\phi} = \sqrt{\lambda_{y}^{2} + \left(\frac{\lambda_{\phi}}{\cos\gamma}\right)^{2}} \geq 0$$  \hspace{1cm} (4-19)$$

thus insuring a minimizing control at all times. Eq. (4-18) will produce the optimal bank angle history.

To define the optimal lift coefficient, again two conditions must be adhered to. They are

$$H_{CL} = -q\lambda_{y}D_{CL} + q\lambda_{y}L_{CL}\cos\phi + \frac{q\lambda_{\phi}}{WV}\cos\rho L_{CL}\sin\phi$$

$$+ \frac{2}{W \mu_{2}L_{CL}} - \frac{2}{W \mu_{3}D_{CL}} = 0$$  \hspace{1cm} (4-20)$$

$$H_{CLCL} = -\frac{q}{W \lambda_{y}D_{CL}L_{CL}} - \frac{q}{W \mu_{3}D_{CL}L_{CL}} \geq 0$$  \hspace{1cm} (4-21)$$

Rearranging and substituting Eq (4-17) yields

$$H_{CL} = -(\lambda_{y} + \mu_{3})D_{CL} - \frac{H_{\phi} - \mu_{2}}{V}L_{CL} = 0$$  \hspace{1cm} (4-22)$$

and

$$H_{CLCL} = -(\lambda_{y} + \mu_{3})D_{CL}L_{CL} \geq 0$$  \hspace{1cm} (4-23)$$

For an interior $CL$ control which is within the constraints of Eqs (4-5b,c,d) both $\mu_{2}$ and $\mu_{3}$ are zero. Therefore, Eq (4-23) states that for an optimum interior control

$$\lambda_{y} \leq 0$$  \hspace{1cm} (4-24)$$

as $D_{CL}L_{CL}$ is always positive. Eq (4-22) produces the optimum interior control
If any of the bounds of Eq (4-5b,c,d) are exceeded by Eq (4-25), $C_L$ is set to the boundary value exceeded. If maximum load factor flight occurs, Eq (4-5c) is zero, and the non-zero value of $\mu_2$ is calculated from Eq (4-22) to be

$$\mu_2 = \frac{4kWN_{\text{max}}\lambda v}{\rho_o \sigma V^2 A} + \frac{H_{\phi\phi}}{v} \quad (4-26)$$

To determine the condition of $H_{CL}$ during corner velocity flight, the throttle history must be examined first.

The two final equations which must be investigated for the optimal thrust control are

$$H_\tau = (\lambda v + \mu_3)\frac{g_T}{W} = 0 \quad (4-27)$$

and

$$H_{\tau\tau} = 0 \quad (4-28)$$

Eqs (4-27) and (4-28) demonstrate that the throttle is a singular control because it does not appear in Eq (4-27). Therefore, unless $\mu_3$ equals $\lambda v$, which can only happen during sustained corner velocity flight, the throttle setting cannot be an interior value, but must be a minimum or maximum boundary value depending upon the value of $\lambda v$. Using Eq (4-5e) and Eq(4-27) it is determined that
\pi = 1.0 \text{ for } \lambda_v < 0 \quad (4-29a)
\pi = -0.5 \text{ for } \lambda_v > 0 \quad (4-29b)

If \lambda_v equals zero, which happens as the corner velocity arc is entered as shown by Eq (4-15b), then the throttle value is determined to be

\pi = 1.0 \text{ for } \lambda_v \geq 0 \quad (4-30a)
\pi = -0.5 \text{ for } \lambda_v \leq 0 \quad (4-30b)

For flight along the corner velocity arc, the partial or interior throttle setting can be determined from Eq (4-8) to be

\pi = \frac{1}{T} \left[ \frac{D_{\max} + W \sin \gamma (1 - \beta \frac{v^2}{2g})}{2g} \right] \quad (4-31)

For this interior control to be a viable solution, from Eq (4-27), it is seen that

\mu_3 = - \lambda_v \quad (4-32)

Upon substitution of Eq (4-32) into Eq (4-22), it is determined that along the corner velocity arc

\frac{H_{CL}}{V} = - \frac{H_{\max} L_{CL}}{V} \leq 0 \quad (4-33)

as all of the components of \frac{H_{CL}}{V} are always positive. Therefore, Eq (4-33) demands that \frac{C_{L_{\max}}}{V} be the optimum \frac{C_{L}}{V} for this condition which corroborates the requirements of Eq (4-6).
Costate Differential Equations

Of the three Euler-Lagrange conditions, two have been developed; one for the state derivatives of Eqs (3-1) and (4-1) and a second, Eq (3-8), to determine the minimizing optimal controls just discussed. The third condition, Eq (3-19), deals with the costate differential system, and produces the following equations:

\[ \dot{\lambda}_x = 0 \quad (4-34) \]
\[ \dot{\lambda}_y = 0 \quad (4-35) \]
\[ \dot{\lambda}_d = \frac{g}{W} \left[ D_h(\lambda_v + \mu_3) + L_h\left(\frac{H_{ee}}{V} - \mu_2\right) \right] \quad (4-36) \]
\[ \dot{\lambda}_v = \frac{g}{W} \left[ D_v(\lambda_v + \mu_3) + L_v\left(\frac{H_{ee}}{V} - \mu_2\right) \right] \]
\[ + \frac{1}{V} (\lambda_y \dot{\psi} + \lambda_\phi \dot{\psi}) - \sin \gamma (\lambda_h + \mu_3 \beta V) \]
\[ - \cos \gamma (\lambda_x \cos \psi + \lambda_y \sin \psi) \quad (4-37) \]
\[ \dot{\lambda}_y = \sin \gamma \left[ V(\lambda_x \cos \psi + \lambda_y \sin \psi) - \lambda_y \frac{g}{V} \right] \]
\[ + \cos \gamma \left[ g \left[ \lambda_v + \mu_3 (1 - \frac{\beta V^2}{2g}) \right] - \lambda_h V \right] \]
\[ - \lambda_\phi \dot{\psi} \tan \gamma \quad (4-38) \]
\[ \dot{\lambda}_\phi = V \cos \gamma (\lambda_x \sin \psi - \lambda_y \cos \psi) \quad (4-39) \]

Aircraft Model

The coefficients used to complete the point mass aircraft model are identical to those of (Ref 5:97). The quantities in table (4-1) were used to calculate the initial altitude and airspeed values of Table (4-2).
<table>
<thead>
<tr>
<th>Name</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thrust, max</td>
<td>T</td>
<td>18,225 lbs*</td>
</tr>
<tr>
<td>Weight</td>
<td>W</td>
<td>12,150 lbs</td>
</tr>
<tr>
<td>Maximum load factor</td>
<td>Nmax</td>
<td>7.22</td>
</tr>
<tr>
<td>Reference</td>
<td>A</td>
<td>237 ft²</td>
</tr>
<tr>
<td>Wing Area</td>
<td></td>
<td></td>
</tr>
<tr>
<td>zero lift drag coefficient</td>
<td>C₀</td>
<td>0.02</td>
</tr>
<tr>
<td>induced drag coefficient</td>
<td>k</td>
<td>0.05</td>
</tr>
<tr>
<td>maximum lift coefficient</td>
<td>Cₗmax</td>
<td>1.0</td>
</tr>
</tbody>
</table>

* - This thrust corresponds to T/W = 1.5

Table 4-1. Point Mass Aircraft Model Parameters

Transversality Conditions

As stated in Sec. 3, the transversality conditions, Eqs (3-20) and (3-21), complete the formation of the TPBVP. For the minimum time and maximum energy turns to be investigated, the state dependent conditions of Eq (3-2) are as shown in Table (4-2). From that table, it is evident that for all cases examined,

\[ K \left[ x(t_f), t_f \right] = \begin{bmatrix} \gamma \\ \psi - \pi \end{bmatrix} \bigg|_{t=t_f} \quad (4-40) \]

where \( \pi \) in this case represents 180° in radians.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>End Conditions for $V_i &lt; V_c$</th>
<th>End Conditions for $V_i &gt; V_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>initial*</td>
<td>final</td>
</tr>
<tr>
<td>Down Range Distance</td>
<td>$X$</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Cross Range Distance</td>
<td>$Y$</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Altitude</td>
<td>$h$</td>
<td>25,000 ft</td>
<td>—</td>
</tr>
<tr>
<td>Velocity</td>
<td>$V$</td>
<td>527.8 fps</td>
<td>—</td>
</tr>
<tr>
<td>Flight Path Angle</td>
<td>$\gamma$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Heading Angle</td>
<td>$\psi$</td>
<td>0</td>
<td>3.14159 RAD</td>
</tr>
</tbody>
</table>

*NOTE: These initial conditions of altitude and velocity for turns beginning both above and below the corner velocity correspond to a specific energy of 29,329 ft. The corner velocity for this specific energy level is 774.8 fps at 20,000 ft. The initial conditions are equally offset from this corner velocity condition by ±5000 feet in altitude.

Table 4-2. Initial and Final Conditions for Minimum Time and Maximum Energy Problems.
Employing Eq (3-20), it is determined that

\[
\begin{bmatrix}
\lambda_x & \lambda_y & \lambda_h & \lambda_v & \lambda_v
\end{bmatrix}
\begin{bmatrix} t \to t_f \end{bmatrix}
= \begin{bmatrix} 0 & 0 & G_h & G_v & \nu_1 & \nu_2 \end{bmatrix}
\tag{4-41}
\]

which are not a function of the state final conditions, \( K \). This result holds for all three problem formulations. It is noted that from Eqs (4-34), (4-35) and (4-41) that \( \lambda_x \) and \( \lambda_y \) are always zero, have no effect upon the problem solutions and may be eliminated from the formulations from here on. For simplification, Eq (4-39) now becomes

\[
\dot{\lambda}_v = 0 \tag{4-42}
\]

Eq (4-41) shows that values for \( \lambda_h \) and \( \lambda_v \) at the final time can be explicitly calculated, but values for \( \lambda_y \) and \( \lambda_v \) must be judiciously selected. No additional help can be provided for selecting initial guesses for the finals values of \( \lambda_y \) and \( \lambda_v \) for a fixed final time problem; only that they together must generate a feasible final time bank angle.

However, for both free final time problems, using Eqs (3-13), (3-21), (4-8), (4-40) and (4-41), it can be shown that at \( t = t_f \)

\[
\lambda_y \dot{\gamma} + \lambda_v \dot{\psi} + G_{tf} = 0 \tag{4-43}
\]

As noted in (Ref 1:183), when a singular arc of this type is part of the optimal trajectory, the trajectory terminates on the arc. This is helpful for two reasons:
1) the final velocity is the corner velocity and 2) the final load factor is maximum allowable load factor. Upon substitution of these two facts plus Eqs (4-16,17), (4-19) and quantities from table (4-2), it is seen that

\[
\frac{qN}{V} \sqrt{\lambda_y^2 + \lambda_\phi^2 + \frac{\lambda_y g}{V} - G_{tf}} = 0 \quad (4-44)
\]

With one equation and two unknowns, one variable must be selected. To help make the best selection, two observations can be made: 1) based on Eq (4-40) a positive, right turn must be executed and 2) from Eqs (4-18) and (4-18), a negative value of \( \lambda_\phi \) must exist to insure a right turn. Therefore, \( \lambda_y \) shall be selected and \( \lambda_\phi \) calculated from the relationship

\[
\lambda_\phi = -\sqrt{\left(\frac{V}{qN}\right)^2 \left(G_{tf} - \frac{g}{V} \lambda_y\right)^2 - \lambda_y^2} \quad (4-45)
\]

To insure that a negative radical is not chosen \( \lambda_y \) is limited by solving Eq (4-44) for \( \lambda_y \) and substituting \( \lambda_\phi = 0 \). The result is

\[
-G_{tf} \frac{V}{g} \left[\frac{N+1}{N^2-1}\right] \leq \lambda_y \leq G_{tf} \frac{V}{g} \left[\frac{N-1}{N^2-1}\right] \quad (4-46)
\]

It is of interest to plot Eq (4-44) to aid in selecting a reasonable bank angle at the final time. Fig 4-1 is plotted as an example for a minimum time-to-turn problem.
Figure 4-1. Minimum Time Final Velocity Contour Plot for selection of $\lambda_\gamma$ and $\lambda_\phi$. 
(G_{tf}=1) for final velocities of 500, 750 and 1000 fps. As seen in the figure, there is a locus of maxima for all velocities which is a straight line. Solving Eq (4-44) for the value of \( \lambda_y \) which maximizes \( \lambda_y \) yields.

\[
\lambda_y = \frac{-V}{g(N^2-1)} \quad \lambda_y^{\text{max}} = \frac{-V}{g\sqrt{N^2-1}}.
\]

The values of Eq (4-47) in turn yield

\[
\tan \phi = \sqrt{N^2-1}
\]

which is the tangent of the bank angle for a level coordinated turn at the final time. Note that the locus plotted corresponds to 82° of bank for 7.22g's only. Therefore, choosing combinations of \( \lambda_y \) and \( \lambda_y^{\text{max}} \) above the locus will cause the aircraft to pitch up at \( t_f \) and combinations below it will cause a pitch down. A similar plot can be generated for any other free final time problem.

In summary, the costate final conditions are stated as follows:

a) minimum time

\[
G = t_f \quad \lambda = \begin{bmatrix} 0 & 0 & 0 & 0 & \lambda_y & \lambda_y \end{bmatrix} \quad (4-49)
\]

b) maximum energy

\[
G = E_i - E_f \quad \lambda = \begin{bmatrix} 0 & 0 & -1 & -\frac{V}{g} & \lambda_y & \lambda_y \end{bmatrix} \quad (4-50)
\]
c. maximum energy gradient

\[ G = \frac{E_i - E_f}{t_f} \quad \lambda = \begin{bmatrix} 0 & 0 & -1 & -V & \lambda_h & \lambda_v \end{bmatrix} \]  \hspace{1cm} (4-51)

Substitution of table 4-1 quantities into Eq (4-6) yields

\[ V_c = 558.07 \sqrt{\frac{1}{\sigma}} \]  \hspace{1cm} (4-52)

From Eq (4-52), it is clear that the selection of a final altitude fixes the final velocity. Along with a choice for a final time, the values of \( \lambda_h \) and \( \lambda_v \) can be determined for all the problem formulations investigated.

For the selection of \( \lambda_v \) and \( \lambda_v^* \) for fixed final time problems, arbitrary numbers which generate a feasible final bank angle are the best guesses. However, for free final time problems, use Eq (4-52) for a velocity, select a final bank angle for pitch up or pitch down at \( t_f \), pick \( \lambda_v \) off of Fig 4-1 using a protractor and substitute it into Eq (4-45) to calculate \( \lambda_v^* \). This process will always insure that \( H_f + G_{tf} = 0 \). The solutions for \( \lambda_v \) and \( \lambda_v^* \) for both the high and low speed minimum time cases are plotted for reference on Fig 4-1.

Once these final conditions at \( t_f \) are established, the state and costate differential equations (4-1) and (4-34) through (4-39) can be integrated to the initial conditions at \( t_0 \). The methods of integration and search for the optimum control trajectory are covered in Sec 5.
V. Numerical Method for Solution of the TPBVP

As stated in Section 4, the dependence of $\lambda_h^-$ and $\lambda_y^-$ on $\lambda_y^+$ makes forward integration of the state and costate equations from initial to final conditions impossible. Backward integration from the final initial conditions must be employed for both minimum time and maximum energy problems.

Minimum Time-to-Turn TPBVP Solution

Given the 2n+1 dimensional final condition vector, $Z_f$, having the quantities

$$Z_f = \begin{bmatrix} X & Y & V & \gamma & \psi & \lambda_x & \lambda_y & \lambda_h & \lambda_v & \lambda_f & H \end{bmatrix}$$

$$= \begin{bmatrix} \vdots & \vdots & \vdots & 0 & 180^\circ & 0 & 0 & 0 & 0 & \nu_1 & \nu_2 \end{bmatrix}$$ (5-1)

and the 2n+1 dimensional initial condition vector, $Z_i$, having the quantities

$$Z_i = \begin{bmatrix} X & Y & h & V & \gamma & \psi & \lambda_x & \lambda_y & \lambda_h & \lambda_v & \lambda_f & H \end{bmatrix}$$

$$= \begin{bmatrix} 0 & 0 & h_i & \nu_1 & 0 & 0 & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \end{bmatrix}$$ (5-2)

two subset vectors relating final condition variables and initial condition requirements can be generated.

It can be seen from Eqs (4-1) and (4-34) through (4-39) and (4-41) that the down range and cross range variables $X$ and $Y$ and their respective influence functions $\lambda_x$ and $\lambda_y$ have no effect upon the problem solution as they are dependent variables. They can be eliminated from the solution for the sake of expediency.
It was learned from Sec 4 that a selection of the altitude at $t_f$ dictated the final corner velocity. Therefore, velocity at $t_f$ is no longer a variable. Additionally, the use of this altitude-velocity pair in concert with the requirement for $H_f + G_{tf} = 0$ allowed for the calculation of $\lambda_\psi$ at $t_f$ as a function of $\lambda_\gamma$. Now, $\lambda_\psi$ and $H_f$ are no longer variables. As this is a free final time problem with an interior time constraint, $t_f$ and $t_c$ must be added as variables to be selected before the integration is performed. The final condition variable subset vector, $z$, which will be varied to reach the initial conditions is therefore

$$z = [ h \, \lambda_\gamma \, t_f \, t_c ] \quad (5-3)$$

These four final time variables match with the four initial time requirements

$$z_i = [ h_i \, v_i \, \gamma_i \, \psi_i ] \quad (5-4)$$

After integrating from the non-optimal $z$ vector conditions at $t=t_f$ to $t=t_0$, there will be a non-zero residual miss vector $R$ formed by the difference between the initial time results and the desired conditions. $R$ is generated from $z_i$ and is

$$R = [ h-h_i \, v-v_i \, \gamma \, \psi ]_{t=t_0} \quad (5-5)$$
The objective of the TPBVP is to select the variables in Z which when integrated from \( t_f \) to \( t_0 \) drive the residual vector \( R \) to zero. In order to reduce the values in \( R \) from one iteration to the next, the direction and magnitude of the changes to the Z variable values must be determined. This can be done by solving a Taylor series expansion of \( R \) about the \( z \) vector. From (Ref 14:686), this is found to be

\[
R(z + \delta z) = R(z) + \frac{\partial R}{\partial z} \delta z + \frac{1}{2} \delta z^T \frac{\partial^2 R}{\partial z^2} \delta z + \text{Higher Order Terms} \tag{5-6}
\]

Assuming that the second and higher order terms in Eq (5-6) are negligible with respect to the first order term's influence on a solution, then the equation for change in \( R \), \( \Delta R \), due to a variation in the final time vector \( z \), \( \delta z \), is

\[
\Delta R = R(z + \delta z) - R(z) = \frac{\partial R}{\partial z} \delta z \tag{5-7}
\]

It is desirable that after a single variation of \( z \), due to an increment \( \delta z \), the term \( R(z + \delta z) \) will diminish to zero. In order for a vector \( \delta z \) to be calculated which will cause \( R(z + \delta z) \) to be zero, Eq (5-7) is modified to be

\[
\Delta R = -R(z) = \frac{\partial R}{\partial z} \delta z \tag{5-8}
\]
Using Newton's Method of Tangents (Ref 6:170) to solve Eq (5-8) for \( \delta z \), it is found that

\[
\delta z = - \frac{\partial R^{-1}}{\partial z} R(z) \tag{5-9}
\]

\( P(z) \) is a straight-forward numerical difference as shown in Eq (5-5). The 4x4 first order derivative matrix is formed using a numerical central difference scheme (Ref 6:220) operating on each of the four variables in \( z \). This is then inverted and used to calculate \( \delta z \) in Eq (5-9).

\( \delta z \) is the vector along which a search is conducted to find what fraction of its magnitude will cause the biggest reduction is the \( R(z) \) vector. Should a full magnitude search along \( \delta z \) not reduce the \( R \) vector on the first attempt, reductions in the magnitude of \( \delta z \) and subsequent searches are required until the maximum reduction in \( R \) is reached. The equation for reduction in \( \delta z \) is formed using the Golden Section Ration (Ref 6:460) and is

\[
\delta z^{j+1} = 0.618034 \cdot \delta z^j \quad j \geq 1 \tag{5-10}
\]

Reductions in \( \delta z \) are required until the maximum reduction in \( R \) is achieved.

In summary, the following steps are taken to obtain the optimal solution for the minimum time problem:
1) Select values for the elements of \( z \) which comply with the transversality conditions of Section 4.

2) Integrate the state and costate equations backwards constrained by the requirements of Section 4 from \( t_f \) through \( t_c \) to \( t_0 \) and form the residual vector \( R \).

3) Numerically form the derivative matrix \( \frac{\partial R}{\partial z} \) by integrating backward to find the variations in \( R \) due to independent variations in the \( z \) elements.

4) Calculate \( \delta z \) from Eqs (5-9).

5) Modify the values of \( z \) by \( \delta z \) and perform a search.

6) If a reduction in \( R \) does not occur on this search, decrease \( \delta z \) according to Eq (5-10) and repeat step 5 until a reduction occurs.

7) If the root sum square (RSS) of elements of the reduced \( R \) vector is greater than \( 10^{-4} \), then repeat steps 2 through 7.

8) If the RSS of \( R \) is less than \( 10^{-4} \), then the solution has been achieved for the minimum time problem.

**Maximum Energy Turn TPBVP Solution**

The maximum energy turn formulation is nearly identical to the minimum time formulation. As Eq (4-43) does not apply to a fixed final time problem such as this, there are only \( 2n \) final conditions in the \( z \) vector.
The resultant modifications to the z vector are that \( t_f \) is no longer a variable and \( \lambda_f \) has taken its place. This still leaves 4 variables and 4 equations to solve and the same methods used for solving for \( \delta z \) can be used.

**Maximum Energy Gradient TPBVP Solution**

The method used to solve this formulation is identical to the minimum time-to-turn method. Only the constant value for the Hamiltonian has changed due to the new values for \( G_{t_f} \).
VI. Anticipated Results

No predictions for the values of $t_{\text{trade}}$, $E_{\text{trade}}$ or $E_{G_{\text{max}}}$ can be made other than the qualitative predictions on Figures 2-1 and 2-2. However, qualitative predictions about the control histories can be presented. They are presented in Figures 6-1 through 6-6.

Optimal Control Histories

The predicted bank angle histories for $V_i > V_c$ are shown in Fig (6-1). For the minimum time turn (curve 'a'), an initial bank angle of less than $90^\circ$ is required to climb while turning to bleed off airspeed as rapidly as possible. Subsequent to reaching the corner velocity arc, the bank angle is increased to be greater than $90^\circ$ to restore the flight path angle end condition. Given more time in which to complete the turn, a slight decrease in the initial bank angle and a slight increase in final bank angle should be in order as climbing for a longer duration to a higher corner velocity should occur with resultant greater flight path angle excursions. However, the basic shape of the history should remain intact.

The lift coefficient histories shown in Fig (6-3) all represent maximum load factor flight until the corner velocity arc is encountered at which point $C_{L_{\text{max}}}$ is the optimum control. An interior lift coefficient may occur should time be available, and insufficient climb and acceleration capabilities exist at the higher altitudes.
at the maximum load factor.

The throttle history for $V_i > V_c$ flight is the most provocative control to discuss for this problem. From (Ref 1), it is known that the throttle setting will be minimum until the corner velocity arc is intercepted at which point, an interior thrust control will be employed (curve 'a'). Given extra time to complete the turn and maximize the final energy it is postulated that the throttle will initially be at minimum setting and then switch for some time to maximum throttle prior to an interior corner velocity arc setting. This would be a "bang-bang-singular" throttle control (curve 'b'). This combination is proposed as it would require less power and time to decelerate from high speed and then reaccelerate to corner velocity arc than the converse. Given enough time, no minimum control bound would be expected; only maximum-singular control (curve 'c') as will be discussed for $V_i > V_c$.

For the case where $V_i < V_c$, the control histories should differ quite markedly from the $V_i > V_c$ case. In Fig (6-2), the initial bank angle for the minimum time turn, curve 'a', should be the largest of all the turns so as to create the greatest acceleration possible terminating in the smallest bank angle. Given more time to turn, (curve 'b'), less diving and more climbing would result, thus reducing the bank angle requirements. If sufficient time and excess power are available, the bank
angle may start at a value less than 90° and finish greater than 90° to maximize final altitude and airspeed.

The lift coefficient histories, as seen in Fig (6-4), should all be at maximum lift coefficient unless sufficient time to complete the turn is supplied wherein a corner velocity arc is not part of the optimal history. In that case, an interior lift coefficient may occur, but is not expected in this exercise.

From Fig (6-6), the throttle histories for $V_i < V_C$ all contain maximum throttle settings until the corner velocity arc is reached (curve 'a'), otherwise, known as "bang-singular" control. As time to turn is increased, climbing and accelerating to higher speeds should cause a larger $t_C$ value and a higher corner arc throttle setting (curve 'b'). Given sufficient time to turn, a corner velocity arc may not be part of the optimal history and the result is a maximum throttle setting throughout the turn. The shape of the throttle history during corner velocity flight is dictated by an altitude rate and flight path angle rate combination.

None of the plots presented are intended to be construed as predictions of exact values in either time or control variable. They are intended to predict trends for comparisons between minimum time and maximum energy turns.
Figure 6-1. Bank Angle vs. Time for $V_i > V_c$

Figure 6-2. Bank Angle vs. Time for $V_i < V_c$
Figure 6-3. Lift Coefficient vs. Time for $V_i > V_c$

Figure 6-4. Lift Coefficient vs. Time for $V_i < V_c$
Figure 6-5. Throttle Setting vs. Time for $V_i > V_c$

Figure 6-6. Throttle Setting vs. Time for $V_i < V_c$
VII. RESULTS OBTAINED

The equations, conditions and constraints for all three problem formulations, set forth in sections 4 and 5, were programmed on a 32 bit DEC 20/20 digital computer in the Space Division Computer Center. A copy of the computer programs, OPTMYZ and its subroutines, are located in the appendix. The results of this program's execution are presented in this section.

Minimum Time-to-Turn Results

As the costate variables determine the optimal controls which in turn, determine the state trajectories, the results are presented in that order. Time history plots for the costates, controls and states are presented in figures 7-1 through 7-9. By examining these plots, several observations can be made.

First, the costate histories figs (7-1) through (7-3) are well behaved and are primarily monotonic; the discontinuities in $\lambda_h$ and $\lambda_v$ do not create erratic behavior or unexpected characteristics. It may be coincidence and of no consequence but it is of interest to note that for $\lambda_h$ when $t < t_c$, is virtually a constant while $C_L$ is on the $N_{\text{max}}$ boundary for the high speed solution but varies smoothly when $C_L$ is equal to $C_{L_{\text{max}}}$ for the low speed solution. Otherwise, $\lambda_h$ acted as expected. $\lambda_v$ responded per the optimal control requirements of Eq (4-24) through Eq (4-32). It
Figure 7-1. $\lambda_h$ vs Time for Minimum Time High and Low Speed Solutions

Figure 7-2. $\lambda_v$ vs Time for Minimum Time High and Low Speed Solutions
exhibited no unexpected trends. Figure 7-3 shows the correlation between the bank angle, flight path angle, \( \lambda_\gamma \) and the constant \( \lambda_\psi \). The bank angle history can be determined from the plot using a protractor the same way as was done in fig (4-1) and can be correlated roughly to time using the tick marks at one second increments. Again, these parameters all vary smoothly with time.

The control histories are shown in figures (7-4) through (7-6). The bank angle history shapes were as expected although the amplitudes were larger than anticipated. The lift coefficient histories were exactly as expected for both high and low speed solutions. The shapes of the throttle histories were as expected, although like the bank angle, their excursions were greater than anticipated. As seen in fig (4-6), the singular arc portion of the solutions appear to go right up to the boundary denoted by the arrow heads. In actuality, the values of \( \pi \) at these two points are \( \pi = 0.9999 \) at \( t = 6.12 \) secs for the high speed solution and \( \pi = -0.4997 \) at \( t = 6.22 \) sec for the low speed solution thus keeping them interior to the boundaries. However, in order to insure that \( \pi \) remained interior, a special search routine in the integrator had to be programmed to look for the point, if one existed, where the arc touched the boundary, thus ending the arc. More will be said about this in the technique problems section. In retrospect, it makes sense that the throttle would go
Figure 7-3. \( -\lambda_\gamma \) vs \( -\lambda_\psi/\cos\gamma \) Minimum Time Solutions. Costate Migration Determining Bank Angle History.
Figure 7-4. Bank Angle vs Time for Minimum Time High and Low Speed Solutions
Figure 7-5. Lift Coefficient vs Time for Minimum Time
High and Low Speed Solutions

Figure 7-6. Throttle Setting vs Time for Minimum Time
High and Low Speed Solutions
right up to the boundary even on the arc because the controls will use all of the authority they have to minimize the time to turn. Just as in a bang-bang controller, a bang-singular controller should be expected to go from boundary to boundary while meeting its interior control constraints.

Turning to the state trajectories starting with Fig (7-7) it is seen that both solutions end up on the singular arc and both met a small loss in energy (-262 ft for low speed and -1258 for high speed). Both maneuvers are basically planar, the steepness of which are dictated primarily by the initial bank angle values. This steepness correlates directly to the flight path angle histories of fig (7-8), the low speed being more vertical a maneuver than the high speed. The main reason for them not both being vertical plane maneuvers is that the throttle settings on the arc were already up against the boundary. However, increasing the thrust-to-weight ratio to approximately 1.9 or greater would result in two vertical maneuvers where the arc throttle histories would not be nearly so close to the boundaries because the use of gravity would be maximized. The heading angle histories show nothing unexpected. The low speed solution has higher peak turn rates due to the steeper flight path angle history. Tables (7-1) and (7-2) summarize the key values for the states and costates for the low and high speed solutions respectively. From both
Figure 7.7. Velocity and Down/Cross Range vs Energy Attitude for Minimum Time High and Low Speed Solutions
Figure 7-8. Flight Path Angle vs Time for Minimum Time High and Low Speed Solutions
Figure 7-9. Heading Angle vs Time for Minimum Time High and Low Speed Solutions
<table>
<thead>
<tr>
<th>$t_f$=11.97</th>
<th>$t_c^+$=5.378=$t_c^-$</th>
<th>$t_o$=0</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda h$</td>
<td>0</td>
<td>0.0002269</td>
<td>0.0001010</td>
</tr>
<tr>
<td>$\lambda v$</td>
<td>0</td>
<td>-0.009410</td>
<td>0</td>
</tr>
<tr>
<td>$\lambda \gamma$</td>
<td>-3.677</td>
<td>1.616</td>
<td>3.398</td>
</tr>
<tr>
<td>$\lambda \psi$</td>
<td>-1.087</td>
<td>-1.087</td>
<td>-1.087</td>
</tr>
<tr>
<td>$X$</td>
<td>-285.6</td>
<td>2565.1</td>
<td>0</td>
</tr>
<tr>
<td>$Y$</td>
<td>1981.9</td>
<td>818.0</td>
<td>0</td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>-262</td>
<td>4117</td>
<td>0</td>
</tr>
<tr>
<td>$h$</td>
<td>19809</td>
<td>23123</td>
<td>24999.5</td>
</tr>
<tr>
<td>$V$</td>
<td>772.4</td>
<td>815.5</td>
<td>528.6</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0</td>
<td>-1.158</td>
<td>0.0787</td>
</tr>
<tr>
<td>$\psi$</td>
<td>3.14159</td>
<td>0.9703</td>
<td>0.0782</td>
</tr>
</tbody>
</table>

Table 7-1. End and Corner Values of States and Costates for Low Speed Minimum Time Solution
<table>
<thead>
<tr>
<th></th>
<th>$t_f = 10.87$</th>
<th>$t_c^+ = 4.495 = t_c^-$</th>
<th>$t_c = 0$</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_h$</td>
<td>0</td>
<td>0.0002078</td>
<td>0.0001101</td>
<td></td>
</tr>
<tr>
<td>$\lambda_v$</td>
<td>0</td>
<td>-0.008138</td>
<td>0</td>
<td>0.005010</td>
</tr>
<tr>
<td>$\lambda_\gamma$</td>
<td>2.120</td>
<td>-1.917</td>
<td>-3.108</td>
<td></td>
</tr>
<tr>
<td>$\lambda_\varphi$</td>
<td>-2.1075</td>
<td>-2.1075</td>
<td>-2.1075</td>
<td></td>
</tr>
<tr>
<td>$\lambda_\psi$</td>
<td>1239.5</td>
<td>3252.2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\lambda_\chi$</td>
<td>3082.0</td>
<td>965.6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>-1251.8</td>
<td>-4668.3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td>19033</td>
<td>16372</td>
<td>14998.3</td>
<td>$r_h = -1.7438$</td>
</tr>
<tr>
<td>$V$</td>
<td>762.6</td>
<td>730.0</td>
<td>960.05</td>
<td>$r_v = 0.3734$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0</td>
<td>0.7714</td>
<td>0.006517</td>
<td>$r = 0.006517$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>3.14159</td>
<td>0.8626</td>
<td>0.06289</td>
<td>$r = 0.06289$</td>
</tr>
</tbody>
</table>

Table 7-2. End and Corner Values of states and costates for High Speed Minimum Time Solution
tables, it is seen that the end conditions were not met to the accuracy that was expected. The norms of the residual vectors shown are as low as could possibly be achieved with the program, computer and methodology employed.

Problems with the Technique

The search for the optimal controls began by using a variable stepsizes integrator and allowing only small increases in the total time allotted for the turn to occur on each iteration to insure stability in approaching the solution. However, after achieving a norm of the residual vector of approximately 10, fixed stepsizes integration had to be employed. The prime reason for this is due to the special programming which had to be added to the integrator to find the point in time where \( \pi \) went so close to or touched the boundary during the search phase. This search could not be performed using variable stepsizes integration.

The use of small, fixed stepsizes integration helped to get closer to the optimal solution, but the extreme sensitivity of the norm of the residual vector to the final value of \( \lambda \), created havoc with finding the minimum in the state space. As shown in fig (7-10), it is seen that the standard parabolic minimum seen in bang-bang minimum time problems has been replaced with a gross discontinuity in the norm at the point where the
Figure 7-10. Norm of Residual Vector vs $\lambda_\gamma$ for Minimum Time High and Low Speed Solutions
magnitude of $\lambda_7$ gets large enough to create a steeply banked planar maneuver which causes $\pi$ to require a boundary value at the arrow head points on fig (7-6). This causes the time at which the switch from the singular arc to the boundary value control to snap back and forth during the search for the minimum. In the low speed case, the change in $\lambda_7$ from -3.677 to -3.678 caused a discontinuous jump in the norm from less than 1.0 to more than 100. Whether the sensitivity matrix for calculating $\delta z$ was formed using a forward, central or backward difference scheme was immaterial. The z components being so tightly coupled could not be modified so slightly in the proper $\delta z$ direction to reduce the norm any further than that shown in tables (7-1) and (7-2).

Even though the end conditions were not met close enough to form a residual norm of $10^{-4}$ or less, the trajectories shown are extremely close to the optimum and demonstrate that the technique and problem formulation are correct and feasible.

**Maximum Energy Turn Results**

No feasible trajectories were generated for the maximum energy turn formulation which came close to the desired end conditions. No norm of the end conditions could be achieved which was less than 50 to 20 in magnitude. Innumerable attempts were made to find a
single set of final time conditions which would generate one feasible trajectory from which to propagate the others. Several fixed final times were used as starting points, but all times generated approximately the same end results. The multipliers $\lambda_\gamma$ and $\lambda_\phi$ grew an order of magnitude with each iteration surpassing values of $10^{13}$ and growing with no reasonable reduction in the end condition norm. No definite reason can be given for this type of performance; perhaps the linearity of the aircraft thrust and drag characteristics create a flat state space where there is no obvious maximum energy turn.

Since no maximum energy turn solutions were achieved, the graphical method of fig (2-1) for depicting the energy-time tradeoff can not be used.

**Maximum Energy Gradient Results**

Unfortunately, the same type of results, as in the maximum energy turn attempt, occurred here as well. The values for $\lambda_\gamma$ and $\lambda_\phi$ were in the vicinity of $10^8$ and growing steadily showing no reduction in the norm of the end conditions. Additionally, the final time would not settle in one neighborhood but would grow and decrease as the attempts progressed. Once again, no positive explanation can be offered other than presented in the previous section.

No maximum energy gradient solution was achieved
using this method either. All three problems used pure optimal control formulations and ran into extreme difficulty in achieving a solution. Evidently, these formulations do not lend themselves well to methods using Lagrange multiplier techniques and may be more well suited for parameter optimization formulations.
VIII. CONCLUSION

The goal of this effort was to define a tradeoff between time-to-turn and energy in a turn using the classical optimal control formulation. First, a minimum time-to-turn trajectory was to be generated for initial conditions of equal energy both above and below the corner velocity for that energy. Second, maximum energy trajectories beginning at those same initial conditions were to be generated for final times greater than the minimum time. From all of these trajectories, the maximum energy gradients, defining the time-energy tradeoffs, were to be graphically identified. Thirdly, these tradeoffs were to be corroborated using the maximum energy gradient formulation.

This project was successful in defining the equations, conditions and constraints required to reach the above goals. The computer program OPTMYZ was written and executed on a DEC 20/20 digital computer which was successful in defining the two minimum time trajectories for the initial conditions above and below the corner velocity conditions. The results are presented in section 7.

This effort failed to produce feasible maximum energy turns or the maximum energy gradients required for the tradeoff definition. Therefore the time-energy trade can not be identified for either of the initial conditions
for the aircraft model used and the formulations employed.

Recommendations for further work in this area are presented in section 9.
IX. **RECOMMENDATIONS**

The following are prioritized recommendations for further research in the area of time-energy tradeoffs.

1) Continued effort should be placed upon defining the time-energy tradeoffs as defined in section 2 using the formulations presented herein. Emphasis should be placed upon developing a technique which will better determine the minimum cost function for a complex singular arc problem such as the minimum time problem presented.

2) The time-energy tradeoff should also be determined as in recommendation (1) using a parameter optimization formulation to study the tradeoff of complexity versus accuracy. Based upon these results, the remaining recommendations would use the superior technique for future work.

3) Recommendations (1) and (2) should then be repeated using a more realistic aircraft model. There should remain regions in the altitude velocity map where high specific power exists, but the thrust should vary as a function of altitude and Mach or Reynolds number as should the lift and drag parameters. $C_{L_{\text{max}}}$, $C_{D_o}$ and $k$. A thrust
pinch, dynamic pressure, Mach number and altitude placards could be added for realism.

4) Recommendation (3) should be repeated with the addition of a fuel flow or varying weight and where

\[ \dot{W} = -c|\pi| \]  

(9-2)

5) Recommendation (4) should be repeated with the performance index modified to pay a penalty for excessive fuel consumption. That is

\[ G \times (t_f), t_f = -\left[ \frac{h_f-h_i}{(W_f-W_i)t_f} + \frac{V_f^2-V_i^2}{2g(W_f-W_i)t_f} \right] \]  

(9-3)

This effort would be the most direct way of looking at trading time and fuel for energy with the most realistic model for an aircraft.

6) Using the results from the previous recommendations, a quasi-linear feedback law could be developed for two modes of operation. The first mode would be an algorithm for minimum time turn guidance free from the use of influence functions and the second mode would be for a maximum time-energy-fuel tradeoff based upon only state and state rate feedback.
7) The culmination of this series of efforts would be to program these feedback laws into a manned simulator with visuals and head-up displays to examine the man-machine applicability.
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Appendix

Computer Program:

OPTMYZ
program optyzy
  dimension x(1Q), xf(1Q), xi(1Q), dx(4), r(4), rm(4), rp(4), dz(4),
  &drdz(4, 4), drdzi(4, 4), d(4, 4)
  real k, nmax
  common a, beta, olmax, colmax, cdo, g, k, nmax, tmax, w, xi(4)
  common olmax, hlf, jflag, qa, rosig
  data xi(6), xi(7), xf(6), xf(7)/&0.0, 0.0, 0.0, 3.14159/
  data a, beta, olmax, colmax, cdo, g, k, nmax, tmax, w/
  &182.25, 12150.0/
  write(5, 1)
  1 format(1x, 'load lflag for tmin, Emax or Edotmax')
  read(5, #) lflag
  write(5, 2)
  2 format(1x, 'load hf, lambdagammaf, lambdapsif, tf, tc, hi, vi')
  read(5, #) xf(1), xf(2), xf(3), tf, tc, xi(1), xi(4)
  xi14=xi(14)
  write(5, 3)
  3 format(1x, 'do you wish to print each step(yes#0, no#1)?')
  read(5, #) iprint
  call assign(xf, xi, tf, lflag)
  do 4 i=1, 1Q
  4 x(i)=xf(i)
  call integ(1Q, x, tf, tc, iprint)
  xf(9)=x(9)
  xf(10)=x(10)
  call ndmiss(x, xi, r, rnorm)
  write(5, 5) r, rnorm
  5 format(1x, 'r and rnorm', /, 5(lx, f10.4))
  it=it+1
  6 format(1x, 'do you want to continue?')
  read(5, #) choice
  if(choice.ne.0) go to 16
  if(rnorm.le.1.0000) go to 16
  do 12 i=1, 4
  11 ii=i
  11 i=1
  do 8 j=1, 1Q
  8 x(j)=xf(j)
  tf=stf
  tc=stc
  write(5, 81)
  81 format(1x, 'deltas')
  call deltas(x, dx, tf, tc, lflag, ii, iii)
  write(5, 81)
  write(5, 82)
  82 format(1x, 'assign')
  call assign(x, xi, tf, lflag)
  write(5, 82)
  write(5, 83)
  83 format(1x, 'integ')

call integ(1Q,x,tfs,tcs,iprint)
write(5,83)
write(5,84)
84 format(1x,'ndmiss')
call ndmiss(x,xi,rp,rnormp)
write(5,84)
write(5,9) rp,rnormp
9 format(1x,'rp and rnorm',/5(1x,f10.4))
ii=i+1
do 1q j=1,1q
10 x(j)=xf(j)
tfs=tf
tcs=tc
call deltas(x,dx,tfs,tcs,lflag,ii,iii)
call assign(x,xi,tfs,tcs)
call integ(10,x,tfs,tcs,iprint)
call ndmiss(x,xi,rm,rnormm)
write(5,11) rm,rnormm
11 format(1x,'rm and rnormm',/5(1x,f10.4))
do 12 j=1,4
12 drdz(j,j)=(rp(j)@rm(j))/(2.*dx(j))
write(5,13) dx
13 format(1x,'dx',/,4(1x,f14.7),/)
call mtxinv(drdz,drdzi,d,4)
do 14 i=1,4
dz(i)=@.0
do 14 j=1,4
14 dz(i)=dz(i)+drdzi(i,j)*r(j)
write(5,15) dz
15 format(1x,'dz',/,4(1x,f10.4),/)
call search(xf,xi,tf,tc,dz,r,rnorm,lflag,iprint)
write(5,17) xf,tf,tc,r,rnorm
if(rnorm~gt.1.e-9) go to 6
16 write(5,17) xf,tf,tc,r,rnorm
17 format(1x,'xf,tf,tc,r,rnorm',/2(5(1x,f13.7),/),
&2(1x,f10.6),/,5(1x,f13.7))
if(choice.eq.@) go to 20
do 18 i=1,1q
18 x(i)=xf(i)
call integ(1Q,x,tf,tc,q)
call ndmiss(x,xi,r,rnorm)
write(5,19) x,tf,tc,r,rnorm
19 format(1x,'xf,tf,tc,r,rnorm',/2(5(1x,f13.7),/),
&2(1x,f10.6),/,5(1x,f13.7))
20 stop
end
subroutine assign(x, xi, tf, lflag)
  dimension x(10), xi(10)
  real nmax
  data beta, g, nmax/0.0032811628, 32.174, 7.22/
  x(4)=558.7441*sqrt(exp(beta*x(1)))
  if(lflag.eq.2) go to 10
  Ei=xi(1)+xi(4)**2/2.0/g
  E=x(1)+x(4)**2/2.0/g
  if(lflag.eq.1) Gtf=1.0
  if(lflag.eq.3) Gtf=(E+Ei)/tf**2
  x2min=Gtf*x(4)/200.123
  x2max=Gtf*x(4)/264.471
  if(x(2).lt.x2min) x(2)=x2min
  if(x(2).gt.x2max) x(2)=x2max
  x(3)=sqrt((x(4)/g/nmax)**2*(Gtf*x(2)*g/x(4))**2*x(2)**2)
  x(5)=x(3)**2
  x(8)=x(8)/g
  if(lflag.eq.1) go to 20
10 x(5)=x(5)/g
  if(lflag.eq.2) go to 20
  x(5)=x(5)/tf
  x(8)=x(8)/tf
20 return
end
subroutine integ(n,x,tf,tc,iprint)
dimension x(10)
real k,nmax
common a,beta,clmax,cdo,g,k,nmax,tmax,w,xi4
common clnmax,hfifi,jflag,qa,rosig
jflag=0
dt=1.25
tcs=tc
call rk78(n,x,tf,tcs,dt,tc,iprint)
x(5)=x(5)+x(8)*beta*x(4)/2.0
x(8)=0.0
tcx=tcs*1.0e-6
dt=0.25
call rk78(n,x,tcx,0.0,dt,tcs,iprint)
tc=tcs
return
end
subroutine rk78(n,x,t1,t2,dt,tc,iprint)

dimension alph(13),b(13,12),ch(13),x(10),xdum(10)

dimension f1(10),f2(10),f3(10),f4(10),f5(10),f6(10),f7(10),
f8(10),f9(10),f10(10),f11(10),f12(10),f13(10)

real k,nmax,mu2,mu3

common a,beta,clmax,cdo,g,k,nmax,tmax,w,x14

common clnmax,hfifi,.jflag,qa,rosig'

data (alph(i),i=1,13)/
  0.74474474747474e-01,0.11111111111111e+00,
  0.16666666666666e+00,0.41666666666666e+00,0.5,
  0.83333333333333e+00,0.66666666666666e+00,
  0.33333333333333e+00,1.e+00,
  e+00,
  data ((b(i,j),i=1,13),j=1,3)/
  0.74474474747474e-01,0.11111111111111e+00,
  0.16666666666666e+00,0.41666666666666e+00,0.5,
  0.83333333333333e+00,0.66666666666666e+00,
  0.33333333333333e+00,1.e+00,
  e+00,
  0.125,
  data ((b(i,j),i=1,13),j=4,6)/
  0.15625,
  0.29166666666666e+01,
  0.31666666666666e+01,
  0.31666666666666e+01,
  0.74444444444444e+00,0.722962962962963e+00,
  0.438634146341463e+00,
  0.438634146341463e+00,
  0.231481481481481e+01,
  0.188888888888888e+02,0.575925925925926e+01,
  0.367073170731707e+01,0.35243904390439e+01/
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```fortran
&0.27439@2439@2439e+02,0.7317@7317@7317e+01,0.201219512195122e+00/
data ((b(i,j),i=1,13),j=10,12)/
0.292682926829268e+00/
data (ch(i),i=1,13)/
data erps,tol,tolt/1.0e+00,1.0e+003,1.0e+00/
t=t1
10 do 20 i=1,n
20 xdata(i)=x(i)
       if(iprint.eq.0) call print(x,t,tc)
call deriv(x,t,tc,f1)
       if(iprint.eq.0) call hamilt(t,x,f1,h)
       if(t.eq.t2.or.2t.eq.0.0) go to 250
30 continue
   b21=b(2,1)*dt
do 42 i=1,n
   x(i)=b21*f1(i)+xdum(i)
call deriv(x,t,tc,f2)
   b31=b(3,1)*dt
b32=b(3,2)*dt
do 43i=1,n
43 x(i)=b31*f1(i)+b32*f2(i)+xdum(i)
call deriv(x,t,tc,f3)
b41=b(4,1)*dt
b43=b(4,3)*dt
do 44 i=1,n
44 x(i)=b41*f1(i)+b43*f3(i)+xdum(i)
call deriv(x,t,tc,f4)
b51=b(5,1)*dt
b53=b(5,3)*dt
do 45 i=1,n
45 x(i)=b51*f1(i)+b53*f3(i)*f4(i)+xdum(i)
call deriv(x,t,tc,f5)
b61=b(6,1)*dt
b64=b(6,4)*dt
b65=b(6,5)*dt
do 46 i=1,n
46 x(i)=b61*f1(i)+b64*f4(i)+b65*f5(i)+xdum(i)
```
call deriv(x,t,tc,f6)
  b71=b(7,1)*dt
  b74=b(7,4)*dt
  b75=b(7,5)*dt
  b76=b(7,6)*dt
  do 47 i=1,n
47 x(i)=b71*f1(i)+b74*f4(i)+b75*f5(i)+b76*f6(i)+xdum(i)
  call deriv(x,t,tc,f7)
  b81=b(8,1)*dt
  b85=b(8,5)*dt
  b86=b(8,6)*dt
  b87=b(8,7)*dt
  do 48 i=1,n
48 x(i)=b87*f7(i)+b81*f1(i)+b86*f6(i)+b85*f5(i)+xdum(i)
  call deriv(x,t,tc,f8)
  b91=b(9,1)*dt
  b94=b(9,4)*dt
  b95=b(9,5)*dt
  b96=b(9,6)*dt
  b97=b(9,7)*dt
  b98=b(9,8)*dt
  do 49 i=1,n
49 x(i)=b97*f7(i)+b91*f1(i)+b98*f8(i)+b94*f4(i)+b96*f6(i)+
   &b95*f5(i)+xdum(i)
  call deriv(x,t,tc,f9)
  b101=b(10,1)*dt
  b105=b(10,5)*dt
  b106=b(10,6)*dt
  b107=b(10,7)*dt
  b108=b(10,8)*dt
  do 50 i=1,n
50 x(i)=b107*f7(i)+b101*f1(i)+b106*f6(i)+b105*f5(i)+xdum(i)
  call deriv(x,t,tc,f10)
  b111=b(11,1)*dt
  b114=b(11,4)*dt
  b115=b(11,5)*dt
  b116=b(11,6)*dt
  b117=b(11,7)*dt
  b118=b(11,8)*dt
  b119=b(11,9)*dt
  b1110=b(11,10)*dt
  do 51 i=1,n
51 x(i)=b1110*f10(i)+b114*f4(i)+b115*f5(i)
  call deriv(x,t,tc,f11)
  b121=b(12,1)*dt
  b126=b(12,6)*dt
  b128=b(12,8)*dt
  do 52 i=1,n
52 x(i)=b128*(f6(i)*f9(i))
call deriv(x,t,tc,f12)
b131=b(13,1)*dt
b136=b(13,6)*dt
b1,7=b(13,7)*dt
b138=b(13,8)*dt
b139=b(13,9)*dt
b1310=b(13,10)*dt
do 53 i=1,n
53 x(i)=b139*f9(i)+b1310*f10(i)+b131*f1(i)+b137*f7(i)+
&b138*f8(i)+f12(i)*dt+f4(i)+b136*f6(i)+xdum(i)
call deriv(x,t,tc,f13)
c6=ch(6)*dt
c7=ch(7)*dt
c9=ch(9)*dt
c12=ch(12)*dt
do 100 i=1,n
100 x(i)=xdum(i)+(c6*f6(i)+c7*(f7(i)+f8(i))+c9*(f9(i)+f13(i))+
&c12*(f12(i)+f13(i)))
dt1=dt
if(t.lt.tc) go to 110
call contrl(x,t,tc,mu2,mu3,phi,cl,pi)
if(pi.ge.1.0.or.pi.le.0.5) jflag=1
if(jflag.eq.1.and.pi.ge.1.0.or.pi.le.0.5) dt=dt1*.98
if(dt.eq.4.98*dt1)) go to 30
if(jflag.eq.1.and.pi.le.1.0.and.pi.ge.0.5) t2=t+dt1
110 go to 200
er=0.0
do 150 j=1,n
if(abs(x(j)).lt.erps) go to 150
es=abs((f1(j)+f11(j)+f12(j)+f13(j))/x(j))
if(es.gt.er) er=es
150 continue
er=er*abs(c12)+1.e0*20
dt=tol/er
dt=dt1*dt**.125
if(er.ge.tol) go to 30
if(abs(dt).gt.0.25) dt=0.25
200 t=t+dt1
if(abs(dt).gt.abs(t2*t)) dt=t2*dt
50 return
subroutine printr(x,t,tc)
dimension x(10)
call contrl(x,t,tc,mu2,mu3,phi,c1,pi)
fpa=x(6)*57.29577951
psi=x(7)*57.29577951
bank=phi*57.29577951
write(5,10) t,(x(i),i=1,5),fpa,psi,(x(i),i=8,10),bank,c1,pi
10 format(1x,f7.4,/,2(5(1x,e14.7),/),3(1x,f14.7),2(1x,e14.7))
return
end
subroutine hamilt(t,x,f,h)
dimension x(10),f(10)
h=x(5)*f(1)+x(8)*f(4)+x(2)*f(6)+x(3)*f(7)
write(5,1) x(5),f(1),x(8),f(4),x(2),f(6),x(3),f(7),h
1 format(1x,'hamiltonian',3x,4(1x,e14.7),/5(1x,e14.7))
E=x(1)+x(4)**2/2.8/32.174
write(5,2) E
2 format(1x,'specific energy = ',e14.7)
return
end
subroutine deriv(x,t,tc,f)
dimension x(10),f(10)
real k,l,lh,mu2,mu3,nmax
common a,beta,clmax,cdo,g,k,nmax,tmax,w,x14
common clnmax,hfifi,jflag,qa,rosig
call contrl(x,t,tc,mu2,mu3,phi,cl,pi)
l=qa*cl
lh=1*beta
d=qa*(cdo+k*cl**2)
dh=d*beta
cosg=cos(x(6))
sing=sin(x(6))
coss=cos(x(7))
sins=sin(x(7))
f(1)=x(4)*sing
f(7)=g/x(4)/cosg*1/w*sin(phi)
f(2)=cosg*(g*2*beta*x(4)**2/2*phi/g)*x(5)*x(4))
&+sing*x(2)*g/x(4)*x(3)*f(7)*tan(x(6))
f(3)=.0*

f(4)=g*((tmax*pi)/(w*sin))
f(5)=g/w*(dh*(x(8)+mu3)+lh*(hfifi/x(4)*mu2))
f(6)=g/x(4)*(1/w*cos(phi)*cosg)
f(8)=2*#f(5)/x(4)/beta+(x(2)*f(6)+x(3)*f(7))/x(4)
&+sing*(x(5)+mu3*beta*x(4))
f(9)=x(4)*cosg*coss
f(10)=x(4)*cosg*sins
return
end
subroutine contrl(x,t,tc,mu2,mu3,phi,cl,pi)
dimension x(10)
real k,1,nmax,mu2,mu3
common a,beta,clmax,cdo,g,k,nmax,tmax,w,x14
common clnmax,hfifi,jflag,qa,rosig
hfifi=sqrt(x(2)**2+(x(3)/cos(x(6)))**2)
rosig=0.023769*exp(beta*x(1))
qa=0.5*rosig*x(4)**2*a
phi=atan2(a*(x(3)/cos(x(6))),x(2))
clnmax=2.0*nmax/(rosig*a*x(4)**2)
if(x(8).lt.0.0) cl=hfifi/(2.0*k*x(4)*x(8))
if(x(8).ge.0.0) cl=clmax
if(cl.gt.clmax) cl=clmax
if(cl.ge.clnmax) cl=clnmax
if(cl.lt.clmax) cl=0.0
if(t.lt.tc) go to 10
pi=(d+w*sin(x(6))*(1.0*beta*x(4)**2/2.0/g))/tmax
mu3=x(8)
go to 30
if(cl.eq.clnmax.and.t.lt.tc.and.x14.gt.x(4))
 &mu2=2.0*k*x(8)*clnmax+hfifi/x(4)
10 if(x(8).eq.0.0) go to 20
if(x(8).lt.0.8) pi=1.0
if(x(8).gt.0.8) pi=0.5
go to 30
20 if(x14.ge.x(4)) f10=0.01*(0.001+x(5)*sin(x(6)))*
 &1.0/x(4)+x(5)*sin(x(6)))
if(x14.lt.x(4)) f10=2.0*g*hfifi*nmax/x(4)**2*
&(1.0/x(4)+x(5)*sin(x(6)))
if(f10.ge.0.0) pi=1.0
if(f10.lt.0.0) pi=0.5
30 return
end
subroutine ndmiss(x, xi, r, rnorm)
dimension x(10), xi(10), r(4)

r(1) = (x(1) - xi(1))

r(2) = (x(6) - xi(6)) * 57.29577951 * 10.0

r(3) = (x(7) - xi(7)) * 57.29577951 * 10.0

r(4) = (x(4) - xi(4))

rnorm = 0.0

do 10 i = 1, 4

10 rnorm = rnorm + r(i) * r(i)

rnorm = sqrt(rnorm)

return

end
subroutine deltas(x, dx, tfs, tcs, lflag, ii, iii)
dimension x(10), dx(4)
dx(1) = x(1) * 1.e4
*dx(2) = x(2) * 1.e4
*dx(3) = tfs * 1.e3
if(lflag .eq. 2) dx(3) = x(3) * 1.e4
*dx(4) = tcs * 1.e3
if(ii .eq. 1 .or. ii .eq. 2) x(ii) = x(ii) + iii * dx(ii)
if(ii .eq. 3 .and. lflag .ne. 2) tfs = tfs + iii * dx(3)
if(ii .eq. 3 .and. lflag .eq. 2) x(3) = x(3) + iii * dx(3)
if(ii .eq. 4) tcs = tcs + iii * dx(4)
return
end
subroutine mtxinv(a, b, c, n)
dimension a(n,n), b(n,n), c(n,n)
do 5 i=1,n
do 5 j=1,n
5 c(i,j)=a(i,j)
do 10 i=1,n
do 10 j=1,n
10 b(i,j)=0.0
do 15 i=1,n
15 b(i,i)=1.0

do 35 i=1,n
cstor1=c(i,i)
do 20 j=1,n
c(i,j)=c(i,j)/cstor1
20 b(i,j)=b(i,j)/cstor1
j=1
25 j=j+1
if(j.eq.1.and.i.eq.n) go to 40
if(j.eq.1) j=j+1
cstor2=c(j,i)
do 30 k=1,n
c(j,k)=c(j,k)*cstor2*c(i,k)
30 b(j,k)=b(j,k)*cstor2*b(i,k)
if(j.ne.n) go to 25
35 continue
40 return
end
subroutine search(xf, xi, tf, to, dz, r, rnorm, iflag, iprint)
dimension xf(10), xi(10), x(10), r(4), rp(4), rm(4), dz(4)
iter=0
choice=0
rnormm=9999999999.
step1=1.0
step2=0.618033989
iterat=0
mflag=0
1 iter=iter+1
 gsr=step1*step2**(iter+iterat)
 write(5,*) iter, gsr
 do 2 j=1,2
 2 x(j)=xf(j)+gsr*dz(j)
 if(FLAG.eq.2) x(3)=xf(3)+gsr*dz(3)
 do 3 j=5,10
 3 x(j)=xi(j)
 tfs=tf
 if(FLAG.eq.1.or.FLAG.eq.3) tfs=tf+gsr*dz(3)
 tcs=tc+gsr*dz(4)
 if(tcs.gt.tfs) tcs=tfs
 if(tcs.lt.0.0) tcs=0.0
 call assign(x, xi, tf, iflag)
 call integ(10, x, tfs, tcs, 1)
 call ndmiss(x, xi, rp, rnormp)
 if(mflag.eq.1) go to 4
 if(rnormp.lt.(1.25*rnorm)) mflag=1
 if(mflag.eq.0) go to 4
 step1=gsr
 step2=0.618033989
 iterat=iter+1
4 write(5,5) tfs, tcs, rp, rnormp
5 format(1x, 'tfs, tcs, rp, rnormp', /, 7(1x, f12.4))
 if(rnormp.gt.rnormm) go to 7
 do 6 i=1,4
6 rm(i)=rp(i)
 if(rnormp.lt.rnorm) rnormm=rnormp
7 tcsave=tcs
 if(iter.lt.2) go to 1
tcs=tcsave
 if(tcs.gt.tf) tc=tf
 if(tcs.lt.0.01) tc=0.01
 call assign(xf, xi, tf, iflag)
 do 1/7 i=1,4
17 r(i)=rm(i)
 rnorm=rnormm
 return
end
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