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NONLINEAR EDGE PRESERVING FILTERING TECHNIQUES FOR IMAGE ENHANCEHENT.

Yong Hoon Lee and Saleem A. Kassam

Moore School of Electrical Engineering
University of Pennsylvania
Philadelphia, PA 19104

ABSTRACT

Recently introduced genetalizations of the
median filter (namelv the s-trismed wean and
modified trimmed mean filters) are reviewed and
related to a class of nonlinear filters called
selective averaging filters, and two nev filters
are defined. These filters are examined for
performance on noise-corrupted imaves and shown to
have gonod smoothing characteristics without edge
smearing.

I. INTRODUCTION

The simple nonlinear action of the median
filter allows it to generally preserve edges while
suppressing impulsive noise components gquite well.
Median filtering, however, mav fail to provide
sufficient smoothing of non-impulsive noise
components such as white Gaussian noise. Several
new filters have recently been studied as
generalizations of the median filter. Spec-
ifically, the a-trimmed mean filter (a-TM filter)
{1~3) and the modified trimmed mean filter (NITM
filter) [3] have been proposed as useful new
nonlinear filters. The class of nonlinear filters
called selective averaging filters (4], which
includes the K~nesrest neighbor filter (K-NN
filter) [4,5]), can be related to these gen-
eralized median filters. We will examine this
relationship in Section II and from this re-
lationship will be able to define two other : :v
filters, the median K-nearest nejighbor filter (MED
K-XN filter) and the modified nearest neighbor
filter (MNN filter). In Section III we will give
results of experiments in which these filters are
applied to noisy images.

All of the filters considered in this paper
are local image enhancement techniques in which
each pixel is replaced bv a value obtained through
an operation performed on a neighborhood W of the
pixel. The size of a window or neighborhood is
the total number of pixel locations in it. We
will generally be interested in odd window sizes
which we will write as 2N+l for an integer N.

The output vk, p of an a-TM filter of window size
2N+1 at pixel location (k,%) for an input image
{xk, 3} is the average value of pixels remaining in
the window after the T = (a(2N+1)] largest and
smallest pixels are discarded, with a being some
parameter constrained by 0 S o < 0.5. The MNTM
filter first deternines the sample median .5 of

*This research is supported by the Air Force Office
of Scientific Research under Grant AFOSR 82~0022

pixels within the window centered on anv pixel
location (k,%), and then chooses an interval
[-k‘;-q. .y, +q] using some pre-selected constant
q. Within the window, dats samples outside this
cange are discarded and the average value of the
rest of the data is used s the output. MIM
filtering can be thought of as a wmodification of
a-T™ filtering [3]. Note that the number of
values used in averaging is not fixed a priori in
MIM filtering, while it is fixed as 2(N-T)¢l in
a-TM filtering. The MIN filter 1is able to reject
impulsive noise cowmponents because for easch output
it starts by obtaining the msedian value inside the
corresponding window. Note that the MIM filter
also trests its ordered data within s window in a
non-symmetric wvay depending on the data.

The vindov sizes of a~TM and MIM filters are
constrained se in median filtering. If & narrow
pulse of the original image, composed of [ pixels
is to be preserved, then the maxisus vindow eize,
slloved is 2I-1 in the noise-free case. To
overcome this difficulty a double-window (DW)
variation of the NTM filter has been introduced
{3]. 1In the double~window MTM filter (DW MTN
filter) windows of size 2N+l and 2L+1, with L > N,
are centered at (k,1). First the sample median
=g 1 is computed from the emall window of size
2N+1l. For some positive number q an interval
{my,2-q, =k, p+q] is chosen. Then the mean of
points lying wichin the intecval {mg g-q. mp p+q)
among the samples in the larger windov of size
2L+1 is computed as the output. The condition
concerning preservation of & narrow pulse composed
of 1 connected pixels, namely, 2N+l € 2I-1, is a
necessary but not sufficient condition in the
two~dimensional case (it is sufficient and
necessary in one dimension). In general we can
say that a narrow pulse couwposed of I pixels will
alvays be preserved by median filtering of window
size 2N+l S 2I-1 if at least N+l pixels of the
narrow pulse are included in the window whenever
the subject pixel (center of the window) comes
from the narrow pulse.

II. RELATIONSHIP OF GENERALIZED MEDIAN FILTERS
TO SELECTIVE AVERAGING FILTERS

Selective averaging [4] cefers to a class of
local image enhancement techniques vhich are
designed specifically to not average across edges,
or lines. At each pixel, called the subject
pixel, every value in its window is examined.
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Then the general idea is that only those pixels
coming from the same region (for example, ssme
side of an edge) as the subject pixel are averaged
and the rest are discarded. Note that the gen-
eralized median filters, especially the a-TM and
MIM filters, follow the same general policy except
that they average pixel values close to the
median pixel. In particular, one selective
averaging technique called the K-nesrest neighbor
filter (K-NN filter) [4,5) will now be shown to

be closely related to a-TM and MIM filters.

Two versions of a K~NN filter may be defined.
In the first version (K-NNy), in each window the
filter averages & fixed number K of values closest
to the subject pixel, including the pixel itseif,
where K i3 an integer less than or equal to the
window size 2N+¢1. The output is then this
averaged value. This K-NN; filter is similar to
the a~TM filter in the sense that it averages s
fixed number of selected values inside each
window. Thus in non~impulsive noise suppression
the K-NN; and the a-TM filters can be designed to
have similar performances (by choosing K =
2(N-T)+l). However, impulsive noise components
cannot be suppressed effectively, in general, by
averaging the values within a window which are
close to “he value of the center pixel. This is
because the center pixel jitself may have been
corrupted by an impulsive noise component.
Generalized median filters can suppress impulsive
noise because they average values close to the
median. On the other hand, the K-NN; filter has &
non-symmetric dats-dependent smoothing property as
in MTM filtering. It alvays averages K con-
secutive pixel values from smongst the ordered
set, but the location of these values in the
ordered set is not fixed. Thus the K-NN; filter
can be more effective than the a-TN filter in edge
preservation for properly ch K: for ple,
when a 3 x 3 symmetric square window is used the
K-NN; filter with K € 6 vill preserve a noise-free
step edge with a horizontal, vertical or diagonal
orientation. In addition, iterated use of the
K-NN; filter can result in jmpulsive noise
suppression, because at each iteration the value
of an impulsive component is reduced and
non-impulsive components are not influenced by the
presence of impulsive components.

In K-NN; filtering the window size can be
chosen more freely because, for a fixed K,
different window sizes generally do not result in
verv different performances as long as they are
all reasonably big. We can observe this ex-
plicitly in the one-dimensional case, in which K $
N+l is the necessary and sufficient condition for
the preservation of noise~free step edges, and
both K £ N+] and K S I are the necessary and
sufficient conditions for the preservation of a
noise-free narrow pulse of duration I; note that
such a narrow pulse can generally be written as

0 , k
‘k.{“l ;

H2

+1 (1)

* A A
-

<
Sk
where § is an integer and Hy 4 o, Hy » Hy. Thus a
large window size can be chosen without distorting
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narrov pulses, although the degree of
non-impulsive noise suppression is not changed by
increasing wvindow size for a fixed K. In the
twvo-dimensional case the conditions K £ N+l and K
S 1 have to be modified, depending on the shapes
of the window, the narrow pulses and edges. For
instance, vhen s symmetric square window of size
2N+l is used, horizontal or vertical edges will be
preserved by choosing K S VZR¥T (,/TR+1+1)/2. Con-
cerning the preservation of two-dimensional

narrov pulses, a statement similar to the one
sentioned at the end of the previous section can
be made; a narrov pulse composed of I pixels will
be preserved by K-NN filtering with K £ I if all
of the pixels in the narrov pulse are included in
the window whenever the subject pixel is part of
the narrow pulse.

We should note that in [4,5] a filter has
been defined (which ve will describe as the K-NNj
filter) in which the subject pixel is excluded
from the averaging. In other words, the window W
does not include the subject pixel. Use of this
type of window for the K-NN filter may have an
advantage in that the filter can suppress isolated
impulsive noise components. However, for both
K-NN filters impulsive noise suppression can be
schieved by repeated filtering.

The a-TM filter averages a fixed number of
values symmetrically in a neighborhood of the
median, and is a direct extension of a median
filter. The K-NN filter averages a fixed number
of values in a neighborhood of the subject pixel,
vhich results in non-symmetric treatment of the
ordered data, and may be viewed as an extension of
an identicty filter. This comparison brings up the
possibility of a symmetric K-NN filter averaging a
fixed number of values as & direct extension of
the identity filter and s counterpart of the a-TN
extension of the median filteg. TFor instance, in
the one-dimensional case, vhen the subject pixel
is xx a sysmetric K-NN; filter may be defined to
select (K-1)/2 samples from each of the sets
{xglk=N £ 1 < k} and {x51k ¢ 1 € keN}, for an odd
K. However, this extension of the identity filter
can be expected to neither preserve edges well nor
suppress impulsive noise components and will not
be considered further. On the other hand. one can
also think of a non-svemetric a-TM filter which
averages a fixed number of values in a neigh-~
borhood of the median as in a~TM filtering. but
with possibly a different number of values
selected from either side of the wedian. This
leads to a filter which averages K pixels wvhose
gray levels are closest to the median amongst the
gray levels in any window; we will refer to it as
the median K~NN filter. The window sizes of the
median K-NN filter are restricted as in median
filtering, while K is chosen as in K-NN filtering.

MTM filtering, in vhich a variable number of
values are averaged non-symmetrically in a
neighborhood of the median, can be thought of as a
sodification of median K-NN; filters. The K~NN
filters can be modified to average a variable
number of samples non-sysmetrically in the same
vay that the median K-NN; filter can be modified
to give the MTM filter. This leads us to filters
which will be called the modified nearest neighbor
filters (MNN filters). The MNN filters average
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values lying within some interval [x -q, xk+q]
amongst the values in their window, where x| is
the gray level of the subject pixel.

The MNN| filter camnot suppress impulsive
noise components effectively even with iterated
use because it averages values close to the sub-
ject pixel value in any window; however, it can
smooth non-impulsive noise without blurring. The
behavior of the MNN; filter varies from that of
the identity filter (no filtering) when the
subject pixel has been corrupted by an impulsive
noise to that of the running mean filter when the
subject pixel is located in a slowly varying
portion of the image, for a properly chosen gq.

We have noted, in Section II, that a DW MIM
tilter allows one to achieve more smoothing
without severe loss of narrow pulses in an image.
Increasing the window size of an MIM filter
directly does not allow this advantage to be
obtained., In MNN; filtering, increasing the
window size does allow wmore smoothing without loss
of narrov pulses for a properly chosen q;: of
course, MNN; filtering does not give impulsive
noise rejection. For instance, the one-
dimensional noise~free narrow pulse of (1) will
be preserved for any wvindow size as long as

q < min {H}, Ha, (H;-Hai{}. (2)
If only
q < min {H;, Ha} (3)

holds the pulse is also preserved, as long as the
window size is not larger than 2I+1. Note that
the DW MTM filter also preserves the pulse (1),
as long as the condition (2) holds and the small
window size is not larger than 2I-1, for ar-
bitrarily large window size. 1If only (3) holds

. than the pulse (1) is also preserved in DW MIN

filtering if the large window size is no larger
than 2I+1

It is interesting to note that the MIM and
MNN; filters can be represented as a weighted
average of the form

ﬁf .r,s xk+r,1+s
y - %)
k, 1 IT a
w ©8
When
Ly IXker, teg =m0 1 S q
ap 4" (5)
0 , othervise

we get the MIM filter. The MNN; filter is ob-
tained by replacing ®, 4 in (5) with Xk, Lo The
DW MTM filter can also be obtained by using the
large vindow as W in (4) and by using 5, from
the small window in (95),

IIT. EXPERIMENTS

In this section we give some results of the
application of the above nonlinear filters in
image processing. The original image under
consideration consisted of 100 x 100 pixel values
with eight bits of resolution per pixel. It was a
geometric image of flat portions with gray levels

either 100 or 150, and a sinusoidal part whose
maximus amplitude was 150 and minisum amplitude
wvas 100. The height of edges was 50 except for
the lover diagonal one (see photogrsphs on the
next page) whose height was 35. Each cross-shaped
narrow pulse vas composed of 12 pixels having a
constant gray level of 150. Two types of noise
vere added to the originsl image; zero-mean white
Gaussian noise with standesd deviation 10 and 100
impulses vhich occurred at randos positions, with
gray levels 250. The filters discussed so far,
with a 3 x 3 square wvindow, were applied to the
noisy image and this spplication was iterated
three times. (The notation 31 in the photographs
stands for "3 fterations"). In DW MTM filtering 3
x 3 and 7 x 7 square windovs vere used. The

MNN;| filter was also used with a 7 x 7 square
window on 3 x 3 squsre-vindow median filtered
data. The parameter K for the K-NN; and median
K-NK; filter was chose to be 6 and the parameter

q for the MTM, DW MTN and MNN; filters was

chosen to be 30 (i.e. q=H-2¢, except for the lover
diagonal edge).

The MTM filter after three iterations is seen
to be better in noise suppression than the
iterated wedian, median K-NN; and K-NN;
filters, which give a more mottled appesrance.

The results of the DW NTM filter and the median
filter followed by the MNN; filter are seen to
be quite similar and better than all the other
cesults.
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