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Summary

In this report, we present some additional results on the performance
of Frequency Hopped Multilevel FSK (FH-MFSK) systems under mobile environment.
This is followed byv a review on packet radio networks and some results on the
performance of a packet transmission technique in mobile radio channels.

Simulation studies confirm the theoretical performance estimate of a
FH-MFSK hard-limited receiver operating under adjacent cell interference
conditions. Both simulation and approximate theoretical considerations testify
the usefulness of a nonparametric receiver based on rank-sums. This receiver
also possesses a robustness against changing probability models. It is
believed that this receiver is a competing alternative to the parametric
receivers, such as the hard-limited receiver.

We reviewed the signal processing aspect of packet radio in computer
communication networks. The feasibility of spread-spectrum technique in
PRNET is discussed, with an emphasis on the repeater portion. The alternative
implementation technologies, viz Digital, SAW, and CCD, required for the
processing needs are compared. The performance of a protocol for the mobile
PRNET for computer communications over degraded channels is discussed. The
analvtical results show that the packet error rate and message delay performance
degrade rapidly with vehicle speed up to about 80 mph, but above this speed

the degradation is slow for reasonably good SNR.
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Introduction

X This report summarizes new results on the performance of FH-MFSK

- svstems in mobile environment. Transmission of data in mobile radio channel
i N bv means of packets is also explored. In this chapter, we briefly review

b - ; ’

.

r FH-MFSK system. Subsequent chapters present our analysis and the results

b.'.

o obtained from them.
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1.1 Frequencv-Hopoing Multi~level Frequencv-Shii Keved Svstem (FH-MFSK) [1]

A block diagram of the mth transmitter of FH-MFSK system is shown
in figure 1-1. Figure 1-2 shows the block diagram of the receiver.
The operation of the system can be understood by referring to these
figures. Every T seconds K message bits are loaded serially in a buffer
and transferred out as a K-b{it word Xm. Assuming the modulo-—ZK adder
does nothing, for the moment, Xm will select one of the ZK possible
different frequencies from the tone generator. At the receiver, the
spectrum of each T second transmission is analyzed to determine which
frequency, and hence, which K-bit word, Xn is sent. Of course, the
system as such is useless for multiple-user operation. If a second
transmitter were to generate Xn’ neither the receiver m nor the receiver n
. would know whether to detect Xn or Xm. To avoid this, we add the address
generator as shown in figure 1-land assign a unique address to each user.

The basic interval T is divided into L intervals of duration T each.

th
Over T seconds, the address generator of m  user generates a sequence of

L numbers:

K

Each a_, {0, 1, 2, ... 2°-1} 1-2
mi

Here, each a_g is selected at random frem the set specified by 1-2 [called

'random address assignment'].

-2~
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Each 7 seconds, le selects the corresponding transmitter frequency.

K . .
At the receiver, demodulation and modulo 2 subtraction by the same

number a o are performed every T seconds, yielding

Z =Y

mf = Xm

me = %me

The sequence of operations is illustrated by the matrices of figures +-3=
and 1-3b. Each matrix is either a sequence of K-bit numbers (code word,
address, detectioq matrix5~or a frequency-time spectrogram (traasmit spectrunm,
receive spectrum). The matrices pertain to one link in a multi-user system.
Crosses show numbers and frequencies generated in that link. Circles show
zn2 contributions of another link. As said earlier, the transmit spectrun
is generated by modulating the address with code word using modulo—Zxadditicn.
Equivalently, when each entry in the address matrix is shifted cvclically
by the row number specified by the code word matrix, we get the transmit
spectrum 1-3a

Because of multi-users, extraneous entries are created in the detection
matrix. TFor example, a word Xn transmitted over the nth link will be
decoded by the receiver m as

2', =X +a,-a
n

m nl mi’
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The 2'. are scattered over different rows. The desired transmission,
X

-

a the other hand, is readily identified because 1t yroduccs a

(g
i
1
-y
Ve
[t
'
r.

row of entries in the detection matrix, Normally, the fading of the tones
g

.

and the receiver noise can cause a tone to be detected when none has been i

,_
’

(X
(i)

transnitzed (false alarm) and/or can cause a transmitted tone to not

datected (miss). Even withcout these impairrments, maiyr user cnirie

n
.
£
=3

combine to produce a complete row other than Xn and hence, can cause errors

o i "mv
. s e

'l

in the identification of correct row (in the word Xm). Hence, a majority

logic rule is attempted: choose the code word associated with the row

3

A

[ containing the greatest number of entries. Under this decision rule, an

s

L; error will occur when insertions (detected tcnes due to other users and

3

ﬁj. false alarms) comwbine to form a row with more entries than the ro+ corres-

ponding to the transmitted code word. An error can occur when insertions

ceabine to form & row centaining the scme number of enities zs thz row

H’r o
.

corresponding to the transmitted code word. We view the transmission to

each square in the tone detection matrix as an example of non-ccherent

-

on-off keying. Because of fading of amplitude and the random change of

/|

".'TYV". ettt

phase, it is not possible to employ ccherent detecticn :n mobile environment.

. ‘Fecall that we used differential phare detection in FH-UUSK scheme, cince
r
L
@ the chase is not likelv to change significantly fream bit te bis).
) frem the text beook formulas we have
2, :
P_ = exp(-87/2) 1-4
o T
]
h
i, 2,, - 5
k Py = 1 - exp(-837/2(1+p)) 1-
® where PF denotes false alarm probability, PD the probability of deleticn
. ® )
b
r- : . . . -
A {mi355), & the normalized thresheld set in the receiver and o5 the average
|
F
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e T
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sitnal to noise ratic. The above scheme, where the presence or abscnce of
energv in each square of detection matrix is decided, together with majority

lozic decision is called "Hard-limited Combining'.

1.2 Receiver Structure for ¥H-MFSK Mcdulation

Figure 1-4 shows a section of the non-coherent envelope analyzer. As

in [11, let t be the chip duration, K be the number of bits of informaticn
transmitted every Lt seconds, W = 20 Mdz be the one way bandwidth and R

. K . . . .
be the bit rate. Then, we have 2= such sections in operation correspcnding
to Jdifferent orthogonal tones. Let Eij denote the envelcpe squared output

.th th . ; -
at the i envelope unalyzer after the j chip. Corresponding to either

signal pius noise or noise only case, we have £,, to Be eithar exponentially

1]
distributed with mean value (l/kl) or exponentially distributed with mean
value (1/x0), respectively,

A mobile user u receives the signals from the base and :zreates a
decoded matrix every Lt seconds. The values Skj become the entries K{j in

ne decoded matrix (the decodiva is done on the racaived macr

[Snd

x with the
address of user u). In general, a receiver chooses a

vow as the row corresponding to the transmitted word, based on some decision
criterien. In (1], where hard-limited cembining is emploved, corresponding

to each entry (i,3) Iin the matrix, a aunber nij is assigned such that

ﬂ‘ [ )
nij 1 iff :\ijil
0 othervise
-5~

el e el

B4 Jur BT IDY

T o R b e P AL &

P

V2o op -
-;I ‘t a

v
.




2 s s it 0 ek it R ACheh g™ R R )

1 #k

. <
In case two or mere rows have the same maximum sum, ), then any row

amcng these rows is chosen at raadom as the corrzet row. In 1}, a linear

P . . .
e .
AT ot e

th
combiner based on choosing the k  row as the correct row such that

o
N we | L L
max Z X, = Z Xk was analyzed, for mobile to base trarsmission,
i 1, i] 3
o . 3=1 i=1 '
L
:' using some approximate techniques. -
L
»Q

1.3 Likelihood Receiver: We shall assume that the minimum frequency spacing
between the hops in the transmitted waves is larger than the coherent

bandwidth of the Rayleigh fading channel. This, then, implies that Xij

are independent and exponentially distributed. Amcng the ZK rows in the

decoded matrix, only one row is the correct row, wherein all the Xi.'s have
a mean value (l/kl). In each of the rest of the (2K-l) spurious rows,

scme elements have a mean value of (l/ko) and the rest have a mean value

28 (1/%.)).

1 A spurious row has coatributiens partly from the interfering

users plus noise and partly from thre receiver noise. On an average, each

b spurious row will have a proportion, p, of Xij's createq due to interference,

b - where p is given by

_ bm1- (- 2K 1-6

and M equals the number of users operating in the cell.

° Since each row can be a spurious row (hypothesis HO) or not (hypothesis
.

& , . . th

- Hl), we have the following testing protlem applied to a 27 row:

. -

.
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where, j=1,2, ... L

g a1, ... 2%

It can be noticed that the proportion, p, 1is known once the number of

users operating in the cell is known.

Normalizing ng's with respect to the received signal, we have
Ylj = Xl le 1-8

Therefore, 1-7 gets modified as

Hy: Y, v pe-y + (1-p) be—by

0 3
VS.
-y 1-9
: m
Hl. Ylj e
XO
Where b = =— , signal plus noise to noise power ratio (SNMR)
1
T-raing the likeliheood ratio, we have
Sl = - ) in(p + (1-p) be ) 1-10
j=1

Max
')

In the next chapter, the results on the performance of various receivers in

Then, the likelihood receiver chooses the row having {SQ} as the correct row.

a mobile station, obtained by simulation study are presented. In chapter IIT some

_nonparametric receivers are analvzed and found to be useful for mobile radio

apnlications. Chapters IV and V discuss the application of packet radio techniques

in mobile communication.
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IT. Simulation Study of Various Receivers

Here, we present a simulation analvsis which is based on some
analytical methods employed earlier [2], to arrive at a histogram estimate
of the distribution of the samples at the output of a non-coherent envelove
detector, for detecting the FH-MFSK tones. For simplicity sake, we consider
only a 3-cell system and assume a perfect svnchronization in the arrival of
tones at the mobiles. Once the estimate of the distribution of the samples
is known, it is possible to arrive at a performance estimate of any detector
which acts on the basis of these samples. A simple study on the performance
of a hard-limited receiver shows a good agreement with the fully analytical
result obtained earlier. This also testifies the validity of neglecting the
non-orthogonal interference, as done in the analvtical study. Also, the
performance of some non-narametric receivers are tested using the simulated
samples.

In section 2.1 we present an algorithm to generate the samples of the
envelope detector. 1In sectionm 2.2 we analyze the performance of a hard-
limited receiver. Whereas in section 2.2, results on the U detector is
~resented.  In szetion 2.5 we evaluats the nerforrance of a Maxinmum Rank Sum

- T ~ ey N - e N - - - . . S mam 1 N N . - M
weceiver (MRSR) . Ve berrow some of the notations and the concepts used in [2].

2:1 Algorithm to Generate the Samples of Envelope Detector Qutput

Consider a 3-cell system and a user u moving along the line AB as
shown in figure 2-1. The algorithm presented here generates the samples
of the elements in the correct and the spurious rows of the decoded matrix
user u. Instead of considering the envelope detector output, we consider

the envelope squared output (or the energy) in each of the eclements.




o,

A. Spurious Row Samples

It can be noticed that the spurious row elements are due to three
causes:
(i) Interference from the other users in the same cell (cell 1)
(ii) Interference from the users in cell 2 (and cell 3)
(iii) Noise at the receiver input.
Actually, the case (ii) has two contributions; one due to the
'legitimate' interference caused by a user in 2 transmitting tones
in a specific slot and the other due to the non-orthogonal interference
of adjacent tones entering the output of the tone detector under investi-
gation. Whereas the second contribution was neglected in the analytical
study [2], we shall include the significant portion of its effect in this
simultation. The interference due to (i) can be included by considering
the average interference power INO due to users in the same cell.
By referring to figure 174, we can see that the sample Y1 is a Gaussian
random variable with zero mean and variance as determined by contribution

from various interfering sources mentioned earlier. Since each source

is independent of others, the variances add together. lHence, x is exponentially

distributed with a mean value which depends on the variance of Y, (or y2).
In order to evaluate (ii) consider ith tone detector at nth time slot.

It can be established [2] that the variance of the in-phase (or quadrature

phase) component at the envelope detector due to a jth tone at the input

is given by

Variance = —— sin? (n(i-1) a) 2-1

2 (1-9)2
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Here aT, a real quantity, accounts for the difference in the propagation

delay difference (in mod T) between the arrival of tones from base 2 (or 3)
and base 1 at receiver u. Since we are only interested in an average
nerformance estimate, a can be treated as a random variable with uniform

density over (0, 1). As can be seen from (1), only the tones adjacent

LS avi gl 4
i

to i will have significant contribution, When j equals i, we have the

L4
o

case of 'legitimate interference', mentioned earlier. It is easy to see

p
'
4
:
_j
!

.

that the significant contribution occurs only from the situations

corresponding to j = (i+l): i and (i-1).

. ' In the following table 2-1, we present various possible configurations

and the corresponding probability of occurence and the corresponding

variance.
Probability Configuration Variance
Rest (i-1) ith (i+1) Rest (Approximate)
P3 - X X X -— 2V1+\0
| P2 - A X X -- ; V1+VO
| P, -- N > A - ' vtV
-- < -— 2y
P, A X Y1
— - U
» Pl A A X \1
N Pl - X A A -- V1
¢ |
‘ P -- A X A - v
: | !
‘;, o -- A A A --
r; -~ Don't care x Present A absent
]
;.
} TABLE -1

-10-
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It is easy to observe that the probabilities are given by

g
1l

A/
il

‘J
L}

d
0

Since the
on an average,

2-6 and not by

N
- 325" 222
- 2725M - P 2.3
KM N
(1 - 1/2 ) - PO - Zpl ——t
1- P, - 3P, - 3P, 25

non-orthogonal interference spills over two adjacent slots,
the non-orthogonal interference variance is given by equation

equation 2-1:

For (i-j) = 1, Average interference variance

= Eg (sin2 Ta + sin2 1(1-a))
m
' = 3%? sinz(ﬂa) 2-6
b

. . . .th
vhere IN is the variance of the interference due to i tone from base 2 (or 3)

had the tone been completely synchronized with the receiver u. Therefore,
2IN 2 2-7
J = — i <
A >~ sin (ma)
m
2-8

2 , 2
™ (a” + (1-a)")

..
Al

0

We observe that E(VO) is only 2/3 IN and hence the approximation, assumed in [2], that
this value equals IN is in error. However,byoverestimatingE(Vo),we could

assume that some portion of the non-orthogonal interference effect is included, in

an indirect way. Then by normalizing the envelope squared x, with noise variance, we
can generate the normalized samples Z. The flow diagram in figure 2-2 illustrates the

generation of these samples.

B. Correct Row Samples:

The procedure is very similar to the one described in (A) except now

-11-
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the variance of vy (or y2) has contributions rfrom the following:

(i) Interference from other users in cell 2 (and 3)
(ii) 1Intended signal power from base 1

(iii) Noise at the receiver input,.

Fizure 2-2also illustrates the generation of the correct row samples.

2.2 The Hard-Limited Receiver Performance

For an assumed nosition of user u (k assumed to be known) and a
controlled power of 25 dB (S = 2.5), we arrive at the histogram of the
samples. Then, it is possible to calculate the average probability of
bit error Pb of a hard limited receiver, once we know the threshold
emploved in the receiver. Using the optimum threshold value of 82 {21,
we could find out (i) probability of an entrv iIn the sourious row of the
decoded matrix of user u and (ii) the probability of an entry in the correct
row. Therefore, Pb can be computed as explained in [2]. Table II shows
Pb values against K values. By comparing this table with figure 4 of (2],
we observe the close agreement between the two. This also testifies that,
on an averasz2, the non-orthogonal interference does not have anv noticeable

affect on the perfornance,

K a? P

0.3 49 1.05x10‘6
0.5 49 1.2 x1074
0.7 100 6.2 x107°
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A Mann-Vhitney U test (or the equivalent Wilcoxon rank-sum test) is
a us2ful two sample test for the testing whether among anv two samples,
one sample is stochasticallv larger than the other [3]. Also, such a test
belongs to theclass of consistent tests. If we consider a single
isolated cell and a parametric model, we know that the samples in the
rows of the decoded matrix have the following distribution [4]:

-klz —koz
spurious Znop Al e + (1-p) AO e

-Alz 2-9
correct YAV Xl e

with )%- > )\L
1 0

It is clear that in this situation, the correct row samples are stochastically

larpger than the spurious row samples. There will be deviations from this

model due to several reasons like the effect of adjacent cell interference,

the departure from the 'idealness' assumed in arriving at the model, the

presence of impulsive noise due to vehicle ignition and so on. However,

thourh the exact distribution is unknown, under these conditions, the

correct row samples would still be stochastically larger than the spurious

row samples.

Given the two samples (Xi’ i=1, ..m), (Yj, j=1, ..n) the u test
computes the statistic
n m

U= ) ) u o-vY)
j=1 -1 .

ro

-10
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to test the hyvpotheses

HO: Xi’ Y. are both from thz same continuous distribution
Vs, J
K : Xi is stochastically larger than Yj

T &

TC can be obsarved that the range of U is anv inteper between 0 and mn.
In general, U will have larger value under the alternative X and a lower

value under the null hypothesis HO'

The Alecorithm

Since a decoded matrix has 2K—1 (K e2quals number of bits in a word)
spurious rows and only one correct row, the algorithm of finding the
correct row proceeds by considering two rows at a time and by applving
the U test. Since, on a test, both the rows can be spurious or one is
the correct row, the test is continued successively on a pair of rows,

till the U test identifias the correct row. It can be shown that, on

. K-2
an average, the number of pairs to be tested equals 2 . The correct
row is declared tc¢ be identified whenever
Uu>n
(or) 2-11
2
U <1 ~-n

‘hiere n is a threshold to be fixed and L is the nunher of =lerents in
each row. It is to be noticed that we have to perform the two-sided

test, even though the correct row samples are known to be larper, because

cf the uncertainty in identifving the correct row in a pair. Then, if
i 1s the type I error (reject HO given HO) and £ is the tvpe 1II error
(reject K given K) of the U test, w2 can calculate the probabilitv of

correct word decision as

- . . . . e . - . - . . R
.. . LI . .- w - LT, . R

.,
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240 7.75% 1072 2.95 x 1072 0.45 l
-7 -9
260 | 1.7 x 1070 | 1.75 x 1077 0.30
, -3 -2 f
275 4.3 x 10 5.8 x 10 0.13 |
-3 2
250 2.5 % 10 8.2 x 10 0.10
) -3 -2 '
285 1.4 10 0.115 9.5 x 107 |
| - -
i 290 5.2 x 10 0.155 9.16 x 1072 i
| 295 3.2%107 0.2 011 |
L]

M =100, K=8, L =19, § =25 k=0.5

, - p
! <
[ 1 1 ”2 9 1 )—‘2 i ) 3 :
= . -3 Vo] ‘ N, 21 !
270 Lo ' - J
| l - -3 ‘ | |
i 250 03 1o N.183 I 0.16 [
| 1 ,
i 290 | 8.v w10 ! i 0.259 ( 0.15 .




IR RO L AL L L R AN L R R A St eSOl T IC I A M el Sadh Tt “ Al *R "I A I & 6 B 4e e Jhhe TeAi il S0

7 1-1
P y = Z (1-2) (1—3) /J .12
W .
i=]
where J = ZK--l :
.
Then the probability of bit error becomes 'i
-~
S S ¢ B Te EYCEM 2-13 o
b~ K alJ
21 -
with K = 8, L = 19 the requirement of Pb = 10-3 dictates that a has to =
. i
be very low (= 10 7). However, at such low a, the power of the test, )
-
namely (1-8), seems to be too low. From standard tables, it is possible .;
to read off the threshold n for a given o value. However, to find 8 .
we need to resort to simulation. :,Q
Using the samples generated, as explained in I, we form the U test .f
and the results are shown in table 2-3, The results of U test corresponding e
~
to a parametric model on isolated cell samplas is shown in table 2-4, In h '...
1
either situation, the power of the U test is so low to be of any concern .
to FH-MFSK mobile radio. :“.'?
S
N
=%  Maximun Rank Sum Test (MEST) =3
AR, - _®
As seen in the previous section, a sequential detection scheme in : 3
N
conjunction with U detector performs poorly. The equivalent of a maximum :'
.;‘-.1
likelihcod test [4] in the non-parametric domain would be a test which .‘
picks the row having the maximum rank sum. Therafore, the idea behind :
a maxzimum rank sum test (MRST) is to rank order the sum in the decoded .
K .
matrix by considering the entire (2 xLl) samples. Then, bv summing these .
Ty
rank orders across each row, vz decide the row with the largest sunm
as the correct row. Picking the maximum rank sum has received attention ;
.‘\'J
-16- -@
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in other applications. [5, 6].

Using the samples g2nerated as exrlained in section 2-1, we performed

a MRST. Because of a large simulation time required on the computer, we

were able to estimate the probability of word errors exceeding 5 x 10-3.

L 2an AI0 NI o

» -

with adjacent cell interference and with paramaters M=140, S=2.5,

k=0.5 and 2300 iterations, the bit error rate Pb was found to be

<2 x 1073, witn M=200, we find P_ < 1071, with M= 140, SNR of 25 dB,

208 Mman LAl abi ha haksanamlloaa: SAL Mamsa aat Si- ~hamiioa aa- —asa

DA
i

20k A

the bit error rate remains practicallv the same, when the parametric

'Y
*

T :

model on an isolated cell is considered. Thus, the MRSR is also found
to possess some 'robustness' against the changes in the probability model.

Moreover, the above performance with adjacent c2ll interference, is close

to what is obtainable in a hard-limited receiver with an adapntive threshold.

Al A P80 Mk AL it fa 8 Bae m8: Al maa i ki Mis

(In an isolated cell, the hard-limiter does outpzrform MRSR). It is clear
that the MRST shows good performance and could well be an alternative to

the more complex adaptive parametric receivers.

We continue the analysis of MRSR and a reduced rank sum receiver (RRR)

in the next chapter.

aasfas

Aalas
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III. Nonparametric Receivers

As pointed out in the previous chapter, the Maximum Rank Sum Receiver

V- & W)

(vMrSR) is expected to perform well under meobile conditicns. Tt skeuld be

mentioned that the ties in the rank-sums can be broken bv randomization.

Intuitively, the MRSR seems to be the best (3], Here, we applv the aswvmntotic

” ¥

theorv to get an approximate estimate of the prebability of bit error

encountered in a MRSR and a reduced rank-sum receiver. In figure 3-1, we show

O

the operation of a MRSR by means of matrices.

3-1 Reduced Rank-Sum Receiver

T )

With the values of K=8, 1L=19 (which are optimum for the parametric receivers),
it can be obt:served that over each LT (=T) seconds, (28 . 19) samples will have g
to be ranked. This amounts to ranking about 5000 samples in 250 U sec. Since
this mav imply considerable complexity, we consider a reduced ranking method.
In this method, the ranking will be done bv censidering the sawples in each
column only [Figure 3-2]. Since L columns of samples arrive sequentially in

time, ranking of 250 samples will be done in T(= 12 u sec.) duration.

PR, FNN SR PN XN

(i) Simulation Results

B gzenerating the samples hased on othe ~ Job 2= 0 ccfns 1VET e vpsing,
4
it is straightforward to simulate the receiver ;oricrman.e., e tables 3-1, q
K
and 3-2 show the performance of MRSR and RRR., s can b . bothothe receivers ;

are nearly identical in performance. At SNR of 25 dB, each ¢ould accomodate

about 135 users at a probabilityv of bit error of Py X 1H_5. 3v eirulating !
the samples which take inteo account the effect nf adjacent cell interference (7], E
the MRSR is tested under this condition. The prebability of hit crror Pb remains 1
practically the same at 2 x 10-3 (with a controlled average SNR of 25 dB and >

when the user is at about half the wav toward the cell corner (k = 0.3)). Some
robustness in the performance of MRSR against changing probability model is

-18-
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apparent. It should be mentioned that an extensive simulation study could not

he carried out because of excessive simulation time requirement.

[ X 1
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Table 3-1

Performance of MRSR (Simulatiom)

SNR = 25 dB }

l
i' {
M Py ‘ # Simulation I

x | © Trials
. I " l' ;
140 | 2.12 % 10 51 8000 i
-9 i
160 11.25 x 1077 | 2000 !
, | I |

Table 3-2
Performance of RRR (Simulation)
2.2 EIrror Rate Esrirate Zzsed on Asymptetic Thecry

~

. . ‘ . . K s .
Tt has been shown that the J (J = I7) rank-sums are asymptotically

iantly ncrmal, Ifor large values of L {3, ¢l. Tor values of L, of thte

we expect the asymptotic theory to te only anoroximately

cvve. icwever, the error estimates based on the asymptetic thesry Chow
reascnable agreement with the gimulation results obtained earlicy. A

‘
the zsvmptotic estimates of error rate zve siightly on the higher v

0

pan

s cporoach allows us to estimatle the perforronce ¢of the e o

dif<erent conditions (for example, for different values of M).

-10-
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(1) Maximum Rank-Sum Receiver (MRSR):

For the maximum rank-sum receiver, the asymptotic procedure to find

the probability of correct selection is readily available in the literature i
[8]. Denoting 5
1 x <y |
g(x,y) = 3-1
10 otherwise

. th
We write the rank-sum for the p Tow as

- (L4L)L
L HDL )

S 2
P s#p L,m=1

()
[

g(x oy x ) p=1,2,...3 3.2

Bere, xij denotes the entry in the ith row and jth column of the decoded

matrix of the user.

ea

For large L, it is possible to find E(Sp), Var(Sp) and cov(Sp, Sq) and hence

. eemmac . s

characterize the random variables (Sl’ . Sj). Without loss of gener .iit:,

.th fq s .
assume j row as the correct row. Then, the probability of correct selecticn

(or decision) is

i tah § T ATERRACY T 0o

Max

P, = Prob [Sj =3 (Si)] 3-3
- - . T p
= Prob [Sj $20 1i=1, ... 1i#]] i
;
The above equation can be shown to reduce to [8] E
) i
© 3
- - ' :

P, = J TN a+ /8 x)(B-0" D d ex) + 0(1/¥D) 3-4
t_ -~ "
S q
@ - vhere a=Jn-% 3-5 :

b= (32215 7-22)/12 + n(37+2) - n2(32+3+2)

:
{
+0IE-T42) + PI+2) 3-6 !
r

» . . oS- - . "
- e LT, - R
. . . . -t
" L. - [

o L e N N * W T e imt P Lo PR
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e
fb 2 2 2.
e c=n(l+2J) -n"(1+J+I7) +8(1L+J7) + ¢(1+3)
o 3-7
i - (11 + 133)/12
o (
[ . ] ] s
& n= F (0 d Fo(0) 3
[
s (
. 2 A
Fi &= | F,(X) d F,(X) the
; ;ot I
?i‘ Wy = f F2(X) dF, (&) 3-10
S ;3 1

Fi is the cdf of the samples from the correct row and Fe (i # 3) is the

cdf of the samples from the spurious rows.

—

® If we assume that F and F, satisfy the model (2-9), it is possible
1 i
to evaluate P, from (3-4). The probability of bit error P, is given by
C ' 2 1 3-11
D = —— -— -
8 v TGy R
’ (ii Reduced Rank Sum Receiver (RRR):
t“ For this receiver, the rank-sums are given by
J L
R.: = L + E E g(\{cﬂ’ o p = l.‘ J 3-72
r 5?p m:l =Nt

[

Proceeding along similar lines, the probability of correct selection Pé

is given by

AR o S8 e acane

) <

@ -1, = “l -

g P = J V(YT at + CT W) (b - ") d () + 0(1/YL) . 3-13 :
3 Lo |
[ i
1 . Where i
° !
: a' = J(n - %) 3-14 !
CA -21- B
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. -J=-2 " 2,.2 Ll d 5
b = -T-—-“l" .'](-.J) - N (J ) + :<‘J _“J) =15

2.2 ", 2 J ,
! nI}-n"QA°) + 537 - 3J) - iz 3-16

(g]
i

Therefore, the probability of bit error Pé for the RRR can be coxmputed as

k-1

U _ p! 3-17 ]
Py =G TR ]

The error estimates of these two receivers are summarized in Table 3-3

b
M MRSR RRR :
100 9.54 x 1077 1.0 x 1074 1
9
120 7.63 x 107% 8. x 107% ]
140 4.0 x 1073 4.36 x 1073
160 1.56 x 1072 1.64 x 1072 2
<
170 | 2.69 x 10°°  2.82 x 1072 ?
« | | l
Table 3-3

Lsvmptotic Errer Estimates (SXR = 25 4B)

r Frem the table 3-3° we observe that both the receivers have nearly identicel

performance. This is not surprising when we observe that large J (J = 256)

S 4 A 8 X .3 &

= implies that b' = b and ¢' = ¢ and therefore the multivariates {Sj-Si; i#3}

A san o

and {55- Si ; 1# 3} have nearly identical distribution. From information

theoretic point of view, the divergence between the two distribution tends

T e

to zero [10]. In other words, the reduced ranking possesses nearly as nmuch

information as the full ranking has. Though not exactly related to this

-22-
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prodlem (because of larze SNR) it is useful to recall that the asymptotic
. . . 1, -
relative efficiency (ARE) of MRSR with respect to RRR equals (1 + 3) [5].

This implies that ARE = 1 for large J.

3-3 Choice of K:

It is difficult to arrive at an optimum value of K which would maximize
the performance of MRSR (or RRR) under zll probability models. It is not
easier, even if the parametric model (2-9) is satisfied. However, through
some indirect assessment, the value of K = 8 can be justified. Assuming
that (2-9) is the underlving probability model, we compute some form of
distance measure between two samples that are obtained under the hypothases
of correct and incorrect selection. The value of K which maxinizes the
distance is found. Another method is to observe the. asvmptotic error rate
(Section 3-2) as a function of K.

Distance Measures:
Consider the received ﬁétrix of sizé (ZK.L). The parameters K and L

are related by [1]

~
L}

= =625 3-19
b
Here, [ ] denotes the largest integer operation, W the one-way bandwidth,
assumed to be 20 MHz and Rb the bit rate.
Assume that the samples from the correct row have the density function
f and those from the spurious rows have the density function g. Then, the

situvation corresponding to the correct and the incorrect row selection can

)
-
3
]

, JNPLL

PR L
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be depicted as follows:

. Correct selection, L numher of § samnles identified

N: Incorrect selection, I nurmber ~f ¢ samples identified.

Youivalently, the abvcve alternatives impelve

H: Correct sclection, Information conveyed by [(J-1) L number of g samples]
N: Incorrect sclection, information conveved by [(J-2) L number of g

samples and L number of f samples].

Therefore, any of the known distance measures [10, 11] can be computed for
the density functions under H and N. We present here only the divergence

J#xand the Bhattacharyya distance B,

NS ~
Niverpence:

The divergence J*can be written as a sum of two components called the

directed divergences [10],

Tx= I(H, N) + I(N, H) 3-20

where

() 301
\ = : : 019 (e = 3y -«
I(H, N) = [ ) Gy dx

X

and I(N, H) is obtained by interchanging Il and N in the above equation.

Since all the samples are independent, it is easy to observe that

I(H,N) = I,(f, g) 3222

Here,Il(f,g)denotesthedirecteddivergencebetwccnI,numberof f samples and

L uunber of g samples. Once again, due to independence among the samples,

~24=
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I,(f,g) = L I(f,g) 3-23
vhere I(f,g) is the directed divergence betwecen the densities f and g.

“hat is,

[~}
- re el 3-2-
I(f, g) = ' £(x) Lﬂ(g(x)) dx
(0]
Therefore,
J*= L(I(f, g) + I(g, f)) ‘ 3-25

When f and g satisfy (2-9), we can compute J*¥as a function of K. The results

are shown in f{igure 3-3

Bhattacharyya dJistance:
The Bhattacharyya distance B between the two densities fH and fN is

given by

B = -ﬁn[J VfH(i) £ (x) dx] 3-2h

X

Because of sample independence, this reduces to

o

=L P,n[J VEx) g(x)  dx) 3-27
o}

if £ and g satisiy (+9), B can be computed as & function of K. The
results are shown in figure 3-4,

As an alternative method, we can observe the ecffect of K on the asymptotic
error rate (see figure3-5 ). By observing figures 3-3 through 3-5 it can be seen that
K = 8 is nearly optimum under any of these performance measures.

The optimization procedure based on distances are normally employed in

parametric situations, when the probability of error can not be casily found

-25-
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tests operatinz under a known probability mecdel. This is rartially juvszifiable

Considering the base to mobile transmission, it is founc that MRSR

-~

- . -2
or RRR could accomodate about 135 users at Py = 2.10 © and ~t an average

SNR of 25 dB. With the simulated adjacent cell interference, the performance

?

of MRSR remains practically the same (i.e. Pb 2 x 10-3 at & controlled

SNR of 25 dB, with receiver at about half the way toward the base station).
Thus, MRSR (or RRR) shows some robustness against changing probabiliry model.
Moreover, the adaptive parametric hard-limited receiver accomodates only
covout the same aumber of users as the MRSR, when adjacent cell interference
is taken into consideration. Also, the limited simulation study and
asymptotic theory reveal the nearly identical performances of MRSR and RRR.

As has been said earlier, it is much simpler to implement the reduced rank

sum receiwver than to implement MRSR or a parametric receiver. Therefore,

cne conclules that R3R is & possitle competitor to the paranerric recelivers
“or FH-MFSK wmebile racio.

There are still some problems to be solved in arriving at the errcr
estimates. (i) The goodness of asymptotic estimate is not known, except
for the reasonable agreement with limited simulation results, (ii) Some
~ethods are to be found to reduce the excessive simulation time, thereby

z1llowing extensive performance estimation under various conditioms.
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Finally, (iii) the effect of correlation between the samples on the perfor-
mances of parametric and non-parametric receivers will have to be estimated

and compared.
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IV. Signal Processing for Packet Radio in Computer Communication Network

.
g

T YW T e ow

Packet radio has emerged as a viable technology for both fixed and

<. st e gy

mobile computer communications., Here, first an overview of the whole
organization of the computer communication network including packet switch

processing and architecture, packet radio network and application of spread

e L o o3

spectrum technique for packet radio network is presented. Subsequently,

. we discuss the signal processing aspect of the packet radio network and

>" alternative technologies available for their implementation.
-

4~1 Introduction

|
N J

Why Computer Comaunication Networks

.

The ability to communicate data (i.e. bits) over communication lines ig

relatively old. Modems for a variety of communication lines (especially

telephone lines) at a variety of speeds, have existed for many years

However, due to rapidly increasing demands, the traditional voice

C I 2 L3 i 1 .
ommunication (telephone) networks have failed to provide the required
Se 3 I 3 r ;
rvices for data transmission in a computer communication environment

T}'l » I3 ’ 3 ‘
is has given rise to the exlstence of the computer communication (data) ;

networks. [18, 22]

v‘ ,r.,yvyﬂf,rY1..v —

.
S

Y,y

P f

rvrenevry
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wWhy Packet Switching for Computer Communication

The packet-switched communication svstem has established {23] itself as
an attractive option in a wide variety of digital transmission environments
including data, voice and in perspective video signals. The switchine capa-
bilitv is what makes a collection of cemmunication lines a communication
network. This switchine allows the interconnection of N users without
having to use facilities of N2 size. The total capabilities of a communication
network depend on beth the communication capabilities of the individual links
and the processing capabilities of the switching nodes.

There are two basic approaches to the switching issue (23], the circuit
switching (CS) and the packet switching (PS). It has been established that

under the computer communication environment, packet switching offers much

better performance than circuit switching. TFurthermore, there are two

ways of providing communication services on top of either CS or PS

svstems. One is by virtual circuits (VC) and the other by datagrams

(DG). The choice [22]depends on the traffic distribution and the characteristics
of the resources in each particular situation. Attempts are made to

optimize the most important attributes of computer communication networx:

reliability, data rate, data interrity and end-te-end delav.

Iy

slso, tvpical comruter communication traffic is euite burstv in
aature, and requires a low-duty cvcele of high-data-rate communication.

Therefore, in nearly all circumstances packet switching is the preferred

technology for implementing cost-effective computer communication.

What is Packet Switching
« Packet switching is a transmission technique for sending data.
+ Data is segmented into small packets
+  Small packets find their way through system individually and

over the best of multiple transmission paths available betwecn

-29-
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nodes at the moment of transmission (adaptive routing over
distributed network).
+ All packets entering and moving through svstem are under constant

1

flow ceontrel - eliminating the need for high intransit

o

o7}

torage.

Wnat is Packet Radio
Packet radio is the application of packet switching technique to
radio channel. It is a communications network which sends packets of

ata by radio. 1In the packet switching aspect of packet radio, the

data from each user is bundled into packets, transmitted through a
series of store-and-forward (S/F) nodes, and delivered at the destination.
The radio aspect of packet radio is its use of a shared broadcast channel

to link network nodes.

PLPeT L7 S W S

Although the packet radio system (PRS) is primarily conceived as

a lata netwerk, voice communication is possible [13]. In fact, it has been

Ay

established that packet radio (packet-switching computer communication

networks) is capable of supporting real-time speech communication [22].

Tn packet communication, the voice or data information stream is

divided inteo small segieats, called packets, which are transmitted one-

E

by-one through the network. Each packet has added to it "header" bits
used for addressing, routing, error-checking, and other overhead purposes.

¢ T7f message length excceds the longest packet length allowed by the system,

Y L VR

the message is divided into packets at the originating node and reassembled

s

for delivery at the destination node. Tt is convenient to think of packets -

L B amh o o A

P as envelopes into which data is placed for deliverv to its destination.

T
.
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In an experimental packet radio (201, a transmitted packet has the

structure shown in figure (4-1). It consists of a 48 bhit preamble followed
by a variable length header (tynically 96-144% bits), followed by the text
and a 32 bit check sum.

+ The packet preamble is used by the radio secticn of the recedver
for several osurposcs. The first few bits are used to detect the carrier
encrgy and to set the automatic gain control (AGC) to ccempensate for
differing signal strengths of the arriving packets. Ceorrect reception
of the packet is totally dependent upon acquisition of the preardle.

The next few bits are used to acquire bit timing. Following these, the
next set of bits is used to acquire packet timing (identify the end
of the preamble and the start of the header).

* Both the header and text are delivered from the radio section
to the digital section which knows the header format and can therefore
determine the exact start of the text.

*+ The error control bits consist of a checksum appended by the

transmitter and checked by each receiver. After checking, the error

control bits are stripped off by the radio section as was the preamble

before it. The digital section checks a status register in the interface

. ¢ g

3 to determine i the packet is correct.

L

| ] C ma e T T N

- 5.3 TACKET SUITCH PROCESSING

b

-

. In packet switching processing [20], incoming packets are first stored

{

® in memory (capable of storing 4-6 packets) through a sterage allocation
process. The pointer indicating the address location of each stored
packet is then placed in an input queue. Tnput queuc pointers are

) examined in turn by the switching process, and upon identification of

3

3 . , . . . . s . .

- thic aidress of a packet the routing table is examined to determine the

-

o
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preferred outgoing link for each of the possible paclet destination addresses.
The packet address pointer is then placed in the appropriate queue of
the cutgoing trunk. After packet pointers are examined at the output ‘ i
cucue, packets are located in storage, then dispatched over the outgoing .
L
]
trunk to the next switching (node). Routing of the packets con be virtual -

1 .
or adaptive.

LR S

4.4 PACKET SWITCH ARCHITECTURE

The switch performs the functions of reception, storage, switching,

processing, error control, routing and retransmission of data packets.

'
i

s This packet switch was originally designed {15! usin» a micronrocessor and

other electronic devices. However, the growing need for high speed

>
-a

digital comnmunication demands still faster processing. Fortunately,

optical processing is known to be much faster than electrical processing {12].

z . Rocently, an attempt has been made to replace electreonic & mponents by optica:l )
; devices in the packet switch. In this new opto-electronic packet switch -4
b )
o most of the electronic components except the microprocessor are replaced N
L‘.- ‘
: . . . . . 4
(] by components based on optoelectronic devices like diode lasers, LED's, »
) -
3 .
¢ nhotodetectors, crossover optical waveguide switches, optical shift registers, Q
- H .
A
{ ~lrinlezers and optical fibres. Optical fibres used in tois tltra-rmodern 4
- . . . . 4
¢ e-iteh is eonlv for intercomponent connections and are very short in lenzth. D
I Thiz reduces the possibilitv of attenuation of optical signals in the fibres. !
In application, where fast processing and smaller size of the switch are 3
3
[. desired (e.g. on board a communication satellite), the optical packet switch ’
| 1
S . . ]
b secme a verv attractive candidate.
t .
> -
13
|
‘ )
4
i’ 1
i :
b
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: Netvors aspects of seroad-spect mnte crread enootr n ]
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5 i attractive candidate Tor packet radio network envivenment.  Althos
o
“aoret roadie svsteom neosd act emplov spreal srectrom, hdre arvo govaral L

T

b . - e
b noteworthv attributes arising from its use. 5
b . h
o Yy
b Tie use of spread spectrum waveforms in a paciet vadic svsten s 3
:] motivated largelv by the desire to achieve zood performance in the “ading ]
. J

multipath channels resulting from nen-sited mobile svstem usors

for coexistence with other svstems and for antijamming capebilities in

-y
-
.4

tactical applications. Use of spread spectrum waveform facilitates some

’ additional benefits such as a strong capture capability te enhance access
L

¢

a ¢fifciency, the potential for an integrated position location feature, and

v to operate links, nets, and subnets on pscudo-orthogzonal

-t
o*
o
}-J
[ e
T
L, W

waveforms using 'code-division multiple access' (CDMA). A
9
]

(XN

However, these capabilities are not received free of cost. Use ¢

i

[j a fixed spread spectrum waveform adds a modest amount of svstem ccmplexity,

s .
3 -
$ 1ile a time warvine soread snectyrum waveforn requires some decrce of -

) : : : § E
} -~
L t Fotieer s Lol oand oo rvecuive o Posvoteon orotocels e j
g L

- ot the Aistributicen of variables to control wavefeorm generating 9
- alrorithns. .
{ “he use of sprecad spectrum, altheuph desirab » for many apnlications, 4
( »
2 . . . . ' v — =
- i5 noc an anrieori reauivement for a packet radio svstem. The most cemmonly .
used foris of spread spectrum waveiorrs arve direct scquence pscudo-noise .

4 () =ndulation, frequencv hopped (¥l medulaticn, and hvbrid cowbirations

o7 the twvo.
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elements:  terminal, station and repeater. A tvrnical nefweork i3 shown
. - Wiy Y 3 ey o e s : PO B . s ~ N [ ..
D Ticnre (A-00,0 The terninagl ds o the vser's inrtordace to thie notcori, The

station has the responsibility for over-all management of the network

including dndicialization, routing, flow contrel, directery, and accountin

functions. It also serves as the gateway from the network to other
notworks.  In a network covering a small avea, terminals and a station
suffice. However, terminals must have limited power to be portable,

and this power limits their range. To provide coverage over extended
areas, repeaters are needed. The repeater has the function of extendin-
station-terminal links and providing a mechanism for
distributing the network management legic. Tt, therefore, receives and
retransmits packets with the additional responsibilities of detecting

errors and inveking routing protocols dictated bv the station.
=] < .

4 repeater element contains a radio section which provides access

to the netvork radie channel and a digitzl section which rer’orns the
oical Funcrions of crvror ceartol oand pachot voutine, Tisave Lo3)

iilustrates this organization of the repealer element.

An experimental packet radio (FPR) mov operate as a repeater, or

1
et
]
ft
b
o}
3

may be connected to a user's host computer or terminal, or teo a
e interface between the user couipment and the FPR dicltel unit is

the portal throurh which packets enter and leave the netvork.

w'e
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07 PWOSIGNAL PROCESSING  [20, 21, 21, 26

r

e packet radio signal Tormat s as follews:
* Trequencv Band: 1710-1850 *ilz
g rria

+ 3rvead Snectrum Modulation: MeX 12,

+ Data Modulation: DPSK at data rate 100 or 400 Kbps.

cemparative analvsis for ceherent versus non-coherent processing

for the packet radio has shown that

#  Demodulation performance (i.e. BER) of the coherent processor is
superior to non-coherent processor in the absence of doppler shifrc.

* Random single errors in coherent PSK while clusters of errors in
DPSK. It is easier to implement a design to cope with single errors
when forward error correction (FEC) is used.

% Coherent demodulation is adaptive such that improvement in 3NR is
greater for lower SNMR.

A nearlv optimum multipath matched filter results when coherent

reference 1s operated in conjunction with an integrator. This
results in a marked improvement in a fading environment.
Doedav oef 2,5 5 ecec. can be selected for cchevent integraticn Thie

results in perrformance enhancement of the 400 Kbps system.
From these findings it is clear that ccherent processing will improve
the performance of the packet radio.
The repeater element is chosen for discussion since it is an internal
network element and invariant to the user interface or specific application.
Additionally, it contains most of the necded functions of all network

elements.  The function of a packet radin repeater is to extend the range
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o7 terminal-station links, therefore, it must receive and retransmit
sackets, It ~ust also inveke reoutine protocols and ervor control,

or those reasons, the repeater nust have acce radio channel

[#1]
0
“t
o
T
=
)

and contain loelcal decision capability to carrvy out the routing ane
zrror control tasks.
The repeater consists of
* a radio
* a digital processing section
+ software for the processing.

The radio portion of the repeater is a transceiver that operates

in “he 1 to 2 (iz frequency range. The transceiver transmits and receives

ove: a cemmon channel via one omnidirectional antenna.

The gicnnl rrocc

e

ssing scction includes the enceding and medulatien
processes in the transmitter and the automatic gain control (AGC),
dem>dulation, detection, and synchronization processes in the receiver.
The encoding/mﬁdulation process functional diagram is shown in
figure (4-4). The data is differentially encoded to avoid the necessity
of veconstructing a nhase-coherent reference at the receiver., A read
onlv memory (ROM) is used to store a pseudo-randon spread spectrum chip
code. The differentially encoded data gates the sequence to the impulse
generator. The impulse generator impulses a 2-chip long cosine-weighted
surface acoustic wave device (SAWD) every chip interval. The resultant
output of the SAWD is the transformation of a data bit into a multichip
spread spectrum waveform. The chips are minimum phase shift keved (2SK)

which vields a waveform that is constant amplitude and phase continuous.

~-36-
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The signal processes in the receiver are sheown in the Tunctional

Starran of figure (L=3Y. The recieved sienal, ater naccins~ throun’, <he
F ore-amplifier, is doun converted to the IV Trecuencr. Then, ftois
arnlified by an automatic ~ain centrel (ACCY IF amplificr.,  The out-ns

o the AGC amplifier drives a SAWD matched filter which rav be viewed
as a tapped delay line. The SAWD propertv allovs significantly long
delavs (up to wmany nicro seconds). Iv proner desisn, anv causal i=pulse
response can be realized that is within the bandwidtii of the device.
The SAWD impulse response is reverse-time-matched te the pseudo-random
spread spectrum code sequence described in the encoding/modulation
process. When the received signal is identical to the SAWD impulse
response, the output of the SAWD matched filter is the autocorrelation
function of the senquence. The signal passes th-ouch two identical
SAUDs and the outputs (. the two SAWDs are summed and stbtracted in the
180° hybrid. This allows the decoding of differentially encoded data
by comparing the pséudo—random sequence autocorrelation of a bit to the
previous bit's autocorrelation. The sum and difference outvuts are
e~ch AMC-anmplified and envelope detected en soparate but identical
channels. The outputs of the two channels provide the inputs to the
data detector. The data detector consists cof a differential comparator
that compares the sum and difference inputs and decides the data is a
1 or a 0.

he other processes needed in the recciver signal processing are
the bit synchronization circuit and the end-of-preamble detector. Tie
bit synchronization circuit gates the data detector output through a

narrow time window to provide time and multipath discrimination. The
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vit synchronization circuit phase locks to the sum of the lifference and

svmoclinnels so that the time window is svachryronous with the agutecoerrelation
veaks of the SAWD matched filters,
The purrose of the preamble detectien circuit is to pronerly Jefine h

the beginning of a packet. This is accomplished bv attaching a precmble
to the front of a packet which consists of a sequence of Barker codes.

The Barker codes are selected because of their high peak-to-sidelote

autocorrelation property. The preamble detector is a digital matched

ndend MR A

filter matched to the Barker bit sequence.
The path loss and multipath environment in repeater-repeater links

are less severe than in the terminal-repeater links where the terminal

a2
-
e a AR A

. g

is operating in a mobile environment. Inorder to take advantage of this and i
-‘ ] ~axzivize network throughput, the repeater radio uses two data detectors with d
[ different data rates. The lower data rate of 100 KB/s is used for terminal-repeater
F::A traffic and the higher data rate of 400 KB/s for rzpeater-repeater traffic. The

receiver signal procéss ing is, therefore, duplicated for these two data rates and

the pseudo-random spread spectrum codes for the 100 KB/s and 400 KB,'s are 128 and

2 chips long, (for 12.8 Mz chip rate and delavs of 10 sec. and 2.5 sec.)
respectivelv. This allows the occupied bandwidth to be held constant for both
datarates. Pseudo-random codes could be selected for the two data rates to give
low cross-correlation between the two rates and therefore making possible simul-

| tanecnus reception of high and low data rate packets in the repeater radio.

The packet transmission protocols consisting of repeater initialization,

E ’ packet routing, packet acknowledgements, and error control demand that the

p

r q . repeater processes significant logical processing power. The digital section

~f the repeater provides this processing ability. Tt controls the radio

L‘ . -38-
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and performs the follewing functions: packet reception and transmission,
error Jetection, packet routing protocols, and acknovledszement protocels.
The hardware of the digital section consists of the CPU, address register
decode, direct memory access control (DMA), radio interface and control
and memorv.

The software portion for the radio repeater svstem is a multiprogrammed,

interrupt driven svstem. Two independent programs coexist in the system

and the state of the svstem is saved as control is transferred from cne

program to another. The operating system is interrupt driven with program

control being transferred and processing initiated as a result of CPU

Y

interrupts. The system is structured into three programs which are defined
as enecutive, background and foreground. The 'executive program' is

utilized for operating svstem inicialization, program control, and svstenm

A et

test aids. The 'foreground program' contains the radio I/0 packet

handling process. The 'background program' provides for overlay programs,

on-line diagnostics,” and performaice monitoring.

In the recent developments of packet radio repeaters, VLSI technique .

.

for irplementing digital sectionn and hybrid thin film cirvcuitry for the
radio section is being considered. Better spread spectrum processing gain
(about 30 dB or more) can be achieved with convolver (a device which :

accumulates the cross-product of two signals) surface wave devices.

Y

bl .
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~.3 STGYAL PROCESSING ALTERNATIVES 16, 23 = 2u_  31] =~
s
Packet radio signal processing requires: B
° A filter matched to the spread spectrum waveform. :
d
* Some form of non-coherent (post-detection) integration to enhance !l
signal-to-noise ratio (SNR) for successful acquisition.

* Means for svnchronization .J
i |

» DPSK data demodulator.
* Barker Code detector to determine the start of the message ]
* Error-detection circuit J
: »
The Barker code detector and error-detection circuit are implemented K
3
using digital technology. The matched filters, non-coherent integrator, o
t o
synchronization circuit, and data demodulator can all be implemented in E
)
a number of ways with differing technologies. N
-
Three competing technologies ~ DIGITAL, SAW and CCD are applicable -
to the required processing needs. With present technology, both digital y

integrated circuits (IC) and CCD implementation can be used up to a

bandwidth of approximately 10 Miz whereas SAV devices can be used up to

190 Mz, Also, SAl devices are simpler to fabricate and canbe less expensive

to produce than CCD's. SAW devices operate at RF whereas CCD's operate at baseband,

therefore former is a better choice for multiplication needs.

For high bandwidth real-time applications SAW technology is chosen, 2
whereas for lower bandwidth real-time applications CCD's are used.

For non-real-time operation, IC's and P are probably the best implementation.

, * The SAWD is the natural device for implementing an MSK chip filter [16],

i . , .
{ either transmit or receive, at IF.
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* Two matched filter options are available - SAU and CCD. Digitel

and high pewer usage and size disadvantage. The SAW filter uses LSI

.i digital and analog circuits in a hvbrid package. The CCD is a baseband
= device, smaller, more reliable and temperature insensitive. The SAW

>

is a RF device, uses less power and requires no down conversion to base-

band.

* The preamble matched filter is used to detect the occurrence of

the final 13-bit Barker-coded sequence indicating the start of message.

4

A digital approach is the best due to its simplicity and low-cost.

* The non-coherent integration can be implemented at base-band.

- Either CCD or digital devices (or a hybrid) are used.

T
f f

* DPSK demodulation requires either a dual matched filter or a

-

matched filter/delay line implementation. Both the matched filter and

Ef delay line use a single technology. :
F -
g -
3 :
b‘ 4.9 CONCLUSION ;
<

b ]
;j Ve have focussed on the signal processing of the repezter pertion 3
o y
[”- of the packet radio network because it is the critical communications 1
b~ 4
- element in a packet radio network. It can be converted to a station ]

by adding a mini-computer, and a terminal by adding appropriate 1/0 b

4

- components.

b

. We feel that still there exists sufficient room for further modifications

! and developments in packet switch architecture, packet radio signal processing

q

b

and in packet format in order to optimize the overall perfeormance of the
- cormunication links.
e -41-
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The recent advances in cemputer technelogy sophisticated sigznal
rrocessing techniques and elesant implementation technologies like
Jgital IC, CCD, SAW are indications of the optimum packet radio
networks in the fFuture.

Very recently [14], the low cost packet radio (LPR) which is a new
version of a packet radio, has arrived. LPR has high reliabilitv, low
wveight, low cost and reduced volume while providing forward error
correction capability. The LPR mav provide affordable means in supporting
the future large-scale network. Finally, it is highly probable that
packet radio will play a significant future role in computer communications

and the local distribution of information.
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V. Performance Evaluation of a Protocol for Packet Radio Network in

Mohile Computer Communications

Tne need to provide computer network access to mobile terminals
and computer communications in the mobile environment has stinulated
and ~otivated the currept developments in this area. Packet radio
technologv has develoned over the past decade in response to the need
for real-tims, interactive communications among mobile users and shared
computer resources. In computer communication systems we have a great
ne2d for sharing expensive resources among a collection of hi¢h peak-to-
average (i.e. bursty) users. Packet radio networks provide an effective
waw to interconnect fixed and mobile computer resources. This paper
pr2sents the results of an attempt to study the performance of the mobile
pacrt=2t radio network for computer communications over degradeZ channels.
We develop a model under fading conditioms and derive a protocol for
evaluating the performance of the mobile packet radio network (MPRXET)
in terms of the packet error rate, packet delay and average number of
retransmitted packets per cvcle. The analytical results are rresented
and numerical examples are given to illustrate the behavior of these
performance criteria as a function of packet transmission rate, packets
transmitted per cycle, packet size, and vehicle speed with the help of

appropriate plots.

-43-

.. . LT . o :‘i, . "

QA U VPRl WP

3
R
[l
Al
k!
‘
.l
-l
b |
X
.
S

v
S-SR W P USRS e



M GRAE

| i et o

TrT VoI wY v T v v e s .

5.1 Tntr-dustion

The nrel Icr “ined or ~obile computer ¢

[
[
3

cations over

4
1
)
)
-

or lezal arzo networis is wilelv unlerstood now. Manv mobile radic users

m
L3
[19)
b
03
Y
(84]
1
m
I
ot
K
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)
o
¢
w
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Lt
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e
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S z v 333 DA ©27TS LI LIal IO
transmit this data in a dizital for-at arce “oTnuter installations,
enornmous data Dbanhtus, ant eviensi.e nmatiocal .- ettt el ame e
networks are now becoming available., Theo natitte lhv e en-encsive
resources which musz be utilizel In o o0 (7w tiie Taelor. The ocnatantlv

growing number of computer anrlizaiicns and their

[
Ve
1

itv renier the
fundamental problem of accessing these large resources. Fortunately, radio
communication has em2rged as a m2thod for croviding remote terrinal access
to computers [45]7.

Recentlv, we have witnessed the develorment of packet radio technology
to achieve informztion distribution and comnuter communications. This
development is directly related te the rapidly increasing demand to provide
effective communication services for data distribution. Multinle access
and broadcast radio channsls have been utilized to form networks which

P . . — 1

»rovide pacret-switched communication. The2se racket redio networks are
well-suited for computer communications in the ground mobile network environ-
ment, due to its rapid and convenient deployment capability, easy configuration
possibility and survivabilitv. In addition, packet radio network technologv
offers a highly efficient way of using a multiple access radio channel with

a2 potentially large number of mobile subscribers to support computer communi-
cations and to provide local distribution of information over a wide peograrhic
area and its area coverage and connectivity mav be increased easily[411. A

i

packet radio network can also coexist with other packet radio networks.
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Packet radio technology is applicable to ground-based, airborne, seaborne,
and space environments and is able to serve users whether on land, at sea, or
in the air. 6Ground-based networks encounter perhaps the most difficult
environment in terms of propagation and RF connectivity. Ground radio links,
particularly when mobile terminals are involved, are subiect to severs variations
in received signal strength due to local variations in terrain, man-made
structures and foliage. In addition, reflections give rise to multiple signal
paths leading to distortion and fading as the differently delaved signals
interfere at the receiver. As a result of these phenomena, PF connectivity is
difficult to predict and mayv abruptlv change in unexpected wavs as mobile
terminals move around. However, an important attribute of a packet radio
svstem is its self-organizing, automated network management capability which
dvnamicallv discovers RF connectivity as a function of time for use in packet
routing [48). In mobile packet radio networks (MPRNET) the radio conmnectivify
changes fregquentlv because of the mobility of some of the PRU's (Packet Radio
Unit). As the PRU's move, theyv lose and gain radio connsctivity with each
other at a rate that can be as high as several changes per minute in urban
areas. Due to loss of connectiviety in MPRNET a severe problen of route failure

e

because of the creaztion of "route locors" c¢r "a dead enld'. Resteration of

~ 4
L=

=

5
n
n

the route is svpeeded up by making use of additional information in the
neighborhood of the failure. This is especially important in a mobile environ-
ment due to the high frequency of altered connectivitv [9].

The ground radio aoplications of packet cormunications include such
things as communications among moving vehicles (e.g. taxicabs, ambulances,
police cars, fire trucks, private fleets, etc.), communications among

aireraft, and indeed communications among anv robile units or anv widely
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distributed units in a sparse enviromment [36]). Packet radio networks should
support mobile terminals and computers at nermal vehicular ground speeds
within the arez of coverage with full connectivitv. For zround mobile radio,
networx diameters on the order of 100 miles are appropriate, but the svstem
architecture should allow the geographic area of coverage to be expanded at
the expense of increased end-to-end (ETE) delay across the network [48].

One of the difficulties faced in a mobile network is that the number of users

in a given RT connected area and the amount of trazffic these users generate
as a Iunction of time ig difficult to predict {3¢].

A mobile computer communication network can generally be defined by
the following features: its host computers and terminals, communication
prucessors, topological layout, communication equipment and transmission
mecia, switching technigque, mobile unit and protocol desigr [4%]. These
fectures are chosen to accomplish the function of the network subject to
specified performance requirements. The performance measures most commonly
quoted include messzge delay, message throughput, error rate, reliability,
anc cost. When mobile operations are involved, the measurements indicate
tempcrary cdegracdation in the performance, affecting both throughput and

delzv. 3By proper sz2lection of the dominant network protocol parameters,

iy

the degradation can be substantially reduced [42]. Improved performance
under mobile operations is needed for all traffic tvpes, to reduce the
load on the radio channel and improve overall network performance. Several
~ethods for such improvements have been discussed in [42].

The first analysis of packet radio performance assumed that packet
collisions were the major cause for loss of a packet and subsequent retrans-

.o

~ission. More recentlv [448], efforts to design packet radio svstems to
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oparate ovar degraded channels have been undertaken. The channel throughput
and packet delav, the two primarv performance criteria in computer communi-
caticns, have been extensivelv studied for basic svsterm concepts such as
pure ALOHA, slotted ALOHA, and CSMA [45, 47]. However, we need to consider
the effect of link errors due to noise and fading too. In the absence of
fading the noiseless assumption is quite good, but on a fading channel the
signal-to-noise ratio becomes a critical parameter. The approach here is

to model the problem under fading conditions and develop a protocol for
a2valuating the performance of the mobile packet radio network in termes of
packet error rate, packet d2lay and average number of packets retransmitted

per cvcle, as a function of packet transmission rate, packet sizz,

the number of packets transmitted per cycle, and vehicle speed.

5.2 Model Nescription

Experiments in urban areas have shown that noise impulses occur evervy

few milliseconds in both the UHF and L bands, principallv due to autonobile

1o

gnition noise. A packet has a verv high probability of encountering one
or two impulses and therefore some form of error correction is reguirsd [49}
if essentiallv an error-free performance for computer communication is
desired. A target objective of no more than one undetected packet error per
106 packets assuming 1000 bit packats, a 100 K-bit/sec. data rate and 100 perceunt
occupancy.

In the ground-based mobile packet radio network performance degradation
occurs due to transmission errors resulting from tacket collisions, noise,

fading, and probably shadowing too. The present rodel assurmes that transmission
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errors are caused only bv fading i.e. errors due to other sources of noise
and interference are not considered. Tading occurs due to multipath propa-
gation of the signal in which nulling or reinforcement of the direct path
signal results [38]. Fading phenomena are often characterized by a specific
tvoe of short-term multipath signal reception whose azmplitude follows the
Rayleigh distribution [33, 381.

Packet radio techniques are used for communications between mobile
terminals and computer networks. In these techniques, a message is
deconpesed into a number of packets which are transmitted individually
to one or more destinations where they are assembled to reconstruct the
original message. An overhead message is attached to each packet. The
overhead message contains information about the addresses of the origina-
ting source and the destination, routing information and check-sum bits
for error d=tection [38, 37].

Let,

L = Message length (bits)
B = Packet length (bits)
b = (verhead Yessage .ength (or, packet overhead) (bits)

LY S Y4

1. kel t. : -
= MNumber of Pacrets in the messace

o

R = Packet transmission rate (bps)
Hence,

Total packet length = (B + b) bits

Packet duration, T = {ﬁE%El} seconds
Also,

M=

W

4 8=

L

POPRP Y.,

e W
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ine transtission of packets is conducted in cveles. Each cvele

A

the transmission of XN consecutive tackets plue 2 short tine

-t
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9]
3
w
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rt
0
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interval to ellow Zor the reception oI the

o
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5.3 Protocel Description P

In anyv communication system, and in particular, a computer cormuni-~

cetion systerm, it is essential to have set of well-desicned basic control

rt

~rocedures to insure efficient, correct, anc smooth transier of inforzation

i

A RN
L Lhae

tH

vstaw. Tra

[}

fic rmarnagemazat is a2 set of rules that ensures the smooth

and orderlv exchange of information among elements of a computer network.
- o o <

il A o e

Its main functions are protocol, routing, flow control, and monitoring [Z3].

Protocol is a word borrowed from the terminologyv of political diplomacv to

the rules governing orderly exchange of information betwesen diiferent »
. . . s ¢ g 1
computing ecuipment in a predeterwmined fashionm [«4]. .

We describe and anzlvze a protocol derived from the "stop-and-wait"

control procedures [37]. According to this protocol, the transmitting unit

zende one packet cf date at z tirme and waits for an acknowledgezent (ACK

1

TR "h' s Y(V'l 'I"rf-.'-l ..

“roo the receiving unic before proceading.  If the tragnstitting unit does ,
' A
g : Cor At et pa . - : . )
l not receive an iCK after a certain time-out pericd, the szze cacket is il

Iy

retransmitted. This operation is repeated for a2 precdefined nurber of timss

.

o e
PAr = AP I R

vntil the ACK is received. However, when the channel is unreliable, the

Ty

! “ransmitting unit mav be instructed to give up retransmitting the packet [38].

. Le

e assure that the acknowledgzement traffic is carried by a separate channel

and is received reliablv. In this protocol, the packet transmission is

e '

T

! conducted in crecles. Each cvele represents the transmission of N packets
4
L- ,"
X N
s X
1 "
A
)

! -
7

4 . . )
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olus an ACK tire-cut period. The ACK messaze informs the sendine unit

of the first packet that was found in er

"
o]
=
0]
=
0
e
ct
i
5]
rt
=
=]
t
(=)
®
bt
0
[
-4
o]
2
[
o
9

~

cvele this packet and the felleowing ones

with some new nackets. Based on an estimation of the sienzl level at

ne rec o

(4%

i ‘\.

Rl

location or on the frecuencv of nacket errors
of packets per cycle, N, can be adjustec.
The rrotocel is cenducted as follows 32, 38, 4-i:

(1) At the start of each cvcle, the transcitting unit starts

transmittinz X packetg befcore it stovs for

mn
n

nort ointery

Jout

(8

(8]
m

(2) The receiving unit sends an ACK signal immediately after the
reception of the ¥ packets indicating the address of the first

packet that was found in error.

{3) The addressed packet and the packets folleving it zre then

An important parameter of the algorithm described above is the number
cf packets per cvcle, X, Tor a certain set of svstem parameters, N can
b2 adjusted to provide the minimum delav per message. More irportant is
the fact that W can be made adepntive to the status of the chzanel to achieve

. : . 1 P . : PR s "~
~Zwi-um delav in the ever chansing envircnrent of the =mobile svsten 3

%

e notice that the case when N = 1 represents the well-known stop-ané-wait

strategy, and the alcorithm described above is a generalization of this

~50-
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Analvsis

Asesurnntions

assumptions to reduce

he complexity of the problam. These assumptions mav not model the rezl

world, howewver, thev lead to scre useful znd interesting results,

N
(VS

(

~~

w

sy

)

~s

,_
jo
(1]
rt
r{
]
Fh
)
[N
(9]
[l
o
=
~
O
n.
c
0
o
[a ¥

inteo the network consists of fixed-length
packets generated accordine to a Foisson Process, i.e. the packets

ara introdu

(@]

2d into the network according to a Pcisson Process.

trans~itting mode. If a packet radic node is in the traunsmitting

~ode when a nacket arrives, it is lost.

The Carrier-3znse “ultinle Access (CSMA) is a gquite suiteble Channel
tccass Protoccl (CAP) for the present problam [i5],
Individual user transmissions are independent of one another and

that successive user packet transmissions are independent.
Tne transmission errors will occur only because of the signal fade
below the receiver threshold level, which means that thermal noise,

ignition neoise and diffzarent sources of

The chennel is in one of two possibie states at any time {35]:

(i) The 0N state represents the case when the received signal is
abecve the threshold level, and

(ii) The OFF state represents the czse when the signal is beleow the
thrzshold level.

This representation is illustrated in figure (5-1).This assumption

is justified for most digital moculation technicues wvhich usually

¢xhivit a sharo threshold behavior i:4].
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: (7) The packet is received correctly iff the whole packet was conzained
i in a non-fade interval, t, (figure 3-1).This means that the packet
- iz assumzd to have at least one detected arror iI it overlars to any b

extent with a fade slot.

B
-l
ﬁ (8) Tne non-7ade interval, t,, is exponentially discrituted. ?
. (9) The envelope of the fade interval, t;» is Rayleigh distributed. :
N (10) Outbound channels considered and zll terminals zre within range and
. " e
:i in line-of-sight of each other. ?
let, t = ifcknowledgerent delav :
3 a h )
: I, = Tzde interval
' 1 - _
| .
i t, = Nen-facde interval
. ) 1
2 ty = Inter-fade interval ]
. .
o T = Packet delay (or wasted time) per message due to channel error. -]
! . . p
] n = Averacge nunber of retransmitted packets per cvele, )

The densitv function of the variable ”tz” can be written as,

e

rt
(V]
=]
3]
b le
AP g A detetanl

f vhere "T," is the average vazlue of the variable

Ty- .

, J

‘ The probability that 211 XN pzackets zre recelved correctiv (i.e. zero -
]

L] ~atransrission) is given bty the probabilicy that the non-iazde interval ¢, %
- B |
L, . ' . . . .
d will last for a period longer than the N-packet's transmission tire. .
b * .
& Al
N B
- , TZ . i
H P(0) = o Pl{t, > NT] i
L 3 - '

dﬁhg&

v—Vv—vvw

-

-
—

2 X 3-2
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This is also the probabilitv of success PS for N packets of duration T

r v
.

"

seconds each to be received correctly without anv retransmission. Here

[ N

7, and “T3” are the average values of the random wvariebles

2
L

T, and t3,

respectively,

Tt follows that the nacket error rate is given bv

2 '-’L o L‘A s

b =1 -P =1 -
f Pb 1 PS 1 P(0)

.
PN

|~~~
"
—
|
-]
J
®
A
'J
0
7~
I
wh
]
[0S
@,

Tr zaneral, the probability that n out of X nacliets are retransmitted is:

i o
1

t Pn) = == PLOVRT < ¢, < (K~B-D7T] 3
3 g
g . I (X-n) T

,\
~~
L
%
!

o]
AR
S
3
.

= — [exp =(——) - exr -

;‘. . T T,

This equation is valid for n=1 to (¥-1).

w
3. _JNRNNIPATL N

N The probabilitv that XN packets are to be retransmitted is:

]
¢ . %
} Tl 2 r

T AN = - 2 - D P B

< P =3 7. Plty < 7] .
S 3 3 .
; i i
| Tl T, I 5-3 )
. =5 + o (1 - exp =) .
L 3 3 2 .-:
i -
) where, first term represents the possibility of transmission cyvcle starting ;
] fad
b at a fading slot, while the second term revoresents the case where non-fade -
- interval is less than the duration of a sinele packet. i
[ r-ustions (5-2), (53-4), and (5-5) satisiv the cbvious condition, ‘
J i

»
“

N-1 ,
P(n) = P(0) + ) P(n) + P(¥) =1 >=6
Q n=1

7
| O~

n
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The ewvected value of the retransmitted packet per cvcle is civen bv,

m
' 3

N X
= ) n P(n) = ) n P(n) 5-7
n=0 n=1
N-1
= ) nP() + NP
n=1 -
-y
T, N-1 '
2 X~ N-n ]
== ] nlexp ~(AERT) | EDTL |
3 n=1 T2 2 i

o5 T I : -
= T F A N[-exp -(F9)] £ lexp -(E}—T) -eXp-QX;—llI
3 3 2 3 2 2

[

)

]
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Y n exp(=) o
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: n=1 2
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Sutstitutine (5-9) into (5-8), a closed form expression for the

.
B

axpected value of the retransmitted packet per cvcle results,
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In the protocol under consideration, the transcissien of M packets
is conducted in cvcles. Zach cvcle represents the transmission of N packets

each of size (3+b) bits plus a time-out interval, L, The time reguired

per cvcle,

ool t ES \'(B_-LE 5-'11
a "' R

>
n

ume that, acknowledgement delav, T, =

3 NE

.
-

Due to transmission errors under considerations, on the average '"m" packets
arz to be retransmitted per cvcle. The total time required to transmit M

packets,

cr

But the ninimum time recguired to transmit L bit messagé 2t transmission

. L . .
rate R bps, is T therefore, the packet delav ver message due to channel

- o7 L
Yo't TR
oo L
TS e TR
™ b N B+b. L
= e—— = 4+ - —
N-N [R ( R ] R

(1) b+ XB g 5-13

L
R B(X~n)
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This expression contains the raraweters, N, B, b, B, L vhich are

constants and therefore the onlv unknown is the average number of retrans-

ot

=itted packets per cvcle "m", which has been stated before in ¢guation (3-14)

Let,
£
D
A
o)
“
Then,
£

Doppler frequency shift,

Carrier frequencv wavelength

PT _ Threshold Power level

R ™S Power level

acl

Mobile vehicle speed

The channel narameters Tl’ T,, and T,

freguency shifit £ and the relative power 1

-
[R%)

are related tc the Doppler

evel 2, bv [32, 34

N
|
et
w

The averace delav per message (7) or the average delav per nacket can be

calculated using eauations (5-13), (5-101, (5-14), (5-.5), and (5-16)

From ecuation (5~3), the probability ot syccess (P.) for a packet of length

T second is,

S S Y W
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T?
P = 7 [exp - (=]
< -3 12

2 3
oy 5-17
Pe = exp[-( + £y )] -

Ther2fore, the packet error rate is given by,
P.=1-expl-(2+ £,2 0 D] 5-18

This expression gives the prohabilitv thet z packet transmitted over the

channel will have at least one detected error.

5.5 Performance Evaluation

The land-mobile data channels are charactarized bv a higch error rate
-1 -3 . - . . . ¢
{10 © - 10 7) mainly due to the frecuent signal fading and the ragpid variation

of the received signal level. The average signal-to-ncise ratio varies

considerably (10 - 30 dB) over the relatively small service area resulting

in different error rates and error distributions at different geographiczal
S ioaticnewiciin the serviee area [33. 34, 337, The messaze delav due to channel

error could be minimized bv optimizing the packet length for a certain set
0f svstem parameters., However, since the svstem parameters vary from one
locztion to th2 other, a variable packet length is reguired to keep the delav
at its minirmum value., Beczase of the complexity associated with variable
racket lensth model analvsis, a better alternative will be to transcmit more
t~an one packet at a time before the transmitting unit stops and waits

- s ,

fny tha 20V siznal. The number of packets transmitted st a time can then
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be made adaptive to the status of the channel, to keep the ressage delav

close tc its minimum value in all locations [37].

Txoerimental evidence indicates [49] that g —um packet size of
1
1000 bits seems to be a satisfactoryv choice ot the vast majority of ™
;
comouter cermunications tequirements. For portable dirital terminals w

(as with real-time computer speech input) packet sizes of a few hundred

hits ar

(]

meore than sufficient., To conduct tests with auvtomobiles in the

YPRWET ercund computer communications a target speed of 100 mph is considered

“ficlent In the earlv stace,

B2}

i1

To illustrate the behavior of the performance parameters like packet

._JW

error razte. nacket delay and optimum number of packets transmitted per cvcle

that will minimize delav we choose carrier frequency of 850 MEz, Figure (5-2)

-

P

rehisle sreed versus racket error ratce (PB for a fixed transmissien

wo different velues of the sigcnal-to-noise ratio. It is

~-i trat hicher SWR gives tetter error rate performance, also the
cers o roorne lerrades rapidly with the increasing vehicle speed and after D
)
2beus -0 —oh, the deeradation is slow. fizher packet size and overheads "y
A
A
T o inorenseld erreor rates., Ticure(53-2'shows wvehicle speed versus N
. ~ e L S flvel 1 ice d rartosas a e ~a1 Sy -j
Loerror rate WIg) ioroa fLiwec packet size and overnsal anl agzain for o
’
coon ccatues of the signal-to-ncice ratio. It is observed that hicher R .
B
is ‘or better error rate nerformance. Here, zgein the performance )

degrades ranidly with the increasing vehicle speed and after adbout 80 wmzh,

-
®_,

( the cdepradation is slow oralmest constant. Hicher rates of -achet transzigsien
]
¢ izads to better operforrance, oparticularly if the transricssion razte is increasad
.
! : . R . : ; -
b “ror 100 Hbos to 1000 ¥bps, the packet error rate drons down v about 27 percent »
| “
: . " . .- ., N . |
Tor 10 2% SNR and bv about 10 percent for 30 EB SKR.,  Tn fipure to--lwe vt ]
)
|
! g
' ~59-
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vehicle speed versus message delav gue to channel error caused by retransnissions.

Yerz, w= hava chosen a set of tvoical values forl, R, B, b to study the performance

o the wodel.

observe that Zor a certain packet length

YR of 10 d%, X=1 rinimnizes the delav wh
or non-optimal wvalues of
pocr Zor lew SNR and poor for higher SXR,
as a function of vehicle speed is more se

[Sae)
I

$t.. TFTor 37 dE SYR, the message delaw &l

beer; established[38] that for a

o
[}
n

fixed
rouchly proportional to the square root o
of the received signal, and since "T," ma

- e

ver i

[B]

service area, then X {(optimum) o

different locations within the service ar

5.6 Conclusi

e nave develcped a rodel and derive

roiio tacket network neriormance under Ce

Zere zgalin, higher SNR leads te better performance. We

the messaze delay is minizized for

vzlue of W, the number of packetrs transmitted per cycle., Tor a

ile for SNR of 30 4B, N=2 is the
X, the delev performance is wvery
Tne cegradation of delav performance
vere for lcwer SXNR than for hicher
most stabilizes after 100 -ph. It
packet length, N (optimum) is
f the averaze non-fade duration (T
v vary by an order of magnitude
av varv bv a ratio of 1:3 for

ea.

ons

2 2 protocel to anzivize nodile
zreled channel cenditicons., we

cawe up with the znalvtical results for evaluating the performance of the

srotocel in terms of parameters like packet error rate, message delav and

numzer of packets retransmitted per cycle

caraveters was studied in relation to nacket size, packet overhead, transzission

. The behavior of these performance

rate, siznal-to-noise ratio, packets transmitted per cycle and vehicle speed.

e observed that the packet error rate performance and messace delav
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perforrmance degrades rapidly with vehicle speed up to 80 mph, but above this
speed the degradation is slow for reasonably good SXR, an interesting result
indeed. The znalvsis presented is good for outbound chznnels. However, for
inbound channels we need to take into account errors caused by the random
access noiicv and particularly errors caused bv racket coverlaps,

Throughout the paper, it was assumed that all terminals are within range

1

znd in line~of-sight of each other. A comzmon situation comsists of &

porvlation of terminals, 21l within range and communicating with 2 single

(corouter center, gate to a network, etc.) im lire-oi-sicht of 211
terninals.
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