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A PROPOSED INTEGRATION AMONG ORGANIZATIONAL INFORMATION REQUIREMENTS,
MEDIA RICHNESS AND STRUCTURAL DESIGN

RICHARD L. DAFT and ROBERT H. LENGEL

Abstract

This paper argues that information processing in organizations is
influenced by two forces——equivocality and uncertainty. Equivocality is
reduced through the use of rich media and the enactment of a shared
interpretation among managers (Weick, [62]). Uncertainty is reduced by
acquiring and processing additional data (Galbraith, [21]; Tushman and Nadler,
[56]). Elements of organization structure vary in their capacity to reduce
equivocality versus uncertainty. Models are proposed that link structural
characteristics to the level of equivocality and uncertainty that arise from
organizational technology, interdepartmental relationships, and the

environment.
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A PROPOSED INTEGRATICON AMONG ORGANIZATIONAL INFORMATION REQUIREMENTS,
MEDIA RICHNESS AND STRUCTURAL DESIGN

l. Introduction

Why do organizations process information? The answer most often given in

the literature is that organizations process information to reduce

uncertainty. This line of reasoning began when Galbraith [21] integrated the

work of Burns and Stalker [7], Woodward [(65], Hall [27], and Lawrence and
Lorsch [29] in terms of information processing. Galbraith observed that a

variable common to each study was the predictability of the organization's

task. He explained variation in organizational form based upon the amount of

information needed to reduce uncertainty and thereby attain an acceptable
level of performance.

One purpose of organizational research and theory building is to
understand and predict the structure that is appropriate for a specific
situation (Schoonhoven, [47]. Information processing provides a useful tool
with which to explain organizational design. Galbraith [21], [22] proposed
structural characteristics and behaviors contingent upon organizational
uncertainty, and a line of research and theorizing has provided support for
this relationship. Studies by Tushman [54], [55], Van de Ven and Ferry [60],
Daft and Macintosh [12], and Randolph [44] support a positive relationship
between task variety and the amount of information processed within work
units. Van de Ven, Delbecq, and Koenig [59] found that departmental
communication increased as interdependence among participants increased. A
number of other studies have found that either the amount or nature of
information processing is associated with task uncertainty (Meissner, [34];

Gaston, [25]; Bavelas, [3]; Leavitt, [30]; Becker and Baloff, [4]).
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Why do organizations process information? The organizational literature

also suggests a second, more tentative answer: to reduce equivocality. This
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answer is based on Weick's (62] argument that equivocality reduction is a

basic reason for organizing. Equivocality seems similar to uncertainty, but
with a twist. Equivocality presumes a messy, unclear field. An information
cue may have several interpretations. New information may be confusing, and
may even increase uncertainty. New data may nat resolve anything when
equivocality is high. Managers will talk things over, and ultimately enact a
solution. Managers reduce equivocality by defining or creating an answer
rather than by learning the answer from the collection of additional data
(Weick, [62]).

Emerging research suggests that equivocality is indeed related to
information processing. Daft and Macintosh [12] found that equivocal data
were preferred for unanalyzable tasks, and managers used experience to
interpret these cues. Lengel and Daft [31l] reported that face-to-face media
were preferred for messages containing equivocality, while written media were
used for unequivocal messages. Putnam and Sorenson [43] found that subjects
used more rule statements and diverse interpretations for high equivocal than
for low equivocal messages. These findings suggest that when equivocality is
high, organizations allow for rapid information cycles among managers,
typically face-to-face, and prescribe fewer rules for interpretation (Weick,

[62]); Daft and Weick, [l4]).

Why do organizations process information? The literature on organization

theory thus suggests two answers—=-to reduce uncertainty and to reduce

equivocality. In some respects these answers may be similar, yet they are

also distinct. Both answers say something about information processing, about

how organizations and managers should behave in the face of these
circumstances. Both answers have implications for the type of structure an
organization should adopt to meet its information processing requirements.

The purpose of this paper is to integrate the equivocality and
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uncertainty perspectives on information processing. The prevalent view in

PR DTN )

organization theory has been the concern for processing additional information ®
to reduce uncertainty (Galbraith, [21], [22]; Tushman, [54]; Tushman and

Nadler, [56]). This idea is important and is integrated with Weick's ideas
about designing the organization to reduce equivocality through means other [

than obtaining more data. Specific organization structures are recommended

s

depending on the extent of uncertainty and equivocality faced by the
organization from its technology, departmental interdependence, and

environment.

2, Background and Assumptions

Our approach to the study of organizations is based on several
assumptions about organizations and information processing. The most basic
assumption is that organizations are open social systems that process
information. Information is processed to accomplish internal tasks, to
coordinate diverse activities, and to interpret the external environment.
Human social systems are more complex than lowe? level machine or biological
systems (Boulding, [6}; Pondy and Mitroff, [41]). Many issues are fuzzy and

{l1l1-defined. Information cannot be fixed or routinized as in lower level

systems. Although some organization situations can be considered orderly and
logical, others are ill-structured or “"wicked,” because alternatives cannot be
. identified, data cannot be obtained or evaluated, and outcomes of various
actions are unpredictable (Cohen, March and Olsen, {10]; Weick, [(61]). To
survive, organizations develop information processing mechanisms capable of
coping with variety, uncertainty, coordination, and an unclear environment.
The second assumption pertains to level of analysis in organizations.
[ndividual human beings process information in organizations, vet we assume

that organizational information processing is more than what occurs by
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individuals (Hedberg, [28]; Daft and Weick, [l4]). One distinguishing feature
of organizational information processing is sharing. Individual level
decision making presumes the acquisition of data in response to a problem
(Simon, [50}; Ungson, Braunstein, and Hall, [57]). Information processing at
the organization level, however, typically involves several managers who
converge on a similar interpretation. Another distinguishing feature of
organization information processing is the need to cope with diversity not
typical of an isolated individual. Decisions are frequently made by groups so
that a coalition is needed. But coalition members may have different
interpretations of the same event, may be pursuing different organizational
priorities or goals, and hence may be in conflict with respect to the
information or its use for goal attainment (Ungson, et al., [57]).

Information processing at the organization level must bridge disagreement and
diversity quite distinct from the information activities of isolated
individuals.

The final assumption is that organization level information processing is
influenced by the organizational division of labor. Organizations are divided
into subgroups or departments. Each department utilizes a specific technology
that may differ from other departments (Hall, [27]; Van de Ven and Delbecgq,
[58]; Daft and Macintosh, [12]). For the organization to perform well, each
department must perform its task, and the tasks must be coordinated with one
another. In an information view, the organization i{s a series of nested
subsystems. Uncertainty and equivocality may arise from within the subsystems
(technology), from coordination of the subsystems (interdependence), or from
the external environment. Organizational level information processing thus
may depend upon the nature of the task to be performed, on requirements for
coordination, or on the nature of the external environment (Tushman and

Nadler, [56]). These factors Jetermine the pattern of events and activities
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which influence the level of uncertainty or equivocality experienced by the

. ‘
e

organization.

3. Uncertainty versus Equivocality
Based on early work in psychology (Miller and Frick, [35]; Shannon and
Weaver, [48]; Garner, [24]), uncertainty has come to mean the absence of
information. As information increases, uncertainty decreases. Unce-*-~inty l:

can be illustrated by a typical laboratory experiment. Laborat ~ubjects

P

might play the game of twenty questions, wherein they receive yes- 10 nswers
to questions about the identity of an unknown object, which can be animal,
vegetable or mineral (Bendig, [5]; Taylor and Faust, [52])). The "information"
obtained from each answer can be precisely calculated as the improvement in
the subject's ability to identify the object. Improvement in identifying the
object is also a reduction in uncertainty. When the person identifies the
object correctly, uncertainty is gone so additional questions provide no
additional information.

The definition of uncertainty as the absen;e of information persists in 1

organization theory today (Tushman and Nadler, [56]; Downey and Slocum, [l8]).

Galbraith defined uncertainty as "the difference between the amount of

—h

- information required to perform the task and the amount of information already 1

possessed by the organization” (Galbraith, [22]). Organizations that face

e

k high uncertainty have to ask a large number of questions and to acquire more

Aey

) information to learn the answers. The organization can structure itself to

el

provide answers to managers through management information systems, periodic
reports, rules and procedures, or face-to-face meetings. The important
J assumption underlying this approach, perhaps originating in the psychology )

laboratory, 1is that the organization and its managers work in an environment

)

{ where questions can be asked and answers obcained. New data can be acquired .
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so that tasks can be performed under a satisfactory level _t certainty.

Equivocality, in contrast to uncertainty, means ambiguity, the existence
of multiple and conflicting interpretations about an organizational situation
(Weick, [62]; Daft and Macintosh, [12]). High equivocality means confusion
and lack of understanding. Equivocality means that asking a yes-no question
is not feasible. Participants are not certain about what questions to ask,
and if questions are posed, the situation is ill-defined to the point where a
clear answer will not be forthcoming (March and Olson, (33]). For example,
Mintzberg, et al., [36] examined twenty five organizational decisions, and in
many cases did not find the uncertainty described in the textbook where
alternatives could be defined and information obtained. They found instead
decision making under ambiguity where almost nothing was given or easily
determined. Managers had to define and figure things out for themselves.
Little data could be obtained. Uncertainty as studied in the psychology
laboratory did not characterize the ambiguity experienced by managers. A
laboratory situation analogous to the ambiguity faced by managers would be to
provide subjects with partial or ‘:ontradictory instructions for the
experimental game, or to leave it to subjects to figure out and create their
own game.

Thus we propose that two forces exist in organizations that influence
information processing. One force is defined as uncertainty and is reflected
in the absence of answers to explicit questions as has “een studied in
laboratory settings; the other force is defined as equivocality and originates
from ambiguity and confusion as often seen in the messy, unclear world of
organizational decision making. Each force has value for explaining
Information behavior, but thev lead to different behavioral outcomes.
Equivocality leads to the exchange of existing views among managers to define

problems and resolve conflicts through the enactment of a shared
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interpretation that can direct future activities. Uncertainty occurs when

problems have been defined, and leads to the acquisition of objective

I SRS

information about the world to answer specific questions.

The two causes of information processing are combined into a single
&_ framework in Figure l. The horizontal axis in Figure ] represents
® organizational uncertainty. Under conditions of high uncertainty, the
}f organization acquires data to answer objective questions and solve known
problems. The vertical axis in Figure | represents equivocality. Under jd

conditions of high equivocality, managers exchange opinions to clarify

tad)

ambiguities, define problems, and reach agreement. As a framework for
analysis and discussion, equivocality and uncertainty are treated as ]
independent constructs in Figure 1 although they are undoubtedly related in
the real world. High levels of equivocality may require some new data as well R
as clarification and agreement. Circumstances that demand new data may also
generate some need for additional interpretation and definition. However, as ]

independent constructs, the two dimensions in Figure | provide theoretical

categories that can help explain both the amount and form of information

processing in organizations. 'I

e e e .
ol e o 4 4

Figure | About Here

Cell 1 represents a situation that is equivocal and poorly understood.

Managers may not know what questions to ask nor agree about what problem to

solve. Managers rely on judgment and experience to interpret events. They

exchange views to enact a common perception. Answers dare obtained through

subjective opinions rather than from objective data. One example would be the
feasibility of acquiring Corporation X. Would it fit strategically and

organizationally and accomplish the desired outcomes? No one knows; no data
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can say for sure. Managers can only discuss this equivocal issue until they
define whether a problem exists and acquiring Corporation X is their solution.
Goal settling is another example. Managers from engineering, marketing, and
production may disagree about goal emphasis for the company, and no outside
data will resolve this issue. They can discuss and exchange views until a
common priority is enacted. Another approach to Cell | equivocality include
responses like the Delphi technique (Delbecq, Van de Ven, and Gustafson, [17])
and dialectical inquiry (Mitroff and Emshoff, [37])). These techniques arrange
for the exchange or even clash of subjective opinions when no objective data
is available to predict an event or formulate strategy. The Delphi technique,
for example, is appropriate for many {ll-structured problems. Written
judgments are exchanged so that each participant has the benefit of others'
opinions. Through the process of formally exchanging information, a common
grammar and judgment evolves, equivacality is reduced, and a common
perspective emerges.

Cell 4 represents a situation where uncertainty is high. Equivocality is
low, but managers need additional information. They know what questions to
ask and the source of external data. For example, if turnover among clerical
employees is increasing, managers might conduct a survey of reasons for
leaving. If the question pertains to the reaction of customers to certain
product colors and labels, a special study may provide the answer. If
inventory outages cause customer alienation, data about customer ordering
patterns may lead to an algorithm for inventory management. Information
processing in this situation involves data acquisition and systematic
analysis. Cell 4 uncertainty represents the absence of explicit information.
The organization is motivated to acquire and process data to answer important
questions.

In Cell 2, both equivocalityv and uncertainty are high. Many issues are
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poorly understood and participants may be in disagreement. Subjective
information processing to resolve differences and enact agreement is required.
Issues also may be amenable to the gathering of new data that may influence
managers' interpretation of events. A special study might be undertaken to
gather data that can be combined with discussion and managerial judgment to
reduce botii equivocality and uncertainty. A Cell 2 situation would probably
be characterized by rapid change, unanalyzable technology, unpredictable
shocks, and a trial and error learning approach (Daft and Weick, [l4]). Cell
2 could occur during times of rapid technological development, within emerging
industries, or during the launching of new products. Some answers can be
obtained through rational data collection, and other answers require
subjective experience, judgment, discussion and enactment.

Cell 3 represents a low level of both equivocality and uncertainty. New
problems do not arise with sufficient frequency to require significant
additional data. Issues are well understood so discussion and judgment are
not required to resolve and clarify issues. An organization in this situation
would tend to rely on a standing body of informétion in the form of standards,
procedures, policies, and precedents. Routine schedules, reports, and
statistical data could be the information base that the organization uses. A
Cell 3 situvation is typified by an organization that uses a routine technology
in a stable environment.

Figure | represents an attempt to organize the concepts of equivocality
and uncertainty into a single framework. The framework suggests that
uncertainty and equivocality mav lead to different information requirements
within organizations. The quadrants in Figure 1 represent patterns of
problems and issues that influence organizational information responses and
ultimately the structural design of the organization. Structure can be

designed to facilitate discussion and equivocality reduction or to provide
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data to reduce uncertainty, depending on organizational needs.

4. Structural Alternatives for Information Processing

We have argued that information processing in organizations is not fully
conceptualized as obtaining data to reduce uncertainty. Organizations also
interpret equivocal events for which data are not available. Equivocal issues
are resolved through discussion and debate that consolidates managerial
judgment into an enacted answer.

The next question is how can organizations be designed to meet the needs
for uncertainty and/or equivocality reduction. Organization structure is the
allocation of tasks and responsibilities to individuals and groups within the
organization, and the design of systems to ensure effective communication and
integration of effort (Child, [9]). Organization structure and internal
systems facilitate interactions and communications for the coordination and
control of organizational activities.

Information Amount. With respect to the uncertainty concept, structural

characteristics have been defined in the literature as varying in the amount
of information they provide for management coordination and control
(Galbraith, [21]; Tushman and Nadler, [56])). Formal management information
systems, for example, have the capacity to carry more data than rules and
schedules. Formal systems can provide data about production work flow,
employee absenteeism, productivity, down time, and can systematically provide
data about the external environment and competition (Parsons, [38]). Other
structural mechanisms include task forces and liaison roles. A task force has
greater information capacity for an organization than a single face-to~face
meeting. Liaison personnel can actively exchange data needed to reduce
uncertainty. A number of studies have indicated that information processing

increases or decreases depending on the complexity or variety of the
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organization's task (Tushman, [54], [55]; Daft and Macintosh, [12]); Bavelas,

. (3); Leavitt, [30]). Specific structural mechanisms can be implemented by the
organization to facilitate the amount of information needed to cope with
uncertainty and achieve desired task performance.

Information Richness. With respect to the equivocality concept,

structural mechanisms have to enable debate, clarification, and agreement more

than provide large amounts of data. The key factor in equivocality reduction

is the extent to which structural mechanisms convey rich information (Daft and

] Lengel, [l1]; Lengel and Daft, [31]). Richness is defined as the
information-carrying capacity of data. If an item of data, such as a wink,

q provides substantial new understanding, it would be considered rich. If a
datum, such as a number on a sheet, provides little understanding, it would be

&8 low in richness. Lengel and Daft [31] proposed that communication media vary

in the richness of information processed. In order of decreasing richness,

E the media classifications are (1) face-to-face, (2) telephone, (3) personal

documents such as letters or memos, (4) impersonal written documents, and (5)

numeric documents. The reason for richness differences include the medium's
capacity for immediate feedback, the number of cues and channels utilized,
personalization, and language variety (Daft and Wiginton, (15]). Face-to-face
is the richest medium because it provides immediate feedback so that
interpretation can be checked. Face-to-face also provides multiple cues via
body language and tone of voice, personal contact, and message content is
expressed in natural language. Rich media facilitate equivocality reduction

by enabling managers to overcome different frames of reference and by

: providing the capacity to process complex, subjective messages (Lengel and
Daft, (31]). Media of low richness process fewer cues and restrict feedback,
but are efficient for processing unequivocal messages and standard data about

which managers agree.
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Structure mechanisms that use rich media are personal and involve direct
contact between managers, while structural mechanisms of less richness are
impersonal and rely on rules, forms, procedures, or data bases. Van de Ven,
Delbecq, and Koenig [59] found that coordination mechanisms varied along a
continuum from group, personal, to impersonal depending upon the level of
nonroutineness and interdependence. When task nonroutineness or
interdependence were high, information processing shifted from impersonal
rules to personal exchanges including face-to-face and group meetings. Lengel
and Daft [31]) found that rich communications were used by managers for
difficult and equivocal messages. Rich information transactions allow for
rapid feedback so that managers can converge on a common interpretation, and
provide multiple cues, including body language and facial expression. When
messages were unequivocal, Daft and Lengel found that less rich media, such as
written memos or formal reports, were sufficient to meet information needs.
Finally, Daft and Macintosh [12] suggested that qualitative, face-to-face

techniques were suited to equivocal situatioms.

Structural Characteristics. Taken togethef, these ideas and findings

begin to suggest how organizations handle dual information needs for both
uncertainty and equivocality reduction, for both obtaining objective data and
exchanging subjective views. We propose that seven structural mechanisms fit
along a continuum with respect to their relative capacity for reducing
uncertainty or for resolving equivocality for decision makers. This continuum
is illustrated in Figure 2. The continuum reflects the relative need for
uncertainty reduction versus equivocality resolution, and suggests that

structural mechanisms may address both needs simultaneously.
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l. Group meetings. Group meetings include teams, task forces, and

.
TR ¥

#t . committees (Galbraith, [21]; Van de Ven, et al., [59])). A matrix structure

3

; utilizes frequent group meetings as a means of coordination. The comparative
h

advantage of group meetings is equivocality reduction rather than data

processing. Participants exchange opinions, perceptions and judgments -
face~to-face. Some new data may be processed, but the advantage of group f}
meetings is the capacity to reach a collective judgment. Through discussions

a cross-section of managers reach a common frame of reference (Weick, [62]). Y
Managers can reach convergence about the meaning of equivocal cues, and are 1
able to enact or define a solution. The strength of group meetings is the

ability to build understanding and agreement. Group discussion is a )
subjective process rather than the collection of hard data for rational '?E

analysis.

2. Integrators. Integrators represent the assignment of an i
organizational position to a boundary spanning activity within the
organization. Full-time integrators include product managers and brand
managers (Galbraith, [21]; Lawrence and Lorsch,‘[29]). Part time integrators '
include liaison personnel whose responsibility is to carry information and }
reach agreement across departments, such as might be done by a manufacturing

engineer (Galbraith, (21]; Reynolds and Johnson, [45]). The integrator role

may include the acquisition of data, but it is primarily a mechanism for

face-to-face and telephone meetings to overcome disagreement and thereby

e reducing equivocality about goals, the interpretation of issues, or a course

.

of action. When managers approach a problem from diverse frames of reference,
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equivocality i1s high. Integrators and boundary spanners process rich

e information to resolve these differences, but they may also accumulate and 4

—y

process data to some extent.
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E 3. Direct contact. Direct contact represents the simplest form of
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personal information processing. When a problem occurs, Manager A can contact

a . Manager B for a brief discussion, such as how to get production back on

E schedule (Galbraith, {22]). Direct contact can occur laterally between

l departments or vertically between hierarchical levels. Direct contact
involves rich media, thus is similar to group meetings and integrator roles,

although written memos and letters also may be used. Direct contact allows

managers to exchange views and disagree, hence this mechanism facilitates

3 subjective information as well as objective data. Through discussion and
exchange of viewpoints, equivocality is reduced and some new data can be

{ exchanged.

. 4. Planning. Planning is a dynamic process that includes elements of

TYvyLvyveyY

both equivocality reduction and data sharing. In the initial stages of
planning, equivocality is high. Managers often meet face~to-face and in

groups to decide overall targets and a general course of action (Steiner,

T

[51]). Once plans are set, equivocality is reduced, and the plans become a

G ing
]

CilaCas

less rich data processing device. Schedules can be defined and feedback
mechanisms established. Comparing actual performance to targets provides

managers with data to evaluate performance (Lorange and Vancil, [(32]).

ARG ™\ S

Planning 1is near the middle of the scale in Figure 2 because it can play

PNl

either an equivocality reduction or a data processing function. Planning

resolves equivocality, while plans and schedules provide data for uncertalinty

reduction.

T

! 5. Special reports. Special reports include one-time studies, surveys,

and project work. The purpose of special reports is to gather data about an
issue, synthesize it, and report {t to managers (Lengel and Daft, [31]). This
process may involve some equivocality reduction, but its primary role is to

obtain data, interpret it, and thereby reduce uncertainty. Managers know

LN O ey b g

which question to ask before a study is requested. Special studies tend to be
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undertaken for problems about which objective data is not available but can be :;
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obtained through systematic investigation and analysis. »

P

6. Formal information systems. Formal information systems are the

periodic reports, often computer based, that make up the organization's

information system (Saunders, [46]). The information system includes computer ‘
reports, performance evaluations, budgets, and statistical information on such

things as scrap rates, credit defaults, or market share (Daft and Macintosh,

(12]). These reports are moderate to low in richness, and their purpose is to >
provide data to managers. The reports reduce managers' uncertainty about how
well a new product is selling, or whether scrap rates are within the standards
for each machine shop. Periodic reports typically pertain to the better »

understood and measurable aspects of organization and, hence, do not serve to

Py

reduce equivocality. Minor disagreements about interpretation might occur, in ]
which case managers could either request additional data or resolve the issue »
through discussion. ~ .y

7. Rules and regulations. Rules and regulations are perhaps the weakest

and least rich information processing device (Galbraith, [21]; Tushman and

R “ e
Py e "

"

Nadler, [56]). They are generally established to provide a known response to

problems that have arisen in the past. Rules prescribe how to react in the

v‘-r

future. Rules and regulations typically apply to recurring, well understood

,-' ‘:. ‘:. -

phenomena, and they reduce the need to process data on a continuous basis.
Rules and programs therefore play almost no part in equivocality reduction.
Equivocality {s reduced before rules and procedures are written. Rules, A

procedures, standards, and policies provide an objective knowledge base from -

v

MR £ = AR

which employees can learn to respond to routine organization phenomena.
The placement of structural alternatives along the Figure 2 continuum is 1
f tentative. The informatfon role of each structural mechanism may vary across

1 organizations. The point of Figure 2 {s to identify structural mechanisms
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from the literature that pertain to the dual needs for equivocality and

X

uncertainty reduction. The relationship of structure with equivocality and
uncertainty has not been empirically tested, but the Figure 2 pattern is

consistent with previous research. Van de Ven, et al. [59] found group,

personal, and impersonal mechanisms were used according to interdependence and

task nonroutineness. Daft and Macintosh [12] reported qualitative information fj
was used for equivocal issues and quantitative information was used for
unequivocal issues. Galbraith [21} and Tushman and Nadler [56] argued that
some mechanisms have greater information capacity for use in uncertain

situations.

One insight from Figure 2 is that information processing mechanisms may

not be readily substituted for one another. For example, task forces and

a s r

t management information systems both have the capacity for high levels of ]

E‘I ) information processing (Galbraith, {21]; Tushman and Nadler, [56]}), but the

"

underlying purpose of each form of information processing is radically

e et
P AT APPs

'
[:f different. Management information systems provide objective data, while task
bi forces and group meetings are a rich medium that can serve the purpose of .
E reducing equivocality and reaching agreement. Information systems do not j
& reduce equivocality because equivocal issues are not easily measured and :
.
-® communicated through impersonal mechanisms. Likewise, task force meetings are -~
E: not efficient mechanisms for disseminating large amounts of objective data. 'i
]
)
g 5. Application to Organization Design -
The final step iu answering the question of organizational information i
processing is to translate the ideas from Figures 1 and 2 into organizational i
' 1
d applications. Three sources of organizational uncertainty and equivocality :
are technology, interdepartmental relations, and the environment (Galbraith,
[22]; Tushman and Nadler, [3vb]; Daft and Macintosh, [12]; Weick, [62]).
®
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- Technology is the transformation process within major departments, and
i interdepartmental relations reflect the linkage and coordination required » j
E between departments. The environment consists of the events, organizations, _
E and problems external to the organization that are interpreted for adaptation, 1
: strategy formulation and survival (Duncan, [19]; Weick and Daft, [63]). i.%
Structural mechanisms similar to those in Figure 2 can be used to reduce j
equivocality or uncertainty arising from the technology within departments, .3
relationships between denartments, or to interpret the external environment. » ;
Technology ]
)
Technology pertains to the knowledge, tools, and techniques used to »
transform inputs into organizational outputs. Perrow [39] proposed a
technology model that defined two underlying task characteristics--task
variety and task analyzability. Task variety {s the frequency of unexpected »
and novel events that occur in the conversion process. High variety means Sj
that participants typically cannot predict problems or activities in advance. i
Task analyzability concerns the way individualsbrespond to problems. When the .7
t conversion process is analyzable, employees typically follow an objective, ]
% computation procedure to resolve problems. When work is not analyzable, :
:i participants have difficulty seeing into the task, and hence rely on judgment ’ :
E and experience rather than on rules and computational procedures. Perrow's
? model of technology is in Figure 3, along with proposed structural methods for
;‘ processing information. ’ ;
E Figure 3 about here ]
iq ___________________ 01
. Based upon the work of Van de Ven, et al. {59], Daft and Macintosh [l2],
: Lengel and Daft {3l]), and the ideas proposed here, different modes of
¢ »
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information processing are proposed to occur for each technology. For craft

yaw’s

technology (Cell 1), tasks are not analyzable, but few problems arise. These »

equivocal issues could be handled by personal contact and occasional 1

b

discussions between managers. Experience 1s also used to interpret equivocal

cues. Planning may be useful to reduce equivocalitv and anticipate problems. »

.
P N

For nonroutine technologies (Cell 2), group meetings will be a primary source e

of information processing. Uncertainty is high because of frequent

an a4 o

unanalyzable problems. People will use rich media in the form of frequent »
unscheduled meetings to resolve issues ad hoc, as well as scheduled meetings

to coordinate departmental activities. In the case of engineering

technologies (Cell 4), management information systems and special studies will )
be important. Tasks are analyzable, so they can be studied and problems

thereby solved. Periodic reports from the formal information systems will

cover a number of activities, and special projects and surveys can be used for »

issues not covered by the regular information system. Management information

4 A

in both written and statistical form will provide information of appropriate
richness for this kind of activity. In the case of routine technology (Cell ’
1), a standard body of rules, regulations, and policies can guide the routine

activities. Occasional scheduled meetings may also be relevant here, but

PEVE B S L

organization design will tend to facilitate impersonal data. .
0f course each form of information processing will be used occasionally

1n each technclogy. But the emphasis and frequency of use is expected to

PP BT EPWITI |

differ. Formal statistics and management information systems will not be of

adedh

great value in a basic research setting or for a craft technology, because

ala

“numbers” do not capture the intangible nature of these activities.

Face-to-face discussions are needed to interpret and understand even ;.

e

Likewise, personal and group meetings will play a smaller role in the :f

engineering and routine technologies, bhut special studies, formal information
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svstems, and standard rules and procedures will play a larger role.

Interdepartmental Relations

The second source of uncertainty and equivocality is the need for
coordination across departments. Galbraith [21] called this lateral
information processing and recommended techniques such as direct contact,
liaison roles, and integrators to achieve interdepartmental coordination.

The interdepartmental characteristic that influences equivocality is
differentiation (Daft and Lengel, {l1]). Each department develops its own
functional specialization, time horizon, goals, frame of reference and jargon
(Lawrence and Lorsch, [29]; Shrivastra and Mitroff, [49]). Bridging wide
differences across departments is a problem of equivocality reduction. People
come to a problem with different experience, cognitive elements, goals,
values, and priorities. A person trained as a scientist may have a difficult
time understanding the point of view of a lawyer. A common perspective does
not exist. Coding schemes are dissimilar. Interdepartmental communications
can be complex, ambiguous and difficult to interpret (Allen and Cohen, [2];
Gruber, et al., [26]). Equivocality is high when differentiation is large.
The structural devices should enable participants to confront and resolve
disagreement and misunderstanding that can arise between departments.

The characteristic that influences uncertainty between departments is
strength of interdependence. Interdependence means the extent to which
departments depend upon each other to accomplish their tasks (Thompson, [53]).
Some departments work independently while other departments must cor*inuously
adjust to one another. Interdependence increases uncertainty because action
by one department can unexpectedly force adaptation by other departments in
the Jdependency chain. Frequent adjustments are needed when interdependence is

hizh, and hence more information will be processed (Van de Ven, et al., [59]).
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When interdependence 1s low, departments experience greater autonomy,

stability and certainty.

Figure 4 combines the dimensions of differentiation and interdependence

into a framework. Differentiation is associated in the equivocality
reduction, and interdependence with uncertainty (Daft and Lengel, [Il]). 1In
Cell 1, departments have different frames of reference but are relatively
independent so information processing will be infrequent. When it does occur,
however, the primary aim will be to resolve equivocality and achieve a common
grammar. For these occasional interactions, rich face-to-face or telephone
discussions may resolve the issue, and some things can be handled by personal

memos or anticipated in the planning process.

Figure 4 about here

When departments are both highly differentiated and interdependent, as in
Cell 2, the information processing mechanisms of the organization will be
.] extensively utilized. Wide differences must be. resolved and a high volume of

data must be processed to enable mutual adjustment. The organization will

have to use structural mechanisms that allow both a high volume of information

{

and rich media. Structures will include full-time integrators, task forces,

R She SR AR

and project teams. Direct contact in the form of political activity may also
be used to negotiate across department boundaries (Gantz and Murray, [23]).

[ ] Matrix organizarion structure may apply because it is designed to encourage

! frequent face-to-face meetings to ensure coordination laterally across the
organization (Davis and Lawrence, [16]).

' When differentiation is small, such as between an industrial engineering 1
and mechanical engineering department, but interdependence {s high, as in Cell

L 4, a different form of coordination will apnly. These departments can rely
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more heavily on high volume impersonal communications. Information can be }:
- exchanged through plans, reports, schedules, updated data bases, charts,
budgets and memos. Much coordination can be achieved through less rich media
because equivocality is low.
Finally, in Cell 3 interdependence and differentiation are both low, so
the information needed for coordination will be minimal. Cell 3 is similar to  ‘
the pooled interdependence described by Thompson [53]. A series of branch

banks have similar perspectives and little need for interaction, so they can

P — -

be coordinated through standardized rules and operating procedures. Personal
or group contact is infrequent because there is little equivocality to be

resolved and little need for mutual adjustment.

Environment b
The final source of organizational information processing is
interpretation of the external environment. The environment is a major factor
in organizational structure and internal processes (Duncan, [!9]; Pfeffer and
Salancik, [40]). As an open system, an organization cannot seal itself off
from the environment (Thompson, [53]). The organization must have mechanisms -

to learn about and interpret external events.

—btnial

Weick's [62] discussion of equivocality pertained to interpretation of -

the environment. The environment contains many events that are inherently

unclear. Managers discuss these events and enact a definition and common
@ grammar so that organizational action may follow. Likewise, data can be

accumulated to reduce uncertainty about such things as market share and

‘;AVA‘A'_A:JAA'A.A A_..A_._.‘_...._..._A

E customer demographics. Information processing from the external environment
1 contains the dual needs of equivocality and uncertainty reduction.
- Figure 5 1s adapted from Welck and Daft [63] (Daft and Weick, [l14]) and

illustrates the relationship between the organization's environment and the
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dual information processing needs. Equivocality is related to the
analyzability of cause-effect relationships in the external environment
(Thompson, {53}). When environmental relationships are clear and analyzable,
equivocality is low, and managers can rely on the acquisition of explicit data
to answer questions that arise. When the cause-effect relationships are
unanalyzable, information processing must reduce equivocality. Managers must
discuss, argue, and ultimately agree on a reasonable interpretation that makes
action sensible and suggests some next steps. The interpretation process in
the case of an unanalyzable environment 1s more personal and improvisational
than for organizations facing well defined events.

Variation in analyzability of the environment is consistent with findings
in the literature. Wilensky's [64] work on intelligence gathering in
government organizations detected major differences in the extent to which
environments were seen as rationalized, that is, subject to discernable,
predictable uniformities in relationships among significant objects. Aguilar
[1] studied managerial scanning and observed one organization that assumed an
analyzable environment. Managers could construét accurate forecasts because
product demand was directly correlated to petroleum demand, population growth,
auto sales, and gasoline consumption. In a similar organization in another
industry, statistical trends had no correlation with product demand or capital

spending.

The variation in uncertainty in Figure 5 is related to the amount of data
collected about the external environment. Organizations range from being
passive with respect to data collection to those who actively search the

environment on a continuous basis (Fahey and King, (20]; Aguilar, [l]). When
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the environment is perceived as hostile, competitive, rapidly changing, or
when the organization depends heavily on the environment for resources, the
organization gathers more data about the environment (Pfeffer and Salancik,
[40]; Wilensky, [64]). Organizations develop multiple lines of inquiry into
the environment because managers feel uncertainty. Organizations in
benevolent, stable, noncompetitive environments have less incentive to gather
data (Wilensky, [64]; Hedberg, [28]) because uncertainty is low.

Based upon these ideas, organizations in Cell | of Figure 5 do not
actively seek environmental data, but do reduce equivocality. Rich media are
used to interpret events, and insights are obtained from personal contacts
with significant others in the environment. Data tend to be personal,
nonroutine and informal, and are obtained as the opportunity arises. In Cell
2, organizations are more active. Organizations combine the acquisition of
new data with the creation of new interpretations about the environment.
Managers may reduce equivocality through trial and error experimentation as
well as by acquiring more data about the external environment. Frequent
meetings and debates would occur. In Cell 4, formalized search is the primary
information vehicle. This organization has a well-defined environment which
can be measured and analyzed through questionnaires, surveys, and other means
of formal data collection. Managers reduce a high level of uncertainty by
asking questions through management information systems, special purpose
reports, and scanning departments. 1In Cell 3, neither equivocality nor
uncertainty is high. The organization has established rules, procedures,
reports, and information systems that reduce the need for extensive
information. The environment is not hostile and the organization has little

need to collect large amounts of environmental data.
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6., Summary and Conclusion

This paper began by asking the question, "Why do organizations process
information?” The answer we have proposed 1s to manage both uncertainty and
equivocality. Uncertainty and equivocality represent two forces identified in
the literature that influence information processing. Organizations can be
structured with personal or impersonal mechanisms to manage equivocality and
uncertainty to acceptable levels. We also proposed that technology,
interdepartmental relations, and the environment are sources of both
uncertainty and equivocality for organizations. Depending on the nature of
the technology, interdepartmental relationships, and the environment,
structural mechanisms can be adopted to meet management's needs for additional
data or to create a common grammar and interpretation for ambiguous events.

The purpose of this paper was to tie together a number of threads from
the organizational literature as indicated in Figure 6. The notions of
uncertainty and equivocality, of structural mechanisms to reflect information
needs, media richness, and of technology, interdependence, and environment as
causes of information processing, have been preéented in the literature
previously. This paper attempted to integrate equivocality with uncertainty
and argue that structural mechanisms are used to help organizations cope with
these two factors. We also attempted to show that research pertaining to
technology, interdepartmental relationships, and environment have common

themes consistent with the equivocality/uncertainty framework. Figure 6 is

e adapted from Tushman and Nadler [56], and illustrates how organizational

b

: context influences uncertainty and equivocality, and that effective design

. will provide the appropriate amount and richness of information.

:

e e

. Figure 6 about here
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This paper also offered a preliminary answer to a second and related
question, “How do organizations process information?” Figure 2 and the
frameworks for technology, interdepartmental relationships, and environment
proposed specific structural mechanisms to enable the correct amount and type
of information processing. Each structural mechanism—from rules and
procedures to group meetings—was proposed to have a specific role that
enabled the reduction of equivocality or uncertainty.

The synthesis of ideas presented in this paper suggests specific themes
about organizational information processing that can be tested in future
research. For example, the lack of clarity confronting managers in
organizations may be as important to structural design and information
processing as the need to obtain explicit data to reduce uncertainty.

Previous research has measured information processing by counting
communication activities such as the number of letters, phone calls, or oral
communications, or by examining the geometry or frequency of data flow between
specific points in the organization (Tushman, {54]; Bavelas, [3]; Allen and
Cohen, {2]). These studies have made important contributions, but they assume
a reasonably well defined field for managers and that data flow is sufficient
for understanding information processing. 7The frameworks proposed in this
paper imply that data counting may oversimplify information management within
organizations. A major problem for organizations is lack of clarity, not lack
of explicit data. The solution to equivocality is for managers to develop and
agree upon a definition of the situation. The nature of equivocality and its
impact on managers represent a new and potentially important avenue of
research into information processing. Some preliminary studies have already
been undertaken (Putnam and Sorenson, [43]), but additional research is needed
to understand the process and impact of equivocality within organizations.

Other lines of research include the analysis of specific structural

4
S - b - LA =Y o . oA L1 A A X a8 oo . - A s mem s el mim a a m m—alaia A - = - - =

. . )
(A hala m oA .. n.

e a'a d el




_20_

characteristics as proposed in Figures 3, 4 and 5. For example, the
difference between personal and impersonal mechanisms could be tested in the
laboratory. Subjects could be asked to resolve a specific interdepartmental
problem that could be high or low in equivocality, but subjects would be
restricted to certain modes of information exchange. This research could even
be a replication of the early work on group communication networks (Bavelas,
[3]; Leavitt, (30]). The original research restricted group members to the
use of written (impersonal) media. A replication that would allow controlled
personal contact could shed light on the extent to which personal media are
more or less effective for certain problems.

In the case of environmental scanning, an interesting question is how
organizations obtain a clear view of where it fits within the environment and
where it is going. Perhaps organizations could be similated in a laboratory
(Cameron and Whetten, [8]) and monitared for the types of information
mechanisms that evolve to reduce ambiguity and manage uncertainty. Various
levels of uncertainty and equivocality could be designed into the experiment.
Field studies that explore how organizations scan and interpret the external
environment could also make a valuable contribution.

In summary, Boulding [6] argued that human social systems are the most
complex of all systems. A major characteristic that distinguishes social
systems from lower level mechanical and biological systems is equivocality.
Social systems do not work with machine like precision, and human beings have
the capacity to cope with and respond to ambiguity. Yet the concept of
equivocality has not been included in most studies and models of information
processing. Bringing equivocality into tuture studies of organizational
information processing mav provide a4 richer and more Aaccurate viewpoint to
explain why organizations hehave as thev do. Future research may be able to

elaborate and test the ideas presented in this paper and to further define the
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. their match with organization structure and design.
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b. Small amount of information b. Large amount of information to handle
exceptions
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ANALYZABILITY
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b. Small amount of information b. Large amount of information to handle
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and Evaluation Group
Orlando, FL 32813

Commanding Officer

ATTN: TIC, Bldg. 2068

Naval Training Equipment Center
Orlando, FL 32813

Chief of Naval Education
and Training (N-5)

Director, Research Development,
Test and Evaluation

Naval Air Station

Pensacola, FL 32508

Chief of Naval Technical Training
ATIN: Code D17

NAS Memphis (75)

Millington, TN 38D54

Navy Recruiting Command

Head, Research and Analysis Branch
Code 434, Room 8001

801 North Randolph Street
Arlington, VA 22203

Navy Recruiting Command

Director, Recruiting Advertising Dept.
Code 40

801 North Randolph Street

Arlington, VA 22203

Naval Weapons Center
Code 094
China Lake, CA 93555

iR A 3 4 a8 da

ala

bde i B

Py

ISR © WY




Headquarters, U.S5. Marine Corps
Code MPI-20
Washington, DC 20380

Headquarters, U.S. Marine Corps
ATTN: Scilentific Adviser,

Code RD-1
wWashington, DC 20380

Fducation Advisor
Education Center (EO31)
MCDEC

Quantico, VA 22134

Commanding Officer
FEducation Center (EO31)
MCDEC

Quantico, VA 22134

Commanding Officer

U.S. Marine Corps

Command and Staff College
Quantico, VA 22134
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OTHER FEDERAL GOVERNMENT

Defense Advanced Research
Projects Agency

Director, Cybernetics
Technology Office

1400 Wilson Blvd, Rm 625

Arlington, VA 22206

Dr. Douglas Hunter
Defense Intelligence School
washington, DC 20374

Dr. Brian Usilaner
GAO
wWashington, DC 20548

National Institute of Education
EOLC/SMO

1200 19th Street, N.W.
washington, DC 20208

National Institute of Mental Health
Division of Extramural Research Programs
56C0C Fishers Llane

Rockville, MD 20852

National Institute of Mental Health
Minority Group Mental Health Programs
Room 7 - 102

5600 Fishers Lane

Rockville, MD 20852

Qffice of Personnel Management
Office of Planning and Evaluation
Research Management Division

1900 E Street, N.W,

washington, DC 20415

Chief, Psychological Research Branch
U.S. Coast Guard (G-P-1/Z/TP42)
washington, D.C. 20593

Social and Developmental Psychology
Program

National Science Foundation

Washington, D.C. 20550
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Dr. Earl Potter {
U.S. Coast Guard Academy 1
New London, CT 06320

Division of Industrial Science

& Technological Innovation
Productivity Improvement Research K
National Science Foundation AR
. Washington, D.C. 20550 '

- Douglas B. Blackburn, Director

L‘ National Defense University h
‘ Mobilization Concepts Development
- Center

Washington, D,C. 20319

Chairman, Dept. of Medical Psychology
= School of Medicine {
Uniformed Services University of

the Health Sciences '
. 430! Jones Bridge Road J
g Bethesda, MD 20814
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] ARMY

Headquarters, FORSCOM s
: : ATTN: AFPR-HR :
ki Ft. McPherson, CA 30330
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Army Research Institute

Field Unit - Leavenworth ..
P.0. Box 3122 A
Fort Leavenworth, XS 66027 oA
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_e Technical Director (3 copies) '
Army Research Institute ]
5001 Eisenhower Avenue
Alexandria, VA 22333

Head, Department of Behavior o d
i. Science and Leadership
U.S. Military Academy, New York 10996

Walter Reed Army Medical Center .
W. R. Army Institute of Research ]
Division of Neuropsychiatry 1
Forest Glen

washington, D.C. 20012

=

Army Military Personnel Command
Attn: DAPC-OE _
. 200 3tovall Street R
’ Alexandria, VA 22322

ARSI A e o

Research Psgychologist
Selection and Classification Performance
Measurement Team
L_ Army Research Institute
] Attention: PERI-SF (Mr. Dennis Leedom)
5001 Eisenhower Avenue
Alexandria, VA 22333
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b Commanding Officer
' \ Organizational Effectiveness Center & School
e Fort Ord, CA 93941
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W2 AIR FORCE -
n
[. Air University Library
. LSE 76-443 -
Maxwell AFB, AL 36112 o
'
Head, Department of Behavioral :

Science and Leadership
U.S. Air Force Academy, CO 80840

MAJ Robert Gregory
USAFA/DFBL
U.S. Air Force Academy, CO 80840

AFOSR/NL

Building 410

Bolling AFB
washington, DC 20332

Department of the Air Force
HQUSAF /MPXHL
Pentagon
Vashington, DC 20330
]

Technical Director
AFHRL/MO(T)

Brooks AFB

San Antonio, TX 78235

AFMPC/MPCYPR
Randolph AFB, TX 78150
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LIST 12
MISCELLANEOUS

Australian Embassy

Office of the Air Attache (S3B)
1601 Massachusetts Avenue, N.W.
Washington, D.C. 20036

C e
ey

British Embassy

Scientific Information Officer
Room 509

3100 Massachusetts Avenue, N.W,
Washington, DC 20008

\
-
-

Canadian Defense Liaison Staff, g
Washington

ATTN: CDRD

2450 Massachusetts Avenue, N.W.

Washington, DC 20008 4

i
)

Commandant, Royal Military
College of Canada

ATTN: Department of Military
Leadership and Management
Kingston, Ontario K7L 2W3

National Defence Headquarters
- DPAR
- Ottawa, Ontario K1A OK2

l.A Mr. Luigi Petrullo - 1
5 2431 North Edgewood Street
{ Arlington, VA 22207 :
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Secuential by Principal Investigator

LIST 13
CURRENT CONTRACTORS

Dr. Clayton P, Alderfer

Yale University

School of Organization and Management
New Haven, Connecticut 06520

Dr. Janet L. Barnes-Farrell
Department of Psychology
University of Hawailil

2430 Campus Road

Honolulu, HI 96822

Dr. Jomills Braddock

John Hopkins University

Center for the Social Urganization
of Schools

3505 N. Charles Street

Baltimore, MD 21218

Dr. Sara Yogev

Nerthwestern University
Graduate School of Management
2001 Sheridan Road

Fvanston, IL 60201

Dr. Terry Connolly

University of Arizona

Department of Psychology, Rm. 312
Tucson, AZ 85721

Dr. Richard Daft

Texas A&M University
Department of Management
College Station, TX 77843

Dr. Randy Dunham
University of Wisconsin
Graduate School of Business
Madison, WI 53706
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List 13 (continued)

e

Dr. J. Richard Hackman
School of Organization
and Management
Box 1A, Yale University ’
New Haven, CT 06520 U

.
A
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Dr. Wayne Holder ]
American Humane Association o
P.0. Box 1266 ]
Denver, CO 80201 »

Dr. Daniel Ilgen

Department of Psychology
Michigan State University
East Lansing, MI 48824 }

_—

Dr. David Johnson B
Professor, Educational Psychology -
175 Pillsbury Drive, S.E.
University of Minnesota
Minneapolls, MN 55455

Dr. Dan Landis R
The University of Mississippi .
College of Liberal Arts .
University, MS 38677 .}f

Dr. Frank J. Landy [
The Pennsylvania State University
Department of Psychology

417 Bruce V. Moore Building
University Park, PA 16802
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Dr. Bibb Latane »

The University of North Carolina
at Chapel Hill

Manning Hall 026A

Chapel Hill, NC 27514

Dr. Cynthia D. Fisher

College of Business Administration ’
Texas A&M University

College Station, TX 77843
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Dr. Thomas M. Ostrom

The Chio State University
Department of Psychology
116E Stadium

L04C West 17th Avenue
Columbus, OH 43210

Dr. William G. Vuchi
University of California,

Los Angeles
Graduate School of Management
Los Angeles, t» 90024

Dr. Robert Rice

State University of New York at Buffalo
Department of Psychology

Buffalo, NY 14226

Dr. Benjamin Schneider
Department of Psychology
University of Maryland
College Park, D 20742

Dr. H. Wallace Sinaiko

Prugram Director, Manpower Research
and Advisory Services

Smithsonian Institution

801 N. Pitt Street, Suite 120

Alexandria, VA 22314

Dr. Eliot Smith
Psychology Department
Purdue University

West Lafayette, IN 47907

Dr. Barbara Saboda

Public Applied Systems Division
Westinghouse Electric Corporation
P.0. Box 866

Columbia, MD 21044

Dr. Harry C. Triandis
Department of Psychology
University of Illincis
Ctampaign, IL 61820
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Dr. Anne S. Tsui -]
Duke University

The Fuqua School of Business s
Durham, NC 27706 j
Dr. Andrew H. Van de Ven Td
University of Minnesota ,]
Office of Research Administration 7
1919 University Avenue ~ ]

St. Paul, MN 55104

Dr. Sabra Woolley
SRA Corporation -
901 South Highland Street ]
Arlington, VA 22204
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