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intuitions of an expert circuit analyst with the corresponding principle of
formal theory (i.e., algebra, calculus, feedback analysis, network theory, and
electrodynamics), and that makes each underlying assumption explicit.

Temporal Qualitative Analysis is a technique for analyzing the qualitative large
signal behavior of MOS circuits that straddle the line between the digital and
analog domains. Temporal Qualit.utive Analysis is based on the following four
components: First, a qualitative representation is composed of a set of

open regions separated by boundaries. These boundaries are chosen at the
appropriate level of detail for the analysis. This concept is used in model-
ing time space, circuit state variables, and device operating regions. Second,
constraints between circuit state variables are established by circuit theory.
At a finer time scale, the designer's intuition of electrodynamics is used to
impose a causal relationship among these constraints. Third, large signal
behavior is modeled by Transition Analysis, using continuity and theorems of
calculus to determine how quantities pass between regions over time. Finally,
Feedback Analysis uses knowledge about the structure of equations and the
properties of structure classes to resolve ambiguities.
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MOS Circuits

by

Brian Charles Williams

Abstract

With the push towards sub-micron technology, transistor models have hecome increasingly complex.
The number of components in integrated circuits has torced designers’ efforts and skills towards
higher fevels of design. This has created a gap between desigi expertise and the performance
demands increasingly imposed by the technology. To alleviate this problem, software tools must be
developed that provide the designer with expert advice on circuit performance and design,  'This
requires a theory that links the intuitions of an cxpert circuit analyst with the corresponding
principles of formal theory (ic., algebra, caleulus, feedback analysis, network theory, and
clectrodynamics), and that makes cach underlying assumption explicit.

Temporal Qualitative Analysis is a technique for analyzing the qualitative large signal behavior of
MOS cireuits that straddle the line between the digital and analog domains. Temporal Qualitative
Analysisis based on the following four components: First, a qualitative representation is composed of
a set of open regions separated by boundaries. I hese boundaries are chosen at the appropriate level
of detail tor the analysis. This concept is used in modeling time, space, circuit state variables, and
device operating regions. Sccond, constraints between circuit state variables are established by circuit
theory, At a finer time scale, the designer’s intuition of clectrodynamics is used to impose a causal
relationship among, these constraints, Third, Targe signal behavior is modcled by Transition Anatysis,
using continuity and theorems of calculus to determine how quantities pass between regions over
timey Finally . Feedback Analysis uses knowledge about the structure of equations and the propertics

of structure ¢lasses to resolve ambiguitics.,
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Chapter One

Introduction

Advances in integrated circuit technology in the last decade have presented circuit designers with
new problems and challenges not dealt with previously. Interest in the potential of VIS (Very arge
Scale Integration) has grown tremendously in recent years, both in the academic and industrial
settings. The ability to place large systems on a single picce of silicon has made more advanced

systems realizable. Hlowever, this increase in capability brings with it new problems for the designer.

One major problem is how to manage the design and analysis of systems with a large number of
components,  Potential solutions to this problem include developing methodologics which exploit
regularity and hicrarchy during the design phase, and computer-aided design tools which take over
some of the Tower level tasks of design and analysis, Much of the design takes place at an abstract
level where, for example, the mosfet is modeled as a charge controlled switch.  This allows the

designer to ignore unnceessary detail,

An cqually important problem arises when designing digital circuits, such as supcerbuffers, bootstrap
clockdrivers, and memory sense amplificrs, which must meet tight performance criteria. These
circuits sit on the boundary between the analog and the digital domains; although they are used in
digital systems, they must be viewed by the designer as analog circuits in order to meet speed, power
and voltage level requirements. These cireuits usually consist of a small set of components; however,
the models necessary to analvze the circuit’s performance are complev. The switch level mosfet maodel
used to anaiyse the digital behavior of circuits is not adequate to describe such characteristics as
switching speed. power dissipation, gain, capacitive coupling, or noise immunity, and so the designer

must use analog device models to analyze the circuit’s behavior,

Few tools are currently available o designers for analyzing the clectrical characteristics of high
performance digital circuits. Existing tools are primyarily electrical sitnulators which use numerical
technigues to produce a set of waveforms showipg the circuit’s quantitative  behavior during
successive cremants of time in response to a set of inputs. [20] These systems can only provide

quantitative answers about what the circuit is doing. The circuit analyst is responsible for using this
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and other information to provide answers to questions like:
* How dous this circuit work?
* Why didn't the circuit behave as [ expected?
* Which device parameters should | change to make it work?
* Which parameters should [ change to increase the circuit’s performance (speed, power,
voltage thresholds, etc.)?
The knowledge necessary to answer these and similar questions is usually classified under designer’s
intuition. To produce systems which will assist the designer in answering these questions, we must
develop a theory which captures some of these intuitions.
1.1 An Explanation for a Complex Bootstrap Driver
s
° ] 1% M0 1 M2
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Figure 1-1: Bootstrap Driver

We can examine the type of reasoning involved in describing a cireuit’s behavior by looking at
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f cxplanations of circuits which appear in journal articles. The following is o description of a S-volt

L‘ bootstrap driver modceled after = > used in the INTEL 2118 16K dynamic RAM 4] (Figure 1-1).

E The reader is not expected to understand the details of this explanation but should just get a feel for

A the style of reasoning involved. Most of the remaining examples in this paper are very simple and

- require only a rudimentary know ledge of electronics,

h Initially (b pmduu\ astep which precharges the gates of M11 and M 13 high, turning

o them on and huldnm. the output at ground. When (bl starts to rise. it charges capacitor

5 MY through M5 and starts to wrn M10 and M12 on. Mo isobues node 18, which allows

.. that node o bootstrap with M3S's gate capacitance, keeping MS wiraed on hard. M1 and

N Md form a comparator that notices when (bw has gone above 2 threshold drops. When

- this happens, M4 wirns on and pulls nodes 12 and 18 down to ground. When node 18

3 discharges, M3 wwrns oft] isolating node 16, Also, when node 12 discharges, M1 and
ML which had been holding down nodes 13 and 14, now turn oft, letting those nodes

rise. Capacitor MY then bootstraps node 16 (which was isolated by MS when MS's gate

felt). turning M0 and MI12 on hard. M2 pulls the output node voltage up. (DH can now

[ fall without affecting the rest of the cireuit because MS is off. When @ rises again, M11

L and M13 wen on and M10 and M12 wrn off, forcing the output low and resctting the

}0 circuit. The bootstrupping capacitor M9 is driven from node 13 and not from node 14 to

f get more gate drive on M 12 which signiticantly improves the output rise time.

Much can be fearned by examining this and simifar explanations. The terms used in the explanation
E" arc primarily qualitative; when a quantity is used, it is usually a symbolic quantity such as "2

threshold drops” (2V,lh), “high" (VD“) or “"ground.” The behavior of circuit state vartables is
:. described primarily in terms of their rate of change: phrases like "rises,” "fall,” "starts to rise” and

"discharges™ are commonly used. In addition, terms like “high' and "low™ arc used to describe a

region in which the circuit state variable lies. High usually identifics the region above VDD minus a
noise margin (x> VDD - NM”). while low identifies a region between the threshold voltage minus a
noise margin and ground (V‘ - NM > x > 0). The behavior of cach device is described in terms of
its current region of operation and its movement between these regions (e.2., "on,” "ot "turns off,”
"starts to turn on,” and "resctiing™). From these phrases we sce that the notion of gudlitative analysis

plavs a very important role in analyzing circuit behavior.

Many of the gualitative phrases above are connccted with words like "affecting,” “turning,”

"o

"causing.” "pulls” and "holding,

"

The use of these words gives the explanation a strong scnse of
cause and effect. Except tor the initial inputs. all changes of circuit state variables are described in
terms of other cireuit state variables which caused the change. We cven notice phrases such as ™

can now full without affecting . . " where a lack of cffect is made explicit. ‘Thus the notion of

cansality also plays an important role in circuit analysis.

)
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In addition, most of the explanation is given in terms of Jocal interactions between devices which are
physically connected together.  Furthermore, the description of the cireuit’s overall behavior is
inferred from the behavior of cach individual component and the way in which they are
interconnected. This is a common notion of circuit analysis, which is captured formally by the

nctwork laws and device models of circuit theory.

The explanation also uses a number of cliches, cach of which has a special meaning commonly
understood by the designer and the readers. “These cliches serve two purposes: to concisely refer to a
complex behavior and to assign an intended purpose (telcology) to a set of one or more devices. A
cliche like "precharges” conjures up in the mind of the reader a complex set of events whereby
turning on a device will charge a particular node up to VDD or some other understood value. A cliche
like "hootstrapping capacitor” implics that the function of the capacitor will be to appear as a fixed
voltage source during certain periods of circuit operation. 'This is achicved by isolating one of the
capacitor’s terminals from the rest of the circuit, causing the voltage at a nodc connected to that
terminal of the capacitor to follow any changes in the voltage of the node connccted to the other

terminal of the capacitor.

Finally, certain statements refleet particular design decisions and assign purpose to certain devices;
for cxample, "the bootstrapping capacitor M9 is driven from node 13 and not from node 14 to get
more gate drive on M12, which significantly improves the output rise time." Notice that node 13
doesn’t have nearly as much capacitance as node 14, which is connected to CL. Thus, node 13 will
rise much faster than node 14. By connccting the bootstrap capacitor to node 13, rather than node 14,

nodc 16 riscs faster providing M12 with a strong drive quickly.

The explanation also makes a number of implicit assumptions and leaves vut parts of the explanation
which, hopefully, are obvious to the audience to whom the explanation is addressed. A system which
analyses circuits must be able to make these assumptions explicit. ‘This is important in understanding
the limitations of the analysis technigue and understanding where cxactly these limitations arise.
l-urthermore, the generality of the components of an analysis technique depends on the specific

assumptions made tor that component,

A number of properties have been identified above which are important in rcasoning about circuits.

Quaditative analysis is an approach to capturing these propertics.

12
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1.2 Temporal Qualitative Analysis: an Overview

The remainder of this paper describes Temporal Qualitative (TQ) Analysis, a technique for analyzing
MOS circuits whose important behavior straddles the boundary between the analog and the digital
domains. TQ Analysis describes the causal qualitative behavior of a circuit in response to an input
over "elapsed” time, where time is viewed as a st of intervals in which devices move through
different operating regions. A major objective of this work is to show a close link between the
intuitions of expert circuit analysts and the formal theories of calculus, circuit theory and feedback

analysis.

The analysis of clectrical systems involves two steps:

1. Developing models for electrical devices which accurately model their physical behavior.

2. Predicting the behavior of systems which obey these modcls.
Circuit theory is only concerned with the sccond step and assumes that the models provided are
sound. In this paper a similar assumption is made, although particular propertics of the analysis (c.g.,

continuity) will constrain the models used.

Many of the ideas in 'TQ Analysis have evolved from work by de Kleer on the causal qualitative
analysis of bipolur analog circuits. {7] De Kleer's PhD) work concentrated mostly on the Incremental
Qualitative (1Q) Analysis of devices within a single operating region. TQ Analysis differs from de
Kleer's work in two important ways:
* Because our interest is in analyzing the clectrical performance of digital circuits we must
be able to describe the circuit's large signal behavior.  This involves providing a
mechanisim for determining how devices move between operating regions (fransitions), as
well as describing their incremental behavior, Although de Kleer provided a mechanism
for recognizing transitions, this »as not central to his thesis and is inadequate for the

\ 1y pes of circuits which we would like to analyze.

3

- * Unlike the analog bipolar domain, an understanding of charge flow and capacitive
storage is essential in the analysis of digital MOS circuits. A mechanisin is provided for

! representing “capacitive memory,” which is based on the continuity of clectrical

{ quantitics {c.g., charge) over time,

. I ach of the remaining sections of this paper will describe a major conceptual component of 'TQ

Analysis.

Chapter two provides the basic definitions for qualitative representations of clectrical networks, time,

13
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state variables, and device operating regions.  Fach of these representations is based on the notion
:l that a qualitative representation consists of a network of open regions, separated by boundaries.

These boundaries are chosen at the appropriate level of detail for the analysis.

=
0

IN

’ )
t tl tl
t‘ ondn——
] R1 -1 Cl
3 ) 2
{ — Gnd

‘ Figure 1-2:RC Example

P

L )
D

Chapters three and four discuss the two basic types of reasoning involved in TQ Analysis: Causal

Propagation and Transition Analysis[27]). These two sections will be illustrated by a parallel RC

g

circuit (figure 1-2) which exhibits the following behavior:

We wnll assume that at instant t= 0 the voltage across the capacitor is positive ([Vw ,\,D]
= +).! This causcs the voltage across the resistor to be positive, producing a positive
current through the resistor, which begins to discharge the capacitor, dccrusmg VIN GND®

.G, deereases for an interval of time and eventually lCﬂCth zero.2 AL this puint the
current stops flowing and the circuit has reached a steady state® at zero volts,

This description is marked by a series of cvents such as V

IN.GND being initially positive or V

——RY T

IN,GND
moving to zero, which break the description into a scrics of time intervals. T'wo types of reasoning

- . N . .
k- are rcquired to analyze the circuit during cach interval,
{
E Onc type of reasoning involves determining the instantancous response of the circuit to a sct of
- primary causes which mark the cvent; for cxample, "a positive voltage across the resistor, produces a
y .
p-.
>
] —
4 )
The notation [VN (,N“] indicates the sign of the voltage from the node IN to GND.
. 7Sincc VN Gap @ decaying cxponential it is positise for 1 < 00 and reaches scro at 00,
JHy steady state we mean that all the soltages and currents in the circuit are constant.
]
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positive current through the resistor . . ." and so on. The mechanism corresponding to this type of

reasoning in TQ Analysis is Causal Propagation and is described in chapter three.  Causal
Propagation occurs at the start of a time interval when a set of qualitative inputs are propagated
forward, using a sct of causal relations to determine their instantancous effect on other circuit
quantitics. This may be viewed as a qualitative small signal analysis. "The mechanism in this section

is similar to de Kleer's Incremental Qualitative Analysis,

The seccond type of reasoning determines the long term cffects of these qualitative inputs; for

cxample, "V decreases for an interval of time and eventually reaches zero.”  This type of

INJGND
reasoning is modeled by Transition Analysis and is described in chapter four. ‘Transition Analysis
determines whether or not a quantity will move between two regions of interest (c.g., moving from
positive to zero or saturation o cutoff) at the end of a time interval. ‘This analysis is based on the
assumption that real systems arc modceled by continuous functions and builds on a few simple

theorems of caleulus. ‘Transition Analysis may be viewed as a qualitative large signal analysis.

An understanding of both positive and negative feedback is essential to understanding digital circuits
and restoring logic.  Chapter five examines the qualitative properties of feedback and discusses a

mechanisin for recognizing and dealing with feedback in gcncral.4

The examples used in the first five chapters consist only of simple RC nectworks. In chapter six the
above mechanisin is extended to describe the behavior of devices with multiple operating regions. A
qualitative model is created for an enhancement mode n-channel mosfet and is used to gencrate an

cxplanation for a simple mosfct circuit,

Chapter seven concludes the paper with a discussion of the material presented, comparing it to other

qualitative systems, pointing out its limitations, and suggesting directions for future work.,

“()xn‘ feedback incchanism was inspired by a set of feedback heuristics presented in de Kleer's PhD thesis and is a
veneralization of these coneepts.
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Chapter Two

Qualitative Yalues

People use a varicty of terms which are considered qualitative. Some examples arc positive, negative,
increasing, decreasing, forward, saturation, yesterday, tomorrow, oftice and mosfet. What all of these
have in common is that they arc regions over time, space, or some other sct of quantitics which the
cxplainer considers “interesting.” In addition, these regions, which we call qualitative regions, are
separated by boundaries. For example, zero is a boundary between plus and minus, midnight is a
boundaty between today and tomorrow, and the office walls define the space which is called the

oftice.

In Temporal Qualitative Analysis, the space of values, which the quantity of interest can take on is
broken into a sct of open intervals or regions separated by a sct of boundarics. These boundarics are
chosen at the appropriate level of detail for the analysis. 1<or a particular domain, the construction of
a sct of qualitative representations may be viewed as a mapping hetween continuous functions to
functions of discrete intervals. In circuit analysis we arc mapping from the continuous cquations of
device physics to a set of qualitative relations in circuit theory. The following scctions describe the
qualitative representation used in TQ Analysis for space, time, state variables (c.g., voltage and
current), and device behavior. For each section, we make the case that the qualitative representation
consists of a sct of open regions separated by boundarics. Many of these representations exist in

formal circuit theory, while others are implicd through common usage.

2.1 The Network Model

An integrated circuit is implemented as a scmiconductor wafer with different ions diffused or
implanted into its surface. 'The equations necessary to describe a complex circuit at the device
physics level are not casily solvable and, more importantly, would not provide the designer with

much insight into the overallt circuit behavior,

In circuit theory, the complexity of these cquations is reduced by modcling a region of space with a

uniform clectrical behavior as a single funped clement (e.g., a resistor, capacitor or mostet). Each

16
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clement has a set of terminals which allows it to interact with other clements. ‘The electrical behavior

of a clement is described by a sct of constitutive relations between state variables associated with the

clement's terminals.

An electrical circuit is described as a set of elements connected together in a network. Fach member
of a set of locally interacting clements has a terminal connected to a common node. ‘The interactions
between elements are described by a set of network laws known as Kirchoff's Voltage and Current
L aws. These network laws only hold as long as the circuit is small enough that clectromagnetic waves
propagate across it instantancously, that is:

d << c*dt

where:

d 1s the largest distance across the circuit
dt is the smallest time interval of interest
¢ 1s the speed of 1ight

This is known as the Lumped Circuit Approximation, and is important later in our discussion of

causality.

A network is described by a sct of devices, nodes, and conncctions between the two. ‘The ficld
Devices specifies the name of of cach component in the circuit, along with its corresponding type
(c.g.. resistor(R1) means that the component R1 is a resistor). Nodes is a list of node names used in
the circuit.  Finally, Connections consist of a sct of assertions, cach of which specifics the device
terminals connected to a specific node. For example, if terminal one of C1 (denoted t1(C1)) and 2(R1)

are connected to node IN, then this is specified as: conneet (IN 11(C1) 2(R1)).

The following is a specification for the parallel RC network in figure 1-2:

Network: Parallel RC
Devices: resistor(krl), capacitor(Cl)
Nodes: IN, GND
Connections:
connact(IN t{R1) t(Cl))
connect(GND 2(R1) ©2(C1))

17
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2.2 Time

We represent ume as a linear, non-overlapping sequence of alternating instants® and open intervals,
‘The duration of cach interval is determined by Transition Analysis, During a single time interval, all
quantities ot interest have a single qualitative value. In other words, cach quantity lies within a single
qualitative region throughout the duration of an interval. Using this representation, quantitics can
only interact it they are spatially local and they occur during the same time interval. A lincar
representation of time has been chosen for simplicity; however, none of the concepts presented in

this paper depend strongly on this representation being a linear sequence.

2.3 State Variables

The representation we choose for describing electrical quantities depends on which type of circuit
and which properties we are interested in, IFor example, if we are interested in verifying a circuit’s
behavior at the digital abstraction level, we might want to scgment the range of input and output

voltages into the following sct of regions:

Valid Noise Forbidden Noise Valid
"o Margin Zone Margin 1"
Gut Low High Out
€mmmmmmmonees |--ee |-smmmmmnnn e |------ R >

Qualitative representation of a digital signal

To look at the analog performance of digital cirenits, the components must be viewed as analog
devices, At this level, a state variable is deseribed i termss of its sign and the sign of its derivatives:®
for example, the voltage is positise or the current is decrcasing.  Sign separates the real number ling
into two open intervals, positive and negative, with a boundary at zero. The sign of a quantity, A, will

be denoted by [A] and the sign of the quantitics nth derivative by [d"A/d"].

S;\n mstant s a closed intenval with zero duration,

"Unless otherwise <ated, all derivati o discussed in this paper are partials with respect to time.
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I
NEGATIVE ZERO POSITIVE
(=) (0) (+)

Qualitative representation of a real number A

2.4 Qualitative Expressions

To describe the network laws and the element relations of circuit theory, a qualitative algebra in
terms of the signs of quantities is necessary, The arithmetic operations necessary for modeling the
7 I

MOS domain are negation, addition, and multiplication.” Tables desceribing these operations are

shown below:

Addition: [A] + [B] Multiplication: [A] x [B] Negation:
[AlN(B] + 0 [(AIN(B] + 0 - [AY | -[A]

+ | + + ? + | + 0 - + | -
o0} + 0O - D) 0 0 0 0 | 0
- r - - -1 - 0 4+ -] +

also 7 x 0 =0
where:

= positive
zoro

= nogative
= ambiguous

-~ 1O ¢+
n

In the table tor addition the symbaol (7) means that the result of the sum is ambigrous, "The sign of the
suin cannot be determined without additional information. “T'echaiques for resolving this ambiguity
are disctissed in later sections. Also notice in the multiplication table thit the product of two
quantities can be deduced even when one quantity is ambiguous, as long as the other quantity is zero.

More complex artthimetic operations, such as subtraction, summation, and exponentiation by a

7 . . . L
S ahtative arthmete used here s similar to the one used in de Kleer and Brown's Qual and I'nvision systems and

Lorhas Q shiine Process Lheory 7. 14]
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positive integer, can be constructed from these basic arithmetic operations, Finally, it is important to
note that the vanables participating in a qualitative expression are not limited to quantities and their

first derivatives, but may include a mixture of second and higher order derivatives as well,

2.5 Operating Regions

Otten non-lincar devices, such as diodes, bipolar transistors and mosfets cannot be described by a
single sct of relations without making these relations overly complex.  Instead we consider the
behavior of the device in each of several distinet operating regions, cach described by a different set

of equations. 'The mechanism for representing operating regions and describing how quantitics move

between operating regions is presented in chapter six.

}

. 2.6 Summary

4

»' In TQ Analysis, a qualitative representation consists of a nctwork of open regions, scparated by

boundaries which are chosen at the appropriate Ievel of detail for the analysis. The following table

! summarizes the qualitative representations used in this paper for circuit analysis:

:. Representation open region boundary

[ space lumped elements nodses

: time open intervals instants

g state variables positive,negative zero

L_ relations operating regions edge of op. regions
¥
b
b
»
b

e
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Chapter Three

Causal Propagation

Causal Propagation is a technique which uses knowledge of circuit theory and qualitative arithmetic

5.‘":‘ to deseribe the behavior of a circuit during an instant or interval of time; it may be viewed as a
e . .

=t qualitative small signal analysis. In circuit analysis, the values of the state variables of a nctwork can
M

;{- R be determined at some instant of tme from the network laws, cach device's behavior, and the initial

conditions.  Using the qualitative quantitics and cxpressions described in the previous chapter, we
can perform a similar analysis at a qualitative level. Returning to the RC example (Figure 1-2), a set

of qualitative relations for the network is:

3
E . '
° [Vm.c;xu] [Iu(m)] Ohm's Law
- - t
E [I”(m)] [IU(C])] Kirchoff's Current Law
t‘_. [Im(_”] = [de.GND/dt] Capacitor Law
Lju and the initial condition is:
[ [le,G.\'l)] =+
' I'rom these relations and the initial condition we can deduce, for example, that [l”(m)l = +,
(1. ]=—and [dV_ ._/dt] = —. The qualitative cquations act as a sct of constraints on the
. u(c) IN,GND
>.~ clectrical quantitics; as long as [VI\,G\,D] remains positive the other clectrical quantities are
- o 0 . .
*‘ constrained to be the values shown above. Furthermore, during any time interval, all qualitative

quantitics must be single valued, i.c.. a quantity cannot move between qualitative regions or

boundarics during the interval,

The gualitative model described thus tar tells us what cach qualitative valuc is, but does not explain

how they came about. The qualitative description given by an engineer for the RC circuit (figure 1-2)

T

.. . . . . . . - “, . -
- gives a cansal account of the circuit behavior.  For example, when wan beeomes positive, this
{ causes a positive current through the resistor, discharging the capacitor and causing VN(‘\,D to
. . ] . DA A
1 decrease. This causality is not provided in a circuit theory model,. Where then does this causality
come from? “Lhe answer lics in the assuinptions made in modeling a circuit as a network of lumped
S clements.
b
o
3
F .
. . 21
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3.1 Causality and the Lumped Circuit Approximation

[he Tumped Cocant Approvimanen (section 2.1) states that the network laws hold only as long as the
siallest tme mterval of interest is sufficiently farge that electromagnetic waves appedar o propagate
actoss the arrcunt instantancously, When geoerating o causal description, the analyst breaks this
assttmptoen by viewing the circuit behavior at a time scale close o the speed of ight. On this time
seales tor example, there is a finite delay between the tme an electromagnetic wave enters one end of
awire and the time the wave enits the other end. One can imagine the wire as i pipe connected to a
faucet. When the faucet is turned, on there is o short delay betore the water comes out of the pipe.
Only atter the water has begun o come out of the pipe and the Qow has stabilized, can we say that the
How tate out of the pipe equals the flow rate out of the faucet. Similarly, once the current into the

wire has had tmie o stabdlize, we can say that the current out of the wire equals the current into it

[noceneral, the analyst uses muliiple viewpoints in describing the behavior of a circuit. A
Cactoscopie, clectrody namic fevel model is used initally to describe the effects of a set of changes on
the \\\[\'III_H Once these etfects have stabilized the analyst moves to a macroscopic view point (i.c., the
cetwork maodeh. where these etfects propagate instntancously.  Using the macroscopic viewpoint,

the set o rital changes provides aset of constraints on the rest of the system,

One way of modeling these two ditferent viewpoints is to provide two scts of models, one which
describes the electrodynamic behavior of devices in terms of Maxwell's equations and a second sct
which describes the circuit level belunvior in terms of the constrzints established by network theory.
The forme. model, however, is both intractable and undesirable. The primary reason for using a
circuit model, in the first place, is to avoid the detail and number of interactions which occur in the
clectrodynamic medel. To then reintroduce such a model would be counter productive.
Fatthermore, supposing we could produce an clectrodynamic maodel, we are still faced with the
problem of assigning a causal ordering to the events which occur at the clectrodynamics level. Of
course, we could produce another model at an even lower level (e.g., quantum physics); however, this

simply pushes the problem awiy one level and doesn’t solve it.

The solution which Causal Propagation takes is to build in the intuition, which a designer has about

causality from the clectrodynamic level into the network level. ‘This is done by initially imposing a

do Klccr and Brosn icfer Lo this microscopic time scale as “mythical time” since, from the macroscopic view of actwork
theors, this tume scale doesn’t exist.
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sense of causality on the deviee relations and network laws in response o a set of changes; these will
be reterred W as causal relations. For example, if we know that [V] = [I] by Ohm's Taw, and the
voltage across the resistor has begun to increase (i.c., [dV/Zd] = ), then we say that an increase in 'V
cawses an increase in b by Ohmes Taw.? 1f instead the current through the resistor was changing, then
we would say that the change in current causes a chunge in voltage by Ohm's Law, In the above
cexample, Ohm's Law is a bidirecrional relation, since the causality can run in cither direction. In
general, it all but one qualitative value is known in a bidirectional relation, the known values are used

to determine their eftfect on the unknown quantity.

I atew instances the engincer views this causality as occurring in only one direction. (e.g., as we will
see in chapter 6. an engineer will say that a voltage across the gate of a mosfet produces a current
thirough the device's channel but not the converse.)  In this case we refer to the relation as
wredirectienal and indicate the direction of the causality by replacing = with an arrow (-+) pointing
from the cause(s) to the effect.'? Once the circuit has had time to stabilize, the causal relations revert
1o a set of constraints between state variables without imposing a causal ordering.  For example,
Ohim’s T aw hecomes a constraint between the current and voltage of the resistor and we say that V

and | are constrained to be positive by the input.

[ TQ Analysis, the beginning of a titae interval is marked by the eansition of onc or more quantitics
from one qualitative value to another, The transitioning quantities are referred to as the primary
causes for that interval.'! The microscopic viewpoint is used to determine the cffects of these primary
causes, i.¢., to determine the qualitative value for cach state variable in the circuit at the beginning of

the interval. Moving to the macroscopic viewpoint, these quantities are then constrained by the

€
MWiere "A causes B means that B is functionatly dependent on A, i.c., the value that B has is caused by the vatue that A
has.

10 . - ) . . R . .
A hrdircctonal retation (R) is implemented as a sct of unidirectional relations, where cach unidirectional rclation contains
G o B quantition as an ef fect and the rest of R's quantitices as the cause. For example:

[I1] + [I2] + [I3] =0

1s cquivalent to:
(ri] + (r2] — - [13]
[113} + [13] — - [12] and
[12] + [13] -» - [11]
Duning the Caesal Propagation phase of analysis for a particular intersal. at most one of a set o unidirectional relations will be
used.

I . )
Faspranany cause is aetther an externally driven input or the independent variable of i memory element (e g., the vollage

HCTOSS L Cpacitor)
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qualitative network refations for that time interval. The end of the interval is marked when one or

maore guantities transition, creating a new sct of primary causces for the next interval of time.12

3.2 Implementing Causal Propagation

Causal Propagation is implemented as a sct of assertions and rules in AMORD 6], a rule-based
inference engine with a truth maintenance system.  An assertion consists of a fact statement, which is
an arbitrary Lisp expression, and a supporting justification, "T'he justification is a rcason for the fact
to be true, atong with a sct of facts which support this reason. A rule is composed of a pattern and a
rule body which consists of arbitrary Lisp code. 'The rule body is run whenever a set of assertions is

found which matches the rule pattern.

Each unidirectional causal refation is implemented as an AMORD rule . The rule pattern consists of
the quantitics (i.c., "causcs™) in the relation’s qualitative expression; the expression is evaluated as
Lisp code in the rule body, and the cffect is an assertion made by the rule body. Fach asscrtion is

recorded with a justification describing its cause.

Causal Propagation begins at the start of a time interval by asserting a set of primary causes with their
corresponding qualitative values. Rules function in a dacmon-like manner.  When all of a rule’s
patterns are matched with a set of assertions, the rule body is run, possibly creating more asscrtions.

Causal Propagation terminates when all of the relevant rules have fired. 13

3.3 Domain Knowledge

In this section the domain specific knowledge for analyzing electrical networks is discussed.  This
knowledge is broken into two parts: network laws and device models. ‘The network laws describe
how current and voltage quantitics of connected devices interact, while the device models describe
the behavior of a device via the voltages and currents associated with its terminals.  Current is

measured going info a device’s terminals and voltage is measured between network nodes.

The duration of the interval is irrelevant to Ciausal Propagation. ‘The interval may last to infinity or for only an instant.

The duration of an intersal and the set of bansitioning quantiics which matk the end of the interval is determined through
Transition Analysis.

iz Lhis is not a complete constraint satisfaction system since some relations can only fice in one direction.

24

PP . B andie b P TP, S AP IP P U T ST IR 2PN e WP VNP S

L i R i M i) . bR A it bt At it i SRS SR IRt R At e et Tadh T - e "B el R B A e it e |




pweTr e

3.3.1 Network Laws

Kirchott's Voltage and Current Laws describe the network behavior of electrical circuits. Kirchoff's
Current Faw (KCI) states: the sum of the currents out of a Gaussian surface is zero. 1f the Gaussian
surface is put around a single node, then the sum of the currents out of the node is zcro. ‘The
qualitative KCL. rule says that the signs of the currents out of a node must sum to zcro. Intuitively,
this means that a node cannot source or sink current; that is, cach node must contain at least one
curreni Towing into the node and one current flowing out (except when all the currents for that node
arc sero). In addition, the KCL. rule says that the signs of the ith derivative of the currents out of a

node also sum to zero.

The qualitative KCI. rule is shown below. This rule! consists of a st of preconditions and a sct of
relations. Fhe preconditions are a mix of paitcrns for asscrtions which must cxist and conditions
which must be true in order for the rule to be applicable. KCI. hus one prccondiﬁon: an assertion
must exist which specifies all of the terminals conncected to a particuler node. The relations section
consists of causal refations as described above.
Law: n-Terminal KCL
Preconditions:
connect(Node-l1 T1 T2 . . . Tn )
Relations:
0=[11+[1I,]+. ..+ {1.]
0= [d"I“/dt“] + [d"I“/dt"] + . . .+ [d"I,rn/dtn]

Kircholfs Voltage Law (KVL) states that the sum of the branch voltages around any loop in the
network graph is zero. ‘The qualitative KVL rule states that the swn of the signs of the branch
voltuges around a loop is zero. For loops conmihing two nodes, the KVI. rule (Voltage Negation) is
cquivalent to saying that voltage is path independent.  For loops containing three nodes, the KVL
rule states that the voltage between two nodes is the sum of the voltages between cach of the two

nodes and an intermediate node.

14 . . .
10 Analysis considers the words Eaw and Model 1o be synonymous with Rule and these words are used purely for

docuentation purposcs.
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Law: Voltage Negation

Relations:

[v.\l.M] " - [Vm.m]

[d"VNl.M/dt"] = - [a"vm_m/dt"]

Law: Three Node KVL
Proconditions:
When NI # N2 # N3
Relations:
[VNLNl] +[v " [th NJ]
[d“VNthldt"] + [d"VNLNGIdt"] = [d"VNh NJ/dt“]

.\'?..N.\]

3.3.2 Device Models

In this section we will first discuss a general property of network clements and thea present the

specific device modcels for some simple network clements,

3.3.2.1 KCL. Applied to Devices

Above KCI. was stated as "The sum of the currents out of a Gaussian surface is zero.” By placing a
Guaussian surface around a device this becomes:  The sum of the currents into a device is zero.
Qualitatively this mcans that no device can source or sink current.  All of the devices we are
interested in have cither two or three terminals. KCL for a three terminal device is shown below:
Law: Three Terminal Device KCL
Preconditions:
three-terminal-device(D)
Relations:
0= [Iu(n)] + [Ia(n)] + [Iu(u)]

0 = [d"1,,,/dt"] + [d"1,, /dt"] + [d"1, . /dt"]

3(D)

3.3.2.2 Network Elements

The basic two terminal elements are resistors, capacitors and inductors. The constitutive relation for
cach of these elements is V. = IR, I = CdV/dtand V = L.dl/dt, respectively. A circuit designer
views these relations as being bidirectional; that is, a change in voltage will produce a change in

current and vice-versa.  The models for the resistor and capacitor are shown below. The ficlds
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Terminals and Corresponding Nodes list the device's terminals and the nodes connected to these
terminals, respectively. These models have an additional field called Assertions consisting of facts
which are asserted as a result of running the rule,
Model: Resistor(R)
Terminals: T1 T2
Corresponding Nodes: N1 N2
Relations:
[VNl.Nz] = l:In(n)]
[d"VNl.Nz/dt“] = [d"I
Assertions:
two-terminal-device(R)

ri(ry/dt"]

Model: Capacitor(cC)
Terminals: T1 T2
Corresponding Nodes: N1 N2
Relations:
[dvxl.m/dt] = [In C)]
[a" * v, ,/de" 7] = [d"]
Assertions:
two-terminal-device(C)

3.4 Example

Using the mechanism described thus far, we can determine the behavior of the paraltel RC circuit
(figurc 1-2) for a particular instant of time. The analysis begins by inputting the network description
shown in scction 2.1, At Instant-0 the initial condition (and the primary cause) is [VIN‘GM,(U‘Insmnt-O]
= +.1 This valuc is asserted and the causal propagator is invoked. We can then ask the system for
the qualitative value of any quantity in the nctwork, along with a causal explanation for that

quantity: 16

13 The symbaol €2 means “at lime” for example, [A@ U] =+ translates Lo "the sign of A al time tl is positive.

l()'lhi:s explination was gencrated by the current implementation of 1Q Analysis.
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Explanation for FACT-24 : dV /dt@Instant-0 1s negative:

IN,GND

It was given that meGNn during Instant-0 is +,
This causes I“(m) during Instant-0 to be +,
since from rule RESISTOR : [V12] — [I1].
This causes chn during Instant-0 to be -,
since from rule 2-T-KCL : [I2] — - [I1].
This causes dV /dt during Instant-0 to be -,

IN,GND

since from rule CAPACITOR : [I1] — [dVi2/dt].

3.5 Ambiguities

‘The analysis technique described thus far is not powerful cnough to deduce a sct of qualitative values
under every condition. We have already seen one example of this ambiguity in the addition table in
scction 24, If A + B = C and A and B have opposite signs, then C is ambiguous; that is, C could be

positive, negative or zero.

Each ambiguity which ariscs in qualitative analysis can be categorized as onc of three types:

* Ambiguous cffect
* Simultancity

* Unknown primary cause

First, an ambiguous effect occurs when all of the causes in a qualitative relation are known and the
cffect cannot be deduced.  [n the present system such an ambiguity only results from addition.
Sccond, if a quantity (A) is a function of one of its ¢ffects (B) then B cannot be deduced without
knowing A and A cannot be deduced without B. This cyclic behavior is commonly referred to as a
simultancity.  Finally, we nced a means of determining how cach primary cause changes between

tme intervals, as they arc the inputs to Causal Propagation.

Analysts use a variety of information, both qualitative and quantitative, in resolving these
ambiguities.  The next two chapters discuss two technigues which use qualitative information to
resolve these ainbiguities. The first technique, Transition Analysis, uses information about continuity

to resolve some of these ambiguitics. ‘The second technique, Feedback Analysis, reasons about the
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- structure of the causal - lations to resolve ambiguities which arise from simultancities along a
- feedback loop.  These i vo techniques do not resolve all types of ambiguitics and other, more

quantitative techniques, . e needed.

3.6 Summary

Key concepts:

* Causal Propagation models the incremental behavior of a circuit and may be viewed as a
qualitative small sic nal analysis.

* Interactions between circuit state variables are described at two levels:

- Circuit theory views time at a macroscopic level and describes the interactions
between circuit state variables using a sct of qualitative network laws and device
constitutive relations.

- Electrodynamics views time at a microscopic level and allows the dcesigner to
imposc a causality on the network laws and device relations.

* Causal Propagation cannot always deduce the sign of every state variable in the circuit
unambiguously. ‘These ambiguities are dealt with by Transition Analysis and Feedback
Analysis.

29

. . N - ) , Lot ) . . R R R . . -
P AP ST PTG W7 SO N St e PL. WO, W W Y PR P PSSP PO I WL W R . TP VT ST AP WP AP U, § S0 W




————
.

Chapter Four

Transition Analysis

In the previous chapter we discussed the causal qualitative relationship between different state
variables over an interval of time. During a time interval it is assumed that cach quantity of interest
remains within a single qualitative region (c.g.. "the voltage is positive™ or "the mosfet is in saturation
during the interval™). Causal Propagation, however, makes no predictions about if and when a
quantity will move to another qualitative region. 'The goal of Transition Analysis is to make these

predictions.

Causal Propagation may be viewed as a qualitative small signal analysis; similarly, Transition
Analysis may be viewed as a qualitative large signal analysis. In Transition Analysis we are concerned
with the way quantitics move from onc qualitative region to another, such as a mosfet becoming
saturated or a current becoming positive and increasing.  For each state variable in the circuit,
Transition Analysis trics to determine whether or not it will remain in the same qualitative region or

transition into another region at the end of a ime interval,

As we discussed at the end of the last chapter, Causal Propagation sometimes cannot determine the
qualitative value for onc or more quantitics during a particular time interval. When this occurs, the
results of Transition Analysis can often be used to resolve the ambiguous quantity by determining
how the quantity has changed (i.c., whether or not it has transitioned) between the previous and
current time intervals. In the cvent that Transition Analysis cannot determine it a quantity has
transitioned, other technigues must be used to resolve the ambiguity, such as Feedback Analysis
(chapticr 5).

Transition Analysis is broken into two steps: Transition Recognition and Transition Ordering.
Transition Recognition attempts to determine whether or not a quantity is moving towards another
qualitative region o boundary (c.g., the positive charge on the capacitor is decreasing towards zero,
or a mosfct is moving from the boundary between ON and OFF to the region ON). “Fransition
Recognition often determines that more than one quantity is moving towards another region or

boundary. ‘Transition Ordering determines which subsct of these quantitics will trausition into a new
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region or boundary first, marking the end of that interval. This chapter only discusses transitions
across zero. In chapter 6 the mechanism described here is extended to recognize transitions across

boundaries other than zero.

Y

i

4.1 Transition Recognition

The basic assumption underlying Transition Analysis is:

The behavior of real physical systems is continuous.!’
More precisely, itis the functions which describe a physical system that are continuous. This is not to
say that the models that an engineer uses arc always continuous. For example, only the currents,
voltages and their first derivatives are continuous in the Shichman-Hodges model [22] of the mosfet.
However. an engincer knows that this model is only an approximation and the behavior of a mosfet

in the real world is continuous and infinitely differentiable,

There arc a number of simple theorems of calculus which describe the behavior of continuous

p—p——

functions over time intervals, In this scction we discuss the intuition which these theorems provide in
determining how quantitics move between and within qualitative regions. These thecorems are then
used to derive two rules about qualitative quantitics: the Continuity Rule and the Integration Rule.
The first rule requires that a quantity is continuous over the interval of interest, while the second

assumes that a quantity is both continuous and differentiable.

T O TV

4.1.1 The Intermediate Value Theorem

When describing the behavior of some quantity over time, we need a sct of rules for determining how
a quantity changes from one interval or instant to the next. If, for cxample, a quantity is positive

during some interval of time, will it be positive, zero or negative during the next interval of time?

The Zero-crossing Principle states that;

If fis continuous on the closed interval fa,b] and if fa) <0 < fb) then £X) = 0 for some
number X in fa.b/. {19]

oy

Intuitively, this means that a continuous quantity must cross zcro when moving between the positive

and negative regions. In the above example, the positive quantity will be positive or zero during the

Continuity: " The function Tis continuous if 3 small change in x produces only a small change in fx). and il we can keep
{ the change in 10 as small as we wish by holding the change in ¥ sufficiently small.” [19)
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next interval of time, however, it cannot be negative.

The Zero-crossing Principle is a specialization of the Intermediate Value Theorem which states that:

If fis continuous on the closed interval fu.b] and if [ is any number between fu) and
J(b). then there is at least one point X in [a,b/ for which £.X) = L [19Y]

IFrom this we can infer, in general, that a quantity will always cross a boundary when moving from

one qualitative open rcgion to another.

4.1.2 State Variables and Time

By assuming that quantitics arc continuous and by using the results of the Intermediate Value
Theorem, a relationship can now be drawn between the representations for state variables and time.
Recall that the representation for time consists of a scries of instants scparated by open intervals. An
instant marks a quantity moving from an open region to a boundary or from a boundary to an open
region.  Also, recall that the range of a state variable is represented by the open regions positive
(0. +20) and negative (—0,0) separated by the boundary zero, which we denote +, — and 0,
respectively,  1f some quantity (Q) is positive at some time instant tl (Q@tl = ¢ where € > 0), then
there exists some finite open interval (¢,0) separating Q from zero.!8

If we assume that Q is described by a continuous function of time, then it will take some finite
intervat of time {(11,t2) where tl # 12} to move from ¢ to 0, traversing the interval (g,0). Similarly, it
will take a finite interval of time to move from 0 to some positive value g (Figurc 4-1). Furthermore,
we can say that a quantity moving from 0 to € will lcave zero at the beginning of an open interval of
time, arriving at € at the end of the interval. Converscly, a quantity moving from € to 0 will Icave € at
the beginning of an open interval and arrive at 0 at the end of the open interval.  Another way of
viewing this is that a quantity will move through an open region during an open interval of time, and

a quantity will remain on a boundary for soinc closed interval of time (possibly for only an instant).
The notion of continuity is captured with the following rule (Figure 4-2).

Continuity Rule

* [ some quantity Q is positive (negative) at an instant, it will remain positive (negative) for
an open interval of time immediately following that instant.

IR,\n_v 1wo distinet points are separated by an open interval,
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Figure 4-1:Relationship between State Variables and Time

* If some quantity Q is zcro during some open interval of time, it will remain zero at the
instant following the open interval.

['or example, suppose that A — B = C, [A] = + and [B] = 0 for some instant of time (t1). By
Causa! Propagation we deduce that [C@tl] = +. If B becomes positive for the next open interval
{11), then we cannot deduce C during [1 by the above causal relation, since the sum is ambiguous
(i.c., [C@I1] = (+) — (+) = 7). Using the first part of the Continuity Rule, however, we predict
that C remains positive during 11, This agrees with our intuition since C is the difference between A

and B and we know that it will take some interval of time before B "catches™ up to A (Figure 4-3).

Using the fact that a state variable will onty move off of zero at the beginning of an open interval and
wili only arrive at zero at the end of an open interval, we can now sketch an outline of the steps

invobved in '1Q Anu]ysis:]9

19 . .
In the actual implementation the first four steps are performed concurrently.
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Figure 4-2:Continuity

* Given a set of primary causcs for an instant, run Causal Propagation.

* Determine which quantities may transition from zero to a positive or negative region at
the beginning of the next open interval.

* Use the results of Transition Analysis to determine the values of the primary causcs for
the neat open interval of time. Run Causal Propagation for that interval.

* Usce Transition Recognition to determine which quantities are moving from positive or
negative towards zero,

* Use Transition Ordering to determine which quantitics will transition to zero first. These
trazsitions detine the end of that interval and the beginning of the next instant.

* Repeat this process for the next time instant.
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4.1.3 Mcan Value Theorem

In addition to looking at the continuity of quantities, information can also be derived by looking at
the relationship between gquantities and their derivatives, The following two corollaries of the Mean

Value Hheorem [26] are of particular interest to '1Q Analysis:

Corollary 1:
If o tunction £ has a derivative which is equal o zero for all values of x in an interval
(20 then the tuncaen s constant throughout the interval,

Corolbiry 2:
[ et #be contmnuous on fub] and ditterentiable on (wh). 1F £{v) is positive throughout
(a.b). then £as an mercasing function on fu b and iF £ () is negative throughout (a,b),
then fis deercasing on fa.bf.

.
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By combining these two corollaries with the Intermediate Value Pheorem, the behavior of a state
variable is deseribed over an interval (instant) in terms of its value during the previous instant
(interval) and its derivative. At the qualitative level, this is similar o integration and is captured by

the following rule (Figurc 4-4):
Quaditative Integration Rule

Transitions to Zero

-~ . . .. . 2 . . . .
* IF a quantity is positive and dccrcusmg‘o (ncgative and increasing) over an open time
interval, then it will move towards zero during that interval and possibly transition to zcro
at the end of the interval,

* If a quantity is positive but not dccrcasingzl(ncgulivc and not increasing) over an open
tine interval, then it cannot transition to zcro and will remain positive (negative) during
the tollowing instant.

Transitions Off Zero
* If a quantity is increasing (decrcasing) during some open time interval and was zero at the

previous instant, then it will be positive (negative) during the interval.

* I o quantity is constant during some open time interval and was zero at the previous
instant, then it wilt be zero during that intervat.

Note that in the first two parts of the rule the derivative of the quantity affects how it behaves at the
following instant, while in the last two parts the derivative of a quantity affects that quantity during
the same interval. For example, suppose that a quantity (Q) is resting at zero at some instant (t1) (i.c.,
[OQ]@tl = 0 and {dQ/dl@ t1 = 0). 1f dQ/dt becomes positive for the next open interval (12), then it
vill cause Q to increase during that interval and become positive. Farthermore, Q moves off /cro
instantancously, thus Q is also positive during 12. In the above case, the causal relationship between a
quantity and its derivaiive is similar to that between two different quantities related by a qualitative

expression (€.g., in a resistor a change in current instantancously causes a change in voltage).

If we arc interested in analyzing a system which includes a number of higher order derivatives, then

the Integration Rule may also be applicd between cach derivative and the next higher order

5
‘Owhcrc " s decreasing” means that {dO/d) = .

)l\\hcrc “ s not decreasing” mecans that [dQ/di] < + or Q.
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Figure 4-4;Integration Rule

derivative. For examiple, supposc the system being analyzed involves the position (x), velocity (v) and
acceleration (i) of a mass (where dv/dt = a) and that all three quantitics are constant at some instant
(1. If a becomgs positive for the next open interval (12), then it will cause an increc~ in v, making it
positive for 12, Similarly, positive v causes an increase in x, making it positive for 12, Thus the
Intearation Rule uses the relation between cach quantity and its derivative to locally propagate the
cffects of changes along a chain from higher order derivatives down towards the lower order

derivatives.

deiicer and Bobrow {12] suggest an alternate formulation of the last two parts of the Integration
Rule which, for example, says that: When a quantity (Q) is zero at some instant (t1), if all of its
derivatives e zoro at th then Q will remain zero during the following interval (11), otherwise [Q) =
[GQ 7d"] during 11 (where [dQ7/d"] is the first non-zcro derivative), This formulation has a

number of problems, FFirst, it is over restrictive sinee it requires cach quantity and all of its higher
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order derivatives to be continuous. This restriction rarely holds when modeling non-linear systems,
such as MOS circuits, where a device model usually contains a discontinuity in at lcast one level of
derivative. Thus the formulation is inadequate for many complex systems. ‘The Tntegration rule only
requires that a quantity is continuous and differentiable, making the rule applicable for a wider class
of systems.  Sccond, their formulation is non-local in the sense that it looks at the relationship
between a quantity and a/f of it higher order derivatives to determine the behavior of that quantity.
The Integration rule only looks at the relationship between a quantity and its first derivative, allowing
changes in higher order derivatives to propagate up locally towards the lower order derivatives.
FFinally, deKleer and Bobrow's formulation can produce a description consisting of a sequence of

instants which are not separated by open intervals, thus their model of' time is not dense.

As we have seen above, the Integration Rule describes the direction a quantity is moving with respect
to sero (e.g., towards or away from sero). Recall that if a quantity is zero and increasing or decreasing
during the next interval, then the quantity must transition from zero. If, however, a quantity (A) is
moving towards zero for some interval of time, it may or may not rcach zero by the end of the
interval. Supposc some other quantity (B) reaches zero first and B causes dA/dt to becomne z¢ro, then
A will not reach zero. Thus we need a mechanism for determining which quantity or set of quantitics
will reach zcro first during an open interval of time, One mechanism for doing this is called

Transition Ordering and is described in the following scction,

4.2 Transition Ordering

As a result of Transition Recognition we have divided the set of all quantities into 1) those which may
transition (they are moving monotonically towards zero) 2) those which can’t transition (they are
constant or moving monotonically away from zero) and 3) those whose status 15 unknown (their

dircction is unknown or is not monotonic).

Next we want to determine which subscts of these quantitics can transition by climinating those
transitions which lead to 1) quantities which are inconsistent with the sct of qualitative relations (c.g.,
[A] = + and [B] = 0 when [A] = [B]) and 2) quantitics which violate the Intermediate Value

Theorem and thus are discontinuous {¢.g., Q is caused to jump from + to - without crossing 0).

The simplest solution to this is to enwmerate alt sets of possible transitions and test cach for the above

two criterid. However, the number of sets of possible transitions grows exponcentially with the
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number of quantitics which can transition; thus this solution becomes intractable for large systems
(deKleer and Bobrow [12] use a similar approach, but only nced to consider the transitions of the

indcpendent state variablcs).

Instead, Transition Ordering uses 1) the direction cach quantity is moving with respect to zero, and 2)
the qualitative relations between these quantitics to formulate a set of constraints. These constraints
determine which quantities can transition first while still satisfying the criteria of consistency and
continuity. If in the worst case, every qualitative relation is used during Transition Ordering, then

this sotution grows lincarly with the number of relations in the system.

If the derivative of a non-zero quantity (Q) is known then its direction will be monotonic over the
interval (Q’s derivative has a single qualitative value during that interval) and can always be
determined by Transition Recognition. However, even if the derivative of Q is unknown, it is still
sometimes possible to determine Q’s dircction using once of the qualitative relations associated with
Q. atong with the dircctions of the other quantitics involved in that relation. This is similar to
determining the derivative of Q in that, given the value of Q and its dircction we can compute dQ/dt
for that interval; however, it differs in a nuinber of important respects,.  When determining the
direction of Q we are taking advantage of thosc times when 1) the value of dQ/dt remains the same
during the entire interval of interest (i.c., Q is changing monotouically) and 2) the value of dQ/dt can
be computed unambiguously. [f the direction of Q cannot be casily determined it is-left unknown.
On the other hand, when determining the behavior of dQ/dt over time cach ambiguity must be
resolved. Furthermore, if dQ/dt changes value several times over the interval of interest, then this
interval must be broken into a series of sub-intervals using Transition Analysis (which then attempts

to deterinine dQ/dt’s dircction),

The qualitative relations used in modeling devices are built from cquality, negation, addition and
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multiplication. Thus for cach of these operations ‘T'ransition Ordering contains a sct of rules which =
place constraints on the direction (c.g., toward zcro) and transition status (c.g., can’t transition) of 1
cach quantity involved in the operation. ‘The next section provides a few examples of these rules for .
cach type of operation.  In cach example we assume that the relation holds over the interval of
interest and the succeeding instant. A complete list of Transition Ordering rules is presented in the !
appendix. B
|
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4.2.1 Transition Ordering Rules

If the signs of two continuous quantitics are cquivalent (i.c.. [A] = [B]) over the open interval of
interest and the following instant, then we know that if one of the quantities transitions to zcro, then
the other quantity must transition at the same time.  If we know further that A is a monotone
increasing function of B, then A and B are moving in the same direction. This may be viewed simply
as a consistency check on equality. The above rule also holds for negation (e.g., A = — B), since

negating a quantity does not change its dircction with respect to zcro.

The case where a quantity is the sum or difference of two other continuous quantitics is more
interesting. FFor example, assume that quantitics A and C are moving towards zcro and B is constant,
where [C] = [A] + [B]. IfA, Band C are positive, then A will transition to zero before C and C can
be eliminated from the list of potential transitions.> On the other hand, if B is negative, then C will
transition before A, and fnally, if B iy ccro, then A and C will transition ‘ut the same time (since
[C] = [A]. Also, consider the case where A and C are positive and B is negative but the direction of
C is unknown (with the further restriction that C = A + B). If B is known to be constant and A is
maoving towards zero, then C must also be moving towards zero and will reach zero before A. 23
IFinally, for multiplication (c.g., [A] x [B] = [C]) we know that, if A and/or B transitions to zcro, then
C will transition to zero at the same time; otherwise, neither A nor B is transitioning and C won't

transition.

Thus, Transition Ordering 1) factors the quantitics into scts which transition at the same time and 2)

creates an ordering between these sets according to which transitions precede other transitions.

4.2.2 Applying the Transition Ordering Rules

Transition Ordering rules are applicd using a constraint propagation mechanism similar to the one
used in propagating qualitative valucs. If as the result of applying these inference rules it is

determined that 1) all the rcmaining potential transitions will occur at the same time, and 2) the

A
"2H' instead we had said that C tainsitioned to zero first the < suld have to jump from plus to minus without crossing
rerafic. [A] - [C) - [B) = (0) - (=) = -). This violales the Intermediate Value Theorem and, therefore, cannot oceur.
23

“In Transition Ordering the constraint requiring monotonicity of qualitative variables can be significantly weakened.
Lnder this weaker constraint we sty that a quantity Q1) goes 1o zcro in the interval T = (1) i Q) is continuous and o () >
O for all Cin Tand Tim inf Q) = 0 or if Q) <0 forall tin [ and Tim sup Q) = 01t can be shown that the Fransition
Qrderig rules presented above are snll applicable under this weaker delinition of goes 1o 7ero. An indepth discussion of this
delinttion and us ramilications is presented in [29).
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direction of these quantites is known to be toward zcro, then the transitions accur at the end of the
current interval.  Othervise, an ordering may be externally provided for the remaining potential
transitions, or the system zan try cach of the remaining sets of possible transitions. More quantitative

techniques which help resulve the remaining scts of possible transitions are currently being explored.

The next section provides an example of how Transition Recognition and Transition Ordering work

together to describe how a simple circuit behaves over time,

4.3 Example

Using “T'ransition Analysis. we can now describe the behavior of the RC example (Figure 1-2) after
2 . . . . P
[nsiant-0.”* In section 3.4, Causal Propagation was used to determine the values of the circuit's state

variables at Instant-0. 1'he results of this propagation were:

NRAMRMESMMRS SN TR

[VIN.GNI)] =t
! — [I“(m)] = + Resistor Model
L — [Itl(u)] = - Kirchoff's Current Law
E‘.' — [dVlN (;.\'l)/dt] = - (Capacitor Model
— [dI“(Rl)/dt] = - Resistor Model
— [dI /dt] = + Kirchoff's Current Law

t1(ct)

T

Since cach quantity is non-zero at Instant-0, we know by the Continuity Rule that all the valucs will

{- remain the same for an open interval (Interval-0) following Instant-0.

r

e . o .

¥‘ Next it must be determined whether or not any quantities will transition to zero at the end of

4 . .

: Interval-0. By applying the Integration Rule to [VI.\,(L\'I)] = + and [dvm_(m)/dl] = —, we know that

; Vm‘(;ND is moving towards zcro. Using a similar argument, we determine that “u(m)] and (l“(m)] are

9 also moving towards zcro.

- . . .

. Lhe direction of {dV _ /dd, [d] /dtfand {dl, /dt], however, cannot be determined using the }

S IN.GAD LHRr1) LIty

. Integration Rule, since their derivatives (the second derivatives of V and 1) are unknown. The 1
L|

1 dircction of cach of these quantitics can be determined using the inference rules for cquivalences )

y q

described above. For example, we know that [d\’M,w/dl] is moving towards zcro, since “11((-1)] is )

L NG

¢ moving towards zero and Illl((_”] = ldV.N‘(;,\-n/d‘l from the capacitor modcel.  In addition, it is 1

4

- r

< q

; NM(nu complex examples of Transition Orderig are found in the example sections of chapters S and 6. a
4
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deduced from KCL. and the resistor model, which are both cquivalences, that [dl“(m)/dl] and

[dl . .7dt] are also moving towards zero.

tI(ct)

o

Finally, since all of the quantitics are qualitatively cquivalent, they will all transition to zero at the
same time. Since no other potential transitions exist, cach of these quantities will transition to zero at

the end of Interval-0.

Using the results of Transition Analysis, we know that the primary cause (V ) at Instant-1 is zcro,

IN,GND
where Instant-1 immediately follows Interval-0. Causal Propagation is then used to generate a causal

account of why, for example, {dV /dt] is zero at Instant-1,

IN,GND

-

‘The discussion, thus far, has assumed that all quantitics bechave continuously, The next section

discusses how 1TQ Analysis might be extended to deal with discontinuous behavior.

, € 4.3.1 Discontinuous Behavior

Although an cngincer belicves that circuits in the physical world exhibit continuous behavior, he

e

olten wants to model portions of their behavior discontinuously.  For example, a voltage may rise

[ e

sufficiently fast that the engincer wants to idcalize the behavior as a step, simplifying his analysis.

Liven when a circuit’s behavior is modeled by a discontinuous function, the discontinuitics are

isolated to a few places and the rest of the function bchaves continuously (c.g., a step is only
discontinuous at onc point). If the point at which a quantity is discontinuous can be identified, 1Q
Analysis can deal with it simply by not applying Transition Analysis to the particular quantity at that

point in time.

I'he remaining task, then is to identify when a quantity may behave discontinuously. A discontinuity
in one of the circuit’s state variables may result from cither a discontinuity in 1) an input, or 2) one of
the device modcels.  Discontinuitics in state variables can be identified by propagating cach
discontinuity (or continuity) forward from the input (or device model) to the affected quantitics.

This propagation is performed using rules like:
If A + B = C where A is discontinuous at some point and B is not, then C is
discontinuous at that puinl.25

A - I . .
“Usually we can sy that the output of a qualitative expression is guaranteed to be continuous at some time as long as all of
s npuls are conlinuous at that time.
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Creating a sct of rules which correspond to integration is more difficult since the integral of a
discontinuous function may or may not be discontinuous, depending on the order of the singularity.
FFor example, the integral of an impulse (a step) is discontinuous, while the integral of a step (4 ramp)
is continuous. To deal with integration the propagation mechanism for singularities must keep track
of the order of the singularity as well. 'TQ Analysis is currently being extended with a sct of rules

similar to the ones above which deal with discontinuitics.

4.4 Summary
Key Concepts:

*T'he behavior of real physical systems is continuous.
* Transition Analysis may be viewed as a qualitative large signal analysis,
* Transition Analysis is built on a few simple thcorems of calculus about intervals.

*Transition Recognition determines the direction of a quantity with respect to zero using
the Continuity Rule and the Integration Rule.

*Transition Ordering uses the directions deduced during Transition Recognition, along
with the qualitative relations between quantitics to:

- climinate potcatial transitions which would violate the Zcro-crossing Principle

- determine, when possible, the direction of quantities not deduced by Transition
Recognition,

* Transition Analysis can be casily extended to deal with discontinuitics.
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Chapter Five

Feedback Analysis

Feedback is an important property of most physical systems, Roughly speaking, feedback occurs
whenever one of the inputs to a sum is a function of the sum's output. A feedback path then caists
between the sum's output and an input. Negative feedback is often used to add stability to amplifier
gain and positive feedback is used in digital systems to provide sharp transitions and bistability. ‘This

chapter discusses how feedback and cquations with simultaneitics affect '1Q Analysis.

IN

i/ I(IN)

I(R1) [ I(R2)

R1 R2

Figure 5-1:RR Current Divider

Instances of feedback can be found in remarkably simple circuits, such as the resistive current divider
circuit (RR) shown in Figure 5-1. Assuming that I, is initially zero, the following is one possible
explanation for the response of the circuitto arisein I :

An increase in [ produces an increase in 'm' causing V  to risec. The risc in voltage is
apphicd across R2, increasing lRz and, hence, reducing the cffect of the initial current
increase on lm.

This is a simple example of negative feedback, where IRZ is the feedback quantity. Circuit analysts
usually ignore tfeedback at this primitive level. Nevertheless, in qualitative analysis it is important to

understand feedback at any level for two reasons.  First, feedback is a special case which cannot be

. »
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handled by the TQ mechanism discussed.  Second, by understanding the properties which are

particular to feedback, the power of TQ Analysis is increased. In the following two sections we
discuss the cffects of feedback on TQ Analysis, and how TQ Analysis can be augmented to deal with

it.

5.1 The Effects of IFeedback and Simultaneities on TQ Analysis

If 1TQ Analysis is run on the RR circuit we immediately run into a problem. Initially all the circuit’s
state variables and their derivatives are zero. At the beginning of the first open interval, dlm/dt
becomes positive. At this point the only applicable gualitative relation is Kirchoff's Current Law:
[dl 7ddq — [dl 7dt] = [dL /d]

Untortunately, cither [dI 7dt or [d1,/7dt] must be known to solve this cquation and there is no
mecans of calculating them using purely local information. We can see why this is not possible by
looking at the overall structure of the causal relations between the circuit’s state variables; this is
shown in Figure 5-2 and is called a causal relation graph. "To deduce [dlm/dl] from KCI. we nced to
know [dI_/dt] ; however, we can sce from Figure 5-2 that [dl /dt] is a function of [dlm/dl]. This
results in a set of simultancous relations; [dlm/dt] cannot be calculated without knowing [dI /dt]

and vice-versa.

N N
dI(IN)/dt > > di(R1)/dt

dI(R2)/dt e_ dV(IN)/dt

Figure 5-2:Causal Relation Graph for RR Current Divider

The structure of the relations around a binary sum (A + B = C) can be classificd as onc of two
types: direct sum or simultaneity. A direct sum occurs when both inputs arc independent of the
output C. A simultanceity occurs whenever once of the inputs, A or B, is a function of its output C (and

possibly some other inputs). ‘The simultancity is distinguished when one of the inputs is only a
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function of the output by calling it _/2‘('1./[)(1(‘/\'.)6 An example of cach type of sum is shown in figure
5-3. "T'he point at which the feedback or simultancity is sutnined is called a comparison puiul.27 tor
the following discussion we will always use C as the effecr, A as the independent cause and B as the

Jeedback term.,

The mechanism discussed thus far has assumed that all sums are direct. Farlier we found that if the
result of a direct sum is amhiguous, the results of Transition Analysis can often be used to resolve this
ambiguity,  Similarly, if a sum is the comparison point of a simultaneity, the results of Transition
Analysis can often be used to determine the value of a quantity which is the effect of a comparison
point and continue the propagation based on that value. If the results of ‘Fransition Analysis cannot
determine this value, we must ook for the answer clsewhere. The next scction cxamines the
properties of feedback and shows how the resulting information is used to deduce the value for the

ctfect of a comparison point.

5.2 Qualitative Properties of Feedback

Thus far TQ Analysis has only used local information to determine the behavior of a circuit. In this
section we examine the overall structure of the relations around a comparison point to determine the

value of its effect.

A Feedback loop is described in general by the following two cquations;

A+B=C
B = F(C)

If the sign of Bis the same as A, then we have an instance of positive feedback. In this casc the sign of
C can be determined unamhbiguously and is the same as the sign of A. The result of positive feedback

is to amplity the cffect of any changes in A.

If the sign of B is the opposite of A, then we have an instance of negative fecdback. ‘The value of Cis
the diffcrence between the magnitudes of A and B; this results in the sign of C being ambiguous. In

a typical use of negative feedback, B dampens the cffects of the input A on C, thus stabilizing the

6., . - . , . .
“Mhis is a more restrictive definition than the one used in most texls; however, by doing so we are able to describe a
number of interesting propertics kater on.

27 . . _ . . . .
A comparison point is a point in the relation graph, and does nol necessarily correspond to any particular point in the

circuit topology.
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Effect (C) .
N Direct Suin
Cause (A) > @ >
) Causc (B)
-
t»"
}
? Effect (C .
[ (\) Simultaneity
. Causc (A) > @ >
[ Feedback (B) '
. f(C,D)
g é— Causc (D)
: {
b [
3 L
- Effect (C .
- N (\ ) Feedback
3 Cause (A) > GB V4 T
!
: Feedback (B)
c L © |
3
b
{ A
1
;_ Figure 5-3:Support Classification 3
§ ]
{ output. 1fF is a polynomial function, that is & only involves addition, negation and multiplication, 1
then we say that it is resistive. 2 11 the feedback is purely resistive then the magnitude of B will be less

- than A, except when A, B and C are zero; thus, the sign of A and C are the same. Intuitively, this 4
3 means that, if there are no independent sources in the negative feedback loop, the fecdback term will 1
p
{ always be weaker than the input to the feedback foop. o order tor the magnitude of the fcedback
t ' 3
p D
! , ‘
4 ‘Rlnluumcly this means that the function is meinoryless. Y
b
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term to be larger than the input, the gain of the Tunction F(C) would have to be greater than one. An

cngineers intuition says that such a gain can only be produced using an independent source of power.

Another way of viewing this concept is to consider there to be a finite delay along the feedback path
and simulate the results of a change on the input. Assume that A, B and C arce initially zero and 4(C)
is a negative constant gain such that [B] = — [C]. Now, if A becomes positive, then C becomes
positive, since B s initially zero and C = A + B.'This then causes B to become negative, reducing
the cffect of A on C. Now supposc that the magnitude of B becomes as large as AL 'This causes C to
become zero, and since [B] = — [C], B must also become zero. However, we are now back to the
case where A is positive and B is zero, so C must instantancously jump back to positive. By
continuing this argument C appears to oscillate back and forth between positive and  zcro
instantancousty,  Such an oscillation violates continuity and cannot occur in real systems, thus C

remains positive until A moves to zer0.?

As we have seen above, for both types of feedback the sign of the eftect is the samic as the input. This
is described by the following rule:
Resistive Feedback Rule

A + B = Cuand Bis a resistive function of C

then the sign of C will always be the same as A ([A] = [C)).

The cquivalence between A and B also supplics an additional constraint to Transition Ordering

which 1s used to break simultancitics in the Direction and Transition constraints:
Resistive Feedback Transition Ordering Constraint
IfA + B = Cand Bis aresistive function of C

then A, B and C will transition to (from) zero at the same time,

Returning to the RR example (Figure 5-1), we know that dll\/dt transitioned from 0 to + at the
beginning of [nterval-0. [dlm/dl] cannot be deduced by KCL because [ Zdt] s unknown:
furthermore, it is assumed that the value of [dlm/dll cannot be determined by Loansinon Analyas,

We therefore assume that KCT. produces a relation which is a feedback comparison pomt i the

5

9. . " “ .
Fothus wses this type of arpument, which he refers to as “statter”. to moddd a person’s nan e mtuition of sanple fiedback
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current divider’s relation graph (Figure 5-2). Inaddition we assuine that dlm/dt is the eftect of the
comparixon point and dlm/dl is the feedback term.* Under this assumption we assert that
[dlm/dl] = 4. since [dll\/dll = Idl,(l/dll by the Resistive Feedback Rule, and eventually deduce by
Causal Propagation that [dl, /&) = +. Thisis avalid instance of feedback sinee the feedback term
([dlm/dll), is only a function of the ctftect ([dlm/dt]). Furthermore, it is negative feedback since

dl 7dtand dl /dvare both positive, where [dE 7dt] - [dI /di] = [dI, 7dd].

After i period of time, lm stops rising and dlm/dl transitions to scro, marking the end of Interval-0.
Using the Transition Ordering constraint for resistive feedback we deduce that (llm/dt will transition
to scro at the same time as dlm/dt. and dlm/d( will also transition at the end of Interval-0 since both
dl 7dvand dl 7dtare transitioning and [dlm/dl] - [dlm/dll = [(”M/dll. Finally, d\’m/dl will also
tramsition o zero sinee [dV /dy) = [dlm/dl]. Thercfore, at the instant following Interval-0 all three

currents are positive and constant and remain so until the input changes.

If & circuit includes an inductor or a capacitor along the feedback path then the function & will
involve in(cgr;l(ion.}1 For a capacitor the relation [dV/dt] = [1] makes it necessary to integrate dV/dt
to get V.o while the relation for the inductor, [V] = [dI/dt] requires dl/dt o be integrated. A
feedback path which requires voltage integration is called capacitive feedback, a path requiring
current integration is called inductive feedback, and a path requiring no integration is called resistive
Jeedback. "The properties of resistive feedback have already been discussed above. The remainder of

this section discusses the properties of feedback paths which involve integration.

An RC circuit exhibiting capacitive feedback is shown in Figure 5-4, along with its refation graph.
KCI., again produces a feedback comparison point in the relagion graph with I, as the feedback term
and I(‘l as the effect. If \"IN is initially zero, then the Integration Rule tells us that VIN will have the
SAIme sign as dVL\,/dt during the following time interval. This is depicted in the relation graph as

dVlN/d[ — Vm.

When a negative feedback path involves integration, it is not neeessarily true that [C] = [A] for all
tme. For example. if A s positive and bepins to quickly drop, thien A may become less than Band C

becomes negative. The reason for this is that the integration along the feedback loop makes B

0 . -
fu the RICevample we also could have ailted «Illu/(ll the eftect and di - /Zdt the feedback term, A sel of heuristics for
selectinn the etiectand feedack tenm of a comparisan pot s discussed ur seetion 5.3,

3 . .
Intuitncdy a feedback path involving mteetation has memory.
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Figure 5-4:RC Current Divider :
{ ]
{ sluggish and it can’t respond quickly enough. ]
[ If, however. A. B and C arc initially zcro at some time instant (t1) and A transitions from zcro
} : . . . :
4 immediately after 1, then the magnitude of B will be less than A for an interval of time (I1) y
f‘ immediately following (132 Iherefoe, the sign of C will be the sume as A during 1. After this 1
interval, the magnitude of B may become as large as A, in which case C will cross to zcro and .
f [C] 2 [A]. Thisis described by the following rule: 1
1

lntegrating Feedback Rule

T TR

13

.LA+B=C,
L— . . N . . .
. 2. Bis a function of C involving integration,
i 3 [A] = [B] = [C] = 0atsome time instant and

4. A transitions from 0 immediately after that instant
3 . .
[ IHEN
b
p
i D i . . o
b FBe ntcgral of 4 contintous quantity Q s always less than Q for some interval starting at the beginning of the integration;
} therefare, the nntial elicet of the stegration is to reduce Uie magnitude of the feedback term,
$
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the sign of Cwill be the same as A Lo ([A] = [C]) for an interval of
ume nmmmediately following that instant.

Iis rule can now be used to deseribe the behavior of the RC cireuit (Figure 5-4). Initially, it is
assumed that the mput current is zero and the capacitor is discharged, so that all the circuit’s currents
and voltages are constant at zero. At the beginning of some open interval the current Il\, becomes

pmm\c.“ Using the Integrating Feedback Rule it is assumed that [I“] = +, allowing the following

chan of deductons to be made:

(1.1 = #) — ([av(iN)/dt] = +) — ([V(IN)T = +) — ([1(r2)] = +)

Neavtwe want o determine what transitions occur at the end of the interval. By the ITntegration Rule,

Vo moving away from zero and cannot transition. 1 also cannot transition since “RZ] = [VN]. If

Lo movig towaids zero then, lm must reach zevo before ll\ to satisly the Intermediate Value

Fheorem in the relation [II\I = [lU] + [lkl]: thus ll_\_ is climinated. This leaves lCl and dVL\,/dl, which
must ransition at the same time. sinee {1, ] = [dV 7dt}. Since neither quantity’s direction is known,
they may or may not transition. The former corresponds to the case where the input current levels
oltand the capacitor eventually stops charging. ‘This matches our intuition since a capacitor acts like
an open circurt at DC. "The latter corresponds to the case where the input current continucs to rise
torever, and the capacitor never stops charging.  The Integrating Feedback Rule also holds for
inductive cireuits; however, inductance is rarely considered in digital MOS circuits. "The remainder

of this scction summarizes the steps involved in resolving ambiguitics duce to simultancities,

During Causal Propagation, if one of the inputs to a sum (CP1) cannot be determined and no further
deductions can be made, it is assumed that the sum is a simultancity and the results of ‘'ransition
Analysis are used, it possible, to deternine a value for C. If the value tor C cannot be determined by
Transition Analysis, it is assumed that the sum is part ol a feedback loop and one of the above

feedback rules is used to determine C.

Once the value tor the feedback term (B) is deduced, this assumption is verified by looking at the

causal chain supporting B. 10 C is encountered along B's causal chain then Bis a function of C and the

3 . . ,
I antaic- e Lo note that the Behavios of this et s deduced without knowine the dornvatie of the input.. We will

retntitio thic o anpie apmn e sertien S 7 nang irher onder dernatives o produce a more detnled evplanation,
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st s a simultaneity. 1 all of the causal paths supporting B start at CM then Bis a function of C

alone and the sum is further classified as feedback, Similarly, the feedback is further classified as
positive or negative, and resistive, capacitive, inductive or both.  Finally, if C is not encountered
among B's support, then Bis not a function of C and we have a direet sum. [f an assumption proves

to be false it must be retracted.

Verifying a simultancity or feedback assumption is more complex for circuits with multiple feedback
loops or cross coupled feedback loops since the feedback loops may nced to be verified
simultancously.  An approach, similar the onc discussed above traces B's causal chain with one
modification. If the etfect of another comparison point {CP2) is encountered slong B's causal chain,
then it will not be possible to follow the causal chain of CP2's feedback term if it hasn't been
determined yet. We know, however, that CP2’s feedback term is only a function of CP2’s effect and
need not be traced. “Thus only the input to CP2 is followed (and the feedback term is ignored) under
the assumption that CP2 is the comparison point of a valid feedback loop. If at a later point CP2's
feedback term is determined and it is found that CP2 is not the comparison point of a feedback loop

then the feedback term must be traced to verify CPLL

5.3 Bidirectional Comparison Points

The problem addressed in this scction is the determination of the effect and feedback terms of a
comparison point. In the previous section we assumed that it was known + hich quantity was the
cffect and which quantity was the feedback term. However, if the comparison point of a feedback
loop involves a bidirectional sum, the selection of these two quantitics is not obvious. Although all of
the feedback comparison points scen thus far have been a result of KCI, in general they can be
produced by any relation involving a sum, either from a network law or a device model. Both of the

network faws (KCE and KViL) contain bidirectional sums; however, none of the device models which

Atess restrictive sersion stiates that the samis a feedback comparison peint if all of the eausal paths suppoiting B start at a
quantity. which s @ member of Oy qualitative cquivalence class  C's qualitative equivalence class then consists of all
contimuous quantiies whose quaditative valies are equal (or the ncgation) of Cs qualitative value dunimg the intervat (thus
cachqrantty o Cs quaditaitive cquivalence ches can be deseribied as i function of C alonge).

1 R ) N . - , . L
1B can be a function of another quantity (N) as well as Cas lone as [X] = 0 other words, X is not driving the feedback
e,

52




NS et Jea S M Bagh S A - S i U AR SMARC VTR ot g e N N S A S Al Sl el Sudic B 0 AR SN A YR RAR ot S ahit et afiinii - ol ol At i A ANt i A )
s
<
)
-
E
N
L
g
K
we've encountered in the MOS domain contain bidirectional sums.® ]
Returning to the RR current divider example (Figure 5-1) we notice that the circuit is syminctrical; E
R1 and R2 could be switched without changing the behavior of the circuit. ‘This can also be scen in
the retation graph (Figure 5-2). An equally valid description of the circuit behavior would have been 1
tousel asthe feedback termand T, as the effect. In this example the selection of a feedback term -
4
¥ is arbitrary since the feedback path is bidircctional. This, however, is not the case in the RC current ]
i' . . . . . :
divider example (Figure 5-4). We sce from the relation graph that the causality along the feedback ;
1 'l
;- path can only run in onc direction. ]uz must be the feedback term since the Integration Rule is 4
Lo . . . =
5 unidirectional, allowing the causality to run only from dVCl/dt to Vcr but not the reverse.
3 1
One way of dealing with bidirectional comparison points is simply to try both possible directions. ‘]
This, however, becomes costly, since most complex circuits have a large number of simultancitics. ‘]
R
| Farthermore, engincers appear to usc a sct of heuristics which allow them to significantly reduce the K
} amount of backtracking which is performed while reasoning about feedback circuits. ]
r A
Returning to the RC current divider, a circuit analyst might describe its behavior as follows:
1 When the input current becomes positive, the capacitor initially acts like an incremental ;
L‘ short and all the current goes into the capacitor. As the capacitor charges, this produces a h
{ positive voltage across the resistor, causing 1 to be positive. 7
F The important part of this dialogue is the viewpoint that C1 acts like an incramental short. We can .
3 understand this viewpoint by looking at the impedance of a capacitor. Initial changes in state -
h R
i variables are usually fairly sharp, involving a large high frequency component. At high frequencics A
4 )
3 {w). the impedance of the capacitor (1/jwC) becomes very small, causing the capacitor to act like an

incremental short or "battery”.

; In this example the designer reasons that the current through the capacitor initially dominates over
: the resistor current, and «clects the former as the effect of the comparison point. Looking at the 1
y . . . . e " ry . H
A cireait’s relition graph, we see that the capacitor "integrates lcx' I'he causality can only move from |
I towards Vand not vicesversat therefore, 1 must be the effect of the comparison point. Ihe i
’ B - 1
opposite Caise occurs in the RC high pass filter shown in Figure 5-5. ‘This circuit behaves as follows: !
s When the input voltage begins to rise the capacitor initially acts like a "battery”, ~
transnutting the change i the input voltage directly o the resistor's voltage.  This %
\ . "
! g
8 . . . , . . -
Trhe rmostor araded prosaated Later on, contains a relation involving a sum which can be used as a comparison puint; i

Docacs ot ot onos adeccional
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Figure 5-5:RC High Pass Filter

produccs a current through the resistor which charges the capacitor and causcs VCl to
increase.

In this example the designer reasons that the capacitor is initially inscensitive to any changes in
voltage, and thercfore sclects it as the feedback term of the comparison point. Looking at this
circuit’s relation graph, we sce that causality can only move from lC1 towards Vc1 and not vice-versa;

therctore, 1. must be the feedback term in the comparison point.

if the capacitor is replaced with an inductor in the above two circuits, the behavior is exacly the
opposite. At high frequencies (w) the impedance of the inductor (jwl.) becomes very large, causing
the inductor to act incrementaltly like an open circuit or current scurce. Using the above analysis, we

can construct the following heuristic:
Feedback Direction Heuristic

For cach of the two unknown quantitics in the comparison point:
* Ifthe quantity is current (or one of its derivatives) then

- If the relation attached to the quantity is capacitive, the quantity is the effect of the
comparison point,

- If the relation attached to the quantity is inductive, the quantity is the feedback

54

T
‘.




=y

T Y

- v T

.

v
r'.'.'
A

iate -

term of the comparison point.

* If the quantity is voltage (or onc of its derivatives) then

- If the relation attached to the quantity is inductive, the quantity is the effect of the
comparison point.

- If the relation attached to the quantity is capacitive, the quantity is the feedback
term of the comparison point.

*If no relation, other than the comparison point, is attached to cither quantity then
Feedback Analysis is not appropriate.

Scction 5.5.1 provides an cxample of how these heuristics are used to describe more complex circuits.
The next section discusses a means of restricting the number of suims which are treated as comnparison

points.

5.4 Localizing the Effects of KVL

The KVLL rule from chapter 3 states that the sum of the voltages between any three nodes is /cro, no
matter how far or close the nodes are spaced. This differs from KCI. and the device models in that its
cftects are non-local. T'his presents some scrious problems when applying the feedback rules, since a
change in voltage at onc cnd of the network will produce a plethora of feedback assumptions across
the network, few of which are of any usc. Somcthing is clearly wrong with this approach. An
cngineer doesn’t suddenly jump back and forth from once end of a circuit to the other when
describing its behavior.  Instcad he prefers to reason about circuit behavior in terms of local
interactions. When a voltage is given with respect to a reference, it is often viewed as a node voltage

(or poicntial) and the reterence becomes implicit (c.g., V becomes V| ). A nede voltage at node

IN.GND
(N) may then be reasoned about as if it was a quantity local to N. To determine the effects of the
node voltage, the analysts will look at the branch voltage (i.c. a voltage between two nodes) across
devices which are directly connected to node N. In his PhD) thesis, de Kleer identified the importance
of reasoning about voltage locally when dealing with feedback, calling it the KVI. Connection
Heuristic. "The following is a paraphrased version of the KVI. Connection Heuristic:

If the voltage at a node, which is conncected to once terminal of a deviee, is increasing or
decreasing, and nothing clse is known to be acting on the device, then the device responds
as ir'the unkiown actions are negligible

A statement of the KVIL Locality Heuristic used in TQ Analysis is shown below, The cffect of the
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node voltage on the surrounding circuit is not stated in the KVIL Locality Heuristic, but is determined
by the feedback rules and heuristics outlined above. The resulting behavior of the KV, Tocality
Heuristic difters from the KVI. Connection Heuristic in that the change in the node voltage may or
may not be wtansferred across a locally connected device, depending on whether it is resistive,
capacttive, or inductive. ‘The latter case occurs in the RC example (Figure 5-5) where the capacitor

acts initially like a voltage supply, and the change in V _ is produced across R2 rather than C1.

K VL Locality Heuristic

Only apply Feedback Analysis to a comparison point produced by KVI. if the input to
the comparison point is a node voltage (potential).

5.5 Fxamples

Uising the rules and heuristics described in this chapter, it is now possible to describe the behavior of
more complex circuits. In this section, 'TQ Analysis is used to describe the behavior of two circuits:
an RC ladder network and a Wheatstone bridge circuit. "The first example combings the Integrating
Feedback Rule with the Feedback Direction Heuristic to describe the behavior of a capacitive circuit
over an interval of time. The sccond circuit provides a complex example of resistive feedback, and

shows how Feedback Analysis interacts with Transition Ordering,

5.5.1 RC Ladder Example

An RC ladder network is shown in Figure 5-6 along with its causal relation graph. T'his circuit has
three comparison points, two from KVI, and onc from KC1., producing the three potential feedback
loops shown iu the network’s causal relation graph. We assume that the voltage across the input and
cach capacitor is zero at Instant-0. At the beginning of the next interval (Interval-0), Vm begins to
rise and becomes positive. Using 1TQ Analysis, we can predict the behavior of the circuit during
Interval-0, as described below, Note that cach phrase of the explanation is followed by a set of rules

which were used to deduce that portion of the behavior:

1. As the voltage at node IN rises,
(Inpus, KV1 Locality Heuristic )

2. Cinitially acts like a battery
(I'ccdback Direction Hearistic for voltages)

3. and the voltage across the resistor (R Yy connected to IN begins to increase.
g
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(Integrating Feedbuck Rule)
-

4. The positive voltage across R1 produces a current
(Integration Rule, resistor model)

5. which flows into C2,
(KC1, Integrating Feedback Rule)

6. since C2 initially acts like an incremental short,
(Feedback Directivn Heuristic for currents)

7. This causes C2 to charge, producing an increasc in voltage at node N1.
(capacitor model)

8. T'his change in voltage is transferred across R3,
(sameas 1, 2 and 3)

9. producing a current which flows into C4,
(resistor model. Integration Rule, KC1)

10. causing the capacitor to charge, and raising the voltage at node OUT.
(capacitor model)

5.5.2 Wheatstone Bridge Example

Figure 5-7 shows an cxample of a Wheatstone bridge, one of the more complex, purely resistive
circuits used in engineering practice. Again, the voltage across the input, and therefore across cach
resistor, is assumed to be zero at Instant-0. At the beginning of the next interval (Interval-0), VIN
begins to rise and becomes positive. Causal Propagation and Feedback Analysis arc used to predict
the behavior of the circuit during Interval-0. The arrows in the causal relation graph (figure 5-7) for
the bridge circuit indicate the direction of causal flow resulting from the propaz.j,alion.37 The

following is an explanation of I 's behavior in response to the input:

1. As the voltage at node IN riscs,
Input

2. the voltage across R2 increases,
NVI ocality Heuristic, Resistive Feedback Rule

3. causing an increasein |,
resistor model

37:\ll the relations for the Wheatstone bridge circuit are bi-directional.
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4. which flows into R4, producing an increase in IR‘.
K1, Resistive Feedback Rule

5. and causing V“ to risc.
resistor model

6. Similarly, increasing VIN causcs an increascin V ,
KVI Locality Heuristic, Resistive Feedback Rule

7. incrcasing lm,
resistor model

8. which then flows into R3, producing an increase in Loy
KC1., Resistive Feedback Rule

9. and causing V1o rise.
resistor model

At this point an ambiguity arises; the voltage across RS may become positive, negative, or remain
zero. - All three possibitities could occur, depending on the relative magnitudes of VR4 and Vx;'
These, in turn, depend on the specific values of the resistors in the network. For now we assume that

[V ) > 1V, |- Using this assumption the explanation can be completed:

1. Assuming the increasc in VRJ dominates over V“, then
Assumption

2. this causes an increase in VRS,
1 447

3. producing an increase in I .
resistor model

Next, TQ Analysis trics to determine whether or not any voltage or current can transition back to
zero. At first glance, it scems likely that VRS will go to zcro, or oscillate back and forth between
positive and negative, since its qualitative value was ambiguous in the above analysis. However,
intuitively, an engineer knows that nonc of the circuit’s voltages or currents should oscillate; because
the circuit is purely resistive, there are no energy storage units to support an oscillation. ‘That is, none
ot the voltages or currents should transition to zero until the input voltage goces to zero. Combining
Transition Ordering with the results of Feedback Analysis, shown below, TQ Analysis is able to make

a similar prediction,

Applying the Resistive Feedback "I'ransition Ordering Constraint (section 5.2) to the four feedback
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comparison points produces the following relations, where (X) denotes the time that X will transition

to zcro:
LV, =tV ) =tV G-
tv,) = t(v,,) = t(v,) (5-2)
t(l,) =td,) =t (5-3)
t(l,) =) = td,) (5-4)

The resistor model provides the following additional constraint:
t(v,,) =t ) fornfromlto§ (5-5)

Using relations 5-1 and 5-2 above, we know that Vm through VM will transition to zcro exactly when
V  transitions.  In addition, from relations 5-3 and 5-4, lRl through IRS will also transition together.
Finally, applying relation 5-5 1o RS and one of the other resistors (R1 — RS), Transition Ordering
determines that all of the currents and voltages in the circuit will transition to zcro, cxactly when V
docs. "This is precisely what we predicted above based on our intuition; thus VRs can only oscillate if

the input voltage oscillates.

Thus far we have discussed simultancitics which result in ambiguitics at sums; in the next section we

discuss how simultancities can produce ambiguitics which originate right at the primary cause.

5.6 Simultaneitics Involving Primary Causes

Returning to the parallel RC circuit described in the introduction, it has been determined thus far

that Vw , is initially positive during Instant-0, and decreases during Interval-0, reaching zero at

GNI
Instant-1. At Instant-1 the values of the voltage, currents and their derivatives are all zero. Intuitively
we know that the voltage will remain zero during Interval-1, the interval following Instant-1 (since
/dt] is

can be determined using the Integration Rule. Unfortunately

any perturbation ot VL\,.“\_” off of zero will immediately decay back to zcro). If [dvm.(mn

known during Interval-1, then V

INGND
[d\’lw\l)/(lt] can only be deduced from VNGW; i.c., the relations contain a simultancity involving
\'Mw (ligure 5-8). This situation is quite analogous to the feedback examples presented carlier. In

fact the parallel RC circuit is identical to the RC high pass filter (Figure 5-5) when V. for the filter is
zero. Because there is no independent souree diiving the {eedback oop alt quantitics along the
feedback loep wiil remain constant at zero. Feedback Analysis deals with diis type of simultancity

with the following rule:
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O Primary cause
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R1 =] Cl ]:
2 12
dV(IN,Gnd)/dt e% I(1t1(C1))
JT_ Gnd

Integration Rule

s
s

Figure 5-8:Parallel RC Circuit and Causal Relation Graph

Simultancous Primary Cause Rule

It the value of a primary cause (Q), and its derivative (dQ/dt) are unknown during an
interval and were both zero at the previous instant, then assert that Q is zero during that
interval under the assumption that QQ is part of a feedback loop with no source.

This rule is applied to any primary cause which is not independently driven as an input (i.c., the
independent variable of a memory clement, such as the voltage across a capacitor or the current
through an inductor). It is then substantiated when dQ/dt is deduced by muking sure that 1) [dQ/dt]
= 0 and 2) [dQ/dt}is a function of Q alone.

Applying the above rule to the parallel RC example, we assume that [V = 0 during interval-1.

IN‘G.\‘D]

From this it is deduced that lm, l”, and finally dV /dt arc zero, thus substantiating the

IN.GND
assumption. At this point all of the state variables and their derivatives are zero. Transition Analysis

determines that there are no more transitions and the system has reached steady state,

5.7 High Order Derivatives

Thus far, we have described the complete mechanism, provided by TQ Analysis, for analyzing
networks of devices which are modeled by a sinale operating region. ‘The examples presenied have

only involved voltage, current, and their first derivatives. 10 Analysis, however, is not restricted to

62




TN

VMO

R . A A

et~ g

———v-v

> —— ———— oy w e A S S

these quantities and can use higher order derivatives when available. In this section we return to the
RC current divider (figure 5-4) to show how higher order derivatives may be used to provide more

detailed predictions.

Recall from section 5.2 that, assuming C1 of the divider is initially discharged, a positive input
current, .. starting at the beginning of an open interval (11), causes C1 to charge. making Vi
positive, which produces a current through R2. Knowing only the sign of the input current, TQ
Anahsis is unable to determine whether or not the capacitor stops charging after a period of time,
(1.c., docs I(,1 transition to zero?). ‘Ihe resolution of this ambiguity depends on more detailed
characteristics of the input waveform which were not provided. Now we will provide some additional

constraints on the input wavetform and see how they affect the resulting prediction.

Instead of specifying just that the input is positive, it is asswmned that the input current is
monotonically increasing. ‘This provides the additional constraint that the input current’s derivative
is positive during 1. The relation graph corresponding to the additional input, dlIN/dl, is the same as
the one in figure 5-4, except that cach quantity is ieplaced by its derivative.  Again, applying the
Integrating Feedback Rule to KCIL., followed by constraint propagation, the following additional

deductions are made:

([dI /dt] = +) — ([dI /dt] = +) — ([d?V(IN)/dt?] = +)
- ([d?I(R2)/dt2] = +)

Using these deductions, it is now possible to determine what lCl will do. Notice that, sincc both
dlm/dt and l(,l arc positive, lCl is moving away from zcro, thus, rcsolving the ambiguity about
whether or not lCl transitions. As long as d1 (_l/d( stays positive, current will continue to flow and the
capacitor voltage will rise monotonically. This resolves the ambiguity mentioned above; however,
another ambiguity arises: dl“/d[ may transition to zero. ‘Fhis transition might occur if the derivative

of the input current oscillates sharply, while remaining in the positive region.

To resolve this new ambiguity, one final constraint is placed on the input current: the input

wavetorm is a ramp. This corresponds to the second derivative of the input current being zero during

1. Using Causal Propagation, the following deductions are made:
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([d%1, /7dt?) = 0) - ([d?1 /dt?] = +) - ([d%I_/dt?] = -)
— ([d3v(Ix)/7dtd] = -)

This resolves the ambiguity about dl(,l/d( transitioning.  Since its derivative (dzl(,l/dl2) is negative,
dl_/dtis moving toward sero. Furthermore, ‘Transition Ordering determines that, since dl(,l will
reach zero first, it must transition. Onee, dl ., 7dt reaches zero, L and dl_/dt will both be rising
ramps, where [ lags I, by the constant current l“. No further transitions will occur as long as the

INput current remains a ramp.

Above we saw that, by using higher order derivatives, it was possible to resolve all ambiguity in
response to the input. Furthermore, higher order derivatives enabled us to describe the behavior of
the circuit’s stace variables more precisely. For examiple, knowing only the sign of the input it was
only possible to determine that lCl was positive, By knowing the first and sccond deiivatives of the

input, we determined that l(_l was initially rising, but eventually leveled off to a constant value.

Using higher order derivatives does not always reduce the number of ambiguities.  If instcad
[d"ll_\/d[?] wus positive, then it would have been ambiguous whether or not [dzl”/dL}] transitioned to
sero. Furthermore, if the input was a rising exponential (c.g., lm = ¢, then all of the nth
derivatives of | . up to n = ©0 would be positive. For the exponential input, the addition of higher
order derivatives would result in replacing one ambiguity with another at a more detailed level. For

this input one must use some other reasoning technique, such as induction, to resolve the ambiguity.

In this section we have scen that higher order derivatives may be used to add detail to the prediction
of the circuit’'s behavior, Furthermore, this additional information may sometimes be used to resolve
ambiguitics.  However, the use of higher order derivatives does not gaarantee that all existing
ambiguities will be resolved and may even add more ambiguities. In addition, these derivatives may
add @ level of detail into the explapation which the user would rather ignore or might find
umt'using.m A pood theory of when it is profitable to pursuc higher order derivatives is important in

qualitative analysis and is a topic of future rescarch.

1R . N -
Ihe desired fovel of detal for an evplasion depends enmany factors, such as the domam and type of user Inthe MOS
donvnn, Anstind sccomd detvatnes have beew feund adequate for most cicuts exanuned.
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5.8 Summary

When 1'Q Analysis encounters a situation where the input to a sum is a function of the sum’s output,
Causal Propagation cannot continue. ‘The sum is assumed to be a simultaneity, and the results of
Transitton Analysis are used to deduce the output 1 this is not possible, the sum is assumed to be a
case of feedback and the qualitative properties of teedback can be used o determine the output.
These properties are summarized by the Resistive FFeedback Rule and the Integrating Feedback Rule.

Finally, the assumption of simultancity or feedback is verified.

At a bidirectional comparison point an additional complication arises: The cause and feedback terms
must be identified. An engineer uses his intuition about capacitise and inductive relations to resolve
this complication. "This intuition is summarized in the Feedback Direction Heuristic. At present,

bidirectional sums appear only in the KCI. and KVI. rulcs.

The number of potential feedback comparison points can be quite large due to the non-local
behavior of KV, A designer, restricts this number by rcasoning in terms of local interactions. 'This

notion is captured in the KVI. Locality Heuristic.

Finally, by viewing a circular set of relations as a feedback loop with a "mythical cause”, Feedback

Analysis can be used to resolve the simultancity.
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Chapter Six

Operating Regions and the MOS Transistor

The basic building block of MOS circuits is the Metal Oxide Silicon Field Eftect Transistor or mosfet.
‘This chapter develops a qualittive model for an enhancement n-channel mosfet and discusses how
TQ Analysis is extended to deal with this and other models which have more than one operating

region,

The mosfet can be modeled at a namber of levels from device physics to the switch level abstraction.
In this chapter we use a very simpte analog model [22] which is adequate for modeling most digital
cireuits at the qualitative level, The mosfet model has three terminals which act as the gate, source

and drain,  In additon, this model is broken into two parts: conduction and capacitance, where

conduction describes the relationship between VU‘S , VD‘S and 1 and capacitance describes the !
relationship between Q - and the deviee's terminal voltages. Figure 6-1 shows a high-level madel of
the mostet where capacitance is modeled as an ideal capacitor from gate to source and conduction is
modeled as a nonlinear dependent curreat source.  The conduction model is broken into scveral
operating regions (e.g., off, on, unsaturated, saturated, forward and reverse), and cach region is
described using a different sct of constitutive relations. In this chapter we first discuss a mechanism
for modeling devices with multiple operating regions, then develop the mosfet's conduction and

capacitance models, and conclude with the analysis of & simple mosfet circuit.

6.1 Modeling Devices With Multiple Operating Regions

Thus far only the analysis of devices with a single operating region have been discussed. To analyze
devices with multiple operating regions (¢.g., diodes, bipolar transistors, JI'ETs, Mosfets ete.), TQ
Analyois must be extended in two ways. First, it must be able to determine which region a device is
currently operating in. This is necessary to determine which set of device relations is applicable.
Sceond, TQ Analysis must be able to determine when a device transitions from one operating region

to another, identilying when one sct of device relations must be exchanged for another,

An operating region is described by the set of boundaries which surround it. To determine the
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Figure 6-1:n-Mosfet Large Signal Model

operating region which a device is currently in, it is necessary to determine the device's position with -j
respect to cach of these boundarics.  To determine whether a device may transition between 1
operating regions, one must determine the direction the device is moving with respect to each of
these boundaries.  When the device crosses one of these boundaries, it moves into a different
operating region. In Chapter 4, we discussed a mechanism (Transition Analysis), for determining how d
a quantity transitions across the boundary zero, between the intervals, positive and negative. If a ]
quantity is associated with cach operating region boundary, which describes the device's distance -

from that boundary, then Transition Analysis can be used to determine the device's position and b

movement with respect to that boundary. P

The remainder of this section describes the steps involved in defining the operating regions of a

device and specifying iheir associated device refations.  : -aring this cxplanations cach step will be

demonstrated using the operating regions of the mosfet as an example.

The operating regions of the mosfet model can be broken into two sets:  {Saturated, Unsaturated,

:

Off} and {Forward, Symmetric, Reverse}. Fhese regions are described by the following incqualitics:

L)
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Forward: V“.lz >0

Symmetric: no 0

Reverse: non €0

off: (Vos ~Vp) L0

On: (VG'S - V,‘) >0
Unsaturated: Vps € (Vo5 = v,)
Saturated: Vs 2 (V o -V m)

A graphical representation of these operating regions is shown in figure 6-2.

Vds Von = (Vgs ~ Vth)
N A
1 Vsat = Vds — (Vgs — Vth)
Off © Saturated ,’,
. Vd
/I
//
L7 Unsaturated
Ve
Z L7 NV
N l / 8s
Vth

Figure 6-2:n-Mosfet Operating Regions

‘The first step in creating an operating region involves defining the boundaries that separate it from
other regions. A boundary and the half plines above and below it can be described by the sign of a
quantity: that is, the boundary’s assoctated state variable.?? This quantity is dcfined in terms of other

stite vartables using the arithinetic operations: addition, negation, and multiplication.  Graphically,

39 - S .
[his state vanable represents the distance from the device's current position in state space 1o the closest point on the
houndary
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these operations correspond to rotating and transkating, reflecting, and scaling a lincar boundary. In
the mosfet model, the quantity describing the boundary between Forward and Reverse is just V”.12
and alrcady exists.  For the boundary between On and Off we define the state variable VO“‘ where
VOn = V(;_s - V,l.. Finally, the state variable Vle is used to describe the boundary separating

Saturated and Unsaturated, where VSJ( = VD_s - VOn.

Next we need 1o be able to determine whether or not a device is above, below, or at a particular
boundary. ‘This corresponds to asking whether or not the boundary’s state variable is positive (O 0),
negative (€ 0) or zero (= 0). In addition, the region name is a boolcan which is truc if the device is in
that region, false if the device is out of that region, and ? if undetermined. ‘The Forward, Symmetric

and Reverse regions are now defined as:

Forward = vV, , > 0)
Symmetric = Vy = 0)
Reverse = (V. ,, <0)

It the behavior in a set of regions and boundarics can be described by the same sct of relations, then
those regions and boundaries can be combined.  These regions are combined using union,
inteisection and complement, which correspond to ANDing, ORing and Negating the truth valucs
associated with the particular regions being combined.  For cxample, using V or 7, two new

predicates can be defined which combine a region and a boundarty into a semi-closed region:

(A>0) := (A=10) V (A>D0)
(A <0) := (A=0) Vv (A<D0)

With these boolean operations and predicates we can now define the remaining operating regions
Off, On, Unsaturated and Saturated:
off = (v,, £0)
On = (V,, > 0)
Unsaturated = (V,, < 0) AOn
Saturated = (V, 2 0) A On

Finally, cach operating region can be associated with its corresponding relations using a set of
conditional statements.  For example, when a mosfet is off the current is zero and constant. This is
expressed in the tollowing statcment:

If Off then ([T ] = 0) A ([dI_ /dt] = 0)
Neat a mechanism must he provided for determining how a device transitions from one operating

region to another. Recall that cach boundary is described by a corresponding state variable. The sign
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of this state variable determines where the device is operating with respect to that boundary. By

computing the sign of the state variable's derivative, it is possible to determine the direction the
device is moving with respect to its associated boundary.  Transition Analysis is then applied to
determine when a device will transition between operating regions.  FFor example if[VOn] = + and
[V, 7di] = — then the mosfet is On and moving towards the On/Off boundary.®  Transition
Analysis assumes that all quantities are modeled by continuous functions,  Because of this, the
relations in cach operating region must be continuous across the region boundaries, or the
discontinuity must be made explicit to Transition Analysis (section 4.3.1). In the mosfet modcl this
means that, since the current is zero in the Off region and at the boundary of On/Off, when a device
moves from Off to On, the current at the edge of the On region can be 0%, but could not jump
discontinuously to 5§ amps. ‘The Shichman-Hodges model, which is used to derive the mosfet model
in the next section, is continuous in current, voltage, and their first derivatives. In the next section,

the concept of multiple operating regions is used to model conduction in the n-channel mosfet.

6.2 The Mosfet Conduction Model
The n-mosfet is a charge controlled switch in which the three terininals, T1, 12 and T3, act as drain,
source and gate respectively. When positive charge is placed on the gate of the n-mosfet a layer of
negative charge forms between the gate and the substrate, which creates a channel between the source
and drain and allows negative charge o flow from the source to the drain. ‘The voltagc'al the time the
channel is formed is called the threshold voltage (Vn,) and is measured between the gate and source.
Ifv, <V, then the device is Off and no current flows between source and drain. I V(;,s >V,
then the mosfet is On and current may flow along the channel.  The On opcrating region is
subdivided into Saturated and Unsaturated regions which arc described by the following quantitative
relations:

Saturated: I, = K(V; - Vm)2

Unsaturated: I, = K((V, - V)V, -V, 2/2)
If V,”_IZ is sero then the source and drain are indistinguishable and no current flows through the

channel

The mental image most electrical engineers have for a mosfet is that voltige bewween the gate and

source produces charge on the gate and in the channel, causing current to flow. Changes in drain and

40, A . . .
This also requies some modifications to the niechanism for verifying feedback loops which ave not been discussed,
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5 Model: n-channel-Mosfet(M)
X Terminals: 11 12 13 P
;] Corresponding Nodes: NI N2 N3 <
{ Roles: G S D h
L
[ Relations:

[!(;] =0 |

[dI /dt] = 0

b
[VOn] i [Vki.b] h [Vlhl .
[dv, /dt] — [aVv, /dt] - [dV, /dt] '
’ Vel = [V, 1 - [Y,]
L [dv, /dt] « [dV, /dt] - [dV, /dt] J
»’ Region: OFF : [V, ] < 0
Relations: i
(1,1 =0 1
[dI /dt] = 0 1
! Region: ON : [V ] > 0 i
Region: SATURATED : [V, ] > 0 )
Relations: S
2 g
[1,] = [Vo,]
[dI /dt] — [V, 1 x [dV,/dt] ‘
Region: UNSATURATED : [V&J <0 j
Relations: N
[In] - ([VOn] B [Vs.u]) X [Vn.s]
3
[dI,/dt] — [V, J x [dV,/dt] - [V 1 x [dV, /dt] R
Assertions: i
three-terminal-device(M)
Assume-initially (is-acting-in-the-role-of (TI{(M) D(M))) )
Assume-initially (is-acting-in-the-role-of (12(M) S(M))) f
Assert-always (is-acting-in-the-role-of (13(M) G(M))) ¥
Region: FORWARD : [V, ] >0 )
Assertions: -
is-acting-in-the-role-of (11(M) D(M))
is-acting-in-the-role-of (12(M) S(M)) ;
Region: REVERSE : [V ] <0
Assertions: .
is-acting-in-the-role-of (TI(M) S(M)) 7
is-acting-in-the-role-of (12(M) D(M)) 1
Figure 6-3:N-Mosfet Conduction Model )
]
]
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source current are viewed as the ¢ffect of the deviee's voltages and not the other way around. This
means that the two current equations above should be modeled as unidirectional causal relations with
the voltages, V. and \'Dls. as causes, and | as the cffect. T-urthermore, positive charge flows from
drain to source so these equations have been writien in terms of [ rather than £ 1 is determined as

an ceffect of l” by three terminal device KCI. (section 3.3.2.1).

The mosfet is a symmetric device in the sense that T1 and 12 switch between acting as drain and
source, depending on whether the mosfet is in the Forward or the Reverse operating region. We,
therefore, say that a particular terminal exhibits some behavior when acring in the role of source or
drain, rather than a terminal is the source or drain. T3 always acts in the role of gate: however, the
role of T1 and 12 may vary over time. The gqualitative maodel for the n-miosfet is shown in figure 6-3.
Note that the mechanism for associating between terminals, nodes and roles is left implicit.  For the
current I oD refers to the terminal acting in the role of drain and in \’D‘s, D and S refer to the nodes

connceeted to the terminals acting in the role of drain and source.

Three types of transistors commonly used in nMOS digital design are enhancement mode, depletion
maode and zero-threshold mosfets, The threshold voltage for an enhancement mode device is positive,
for a depletion mode device negative and for a sero-threshold device approximately zero. The model
for the enhancement mode n-mosfet is shown in figure 6-4. In the next section we discuss the
capacitance which results from charge on the gate and along the channel.

Model: enhancement-n-channel-mosfet(Mm)
Relations:

[V, (M)] = +
[dV, (M)/dt] = 0
Assertions:
n-channel-mosfet(M)

Figure 6-4:FEnhancement n-Channel Mosfet Conduction Modcl

6.3 Moslet Capacitance Model

Modeling mosfet capacitance is very difficult due to its non-lincarities. 1 MOS capacitance is

i modeled completely, then a capacitor should be connected between every terminal of the device,
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mcluding the bias node. A digital designer, however, considers at muost two of these capacitances, and

usually only one. "These capacitances are CU‘s and Cu.u'“ Usually CUJ) is less than C(;’,S and is
ignored.  If the designer s interested in the detrimental effects of parasitic capacitance then he
considers both of these capacitors, as they both have the ability to booistrap.  If the designer is
explaining a bootstrap circuit, then he assumcs that C(;.s is dominant and ignores C(;.u' (An explicit
capacitor may be added to the circuit to make sure that CG.S is dominant).  For more conventional
designs, a designer usually explains the gate capacitance as a capacitor from gate to ground. This
simplest model is adopted. Whenever a capacitor (CG‘S) is being used for bootstrapping, it will be

made explicit.

As stated carlier, the gate capacitance on a mosfet is nonlincar.  Below inversion (OfY), there is no
channel for charge to move into, and gate charge terminates on the substrate. This producces a very
low capacitance. . When the channel inverts (Vo.s > Vm) charge moves into the channel and the
capacitance jumps dramatically. ‘To model this cffect it would be necessary to add, a qualitative
mos-gate-capacitor model.  In this paper the ideal capacitor model given carlier is used. Next an
explanation is shown which TQ Analysis gencrates for a simple mosfet circuit using the model

described above.

6.4 Mosfet Fxample

(\rOut [V(n,Gnd)@instant-0] = 0
fu tl .
IN [V(Ou,,Gnd)@instant-0] = +
:'I‘J | [ Ml - Cl
©2 2
_-ll: Gnd

Figure 6-5:n-Mosfet-Capacitor Example

('(. . often referred to as the nutler capacitance.
i
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By replacing the resistor in the parallel RC circuit (figure 1-2) with a mosfet we get the circuit shown
in figure 6-5. Again we will assume that the voltage on the capacitor is some positive value; in
addition, the input voltage is 0 and the mosfet is off. At some time instant (Instant-0) the input
begins to rise.  Eventually the mosfet turns on and the capacitor begins to discharge, decrcasing

, —_— T L I R .
\ou.(m). I'he following is an cxplanation using TQ Analysis to determine why the VOLU’,ND is
dccrcasnlg:42

Explanation for FACT-210: dV /dt@Interval-1 1is decreasing:

IN,GND
(1) It was given that Vg, o\, during Instant-0 1is +,
) (2) This causes M1 to be Forward,
GE since from rule NMOS-OP-REGION: Forward if V12 > 0,
(3) This causes T1(M1) to act as Drain and T2(M1) to act as
Source, from rule NMOS-FORWARD-BEHAVIOR.
(4) Also, it was given that V during Instant-0 {s 0.
P (6) This causes V, to be -,
since from rule NMOS-BEHAVIOR: [Vgs] - [Vt] — [Von].
(6) This and (1) cause Vg,, to be +,
since from rule NMOS-BEHAVIOR: [Vds] - [Von] — [Vsat].
(7) also (6) causes M1 to be Off,
* since from rule NMOS-OP-REGION: Off if Von < 0.

P
s e

IN,GND

Interval-o0:

g‘l (8) It was given that dV , ... /dt during Interval-0 becomes +.
(9) This causes Vi, oy to be +,
since from rule INTEGRATION: [dA/dt] — [A].

b
{ (10) Fact (8) also causes dV,, /dt to be +.

L;— since from rule NMOS-BEHAVIOR:[dVgs/dt]-[dVt/dt]—[dVon/dt].
§ (11)  This causes Vg, to move towards 0

from rule INTEGRATION.

T A
:

L
f
)
1
!
[
S
[ a2 o . . ‘
} This cxplanation is sinular, in style to the output gencrated by the current implementation of TQ Analysis
L@
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Instant-1:

Eventually, V,, becomes 0 at Instant-1
by Transition Analysis on (11).

Interval-1:
(13) V,, becomes + at Interval-1 by the INTEGRATION rule.
(14) This causes M1 to be On,
since from rule NMOS-OP-REGION: On 1f Von 2> 0.
(16) This and (6) cause M1 to be Saturated,
since from rule NMOS-OP-REGION: Saturated if On A Vsatd>O0,

(18) This and (13) cause ItHMl) to be +,
since from rule NMOS-SAT-BEHAVIOR: [Von] — [Id].
(17) This causes Ituc1) to be -,
since from rule 2-T~SKCL: ([I2] — - [I1]).
(18) This causes dvouneno/dt to be -,
since from rule S-CAPACITOR: [I1] — [dV12/dt].
(19) This causes V to move towards zero,

OUT,GND
from rule INTEGRATION.

The remainder of the explanation describes how the capacitor discharges to 0 volts and will not be

given here.

The circuit shown in figure 6-6, is a simplified version of the bootstrap driver described in the
introduction. ‘The problein with many digital circuits is that their output rises slowly if the output
load capacitance is large. One purpose of the bootstrap driver circuit is to provide a strong current
through the pultup (M2) 1o the output load capacitance, allowing the output to rise quickly. This is
achicved by using a bootsteap capacitor to fix a voltage across the gate and source of M2, keeping it
turned on hard, “To keep the capacitor’s voltage constant, the terminal of Crm connceted to node N1
is isolated, preventimg any current from flowing into the capacitor. This isolation is performed by M3

which turns off when node N1 rises above the supply voltage. The digital behavior of the circuit’s
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Figure 6-6:Simplc Bootstrap Circuit

output is simply to invert the input.

- - - . - C V. J e

[he techniques described above make it possible to analyze the behavior of this circuit. We will

cxanine the behavior of the circait at two points, when the inpuat rises and when it falls, [nitially the

input is low and the circuit has stabilized with the following conditions:

Mi: Off V.. =0
M2: Off, V. =V
M3: Off, V' = V|
';V(’load] -+
l'v(h(\ol] +

Ihmmediately following some instant the input voltage begins to fall ([dVIN/dt] =

+). TQ Analysis is

then used to determine the response of the circuit to this input. Using the results of this analysis it is

possible o answer some interesting questions about the circuit’s behavior:*

43 . .
The tevt of the explanation shown here is what we would eventually like to produce and was pencrated by hand from the

rules decussed in this paper.
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What happens to V| when vV, rises?
4 g

Vou decreases

Why?

An increase in Vw increases l"(,SN“ and eventually turns on M1, producing

an increase in I which begins to discharge C and decreases V.
XM - I osd OuU'l

sV s, O s like a battery, pulling down N1 and increasing .
As ‘ou drops (lm acts like a barery, pulling down N1 and increasing Vu.s(m)
This causes M3 1o turn on, producing a current out of its Source and into ( 'lw.

which causes l'(.g( 1o increase, turning on M2 and producing o current out
2D

M2
of its Source. Both (‘:m and M2 supply current to the Drain of M1, decreasing
the wnount of current flowing out of('mld and decreasing the rate

at which Vou ; drops by negative feedbuck.

fn the above explanation we see how the rising input causces the output to drop and Cboo( to charge up,
prepaiing it to bootstrap M2 on the falling edge of the input. The other interesting part of the
circuit’'s behavior occurs when the input is high and begins to fall. Just before the input talls the

circuit has stabilized with the following conditions:

M1: Unsaturated, [I ] = +

M2: Saturated, [I ] = +

M3: Saturated., [I ] = 0
[V, = + (but close to zero)

+
Choot

The results of TQ Analysis is then used to deseribe the effect of C, on M2's drain current when Vin

falls:

What happens to [ when V _deereases?

IXM2)

lm”) remains constant

Why?

A decrease in V. produces rease i ausing 1 ineredase ar
{decrease in V  produces a decrease in le\m' caustng I, o increase a 1d
become positive. This causes €, o charge, thus increasing VOUT. An

' . 1 ) " . . ’ >y C ; ," ; ] , ¥ 'l [ ’1‘
increase in Vo causes aninerease in V. turning off M3, {'his causes Ill(('boo()

Y e e 17 I W I : . . PR
to be coro, holding lu.s across M2 constant, and in turn causing [nmz)

te romiadir constant,
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I this explanation we see how M3 tarning off isolates N1 which prevents current from lowing into
N . \/ N ™ Sty - e o o ~ o / ) ~ directiv o ir gforre
Co I'his holds \(-m»z constant which altows a change in \ou to be directly transferred to VM.

[ hus, tbm is "boutstrapping Vm from Voux'

6.5 Summary

[his chapter first described a technique tor modeling devices with multiple operating regions, using
the gualitative arithmetic defined previously, atong with a small set of predicates and boolcan
operations. This technique takes advantage of the mechanism described in Transition Analysis to
determine how a device moves between aperating regions. However, to use Transition Analysis it is

necessary that the relations deseribing cach device is continuous dcross region boundaries.

We then discussed the qualitative model for an n-mosfet which is broken into two parts: conduction
amd capacitance. Conduction is maodeted as a a non-lincar dependent current source described by the
cnhancement n-channel mosfet conduction model (scction 6.2) and the capacitance is modeled as an
ideal capacttor (section 3.3.2.2) from gate to source or gate to ground . In the mosfet model, the
notion was introduced that a relation can be written in terms of the role which a terminal is playing,
as well as the werminal dtself. Next these models were used to generate a detailed explanation for a
sinple MOS circuit. Finally, TQ Analysis was used to deseribe some interesting characteristics of a

simplified version of the bootsteap circuit presented in the introduction.
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Chapter Seven

Discussion

This paper has presented a technique, Temporal Qualitative Analysis, for analyzing the behavior of
MOS circuits whose behavior straddles the analog and digital domains, Throughout this work, we
have emphasized the close relationship between an expert’s intuition and formal theory.  To
sumimarize:

* By assuming that quantities may be represented qualitatively as open regions separated

by boundartes, we have been able w unify the representations for space, time, state
vatables, and device operating regions.

*

Using the Tumped Circuit Approximation, circuit behavior has ~en modeled with a set
of netw ark Taws and device relations, By looking at the clectrodynamics which underlie
circuit theory and understanding the timitations of the Lurped Circuit Approximation,
we are able o impose a causal view point on these relations (Cowsal Propagation).

*

By assuming that physical guantities are modeled by continuous functions, we heve been
able to use a few simple theorems to determine how state variables move between
gqualitative regions (Transition Analysis). ‘These theorems capture one’s hntuitive notion
ot continuity and integration,

Overall structural patterns of the relations, which describe a civeuit’s behavior, such as
simultancities  and  teedback, have been used to derive additional  constraints.
'urthermore, the intitions designers use for feedback have been employed to determine
the ditection of a feedback path (Fecdback Analysis).

Becarise the boundaries of device eperating regions are constructed from relocons
betwesn state variables, the mechanisin provided by Transition Analysis for determining
state varnahle transitions s also applicable o determiining how devices move between
aperating recions, [ addition open regions and boundaries can be combined to describe
more comptes repions such as semi-open tine intervals and ciosed operating regions.

7.1 Related Work
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7.1.1 Qual and Envisioning

Seme of the most notable work on the qualitative analysis of clectrical systems has been done by
Johan de Kleer and John Scely Brown,  In his Phi) dissertation, de Kleer discusses Incremental
OQualitative (1Q) Analysis, a causal qualitative analysis technigue that was the basis of a program,
OU AL, tor describing and recognizing the functionality of bipolar circuits. [7] de Kleer and Brown’s
reeent work on Eovisioning [10, 11, 13] extends this carlier work o other domains, using the
methodoloyy provided by system dynamics for describing a varicty of physical systems (¢.g. clectrical,
mechanical, Huid and thermal systems) in terms of networks of lumped elements.  As discussed

Belon, this work also extends QUAT'S theory in the arcas of state, time. continuity and transitions,

7.1.1.1 Operating Regions and State

QU AL provides the quaditative arithmetic and some of the basic framework for the propagation
mechanism used m 1Q Analysis, However, the analog bipolar domain used by de Kleer and the

diotd MOS domain differ i a number of inportant respects.

I st when modeling an analog bipolar amplificr, the analyst is primarily concerned with the
i ramental response of the circuit to a small variation on the input. During the analysis it is assumed
Jetcach device in the circuit will remain within a single operating region and the initial perturbation
will propagate across the creuit instantancously; this corresponds to the circuit’s small signal
heledor, When modeling digital MOS circuits the analyst is sull interested in the instantancous
mcremental response of the circuit; however, he is equally concerned with the circuit's large signal
hehueior. Thas indudes the Tong term effects of i changing input such as a device moving between

cpeiating reglons of 4 positive guantity becoming zero.

Second, the modeling of capacitive memory was not important in de Kleer's work since, during the
sinalb sagmal analusis of bipolar cireaits, large capacitors become incremental shorts and small,
LI Capacitan o Becomie open circaits. Inothe MOS domain circuit behavior s strongly

depondent on chuaee How and capacitive memory which results from charge storage.

Becanme de Kleer was primtarity interested in incremental behavior, qualitative relattonships were
witten ondy in ternms ol voltage and current dervatives, 1n 'TQ Analysts this vocabulary is wxpanded
1

to mclade any tpe of gquantity such as charge, current, voltage, their first derivatives, second

derivatives and any higher order derivatives,

80

:

d

L

A i e e B e B B e e B Bt




T

=
[ 3 ]

e A 2an 2

T pp—

In QUATL the relationships among a device's different operating regions and the movement between

them is represented by explicit statements like "1 the Diode is ON and the voltage across the diode is
decreasing then the diode will turn off" In addition, the persistence (inertia) exhibited by a device
with memory is modeled by breaking the device into several explicit states that include statements
describing the device’s movement from one state to the next (¢.g. two of the states for a capacitor are
positively charging and constant). In QUAL, operating regions are not distinguished from state; the

term "state” is used to refer o both.

In 1Q Analysis a distinction is made hetween operating regions and state. State is viewed as a
property of quantitics (i.c., state variables) rather than the device itself; the state of a device is then
described by the values of its independent state variables. The persistence exhibited by a device with
mentory rosults from the continuity of its state variables.  State is then a property of continuous
quantities, rather than devices, and is the qualitative region in which the state variable carvently lics
(c.e., +.00r-). Forexample, the notion that a capacitor is discharging is cquivalent to saying that
the capacitor's charge is positive and decreasing.  Furthermore, if the change in a deviee's state
varianles is sero the device exhibits memory (e.g.. a capacitor stores charge or a mosfet remains in a
single operating region).  Operating regions, on the other hand, are properties of the devices

themsehves aad are described as aset of qualitative regions on the device’s state variables.*

Transition Analysis provides a single mechanism for determining how quantities move from one
quadlitative region to another. These regions may be as simple as positive and negative, or as complex
as the operating regions: Saturated, Unsaturated and Cutoff.  The mechanism depends on the
properties of continuous quantities and the relationship between them, rather than propertics specific
to the device. “Transition Analysis is, therefore, independent of the model, the domain and cven

Netwaork 'Theory,

In recent wark by de Kleer and Brown state and operating regions are still indistinguishable,
however, boundarics between device “states”™ are modeled in terms of inequalitics between
"quahitatis e variables”. The notions of qualitativ e caleulus and continuity are then used to provide a
mechanism for recognizing transitions between states (e, the inter-state behavior). 'The strong
stnibaritics between this mechamsm ad Transition Analysis suggests the possibility of unifying the
(w0 vicw points,

TRl it device s broken me several aperating teprons i the behavior of the device in each region is described by a

ditlerent st ol equations
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7.1.1.2 Feedback

QUAL provided two heuristics for dealing with ambiguitics introduced by stimultancitics in network
Lrwss the KV Connection Heuristic {(discussed in section 5.4) and the KCE Heuristic. Recent work
on ENVISTON refers to these hearistics as the Component and Conduit Heuristics, respectively, and
provides an additonal heuristic for resolving ambiguities introduced by simultuaneitios in device
maodels (e, the Contluence Hleuristic). These two heuristios suggest a style of reasoning where
anbrates mroduced by simultneitios are resolved heuaristically using information local to the
ambrruity, This siyle of reasoning s the motivation behind the IFeedback Analysis portion of 1TQ
Anahvsiss Feedback  Analysis separates the general propertics of simultancous relations (e.g.,
Resistive eedback Rule)y from those properties which are specific 1o Newwork Theory (e.g., KVIL
[ ocality Heuristic).  In addition, the feedback propertics of systems with memory are ¢xploited
(Thte vatiee Feedback Rule) and an engineers intuition about devices which introduce memory (¢.g.,
capacitors and inductors) is used o determine the direction the teedback flows (Feedback Direction

Heuristic).

7.1.2 Qualitative Process Theory

Porbus™ Qualitative Process Theory [14] provides a viewpoint where physical interactions are
doscribed through properties of processes, rather than propertics of devices. A process is the basic
vehidle for change ina physical system. Examples of processes are heating, evaporating, stretching,
and Towing, A process-centered viewpoint is quite natural for many physical domains where a
Jevice centered model would be awkward: on the other hand. many domains, especially circuit
analysis, naturally B into a device eentered model and would be difficult to understand in terms of a
nroce s centered maodel. QP Theory and TQ Analysis also differ in intent; Qualitative Process
Fheony medels commenssense reasoning about eversday physics. Temporal Qualitative Analysis
models expert reasoning about clectrontes. 1Q Analysis trics to create a close link between the
intmtions an expert has and the temmal theory that his expertise is built upon (e.g. caleulus, algebra,
circuit theory . and teedback analysis). For example, QP 'Thcory deseribes the behavior of negative
fecdbock moterms ot instantancous oscillation catled "statter™ that results from the feedback term
ov Mty mstantancoushy between being equal to and dess than the inpat o the feedback loop. An
crivireer doesn’t constder these osaldlations e compioy cucuits since they viokite continuity (ie., a

guantity cannot jumponstntancoushy ) however, he may use an argumienit similar to stutter o
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describe feedback to someone unfamiliar with the phenomena,

In spite of these differences QP "Theory and 'TQ Analysis have a number of similaritics.  In QP
Theory there is a clear separation between the propertics of quantitics, as defined by the "Quantity

Space”. and the properties of processes. The clear division of quantitics and processes motivated the

separation of TQ Analysis into its basic components.  In TQ Analysis the only knowledge that
depends on a device centered view is the device model and network laws which have been made
explicit through causal rules.  Furthermore, the mechanisms for determining transitions between
operating regions or processes in cach theory are domain independent and have a number of features
in common. ‘The similaritics between philosophy and underlying mechanism suggest that these two

viewpoints can be unified into a single theory.

L 7.1.3 Allenw’s Temporal Intervals
, @ fnthis paper we have discussed the temporal representation that an engineer uscs in reasoning about

circuits, Allen {2] describes aninterval based temporal representation and reasoning mechanism that,

ainong other applications, could be used as the temporal coniponent of Naive Physics. Tune is

represented as a set of intervals and the refationships between them.  Allen arguces that zero-width

L
W e points are counter-inguitive; therefore, the temporal intervals in his representation are neither
open nor cloned but are described as "meeting™.
Allen supports this argument with the following example [2]:
[.J "L Lconsider the situation where @ light is turned on. "T'o describe the world changing
] we need o have aninterval of tme during which the light was off, followed by an interval
: during which it was on. The question arises as to whether these intervals are open or
closed. [ they are open, then there exists a time (point) between the two where the light !
f is neither on nor off. Such a sitwation would provide scerious semantic difficuliies in a }
4 tempoial logic. On the other hand, if intervals are closed, then there is a time point at
@ which the tight is both on and off. Fhis presents even more semantic difficultics than the
o former case.”
L he problem in this example is not with intervals being open or closed, but that a continuous process
s being modeled discontinuousty. Consider what really happens when the light switch is flipped.
® When the lighit svitch is closed, current begins to flow through the switch into the light bulb and the
filiment begins to glow at a very simall intensity,  Initially the light balb resists this current, due to
[ 15
L “n Lt the dewnplion of the imtition behind the Resstive Feedback Rule i seetion 5 2 is very similar o the stutter
° arpumentin QP theory
b
b
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inductance in the filkinent; however, eventually the light reachies a steady mtensity and is considered
"on”. This process consists of a closed time intersval where the light s off) followed by an open
intersal during which the light's intensity is increasing and ending with a closed interval when the
light is "on™. Of course this occurs wo fust for the human eye to see. The process, therefore is
collupsed into an instant and the light intensity is pereeived as stepping from "off™ to "on™. ‘The
reason tor collapsing these series of events into an instant is that we are not interested in their details.
Ihe price the must be payed for this abstraction is that the process is no longer continuous, and if we
look at the process o closely our intuitions about continuity will be violated (after all, how can a

light be both on and oft during the sime instant!).

Allen also argees that "L given an event, we can always “turn up the magnitication” and look at its
structure.” This is certainly true in some cases.  Inthe tight switch exaaple ™ by turning up the
magnification”™ we see that the light intensity doesn’t really step from oftf to on but changes
continuously over a finite interval of time. The instant the light switches from off o on is a uscful
ideatization, something which can’t be looked inside of without changing magnification (i.c.,

abstraction lesel).

The notion that zero-width time points exist is not counter-intuitive to someone with a math
hackeround. Tntuitions are developed from observations about the surrounding world, FFor example,
foseams intoitively obvious that a person who wants to enter 2 buitding cannot walk through its brick
walls, but must 2o through o door or some other opening. Early on in our math background many of
us are told of such concepts as infinitely thin, one dimensional Tines and poines with no dimensions.
Ihese are things which don't change appearance, no matter how much the magnification is turned
up. Using these coneepts as givens, our insituctors teach us how they can bhe manipulated to
undderstand and idealize many thie s that happen in the real world. Eventually notions such as
sero-widths points become part of the intuitions ot someone like an engiieer or mathematician. for
cyvample, when a batlis thrown in the air, itis obvious to a physicist that the ball is at the top of its arc
for only an instant independent of the magnitication; to hang there longer would defy the faws of

grav i(y.%

In spite of these differences the temporal representation used here has a number of similarities to that

of Allen's, Frist, altheugh instnts play an impoitant role in TQ Analysis, they are viewed as a subsct

u‘()l'mnlxc. s o sdeal batlwhich can't be held up by sueh things as tising gusts of wind!
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of closed intervals.  Sccond, except for the parts of Transition Analysis which depend on the

continuity of quantitics, closed and open intervals are not differentiated (e.g., in Causal Propagation
no distinction was made between the types of intervals), Finally, open and closed intervals may be
viewed as meeting; howcever, continuity places the restriction that the closed end of an interval can
only be met by the open end of another interval (i.c., time is dense). If continuity were ignored, the

distinction between open and closed intervals would not be necessary.

Allen has provided a rich vocabulary for describing the relationships between intervals and a
mechanism for reasoning about these relations.  As discussed in the next scction, a “temporal
ceasoner” based on open and closed intervals is currently being developed and will be incorporated

into TQ Analysis.

7.2 Limitations and Future Directions

As of this writing, all of the parts of 'TQ Analysis have been implemented and tested except for
Feedback Analysis.  The system has been tested on simple R,1,C and mosfet circuits.  The
cxplanations for the parallet RC and mosfet-capacitor circuits given carlier in this paper were
generated by the system. | am currently working towards generating a qualitative description of

crreaits similar te the bootstrap clock driver given in the introduction.

The representation for time in TQ Analysis is in the process of being modified.  ‘The current
representation of time as o lincar sequence places a total ordering on all events.  Such a global
view pointis often not necessary or desirable, since it requires that an ordering be placed on unrelated
events. A more realistic representation breaks time into a sct of open and closed intervals in a
temporal network, This creates a partial ordering on time intervals, rather than a total erdering. Two
quantitics, then interact only if they are locally connected in space and their time intervals (or

mstants) coincide.Y

There are two major components of circuit analysis which have not been addressed in this work so

far: the use of quantitative information and the use of ¢liches {5, 3).

In 1Q Aunalysis many of the ambiguitics which arise during Causal Propagation can be resolved using

non-pumerical information, such as continuity theorems or propertics of feedback.  ‘There are,

e sl to Hayes' notion of Fistones [16].
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however, a number of ambiguities which cannot be resolved using these techniques. Muny of these

reimaining ambiguitics can only be resolved using some form of quantitative information. A circuit
analyst, for example, often considers certain circuit parameters dominant, and might usc phrases like
the following when analyzing a circuit:

* The current drawn by C is insignificant compared o [
*The rise ume of the output capacitance is much slower than the input.

* The pullup is much longer than the pulldown, allowing the inverter to meet a valid logic
low lcvel.

Quantitative comparisons such as these, and other types of Guantitative knowledge must at some

point be integrated with TQ Analysis.

A pumber of cliches are used by a designer in analyzing a circuit, such as the phrases “isolation”,
"precharging”, and "bootstrapping” used in the bootstrap cleckdriver example in the introduction. A
cliche can either refer to a set of devices, such as "precharge circuit™ and "bootstrap capacitor”, or it
can refer to a complex behavior, such as "precharging the input node™ or “isolating the gate™. A
cliche which refers o a device can be used to help determine which of a number of possible
behaviors the designer intend the circuit to have. Furthermore, the ability to combine a scries of

cvents into acliche s imporiant in generating a quaditative summarization of a circuit’s behavior.

M the behavior of a device within a particular operating region during a time intcrval is viewed as an
cpisode, then a cliche may be described in terms of a sequence of cpisodes. This is similar to what
Forbus refers to as an encapsutated history. [14] Cliches may then be used in analyzing the circuit’s

behanior to answer questions not yet addressed by TQ Analysis such as:
* Why didn't the cireuit behave as Texpected?
* Which device parameters should [ change to make it work? and

* Which parameters should 1 change to increase the circuits performance (speed, power,
voltage thresholds ete.)?

By answering these and similar questions we hope to create a versatile tool which provides the circuit

analyst with eapert advice on a wide class of cireuits.
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Appendix A

Appendix: Transition Ordering Rules

A.1 Predicates

to-7ero(Q) Q is moving monotonically towards zero during the current interval.
not-to-zero(Q) Qs constant or moving away from /cro during the current interval.
transition(Q) Q will transition at the end of the current interval,

not-transition{Q) Q cannot transition at the end of the current interval.

A.2 General

* not-to-zero{A) — not-transition(a)

A3 Equality
Transition inferences: [A] = (+7 =) [B]

* transition{A) iff transition(s)

* not-transition(A) itf not-transition(i)

Dircction inferences: A is a monotoenc increasing (decreasing) function of B

* to-zeroA) iff to-zero(s)

* not-to-zero(A) iff not-to-zero(8)

A.4 Sums and Differences

Transition inferences: [A] + [B] 4- [C] = 0 where [A] == [B) = — [C]

*ransition{A) A transition(3) —» transiticn(c)

* noC-transiion(A) V not-transttion(B) - - not-transition(¢)
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* transition{C’) -+ transition(A) A transition()

* not-transition(C) — not-transition(A) v not-transition()
Direction inferences: A + B = Cwhere [A] = [B] = - [C]

* to-7¢ro(A) A to-zero(B) — to-zero(C)

* not-to-zero(a) A not-to-zero(B) — not-to-zero(C)

* 10-7¢r0{C) — to-zero(A) V to-zero(B)

. * not-tw-zero(C) — not-to-zero(A) V not-to-zero(B)

A.5 Products
Transition inferences: [A] x [B] = [C]
( * ransition(A) V transition(B) — transition(C)
* not-transition(A) A not-transition(B) — not-transition(C)
* transition(C) — transition(A) V transition(B)
‘. * pot-transition(€) — not-transition{a) A not-transition(B)
Dircction inferences: Ax B = C
* 0-zero{A) A to-zero(B) — to-zero(C)
* not-to-zero{A) A not-to-zero(B) — not-to-zq‘o(C)
* ta-7ero(C) —» to-zero(A) V to-zero(B)

* not-to-zero(C) — not-to-zero(A) V not-to-zero(s)

q
A.6 Resistive Feedback
2etation: [A] + [B] = [C] which is the comparison point of a feedback loop.
]
. [deas [T A s the cause and C is the effect of a feedback loop then [A] = [B] and all the inferences for
cyquivalences apply.
|
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