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1. The fourteenth in a series of Army Science Conferences was held at the
United States Military Academy, 19-21 June 1984. The conference presented a
: cross section of the many significant scientific and engineering programs

d carried out by the Department of the Army and provided an opportuity for
Department of the Army civilian and military scientists and engineers to

_ present the results of their research and development efforts before a

- distinguished and critical audience.

2"‘4hese Proceedings of the 1984 Army Science Conference are a compilation of
111 papers presented at the conference and the supplemental papers that were
submitted, The Proceedings consist of five volumes, with Volumes I through
I11 being\bnclassified Volume 1Y being limited and Volume V being classified.

er"\ ARy
3. Our purpose for soh cTting t\ues%"pap\e‘;s was ‘io\./ olumg « SVey,

a. Stimulate the involvement of scientific and engineering talent within‘~
the Department of the Army.

b. Demonstrate Army competence in research and development.

¢. Provide a forum wherein Army personnel can demonstrate the full scope
and depth of their current projects.

d. Promote the interchange of ideas among members of the Army scientific .
and engineering community. o

4, The information contained in these volumes will be of benefit to those who 3
attended the conference and to others interested in Army research and develop- i
ment. It is requested that these Proceedings be placed in technical libraries -
where they will be available for reference. ]

Sy K e

Lieutenant General, GS o
- _ Deputy Chief of Staff for Research, g
L Development and Acquisition =
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PELLEGRINO, BERG, CASSEDAY, & FILIPOV

A NEW MULTIFUNCTION ACOUSTO~OPTIC SIGNAL PROCESSOR (U)

JOHN M. PELLEGRINO, DR., NORMAN J. BERG, DR.,
MICHAEL W. CASSEDAY, MR,, and “ANDREE N, FILIPOV, MR,
HARRY DIAMOND LABORATORIES
ADELPHI, MARYLAND, 20783.

I. Introduction

An acousto-optic architecture has been devised to simultaneously
obtain time integration correlation and high-speed power spectrum
analysis in a single, compact package. As can be seen in figure 1, this
processor incorporates two TeO, shear-wave modulators in a two-level
optical system to obtailn two correlator outputs (lower level, figure
1(a)) and two spectrum analyzer outputs (upper level, figure 1(b)).
Information from these sources 1s sent to a controlling microprocessor,
which analyzes the received signals and reports results to the system
operator. In the present version, the optical system covers a 2 x 3
foot area. This paper discusses considerations involved in the design
and construction of such a processor and preseats the operatiag
parameters and features of the system. Included are correlation results
for a 2-MHz RF chirp input signal and results of multi-signal reception
by the spectrum analyzer section of the processor. Finally, a parallel
combining scheme 1is proposed to extend the instantaneous bandwidth of
systems in which such a processor may be incorporated,

II. Theory Of Operation

The acousto—optic interaction has been studied extensively and
reports concerning 1ts use in sig?§2 convolvers, correlators, an’
spectrum analyzers are available. Hence only results pertinent to
the operation of this processor will be considered here.

When the incidence angle of the light illuminating the sound wave
in an acogito—optic modulator 1is set to the Bragg angle
8g = sin”" (1/(2A)) (where X is the inciden* light wavelength and A the
acoustic wavelength), constructive interference occurs for only a single
first-order diffraction. The intensity of the diffracted light I, when
operating in this Bragg mode can be shown to be
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Figure 1. Schematic of the optical system for the multifunction

processor: (a) correlator section (lower optical level), and
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- 2 (n W 1/2
/| Iy = Tetn? (- Oygp 2)V%) W
where I  is the incident light intensity; W, the width of the acoustic
phase fronts; P,, the acoustic power; and M;, an acousto-optic figure of
merit of the delay line material. For sufficiently small P_, the
diffracted light intensity for well~collimated light may be considered

. linear with acoustic power.

When a bandpass signal, A(t)cosu(t + 4¢), 1s applied to the
modulator, it generates a sound wave, S(t,z), which propagates through
the Bragg cell. This wave may be described as

E: s(t, z) = A'(T - z/v) cosw(t = z/u + ¢), (2)

where v 18 the acoustic propagation velocity, and z is the distance
along the Bragg cell. The diffracted light may then be represented by

b z sin 0

LD(c, z) = LOA"(t - z/v) cos(wzt + w0 (t - —%— +¢) + =

)s (3)
A

where w, and L are the incident light frequency and the amplitude,
respect%vely. ®The diffracted light L _(t, z) is seen to contain all the
signal information between the time t and t - Z/v , where Z is the
illuminated length of the Bragg cell, and to exit the cell at the Bragg
angle, which may be considered to be proportional to the frequency of
the signal for the light and signal frequencles commonly used in these
devices. Hence a spectrum analyzer may be constructed simply by placing
a Fourier transform lens behind the modulator to collect and focus the
diffracted light onto an array placed at the focal plane of the lens,
position along the array corresponding to input signal frequency.

Diffracted light from each of the two modulators (figure 1(a)) may
be combined and filtered to remove any undiffracted light to perform
correlation., Diffracted light from each cell 1 (1 = 1, 2) is described
by

r—v,—-,—,~v—fr.<'.‘. LA -1 A
. N . c ‘ .
’ . R

X X x, sin 9

i i B
1 ) cos{wzt + ot - ) + 1,
v v A

Li(t’ x,) = S (¢ = (4)

for 9, = sin-l((A - A )/x) , where Ao is the acoustic wavelength at the
Bragg-cell design cenfer frequency, w_. Beams L;(t, x;) and Lo(t, x;)
are combined using a cube beam-splitter, filtered, and so illuminate the

time-integrating square-~law photodetector arrays A4 and A,. The output

R P T et TL N R N SR AR NP ST S it S R SRS
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of these arrays may then be shown to be5

2 ] 1 ] 21.
V (z) ~ cos(—g— (w - wo)r) Jp 51€t )8y (t +—— = 1) dt, (5)
1 ]
where v = 2/u, v = Y/u, t =t - 1, M is the magnification factor of

the optical filtgring system, and Y, the illuminated length of Bragg

cell 2, Equation 5 is thus seen to be the correlation of the bandpass

signals S (t)coswt and S,(t)coswt offset by the frequency w_ and in a
compressed, shifted time frame. Given that one uses a singleolaser

source and hence forms a coherent optical system, the output is a

detected interference pattern of the diffracted light from the two -
modulators. As such, this correlator is generically similar to the two-

bheam surfac;-acoustic-wave (SAW) time integrationg correlator previously
reported.6’

[TI. System Design

The size and performance of the processor are affected by both the
type of Bragg cell used and the length and diode spacing of the
available photodiode arrays which detect the spatial light
distributions. If a 50-us Bragg-cell delay length is used to insure
25-kHz frequency resolution, the physical length (and illuminated
aperture) of a LiNbO3 SAW cell would have to be 17.5 cm, while a
Bi ,Ge0yn SAW Bragg cell would be 8.7 cm, and a TeO, slow-shear bulk-
acoustic-wave Bragg cell would be 3.1 ecm. Clearly éhe TeO, cell results
in the smallest processor as far as the input optics (laser, beam
expander, etc,) are concerned. In addition, the greater angular beam-
deflection versus frequency of this cell results in much shorter focal
length (thus more compact) Fourier-—transform lens system to achieve the
spot travel required by a given diode~array length for spectrum
analysis., The TeO, cell offers another advantage in its high
diffraction efficiency, which for a single input signal may reach or
even exceed 60 percent depending upon the particular cell.

This compactness 1s achieved with several disadvantages. The
shear-wave cell operates maximally with incoming light circularly
polarized. As the crystal is optically active, the modulated light is
elliptically polarized. Since a large portion of the light exiting each
Bragy cell is split off for use in the spectrum analyzer section of the
processor, care must be taken to ensure that the light from each cell
reaching the correlator arrays is of matched polarization so that o 4
optical Interference can be observed, This entails appropriate design
and custom coatings for beam-splitter and combiner cubes,
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. ‘4
Phase distortion in the modulated laser light is also seen to be a b
problem, in contrast to the virtually distortion-free SAW devices. With
Isomet OPT~1 Bragg cells, diffraction performance across the light

aperture 1s good in the direction corresponding to that of sound
propagation 1in the device. Perpendicular to that direction, a variation
in diffraction intensity can be observed, which affects the depth of the
interference fringes when two beams similarly perturbed are combined.
The cause of this phenomenon, although uncertain, may be due to defects
or domains in the TeO, crystal, Performance under these circumstances
may be improved by se%ective aperturing of the device and/or modulated
light which i3 to be focussed onto the detector array.

A more serious disadv atage 1s that the spatial-frequency variation
versus signal-frequency change at the correlator detector array is
greatly increased. From equation 5, the array signal variation with z,
the distance along the array, is seen to include a term

v(z) ~ cos[—%—(w-mo)—%—]o (6)

For the hl7-m/s szund velocity in TbOZ this yilelds a spatial frequency
of about 3.3 x 10% cycles/m for M = 1 and |w = w_ | = 2r x 10.3 MHg thus
a maximum bandwidth of 20.6 MHz can be sampled bg a commercially
available detector array with 15=-ym diode spacing. For the same array
diode spacing, a correlator using LINbOj SAW cells would have a usable
bandwidth of 114 MHz,

The usable correlation bandwidth with Te0, cells can be lncreased
by magnifying the diffracted beams with a spat%al filter system., Using
a 2 : 1 magnification ratio (M = 2), a commerclally available 62-mm
long, 4096-diode array allows a 25-MHz signal bandwidth with about 3.3
samples per spatial cycle and displays the full time aperture of the
cells, This bandwidth is achieved in commercially available Te0, cells
with 50-ps delay apertures, providing a performance-matched system.

The second array used for correlation detection is illuminated by
only the center section of the diffracted light heams. An aperture stop
blocks light from all but the center 4 us of the Bragg cells, and the
spatial extent of this light is magnified by a factor of 10 in the
second spatlal filter system. The expanded output illuminates a 25.h-mm
long, 1024-diode high—dynamic-range detector array that provides high
resolution time-difference—of-arrival (TDOA) information, The minimun
correlation width expected with 30-MHz bandwidth signals is
approximately 67 ns., In the compressed ( space of the correlator, this h
corresponds to a spatial extent of about 0.2 mm after magnification 1

UL Y T Y T A

PP G Sl T T BN U .2 P | . P S SO W W L WO UL Y S S G U P U S




P ———— TR TV ¥ W U YTy

PELLEGRINO, BERG, CASSEDAY, & FILIPOV

M = 10, This would be sampled by 8 diodes, allowing TDOA interpolation
to within 10 ns.

IV. Spectrum Analysis

The spectrum analyzer section of the processor is {llustrated in
figure 1(b). Collimated, coherent, -trcularly polarized laser light

(5-mW Helium-Neon) 1is split ustag 3 S sonpolarizing cube beam-
splitter; each bean from (nis splirter 10 .ainates one of the
modulators, incident at the B4y, +.0v.. * : tae -ells' center frequency
of 45 MHz., The diffracted oty r " 2 -« * = . s split into two parts,
one of which is sent veriti 4. . S ,!. a4l lavel where, after
passage through a “20-—wa *ou .o “+ e s, 1t ts focussed onto a

high speed photodiode fe:-

Arrays Al and A, werw Ve ’ . a-tast readout
capabilities: each arrev a4 - s sty a combination
serial-parallel scheme. Tw =~ .-m '~ . - : .4n )24 elements

SPECTRUN ANALYZER DuAL SIDRAL RECEFTHN

AR . “‘ﬂ““((‘{ LYY

CChRLCead 1 T

100 Xitz SEPARATION 60 KNz SEPARATION

65 KHz SEPARATION 50 KHz SEPARATION

Figure 2. Output of the spectrum analyzer for two simultaneous cw RF
input signals with various frequency spacing, Af.
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separated into eight segments; these segments are read out in parallel ’
while the diodes within each segment are read out serially. This high- ’
speed capability is necessary for time-of-reception determination of L
signal frequency changes. Every 15 us, an update report is sent to the SN
system controller indicating the arrays' status. One disadvantage of R
these arrays is the high light intensity necessary to trigger them; the R
beam—-splitter cubes were designed to send 90 percent of the incident ’
light to spectrum analysis processing. Each array covers the full

25 MHz of system processing bandwidth. When the signals received from
each of two directional antennas are used as separate inputs to each
Bragg cell, direction of arrival information may then be derived via
amplitude comparison of these two arrays.

CORRELATOR: 2 MHz CHIRP '
'- -
o ’
BW= 2 MHz .
[ At = 64 KNz o
| S
]
BW=2 MHz2
At=128 KMz
'
Figure 3. Correlator output for a 2-MHz bandwidth step-wise chirp input ! )
to both Bragg cells. Shown are foldover peaks for 64~ and 128-kHz R
frequency spacings. N
!
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With this configuration, the optical spot size for a single-
frequency RF signal is about 60 um, covering three pixels on the
detector. Hence an individual signal can be resolved to within
25 kHz, As shown in figure 2, signals received simultaneously can be
distinguished when they are as little as 50 kHz apart. Signals received
sequentially in time, however, can be distinguished with frequency
differences as little as 25 kHz, Single signals can be distinguished
with this resolution over a dynamic range of approximately 25 dB. This
figure 1s achieved when background electronic-array-noise and signal due
to spurious light reflections are subtracted from the signal readings.

V. Time Integrating Correlation

The 10 percent of remaining diffracted light is combined in a beam-
splitter/combiner cube and sent to the two time-integrating photodiode
detector arrays., Notice in figure 1(a) that the optical path has been

CORRELATOR: EXPANDED CENTER
2MHz CHRP

FULL APERTURE CENTER

fc : 48 M2
BW = 2 MMz
At - 64 KNz

Figure 4. Output of the M = 10 correlator section for the same 2-MHz
bandwidth chirp used in figure 3, with Af = 64 kHz., Shown is full

aperture and the center 4 us of correlation space. Center frequency of
the chirp £, 1is 40 MHz,
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kept as compact as possible. This was done to minimize the walk-off - el
which occurs when interfering beams are combined at greater angles of
intersection, corresponding to maximum deviation from the device center _
frequency. In this configuration, walk-off has been minimized such that A
the two beams overlap by more than 80 percent, assuring correlation of N
a nearly the full time aperture available.

Figure 3 shows the output of array A,;, which 18 set to observe the |
full 50 pys of delay aperture and integrate over a 30-ms time period,
The input to each cell consisted of a 2-MHz step-wise chirp, where
increasing frequencies are stepped through sequentially. It i{s an L
interesting correlation property of these signals that when the system T
resolution of 25 kHz 1s finer than the step size Af, foldover peaks can -
be observed to either side of the main correlation. The number of these
peaks is proportional to Af. The ocutput of array A,, which is set to
sample the center 4 8 of delay aperture, is shown in figure 4 for the j
same 1input signal used for figure 3. The position of this correlation 1
can bhe easlly determined and the information used to obtain TDOA and, )
hence, direction of arrival, ; 4

SN

V1. Bandwidth Enhancement

The acousto—-optic signal processor that has been described is

1imited by practical material considerations, to about 25 MHz E]j
instantaneous bandwidth. Figure 5 illustrates a parallel combining E*-J
_V_:..1
ACWSTOPTC }
PROCESSON SYSTEMS O
i # &} —
2 ] . ]
" ” -:
Plambs = ..
m%' 20 "éJ - "?2" . 1
[ ] %- . '1
A0 e
" e J
g - !
" b
.
Figure 5. Parallel combining scheme for processor bandwidth y

enhancement,
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scheme for increasing the instantaneous bandwidth of a receiver system
employing these processors, without sacrifice of resolution or other
processor performance.

In the figure six identlical processors are shown, each taking its
input signals from the corresponding IF outputs of two 150-MHz total-
instantaneous—-bandwidth (input bandwidth) channelized receivers. Each
acousto-optic processor output is digitally post-detection processed as
a stand-alone system. The outputs from the six post-detection
processors are then further analyzed by a system which digfitally
restores the frequency offset information to each individual output and
examines the combined signal., The result is a 150-MHz bandwidth
spectrum analyzer of increased time-bandwidth product with 25-kHz
frequency resolution and 15-.8 time-of-reception resolution, combined
with a 150-MHz bandwidth time-integrating correlator able to detect
signals and resolve TDOA to better than 10 ns (for maximum bandwidth
signals).

VII. Conclusion

An acousto-optic processor that combines the features of high-speed
spectrum analysis and time-integrating correlation 1in a fairly compact
optical package has been demonstrated. A new version in more compact
form {s In the planning stages; this system would be rack-mountable and
packaged for RF shielding. Operating parameters will be identical,
These processors may be combined for extended bandwidth operation or
used as convenient stand-alone operating systems.
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EVELUATION AND INTERPRETATION OF COMPRESSOR INTRA-ELADE
FLOW FIELD MEASUREMENTS OBTAINED USING AN ADVANCED
LASER. ANCHOMETER SYSTEM

HICHAEL J. PIERZGA

U.S. Army Propulsion Laboratory (AVSCOL1)
NASA Lewis Research Center
Cleveland , Ohio 44135

INTRODUCTION

Rdvancements in the aecrodynamic design of gas turbine engine fans,
compressors and turbines have historically resulted primarily from an
enpirical approaclhi. Although this approach has led to more efficient,
lighter weight engZines, major new advancements in component performance
will most likely not result from empiricism alone. A fundamental
understanding of the complex flow phenomena which occur within advanced
turbonachnines is essential if significant advancements in perfermance are
desired. As the cost of building and testing gas turbine engine
conponents increases co does the necd to reduce the number of redesigns
necessary to achieve the desired performance.

In addressing this need, the NASA Lewis Research Center, in
cooperation with the Army Propulsion Lzboratory, has undertaken a progran
decigned to increasc the basic understanding of the complex internal
flows of gas turbine fans and cowprescors. The program relies primarily
on the use of non-intrusive optical techniques to evaluate the
intra-blade flow field of transonic compressor bladinz. Concurrently,
advanced comnputational technicues are beiny developed which incorporate
the three-dimonsional flow field effects of this class of turbomachine.

Previous researchers have presented comparisons between 3-D flow .
calculations and internal flow ficld measurements (1) and (2). They have 4
gencrally found that inviscid codes model the inlet to transonic rotors
quite well but tend to over predict the deceleration through the rotor. J
This is usullily attributed to lacl: of the streamline displacement effects oo
due to bounidary layer groiwrth. Those who have added boundary layer _-“i

calculations to 3-D analyses (3) and (4] have found that the flow field co
is substantially altered by addition of the displacement thiclmess to the :

solid surfacces. The technique used in (3) included simple models for
shock-boundary layer interaction, laminar-turbulent transition, and
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PIERZGA

separation effects. The boundary layer calculations were performed only
on the blade surfaces and yielded better agreement with experimental data
than did the calculations without boundary layer effects. In (4) results
were shown for the same rotor analyzed in (1) and demonstrated the extent
to which inclusion of a simple boundary layer model on the blades and
endwalls cculd alter the flow field in a transonic rotor.

-

The focus of the present work is the investigation of a detailed set
of optical measureitents of an advarced transonic, axial-flow comprescor
flow field obtained under the current WLSA/Lriyy research prograa. Thase
data, coupled with the results of an inviscid, three-dimensional flow
ficld calculation, provide th? basis on vhich the internal flow fectures
and trends are interpreted herein. A more coaplete discussion of the

present work can be found in reference (5]. Strazisar (6} provides a
: more fundamental overview of the rotor flow physics including the
three~dimensional nature of the shock fronts based on these same data.

AL

CO!NPRESSOR ROTOR

o The research vehicle used in the present work was the first stare
e rotor of a NISA Lewis designed two stayge fan (7). This first stage rotor

. was designed as a 22 blade, low aspcet ratio (1.56), damperless
: replacement for the original 43 blade, high aspect ratio (2.94), dapercd
- rotor (8). The new bladinz net or exceceded its design total pressure
g ratio and adiabatic efficiency gozals of 1.629 and 0.8¢5, respectively,
when tested in the two stage configuration. The inlet relative Hach
nuinber at the rotor tip was 1.38 at th2 design tip speed of 428.9 m/s and
design nass flow rate of 33.25 ki/s.

Tha rotor was tested in the precent worl: witliout inlet guide vancs
or dowmsirecam stators so that blede row intercctions would not be
present. Fignre 1 shows the measurcd rotor performance characteristic
for a constant design snheed cornaition. Also choim in thoe figure, for
reference purposes, are data fron the redesigned two stapge fan
investigation (7). Herein, 211 future refcerence to rotor performance
will deal solely with the isolated rotor dota.

The entire experimental research prozrain conducted with the isolated
rotor configuraticn of this low aspzect ratio fan covered a ranZe of data
points from max flow (IfF) to near stall (MS); however, the most detailed
informaticn was obtained at the peal: efficiency (PE) and near stall
points. lost of th: comparisons betwacen experincent and computation will
be restrictcd to these two flouw pointc.

INSTRUMENTATION

A frinze laser &nemometer systen (Liv) was thz principal instrument
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used during the e:perimuntal evaluation progran. This instrument is a
sinzle channel, dual beam systcm with an on-axis backscatter collection
scheme and has been previously described in detail (9) and (1V). Data
aquisition and storage was accomplishad via a dedicated mini-computer
while post processing and graphical output was handled by a large central
computer. RAccess to the coupressor flow path was through a 3 ma thick
glass windor yhicu extended far enourh foreward and aft of the test rotor
to enzble free-stream and blade wake measurewents. The window curvature
closely conformed to the rotor outer flow path thereby minimizing
disturbances to the tip reygicn flow. Fluorescent seed particles, whose
noninal diamoter was 1-1.4 nicrons, were spray atomized into the flow
strean throuzh a 6 mm diamceier tube located over 60 cm upstrean of the
rotor leadin? edzc. In addition to Li neasurements, conventionzl
inctrui:cntation was used to record coanressor overall pressure and
tenpoerature  levels. Tois information was used to calculate  th2
compressor  overall perforrunce characteristic as well as  to control the
on-linz2 opzrating condition set point.

The laser anemonetcr survey locations along with the meridional view
of th2 coiputational grid used by the 3-D anclysis code are shown in
figure 2. LA survey leocations, denoted by solid circles in figure 2,
were distributed axiclly at specific locations based on the axial
projection of the 1local cherd length alonz design streamlines to provide
data coverage at 204 iniervals upstiean, 2.5% intervals around the
leadiry edge, 10% intervals within the blade and five evenly spaced
locations between the rotor traiiing edge ard the position of the stage
configuration stator lcading edgze.

NULELICEL ANOLLYSIS

Th> nunarical analysis of thoe rotor was cecnducted usin? a
thres-dii.encioni) conputational  procedure devoloped by Deuton  [111
This procedure a3 bascd upon & finite voluwe teclmiique. The code was
coificd (@) to incluse thix Ifecis of boundory layer dicplaceaent using
an injected wnass teclaicuac wiich allowed flow to pass throuzh the walls
in proporticon to thz ratce of growth of th2 boundary layer displocement
thiclmess. The boundary liorers wcre calculated as if the grid linec in
th: strearveise directlca wire aciual flov field streamlines., Boundary
layers were calculated on both the blade surfices and on the enduwclls
wnich were assunad to rotate with th2 blading. The displaceirtnt
thiclmess was computed fro:m the wvon Kerwan intepral boundary layer
cgitation using a constent shape factor (1.5) and constant skin friction
cozflicient (.005). The bound:ry laycr dicplaccaent thiclmess was
updated every 50 timz2steps with 50 percoent of the new displacencont
thicknz2ss added to 50 percent of tho previous value, Fractional updating
of the bourdcory 1layer was necessary since full correction tended to
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produce instability.

T T

. The upstream boundary was located 1.5 times the tip axial chord
’ upstrean for the tip and 0.7 times the hub axial chord upstream for the
hub. ht the upstream boundary the total pressure, total temperature,
absolute tangential velocity, and meridional flow angle were held
N constunt at cach spanwise grid line and assumed to be uniform in the
I tangential direction. The only downstream condition specified was the

static pressure at the hub and it was assumed to be constant in the
tangential direction. The static pressure gradient from hub to tip at
the doimstrcam boundary was calculated assuning no curvature of the
streanlines in the hub-to-shiroud plane which was appropriate for this
cas2 based upon the flow path geometry. The dowmstream boundary was
located twice tha tip axial chord downstream at the tip and one hub axial
chord dounstream at the hub.

- B9

All of the solutions presented were obtained with a computational
grid of 21 points blade-to-blade, 95 points in the streamwise direction
uith 50 points from blade leadinz to trailing edge and 11 points from

) hub-to-shroud. Streamwise grid spacinz was constant on the blading but
was erpanded upstream and downstream in order to isolate the bourdaries
from the leading and trailing edges with as feir points as necessary in an
attennt to capture the correct upstream wave strength and to limit the
cffect of a uniform circumfcrential pressure at the downstream boundary.
In all cases multi-grid (7x12::3) with a non-uniform timestep was used.

Convergence was assumed to occur when all the following conditions
were met:

(1) The maxiowa change in axial velocity anywhere in the flow field
divided by the root-mecn-square of all the absolute velocities in the
1 flow field did pot cxceed .01 percent.
‘ (2) Hass flouw at each streanwise grid line agreed with the inlet mass
floy to within 6.3 percont.
» (3) Inlet wmass flow did not chanze by mrore than 0.3 percent over
- several hundred timesteps.
(4) HMoch nuzheres at four selected positions on the rotor suction
) surfoce did not chanze by more than 0.02 over several hundred
timesteps.

For the computations with tho boundary layers included, timesteps to
convergence ranzed from 2485 for the peak efficiency case whiere the
location of th2 shocl: is very sensitive to even small mass flow changes .
) to 1300 at th2 maximum flow condition. Computation times on a Cray-1 )
conputer were 17 minutes and 9 minutes, respectively., Conmputation time
on an IB1 370-3033 would be approximately 10 times as 1long. No
appreciable increase in time resulted from use of the boundary layer
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calculations. The solution actually converged somewhat better with the
boundary layer calculations than without.

RESULTS AND DISCUSSIONS
Introduction

The data presentation initially focuses on the use of contour maps
of relative Hach number to show changes in flow conditions as the rotor
exit pressure was changed. Comparisons are mnade between the analysis
code and the results obtained with the lasur ancmometer. Results cre
also presented in terms of overall pressure rise as measured anl
: predicted. Plots of relative Hach number at various flow rates and
i: percent spans are shown to give a more detailed picture of the flow in a

quantitative sense. In each line plot the analysis is compared to the LA
data at comparable percent gap locations. Finally, some applications of
the results which might have significance in the design of future
compressor bladingz is addressed.

numerically have a degree of uncertainty associated with them such that
comparison of absolute magnitudes may not match well. To compensate for
this fact, all of the comparisons are made at mass flow rates that have
: been non-dimensionalized with the maximum flow rate measured from the
s experiment or calculated by the analysis code as appropriate. Although
this appraoch was taken, the agreement between the predicted maximun flow
and the experimental measurement was excellent for both the runs without
and with boundary layer calculations. The maxirum flow predicted without
boundary layers was 1.2 percent higher than the measured flow and that
predicted with boundary layers was only 0.06 percent higher,

!
ﬁ. Hass flow rates measured in experimental facilities and calculated

Relative Hach Number Contours

Thirty percent spon. Figure 3 is  a composite showing the results
obtained with the lasutr anemoneter and analysis code at 304 span for tha
three flow conditions; max flow, peak efficiency, and the near stall
point. The shock locations are shouwn for each flow rate in order to
provide a clearer picture of the flow in the passage. Locations of the
wave systems and shocks were determined by inspection of relative Hach
number and relative flow anzle data with respect to the streanwise
direction and designating the startiny point of th2 flow deceleration as
the shock front. This was done at ac many pitchwise locations as necded
for the desired resolution. Experimcnial LA data must be intcrpreted in
this manner due to possible seed particle lag once a high velocity
gradient region is encountered. The numerical calculation actually
produced shocks that were smeared over several grid points and thus the
actual location of the shock is between the begining and endinz of the
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Figure 3. Contour maps of relative Mach number at
305 span frem the tip: Comparison between LA
survey data and analysis results.

-------- Indicates Shock Location
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deceleration. The grid spacing used herein was small and the shoclis were
assumed to be located at the beginning of the deccleration.

The LA data in figure 3 shows the progression from an oblique shock
at max flow with supersonic flow in the aft portion of the bladinz, to a
near normal shock followed by a second shock at peak efficiency, and
finally, a sinzle normal shock ah=2ad of the blade leadiny edge at the
near stall point. The peak Hach nuuber varies from 1.4 ahead of the
shock at max flow and peak efficiency to 1.35 ahead of th> shoclk at noar
stall. Also shown in the figure are the recults obtainod with th: 3-D
analysis code. The major difference between the experineont and cnalysis
at max flow is the location of the second shock at th2 exit of the
passage. The peak Hach numbcers upstream of the first shock are
approximately equal. Although, the location of th» second shocl: is
sensitive to backpressure at the max flow conditic:.,, a 7! increasc in
backpressure was required in order to move the computed shock to the
approximate pocition of the mecasured second shock. Thiz is a large
change in pressure and it is more probable that the difference in
location is a result of the constant shape factor used in the houndery
layer calculations. fAlso, LA data in the aft portion of thc rotor for
the max flow condition was only taken at the 40, 60, 20 and 103 percont
chord locations so that good shocl: definition in this region was very
difficult.

The agreement at the peak efficiency point betwsen the data is much
better than for the max flow case. Th2 front shock is accuratcly located
by the code and there is a rear shocl: located in approximctely the saue
position as the measured rear shoclk. The second shoclz is shown entending
from the pressure surface to about mid-pitch. Lt points closcr to the
suction surface, intecrpreting the location of the shock was nore
difficult since an acceleration of the flow or a constant Hach nurbar
region was not found in the streamuwicse plots. FKowever, indications of a
second shocit were found near the suction suirface by notiny chanzes in the
Hach nuiber gradient in the stireamvise éirection. This was truc for both R
the anclysis and the LA data. The coiputed Hach nuicbor in the  exit ."
region of the blade is lower thon the measured Hach number (0.8 conparced -
to 0.9). Peak lizch nurber upstican of the shoek is 1.4 for both the dida .
and the analysis. The agrecnent beiween analysis and data at the noor
stall point is good in terws of shock lezatien and peal: hach nunbor. The ®
computed MHach nucber at blade exit is undcr precdicted (0.7 versus 0.8), .
as it was with th» previous cases. R

Near tip and noar hub  scctions. Figure 4 shows the peak efficiency
and near stall flow points at the 104 span location (figure 4a) whore thwe ()
inlet relative Hach nunbor  is supersonic and at the 769 span lecation <

(figurc 4b) where the inlet relative Hich nusber is subsonic. Recults
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Figure 4a. Contour maps of relative Hach number
at 10% span from the tip: Comparison between LA
survey data and analysis results.

-------- Indicates Shock Location
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Figure 4b. Contour maps of relative Hach number
at 70% span from the tip: Comparison between LB
survey data and analysis results.
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are shown for both the experiment and the analysis. Tho peak efficiency

LA data at 10%4 span in figure 4a shows a front shock that is nearly

normal around the leadinz edge but is obligue over most of the passage -
gap. Inspection of the streamwise and pitchuise LA dzta indicated that a ®
second shock might exist. However, the data was not conclusive and thus
a second shock is not indicated in the figure. A sccond shock was
predicted by the 3-D analysis code at the approximate location suggested
by the LA data. Th=2 high values of relative Hach nuimker after the normal .
portion of the shcck have been investigated by Strazisar (6] and appear -
to be due to the 3-D shock inclination in the hub-to-shroud planc. ®

At the near stall point the second shock has disappacred from the
analysis and only a normal shock standing in front of the blade reinains.
A second shock systein on the pressure surface around the leading edge is
indicated by the LA data. This feature appears to be necessary to guide
the high incidence anzle flow around the leadinz edge so that it can »
adjust to th= blade surface angles. This assumption was supported by
computing particle trajectories through this proposed system based on the
wave anjgles and tne measured inlet Mach number. Final pressure surface
) flow anyles after passing throuzh the second shocl: system were within a
f feu degrecs of the surface values, This phenonenon is not predicted by
the analysis and nay be due, at least in part, to tip rezion flow »
effects. Hore extensive analyses at other operatinZ conditions and
percent span locations with high ircidence anzles is reguired before a
full explanation can be presented. Peak Mach numbers before the shock
are, in both cascs, approximately 0.1 higher for the analysis than for
the data. Suction surface lach numbers are generally higher (0.1 to 0.2) —
in the analysis since the viscous effects are incorporated only as a mass ol
addition and not a momontum deficit. )

Ty

Figure 45 shows maps of constant relative MHach nunber for peack
efficiency and near stall at the 70 span location for both the LA data )
and the 3-D cnalysis results. Flow ficld features botween the itwo . ou
opercting  conditions are very sinilar and agreemcnt botween the LA data »
and the numerical results is quite gocd althouh the analycis yields a
slightly lower exit Hach nuivser than experinentally verified.

Overall Performonce

In figure 5 an attempt has been made to provide a clear picture of
hou the 3-D analysis code councres to the cuperimental data on a global
bacis that could be useful in the desipgn phase of a noew blade row.
Figure B shous the static pressure rise acrosz th2 rotor at the hub and
tip as a function of non-dimcnsional mass flow rate. As expocted, the
analysis without boundary laycrs predicted a much higher pressure rise at
both hub end tip thon was  measured with  conventional pressure
instrumintation. Excellent agreemont between the measurenents and the
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analysis with boundary layer effects is expericnced over the entire speed
line from max flow to near stall. Unstable operation of the rotor was
experimentally observed at a mass flow ratio of about 0.89, while at a
mass flou ratio of 0.906 the analysis was stable. The near stall
numerical solution was certainly aided by the restriction of a constant
shape factor for the boundary layer calculations.

Near-Flade Surface Comparisons

Generally, an important task for the blade row designer is to tailor
the blade shapes so that adverse gradients that produce large growths in
the boundary layer are either reduced or controlled. It is of great
concern to deternine how well a particular analysis code predicts the
surface velocities in order to determine how much faith the designer
should place in thz ability to tailor the blading for low losses. Blade
loadinz in terms of differences in relative Hach numbers across the
channel in the pitchuise direction versus percent chord are shown in
figure 6 for 10%, 30% and 704 spans for both pzak efficiency and near
stall. The LA data is taken at the first point off the blade surface
where a sufficient number of measurements were available. This was
generally closc to 5% and 95% pitch and, therefore, the analysis results
were selected at these same locations. For all three spanwise locations
the agreement on loading levels is reascnably good at peak efficiency.
At near stuall, however, the analysis vields much higher loadings at 10%
and 30% span but is reasonable at 70%. The major difference in the
lozding level results from lower computed Hach numbers on the pressure
surface than measured. Suction surface agreement is gencrally good for
both flow rates. For all percent span 1locations and flow points, the
shocl: location on the suction surface is well-predicted by the analysis.

CONCLUDING REMNMRRKS

The cowparisons between analytical and experimental data for a
transonic, lou-aspect ratio, axizl-flow fan rotor have, in general, shown
good agreemcnt for all of the operating conditions presented. The
overall trends in the relative Mach number contour maps indicate the very
geod shocik: capturing ability of the analysis code at all rotor span
locations. The results presented have demonstrated the extent to which
an inviscid Euler solver with a very simple boundary layer correction
scheme was able to predict the corplex 3-D flow field of this transonic
rotor flow fiecld. The cotz predicted the maximumn flow for the rotor
extremely well. The chorduise plots of relative lach nunber reveal some
areas in whicl: analysis and Ll data deviate. Some of these conditions
may be traced to the boundary layer model used.

R threc-~dimensional anzlysis technique, such as the on2 used herein,
would probably not be used in the prelininary design of turbomachinery
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blading, however it may well be used to check a final configuration for
design and off-design operation. This capability to compute the )
off-design flow field is extremely important and has shown to yield -
reasonably good quantitative recults for the present rotor configuration.
The analysis code did not predict the multiple shock system at 10% span, .
near stall on the pressure surface which was regquired to turn the flow R
parellel to the blade. This may have been due to the numerical smoothing e
used in the code and should be investigated further. Results concerning
the intra-blade flow turningz and work distribution should be useful
information for compressor design systcms,

. it

Iis mentioned, the goal of the current NASN/RARIY rescarch program is
centered around increasing the fundamrental understanding of the
three-dimensional flou field of compressor blading, The material .
prescnted has bheen one such atteipt to investigate the flow field of a -
particular transonic fan rotor and as such, thc results shown apply only 4
for this case. Further work dealinz with different types of blading is f,.g
needed to determine how much of what was observed experimentally and ;
corputed numerically for this isolated rotor, is generic to this class of
turbomachine and how wmuch was rotor specific. s more machines are
investigated , questions such as blade row interactions and multistage
matching should also be addressed.
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INTRODUCTION

N A A e Aaciaala Al Lo

The concept of a "Universal Lithium Battery" has emerged in response

to the continuing proliferation of military batteries. In essence, the -

concept of Universal Batteries reduces to the identification of one or more R
» chemistries which can be applied to a small number of battery configur- )

ations. The Universal Battery thus will serve both as a primary (i. e., .

throw-away) energy source for battlefield use, and as a rechargeable energy o

source for peacetime training purposes. It is also envisaged that a given

Universal Battery can be used in a large number of configurations thereby
ii reducing the proliferation of types of batteries.

In identifying one or more chemistries for Universal Batteries, 1ithium
has been chosen as the anode material because of its very high energy den-
sity. Having selected a lithium anode, our major research has been directed

o towards the selection of suitable combinations of solvents, electrolytes,

ii and cathodes. The solvent-electrolyte combination is an area of prime im-
portance for numerous reasons: it must be highly conductive over a wide
temperature range (-40°C to 70°C), and lithium must be stable in this sys-
tem. The choice of cathode is also extremely important: it must be com-
parable to 1ithium inenergy density, it must be able to undergo at least
25 discharge cycles, and it must be capable of delivering high currents
required by many military devices.

One of the chemistries which appears to meet the above requirements
involves the use of organic electrolytes with an intercalating cathode such
as TiS,. The rechargeable cell thus can be described as

’ -
(TP S NN Sy

Li/organic e]ectrolyte/TiSz [1]

In cell [1] the anode reaction is

. 4+
Li < Li + e
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and the cathode reaction (involving intercalation of 1ith{um) is
Tis, + Li' + e 2 LiTis,

The overall cell reaction is thus

Li + Tis, b LiTis, [2]

It is also important to note that because LiXTiS is a true solid solution
over the composition range of 0< x <1, its che%ica] potential is a func-
tion of lithium content, and hence the open circuit cell potential is a
function of the state-of-charge: i.e., a simple measurement of the cell

potential will provide exact values of the remaining cell capacity.

SOLVENT STUDIES

The requirements of high power densities over a wide temperature range
translates into the need to develop new electrolytes. Organic solvents
(required for 1ithium stability) typically have low conductivities, and
electrolytes are generally characterized by Tow solubilities. However, in
recent publications (1-3) we have reported that the use of mixed organic
solvents and LiAsFg electrolytes results in electrolyte solutions in which
the electrolytic conductivities are much greater than in the pure organic
solvents. In Figure 1 we show our {ecent results for the electrolytic
conductivities (x in units of S cm™*) for 1 mol dm™> solutions of LiAsF
and LiA1Cl4 mixtures of 4-butyrolactone (4-BL) with dimethoxyethane (DME)
and tetrahydrofuran (THF). At 25°C the maximum in the electrolytic con-
ductivity for these systems is around 0.018 S cm=1 which occurs in a sol-
vent containing between 65-75 mass % ether (DME or THF). The use of highly
concentrated solutions is required to provide high conductivities, but pre-
vious studies (e.g., refs. 4, 5) using 1.5 - 2.5 mol dm~3 LiAsF. in pure
ethers such as 2-methyl tetrahydrofuran (2-Me-THF), pure THF, or mixtures
of 2Me-THF with THF resulted in very poor low temperature behavior because
of the rapid decrease in the solubility of LiAsFg. However, the use of
4-BL which has a moderately high dielectric constant of 41 D (2) promotes
increased solubilities in mixtures with THF or DME, and allows us to use
much lower LiAsFg or LiA1Cl4 concentrations. The use of Tower electrolyte
concentrations thus prevents the precipitation of the salt as the tempera-
ture is decreased. At the same time, the use of 4-BL mixtures with DME or
THF leads to electrolytic conductivities much higher than for pure ethers
or mixed ether solutions. For example, Table 1 shows our recent results
for the electrolytic conductivity of 0.8 mol dm-3 LiAsF. in DME containing
24.4 mass % 4-BL. The results ip Table 1 are significantly superior to
previous results for 1.5 mol dm™ LiAsF6 in a 50% mixture of 2Me-THF/THF in
which sufficiently conductive solutions could not be realized below -20°C (5).
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On the basis of the results for conductivities in mixed organic sol-
vents, we have selected two mixtures for use in small laboratory recharge-
able cells. The mixtures are: 24.4 mass % 4-BL in DME, and 35 mass 7 4-BL Ps
in THF. The experimental results given below correspond to cells using the
4-BL/DME mixed solvent and other mixtures presently being investigated will
be reported at a future date.

We have also addressed the question of why these mixed solvents have .
larger conductivities than either of the pure components. The so-called °
"synergistic" effect is a result of numerous factors involving viscosity-
dielectric constant effects, but the major factors appear to be due to the
unique ability of ethers to strongly coordinate small cations such as Li*

(1-3). The conductivities of electrolytes (MX) in organic solvents are
generally very low due to low solubilities and the formation of "strong”
ion pairs in solution according to ™

A T [3]

The formation of ion pairs (M+X') in effect removes charge carriers from
solution. By using ethereal solvents, Lit is so strongly coordinated {e.g.

see refs. 2-3) that the equilibrium in e.g. [3] is shifted to the left, and °®
lithium salts become highly soluble.

CELL STUDIES

Having selected the solvent mixture of 24.4 mass % 4-BL in DME, the
cathodes were selected on the basis of previous studies (4-5). TiSp (see
egns. [1] and [2]) was selected because of its ability to undergo hundreds
of charge-discharge cycles, and MoS3 was selected because of its high the-
oretical energy density. TiS, can intercalate a maximum of one equivalent
of Li, but MoS3 can interca]a%e a maximum of four equivalents of Li shown
by the cell reaction (where x = 4) - s

xLi + MoS LixMOS3 [4]

-
3 b
However, experimentally (6) it is found that the maximum value of x = 4 is
approached (x_= 3.5) at room temperature at very low current densities

(< 0.5 mA cm'z). Military equipment generally require cells to be capable
of delivering 2-5 mA cm-2, but at these current densities the maximum value
of x in Li_MoS, drops to around 1-2 equivalents of Li. At low temperatures
(< -20°C) the capacity of the Li/MoS, cell drops to zero. The major cause
of this rapid fall-off in capacity ig attributed to high cell resistance
due to the fact that MoS; is a non-conductor as opposed to TiSp which is a
semi-conductor. Thus, to increase the capacity of MoS; cathodes it is
necessary to increase its ability to sustain large current drains, and one
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- method we explored was to incorporate Ti52 in MoS3. A mixed TiSZ-MoS

E] cathode containing 20 mass % TiS, was found to provide high current den- "
1 sities at ambient temperatures, gut at low temperatures (-30°C) the capacity

o of the Li/TiS -MoS3 dropped to that of Li/TiSZ. In fabricating the cathodes,

the following mass™% compositions were employed:

2

'l TiS, cathodes: 83 % TiSz, 85 % teflon, 8.5 % carbon
MoS3 cathodes: 70 % MoS3, 12 % teflon, 18 % carbon

Mixed cathodes: 60 % MoS3, 20 % TiSZ, 10 % teflon, 10 % carbon

|

f The experimental cell discharge/charge results are summarized in
Figures 2-5. Figure 2 shows initial 2 mA cm-2 discharge curves for 1ithium
cells at 25°C comparing TiS,, MoS,-TiS,, and MoS, cathodes: the maximum
number of moles of lithium ?ntercglatea in each 8f these cathodes are 0.86,
2.30 and 2.99, respectively. Increasing the current density to 5 mA cm@
results in the behavior shown in Figure 3, and for the cathodes TiS,, MoS,-
TiS,, and MoS, the maximum number of lithium equivalents which are inter-
calated drops to 0.81, 2.00, and 1.95, respectively. At this higher rate
(at 25°C) the mixed cathode MoS -TiSZ performs better than pure MoS5 due
mainly to its higher operating voltage which results from the incorporation
of the semi-conducting material TiS, into the cathode. In spite of the 2
high resistivity of pure MoS,, this cathode can still operate at 5 mA cm”
at ambient temperatures when“using highly conductive electrolyte solutions.
At Tow temperatures, the capacity of pure MoS, drops so rapidly that we
have not pursued its characteristics. Howevefr, the mixed MoS —T132 cathode
appears to operate well down to -30°C at 2 mA cm™¢ as shown i% Figure 4.
The number of equivalents of 1ithium intercalated at -10°C, -20°C and -30°C
are 1.70, 1,13, and 0.81, respectively. At this moderate current density
of 2 mA cm™%, the mixed MoS,-TiS, cathode behaves similar to that of pure
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TiS,. The discharge characteristics of the Li/TiS, cell at low temperatures

are shown in Figure 5. In this figure the number o0f lithium equivalents

intercalated per mole of Tng are 0.77, 0.66, 0.53, 0.33, 0.12, at 0°C, e

-10°C, -20°C, -30°C, and -40°C, respectively. e
At 5 mA cm-2 at -30°C both Li/TiS, and Li/MoS,-TiS, cells have negli- -

gible capacity: in both cases about 0707 equivalehits o? Tithium are inter- »

calated. 1
CONCLUSIONS

A number of new mixed solvents have been shown to improve the current
capabilities and low temperature behavior of secondary lithium cells. At »
very low temperatures and very high current densities, cell capacities drop
significantly. This behavior is due to a combination of moderate solvent
resistance and the high resistance of the cathode materials. Future work
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to develop rechargeable lithium cells will be directed towards improving
the conductivity of intercalating cathodes, and towards the identification
of new solvent mixtures.
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- Table 1. Electrolyte Conductivity of 0.8 mol dm'3 LiAsF6 in 24.4 % 4-BL o]
) in DME as a Function of Temperature.
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h'..

- t/°C /S cm”
a5 0.018

-10 0.0097
t -20 0.0070
-30 0.0044
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A Momentum Analyzer for Intense
Relativistic Electron Beams (U)

*Maj. Edward W. Poque
Los Alamos National Laboratory
Los Alamos, NM 87545

SUMMARY

A momentum analyzer has been built and tested on the PHERMEX standing-
wave rf electron linac. The analyzer has measured the 28-MeV 400-A PHERMEX
beam to a resolution of 1.0 MeV and 350 ps. Comparison of the measured

beam energy structure with a computer model of the PHERMEX heam shows close
agreement.,

INTRODUCTION

PHERMEX is a three-cavity rf electron linac used to generate a short
x-ray burst for flash x-radiographic measurements of exploding devices.

The acronym PHERMEX stands for Pulsed High Energy Radiographic Machine
Emitting X Rays. It consists of a hot-cathode injector powered by a 200-ns
pulser, followed by three accelerating cavities where the beam is acceler-
ated and chopped into a series of micropulses of 4-ns duration (Fig. 1).
The electron beam is then transported through a series of solenoidal focus-
ing lenses to a tungsten target (Fig. 2).' The cavities operate in the
TM,,, mode at 50 MHz and provide a peak electric field on axis of approxi-
mately 5 MeV/m, The electron beam is focused to a 3-mm spot on the target
and converted to a high-quality x-ray source through the bremsstrahlung
process. The small spot size and short duration of the PHERMEX beam allow
resolution of very small density variations in very thick high-atomic-
number exploding objects.

In recent years the increased interest in electron-beam propagation has
prompted a series of experiments in that area on PHERMEX. The most
significant result of these experiments is that no evidence of hose insta-
bility has been found.

The expected momentum distribution was first calculated during the
design of the PHERMEX accelerator using the GRAPE SEED III computer code.?
The results are shown in Fig. 3. To experimentally verify this momentum
distribution, a bending-magnet-type momentum analyzer has been constructed
for PHERMEX.
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Fig. 1. Beam current pulse train. Fig. 2. PHERMEX accelerator.
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POGUE

THEORY

The theory of operation of this diagnostic is that when electrons of
different momentuns go through a magnetic field perpendicular to their line
of flight, they are deflected by an angle inversely proportional to their
momentum. Momentun (P) is defined for relativistic electrons by P = (v/c)E
where v is the electron velocitv, ¢ is the speed of light, and E is the
total relativistic energy %f the lectron. The force of the magnetjc field
acting on the electron is = qvXB where q is the electron charge, v is the
electron velocity, and B is the external magnetic field. Because all the
electrons in the PHERMEX beam are highly relativistic, one can make the
approximation that v = c, so that the force is the same for all electrons,
Although all electrons feel the same force, their displacement under the
influence of that force is proportional to their inertia or mass.
Electrons at different energies have different masses as related by
Einstein's theory of special relativity. (Mass = m,y where m_1is the rest
mass and y is the relativistic factor.) To determine the angular deflec-
tion of a given electron, the following equation?® is used

po = LB52 (1)

where ao is the anqular deviation in radians, B is the external applied
nagnetic field, d1 is an increment of path Tength, and Bp is the magnetic
rigidity of the particle related to the momentum by B, = P(MeV)/0.3 and is
in units of kG-cri. Thus for a higher momentum, 40 is less.

By directing the bean through the analyzing magnetic field of this
instrutient and by measuring the deflected beanm current at a particular
angle (a0) as a function of magnetic field strength, the time-resolved beam
monentun distribution can be determined.

The bean peak enerqy can be computed from the following equation:

E(MeV) = (2.6 x 0.72)(Ea + EB + EY) + Vq (2)

where E is the neasured beam energy in MeV, E, is the measured field

strength in alpha cavity in MeV/m, 2.6 m is the cavity length, 0,72 is the
cavity-acceleration efficiency, and Vq is the injected electron energy in X
HMeV. : )
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POGUE

In the following sections, the apparatus design, experimental proce-
dure, data analysis, sensitivity, and results are given,

APPARATUS DESIGN

The analyzer consists of collectors to measure the deflected electron
current, an electromagnet to provide an adjustable magnetic field, and a
vacuum chamber to collimate and provide a low-scattering environment for
the electron beam.

The collector was designed to cover the 20- to 60-MeV momentum range of
interest. The collector must have a frequency response greater than
1000 MHz, attenuate the reflected signals, and be sensitive to currents of
1 A. The collector must also be able to accomplish this in a high-rf-noise
environment.

The unique collector design chosen incorporates a rectangular center
conductor that is sufficiently thick to stop all the electrons; around this
is a dielectric spacer and then a conducting box that completely encloses
the collector and grounds to the vacuum chamber. The conducting box
shields the collector from the rf noise and creates a square coaxial line
that has a characteristic line impedance. One end of the collector is
terminated into a 50-ohm connector, whereas the other end is grounded to
the conducting box through a resistor array that matches the line impe-
dance. To keep the collector small, a material with good stopping power
(1ead) was chosen. Kapton was picked as the dielectric because of its
durability under electron bombardment. The collector is shown in Fig. 4.
At 2.54-cm thick, the lead collector is two ranges for a 50-MeV beam., A
3.3-ohm resistor array was chosen to match the line impedance of the col-
lector. For a square geometry this is given by

94,15
=7 + wit) (3)

where C is the capacitance to ground, ¢ is the Kapton dielectric constant
(3.4), w is the width of the collector, and t is the thickness of the
Kapton. By matching impedances, the reflected signal is kept to a minimum.
A copper box encloses all but one side of the collector and is mounted
directly to the vacuum chamber to insure a good return path for the
electrons.

In operation, a narrow beam (5-mm diam) of electrons passes through the
1 mm of Kapton and strikes the center of the lead collector where it is
absorbed (Fig. 4). This generates a signal that propagates to both ends of
the collector. At the resistor-array end of the collector, the matching
impedance of the line and resistor array insure that the signal is absorbed

40
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Fig. 4. Collector assembly.
with little or no reflection. The signal in the opposite direction pro- !

vides the signal that is measured thrc .gh the 50-ohm Type-N connector.
Because of the impedance mismatch, the majority of this signal is reflected
back to the 3.3-ohm array and absorbed, thus preventing ringing of the
collector.

A Varian 4005 magnet was used. The magnet has 10.16-cm flat
cylindrical pole faces. Both the power supply and the magnet are water
cooled. The pole faces and windings are shown in Fig. 5. A precision
current shunt was installed, and a digital voltmeter was used to measure
currents to *0.05 A, Because of the width of the windings, the fringe
fields remain significant out to a much greater radius than the pole face.
The 31.8-mm gap between the poles was chosen, based on the width of the
interior of an available vacuum chamber. When the magnetic-field profiles
are normalized to peak field at each current setting, the profile shape
remains constant to within +2%. Only above 10 kG are the pole pieces
starting to saturate.

Because of the large fringe field outside the pole-face area, the path
of the electrons could not be easily approximated. To deal with this prob-
lem, a computer program (MAGNET®) was written by L. A. Wright of Mission ’
Research Corporation to determine the path of electrons as they pass
through the field of the bending magnet. Using Eq. (1), an electron of a
given momentum value is stepped through the magnetic fields 1 mm at a time,
with its new position and new direction computed at each step. The results
of Wright's calculations for a collector at 45° can be seen in Fig. 6. The X
results are for a uniform l-mm beam spot size at the focus 20 cm from the !.
center of the pole face, with 18-mrad divergence, and indicate that a reso- B
lution of 0.6 MeV should be achieved.
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Fig. 5. Varian 4005 magnet.
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Fig. 6. Result of MAGNET computer code.

An existing vacuum chamber was modified for use with the new collectors = -
and to facilitate its use with PHERMEX. Collectors were placed at 0 and .
45° to the bean axis (Fig. 7). A l-in.-thick lead collimator with a
5-mm-diam hole was used to define the electron beam entering the collector. -
By assuming a 1-mm spot size and a 40-MeV peak energy beam, the size of the JE——
hole was determined by the use of the TRANSPORT computer code.* L I

To insure that anomalous electrons, those with large divergences, do o
not contribute to false signals, collimation was added in the form of a i
circular aluminum plate. Based on the computer-generated path of the elec- :
trons that would be accepted at the 45° collector, a channel was cut in the ]
aluminum plate. .

To easily mate the momentum analyzer to the PHERMEX drift tube, a Die » -1
table was used. The hydraulic height adjustment and the locking wheels of S
the Die table allowed rapid emplacement and alignment of the momentum _—
analyzer at the firing point. R

To couple the vacuum chamber to the PHERMEX drift tube, a copper RN
adapter sleeve was desiyned. The design incorporated a self-integrated ]
B-dot loop for an accurate measure of the beam current entering the "
momentum analyzer. This sleeve also insured a good return-current path. .
The bean traverses 4.5 cm of air while passing through the sleeve.
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EXPERIMENTAL PROCEDURE

m A Physics International Faraday cup in a short drift section was
initially used to tune the accelerator. Glass witness plates were taken at
the exit point of the beam and at the Faraday cup. These plates were used
to establish the beam path and orient an optical alignment scope.

) Examination of the glass plates taken at the exit foil reveals that a 1- to

" 2-rm spot size was achieved. The next step was to install and align the

II momentum analyzer on the end of the PHERMEX drift tube.

The signals from the B-dot loop and the collector were recorded on
Tektronics Model 7104 scopes and on Tektronics R-7912 transient recorders.
This provided two records of each signal, giving the ability to look at
both the macropulse and one of the micropulses during the same Lulse.

‘ The data-collection effort fell into two catagories: measurements of
m the momentun distribution of the micropulse, and a check of the sensitivity
of the measurements.

In the first measurement, the peak momentum was established, and the
magnet current was then stepped down in 0.4-A steps until the minimum
momenturt was found. The 0.4-A steps corresponded to 0.6-MeV changes in the
nomentum of the electrons. Data were recorded at 1 ns per division on the
third micropulse in the train,

The sensitivity of the data was checked by decreasing the final fo-
cusing magnet's field while using the straight-through collector and by
applying small current variations to the bending magnet to scan the radial
distribution and check for x-ray effects. Sensitivity to the accelerator
steering lenses was also checked.

DATA ANALYSIS

The analysis of the data was conducted on both the micropulse and
nacropulse information. The data were digitized using an HP9831A computer
and stored for use with integration routines and various other analytical
programs.

The peak momentun measured was 28.6 MeV. In Fig. 8, a representative
sample of the raw data taken on the third micropulse is given. A careful
exanination of the expected distribution shown in Fig. 3 shows that the
results were, in general, as predicted.

To check the rate of cavity energy depletion, the peak momentums for
the third and eighth micropulses were compared. For the third, the value )
was 28.6 MeV; and for the eighth, the value was 26.7 MeV. This gave a
cavity depletion rate of 1.4% per micropulse.

The last part of the analysis consisted of digitizing micropulse data
and performing computer manipulation of the data. Included in this data
was a complete sweep of the beam going from peak-to-minimum momentum in
0.5-MeV steps. Through the use of the HP9831A ‘computer, the matrix of ’
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POGUE

this three-dimensional parameter space and plotting the data in two dimen-
sions gives: Fig. 9, Charge-vs-Momentum; Fig. 10, Momentum-vs-Time; and
Fig. 11, Charge-vs-Time. In the Momentum-vs-Time plot, it is interesting
to note that the measurement disagrees with D. Mitrovich's computer model
of the accelerator (PHERMEX®) at the head and tail of the micropulse. The
theory line represents the output of the third cavity and does not take
into account the losses due to steering and focusing through the 10-m
Tength of drift tube from the exit of gamma cavity to the entrance of the
momentum analyzer. In Fig. 10, Charge-vs-Time, the reconstructed line was
computed by summing the 17 individual pulse forms from the momentum ana-
lyzer to attempt to reconstruct the current pulse form given by the B-dot
and Faraday-cup signal. Overall, the agreement is adequate.

The error analysis for the momentum analyzer was done for alignment,
displacement, and acceptance through the use of the computer code MAGNET.?
These factors combine to give an error of *2.46% at the peak momentum. The
only other error to be included is that of the gaussmeter used to map the
momenturi-analyzer bending magnet. This error was *1.0%, giving a total
error of +3.46%, or for peak momentum, 28.6 + 1.0 MeV.

In regarding the sensitivity measurements, none of the changes made a
detectable change in the B-dot loop signal or the straight-through Faraday-
cup signal. This shows that the measurements were relatively insensitive

to minor variations in these settings.
CONCLUSIONS
Peak ciomentun of the PHERMEX electron bearn was determined to be
23.6 MeV, s
The nionentun analyzer performed successfully and can be used with R
confidence to neasure the PHERMEX beam at higher energies. RO
The results of these measurements are being used to update computer R
codes that model bean propagation. :i_;q
®
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POHLMANN, SHARP, AND WOOD

NONLINEAR OPTICAL PROPERTIES OF SELECTED ORGANIC MATERIALS (U)

JUERGEN L. W. POHLMANN, DR., *EDWARD J. SHARP, DR.
AND GARY L. WOOD MR.
NIGHT VISION AND ELECTRO-OPTICS LABORATORY
FORT BELVOIR, VIRGINIA 22060

INTRODUCTION

The study of nonlinear optics has grown enormously since the
1960's and many uses have already been devised for exploiting non-
linear optical effects both for the study of material systems and
for the development of coherent light sources. Note that this
implies that there are two distinct ways to look at the nonlinear
interaction of electromagnetic radiation with matter. In one case
the effect of the interaction on the radiation field itself is of
primary interest, such as providing new coherent radiation sources.
On the other hand the effect of the interaction on the radiation
field can be detected in most experimental arrangements in such a
way that it can provide information on the reaction of the molecular
system, for example, an ensemble of molecules can react to the
radiation field in such a way that the detectable changes in the
field can provide specific information regarding the molecular
states and their dynamics., We are primarily concerned here with
the latter of these two viewpoints and even more explicitly with
the applications that stem from such interactions in organic
compounds.

It 1is to be expected that most attention to date has been
directed toward the higher order optical processes in semicon-
ductors and inorganic dielectric insulators since there exists
already a great wealth of information on these materials from
earlier studies of optical, electrical, and thermal transport
phenomena. This being the case, almost all of the commonly used
nonlinear optical materials are inorganic solids.

The nonlinear optical properties of organic compounds are of
interest both from a fundamental and a practical point of view.
Recently this interest has become more evident as researchers
turn their attention to the nearly unlimited number of organic
compounds which are readily available for nonlinear optical
applications. Nonlinear optical spectroscopy of molecular
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systems is providing insight into the dynamics of molecular states
in such fundamental processes as ionization and energy transfer (1). -
Large cptical nonlinearities have been observed in organic and poly-
meric crystals and films (2), (3}, as well as in liquid crystals
4), (5).

NONLINEAR PHENOMENA

Generally, the realm of nonlinear optics is understood to
include all the phenomena for which electromagnetic field in-
tensities of higher powers than the first play a dominant role. The
basis of this stems from the fact that for all paractical purposes
the mathematical description of the majority of nonlinear optical :
processes can be described in a semiclassical way by using an ) 1
electric-dipole approximation to the Hamiltonian. This requires R
that the polarizable unit of the material occupiles a volume in which
the electromagnetic field is uniform for any given time, i.e., the - -
occupied volume is small compared to the radiation wavelength. In ‘ Q"i
this situation the total polarization set up in the medium is a sum- )
mation over all the polarizable units, and since the field is uni- " 4
form within this unit the interaction looks like that of an electric-
dipole in a constant field. Since we can use the electric-dipole
approximation we can therefore describe much of nonlinear optics in R
terms of susceptibilities; or in other words, the induced optical R
polarization in the material can be represented as a series expansion _
in terms which are directly proportional to some power of the field -
amplitude.

(Db 4o

(12 (2)52
P = e XE + €X E° + e x TTET + €5X [1]

Here the relationship between the polarization and the applied
field is most generally of tensor form and the susceptibilities
are functions of the radiation frequencies and material parameters
but are independent of position in the electric-dipole approximation.

The well known optical phenomena of reflection and refraction
arise from the first term of the optical polarization, which is
linear in the field amplitude. A wide variety (6) of interesting ‘
and important optical phenomena arise from the nonliner susceptibil-
ities which are quadratic and cubic with respect to the field ampli-
tude. For our purposes we can write Eq. [1] as a}polarization P
consisting of a linear €,XE and a nonlinear term Py, as:
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=3 > > [2]
P=exE+ Py
1
where for an isotropic medium, since X( ) 1s zero we can write
> (2) 2= =
= «E> 3
]PNL] €oX <E-E> E (3]

Here <E5E> is the time average of the square of the optical
field.(ZBy introducing the dielectric constants € = 1+y and
€ = X we can combine Eqs. [2]and [3] to get

2 A [4]

>

? - sol(s-l) + €, <EE>)

where we can now write a total susceptibility as,

Xp = (e=1) + e, <E-B> [5]
or in terms of a total dielectric constant X, = € - 1, so that
Et =g + 22 <E-E> (6]

The corresponding scalar expression for the refractive index
can be written as

n, =n+n, lEolz/z (71

forn, <<n where n 1s determined by X and n, by §2) in Eq. [1].
This %xpression is one that explicitly shows the nonlinear dependence
of the refractive index, where E, is the amplitude of the electric
field.

The nonlinear dependence of the refractive index may be caused by
a number of mechanisms. We are interested in understanding these
mechanisms since they lead to the important nonlinear self-actions of
focusing and defocusing which may play an important role, and quite
possibly the dominant role, in our nonlinear transmission experiments,
as well as in a number of other nonlinear experiments.
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In the past many of the optical nonlinearities observed in
materials, such as two photon absorption, stimulated scattering, and
self-focusing imposed an upper limit on the ability of a material to
handle increased laser powers. For example, in self-focusing liquids
the threshold for stimulated Raman emission depends not so much on
the strength of the Raman scattering cross section as on the self-
focusing properties of the liquid (7). Self-focusing can also play
the dominant role in bistable transmission (8), can give rise to
two photon absorption, and dielectric breakdown followed by nonlinear
absorption in the laser induced plasma (9).

A number of the mechanisms which give rise to nonlinear re-
fraction have already been identified in solids, liquids, and gases,
many of which are organic compounds. A detailed discussion of these
mechanisms can be found in a number of good review articles on the
subject (10), (11), (12) so they will only be briefly mentioned here.
The mechanisms observed to cause nonlinear refraction in organic com-
P pounds include: electrostriction, molecular reorientation, molecular
) redistribution or microscopic clustering, molecular rocking or mole-
cular liberation, electronic polarizability, thermal effects, and re-
sonance effects such as Index saturation, Raman scattering, two photon
{. absorption, induced phase transitions, and plasma absorption.

{ Of the mechanisms mentioned above, molecular reorientation, mole-
cular redistribution, molecular rocking, and electronic polarizability
depend only on the local mean-squared field associated with the optical
3 pulse and are rapid compared to nanosecond laser pulse rise times.

Each of the above mechanisms leads to a refractive index with a non-
linear dependence on the field associated with the electromagnetic

wave and is given by Eq. [7].

Note that Eq. [7] implicitly states that the nonlinear di-
electric response time is much slower than the period of the
optical oscillations ang if we assume that the intensity dependent
term in Eq. [7], nZIEol /2 1s always very small compared to the
unperturbed refractive index n we can obtain a reasonably simple
understanding of self-focusing. Suppose we have a beam of circular
cross section with initial beam diameter D which is propagating in
a medium of index n. The index in the beam is given by Eq. [7].

A propagating ray of this beam is shown in Fig. [1].

By the use of Snell's law and the condition for total internal re-
flection ¢ = 7/2 we can see that if the angle 9 that a propagating ray
makes with the propagation direction is less than the critical angle
6 =7/2 - ¢ then we have met the self-trapping condition and cosf =a/n
ﬁ%om the two approximationscosf = 1 - 8°/2 and n IE | /2 <<n
we can write the critical angle(}or selfjirapping as
Gc * (n IE lz/n)l/z . Now a beam that is limited by diffraction will
spread %1tﬁ a half angle given by 6 = 1,22)\/2nD.

t
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When 6>8C the beam spreads by diffraction and when 8<6Cthe
diffracted rays are totally internally reflected at the boundary
of n and n_. and return to the beam. In other words, for pro-
pagating Gaussian beams with a cross sectional intensity dis-
tribution given by

= |E_|? exp [-8r% /D7) (8]

the increase in the index in regions of high intensity, i.e., along
the axis of propagation gives rise to a lens effect. This comes
about since the central portion of the beam experiences a greater
phase lag than the off axis portions of the beam causing the
intensity along the axls of the beam to increase or in other words
to self-focus (13). This increased intensity 1is accompanied by a
reduction in the effective beam diameter which continues to some
arbitrary diameter until it is limited by other factors such as
saturation effects (14), thus the beam is self-trapped (15).
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The critical field for the self-trapping case can be found when

=0 ,
c 2
2 .
IE,| =2—2 G322 [9]

Now the total power in the beam 1s equal to the integrated
intensity.

P =‘jm (n2€o|E|2/2)(c2ﬂr/n)dr [10]
o

where ]E|2 is given by Eq. [8]. We can now arrive at a critical
power by using Eq. [8], [9], and [10].

~ 2 (11]
Pcr = SOWC(I.ZZA) /32n2

A more accurate expression for the critical power has been obtained
by solving the nonlinear wave equation for a focused beam with a
Gaussian intensity profile (16).

P_ = 1.86cA2/16n2n2 (12]

where n, is the nonlinear index of refractign in ESU units and the
conversion from ESU to MKS is given by 9x10° (n,) MKS = (n,) ESU.

Thus we see that a beam may be trapped at any arbitrary dia-
meter and further that the self-trapping occurs at a critical power
level P_ which is independent of the beam diameter. In other words,
when the total power carried by a diffraction limited beam exceeds
a critical amount, P> P_, then the beam self-focuses and is
trapped regardless of ““e beam size or intensity. When P < P
the beam diverges due v diffraction, and for the case of P = P
the beam propagates without convergence or divergence.

These conditions provide a straightforward way to identify self-
focusing as a dominant mechanism in nonlinear transmission experiments.
The onset of self-focusing is dependent upon power rather than the
input intensity and as such the onset of nonlinear transmission would
be independent of the focal length of the focusing optics (9).

This provides a very reliable way to test if the nonlinear trans- e
mission 1s due to self-focusing rather than two photon absorption RN
or some other mechanism. ®

Cc
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EXPERIMENT g

The laser system used in these experiments is shown in Fig. [2] 1
and the detalls of the sampling portion of the setup (enclosed in ’ - 4
dashed lines) is shown in Fig. [3]. This system is a passively L]
mode-locked Nd:YAG laser operated at 1.06um and also at the doubled o
frequency 0.53um. It has been described in detail by Van Stryland RS
et al (17); here we only mention its basic features. Single pulses ]
possessing a well defined Gaussian intensity distribution were switched »
from the pulse train. The temporal pulse width was variable from
30 to 200 picoseconds (FWHM) with the energy in the pulse variable
up to 10 mj. Second harmonic autocorrelation scans were used to measure
the pulse widths. The pulse widths were monitored after a method

described by Glenn and Brienza (18). The energy in the pulse was
i:; varied with a polarizing attenuator arrangement and the power in .
each pulse monitored at the input with an absolutely calibrated detector
D;. A quarter wave plate was used to provide circularly polarized
l}ght for some experiments.

The nonlinear transmission experiment is set up after the
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arrangement shown in Fig. [3]. A beam having a total power

PINHOLE

FIGURE 3

less than the critical power P < P, can be schematically traced as
the solid lines in Fig. [3]. For a beam with total power greater
than the critical power P > P a situation represented by the
dashed lines exists for self-gocusing. That is, when the input
power reaches P_, the threshold power for self-focusing, the beam
suffers severe phase abberations and the apparent focal waist from
the focusing lens L¢ is moved inside the focal point of the
collecting lens L, and can no longer be imaged through the
aperture onto D_. The threshold power for this is given by

Eq. [12] from wgich we can determine the nonlinear index n,. It
should be noted that the threshold power for nonlinear trans-
mission can be represented by Eq. [12] only when the mechanism
responsible for the nonlinear transmission is self-focusing.

In general, the threshold for nonlinear transmission could be
due to a number of nonlinear phenomena besides self-focusing, includ-
ing multiphoton absorption, intensity dependent absorption assoclated
with laser induced breakdown, and stimulated scattering. Thermal
effects are ruled out for our experiments due to the low energies
and short pulses used. For highly transparent materials such as
we studied (see Fig [4], for example, between 0.45um and 1.10um).
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all of the incident power will be transmitted for input powers be-

low the threshold level, except for the Fresnel reflection losses

at the cell windows. When the threshold level is exceeded and the
transmission of the cell becomes nonlinear we are still able to
distinguish the mechanism responsible by slightly altering our experi-
mental arrangement in Fig. [3]. By removing the aperture in front

of D, and the collecting optics we can position D  In close proximity
to tge output of the cell such that {t intercepts all of the radiation
transmitted by the cell. In this geometry only loses due to absorptive
or scattering processes will be able to change the response of D_. By
monitoring the intensity dependence of these processes we are able to
identify them and to distinguish them from one another.

MAX=100.00 T MAX - 100.00 1
B p—F ~
[ 21
=t
= MEBBA
wn
R
2 gt
wn
Z -
<
(he
}__ -
(Mm:aoog | HIN 0.00 1
2000 1800 1600 1400 1200 1000 800 500 a00 200
WAVELENGTH (nm)
FIGURE 4
MATERIALS

The materials selected for nonlinear transmission measurements
included two chemically similar nematic liquid crystals in the .
isotropic state. We observed optical self-action (self-focusing) in e
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4-methylbenzylidene 4'-n-butylaniline (MEBBA) and in the methoxy
derivative of this compound, 4-methoxybenzylidene 4'~n-butylaniline
(MBBA). Both materials were examined under a variety of conditions
and the threshold powers for self-focusing were determined as a
function of pulsewidth, wavelength, polarization state, and initial
focusing conditions. Figure [5] dipicts the similarity in the

CH3—0—©—CH = N@—CHZ—CHZ—CHZ—CHa

MBBA

CH3_'©_CH = NO—CHZ_CHZ_CHZ_CHS

MEBBA
FIGURE 5

chemical structure of these two compounds. Even though these

two materials differ chemically by only a single oxygen atom the
nonlinear optical properties are significantly different. The
measured threshold powers for self-focusing in MBBA and MEBBA
differ by an order of magnitude. Finally we compare the results
obtained on these two materials with the well known self-focusing
liquid carbon disulfide CSZ'

RESULTS

Using the experimental arrangement shown in FIG. [3] with a

75mm focal length lens to provide the initial focusing, we recorded -;:_:
the detector response D as a function of the input power for MEBBA N
and MBBA. Figure [6] shows the results of these measurements for )
22 + 5 ps pulses at 0.53um for the linear polarization state. Each L

data point on these curves represent the average value of D0 in

arbitrary units for 5 individual pulses which were selected from

the microprocessor controlled ND:YAG laser system. The 5 pulses

selected for averaging were picked for their uniformity to pre-

determined pulse width and energy countent. Any pulses which fell

outside the predetermined windows for the pulse width and energy ®
were rejected and the Do value recorded for these were not used
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in the averaging process. This procedure minimized the random errors
which could be injected by variations in pulse width and energy content
from pulse to pulse. The behavior of these two materials in the region
of the threshold are clearly not the same since MBBA reaches a saturation
value more gradually than MEBBA. The lack of a defined turnover
point in the curve indicates that mechanisms other than self-focusing ®
may add to the nonlinear transmission such as multiphoton absorp-
tion for example. The exact value of the threshold power is therefore
not as clearly determined for MBBA as it is for MEBBA but the order
of magnitude difference in the threshold power is easily discernable
for these conditions. These measurements were repeated for circularly
polarized light and are the same within experimental error indicating ®
that there is no polarization dependence for these two materials.

The mechanism reponsible for the onset of nonlinear transmission
in MEBBA is self-focusing since we observed the same threshold powers
for different initial focusing conditions. Figure [7] shows the non-
linear transmission for two different focal length lenses which were
used to focus the light into the sample cell. The behavior near the ®
onset of nonlinear transmission is different for these two cases but
the threshoid powers are the same within experimental error.
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is a strong indication that self-focusing is the mechanism dominating
nonlinear transmission and therefore the threshold power can be
described by Eq. [12].

The relatively large variations in the data after the onset of
nonlinear transmission for the 37mm lens case is probably due to
absorption by laser induced plasmas which were observed in the 1liquid
during the measurements. They were not observed for the 75mm lens, so e
for a given power they were probably formed by the higher irradiance
levels produced by the shorter focal length lens.
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FIGURE 7
This indicates that the mechanism responsible for the onset of the ?;
nonlinear transmission depends only on the total beam power. This -
[

In Fig.

taken with O.

[8] we show the nonlinear transmission data for MEBBA
53um linearly polarized pulses at 22 + 5ps and

112 + 22ps. We compare it to CS, for the same wavelength and polar-

ization at 22 + Sps. Soileau et al (9) have shown that the thres-

hold power for CS, is independent of pulse width from approximately )
o
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40ps to 9ns and since the relaxation time of CS, is approximately

2ps (19), (20) we expect the threshold power for CS
independent of pulse width in the 22 to 112ps range. Recent measure-
ments (21) of the nonlinear index gflcs

produced a value of n

to be nearly

power of 7.8kW which agrees very well with the data of Fig. [8].

There 1s however a

considerable pulse width dependence observed

using a new direct technigue
=1.23 x 10 EéU for approximately 30ps pulses.
Using Eq [12] and this value of n, at 0.53pm we calculate a threshold

T

for MEBBA with the value of the threshold power changing from ~ 12kW at

22ps to about 2.5kW at 112ps and

regime
observed here for 0.53um pulses.

realistic if we examine available data on MBBA.
observed self-focusing in MBBA fgs 20ns ruby pulses at 0.6%um. They

report a value of n, = 2.3 x 10

LI TR Sl Y SO AP WP PR P PN

we might obtain substantially lower values of P

1f extrapolated to the nanosecond

Such an extrapolation is not un-
Rao, et al (22)

ESU for these conditions and we
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get a value of n, = 1.26}(10_12 ESU for 22ps pulses at 0.53um or
nearly two orders of magnitude difference.

We made similar measurements on MEBBA at 1.06um and these showed
that the onset of nonlinear transmission occurred at powers approximately
70 times higher at 1.06um compared to 0.53um, which implies that there
is consliderable dispersion in ny in the pulse length range of these
experiments.

Finally for comparison we compute the nonlinear index for MEBBA
showing threshold powers of 11kW associated withl%2ps linearily
polarized pulses at 0.53um to be n, = 8,98 x 10 ESU and for 2.5kW
associated withliIZ ps, linearly polarized pulses at 0.53um to be
n, = 3.95 x 10~ ESU.

- This strong pulse width dependence observed in MEBBA for ps pulses
rules out bound electronic effects (fast compared to picoseconds) as a
mechanism for the observed self-focusing. The fact that there 1s a
large dispersion in n, for ps pulses implies that the mechanism is not
simply molecular reorientation as it is in CSZ' We suggest that two
possible mechanisms for the observed nonlinearity are bond switching
and saturation.

The relatively large and relatively fast nonlinearity exhibited
by MEBBA could have application in a wide range of new optical devices.
The nonlinear properties of organic materials have already been used
in a number of ways to condition the intensity and spectral contant
of optical radiation. Some of these uses include such phenomena as:
fast optical gating (20), (23), ultrafast two dimensional photography
(24), second harmonic generation (25), stimulated scattering (7), (14),
degenerate 4-wave mixing (26), wavefront reversal (27), optical bi-
stability (8), (28) and finally self-focusing (8), (22), (29) which
is intimately connected to many of the above nonlinear effects. Nearly
a1l of these phenomena have been studied in liquid crystals and often
the nonlinearity is considerable (4). The results presented here on
MEBBA serve to strengthen the contention that organic materials will
play an ever increasing role in the rapidly growing area of nonlinear
optics and in applications stemming from their use.
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Vesicants, in particular sulfur mustard, have long been considered
to be an exceedingly effective means of denying territory and materials
- to combatants and support personnel who are not prepared to protect
- themselves against, or to decontaminate themselves after being exposed
to, this class of chemical warfare agents, Sulfur mustards are
especially insidious in that decontamination is unlikely to be
effective unless applied within 10-15 minutes of exposure to the
vesicant (1), though recent evidence indicates that changes in
cutaneous cellular metabolism occur within 1 minute of exposure to
sulfur mustard (2). Thus, one essential aspect of the chemical defense
program requires that we are able to rank order the effectiveness of
formulations thought to protect against and, if possible, decontaminate
the skin of personnel exposed to such agents. In addition, we need to
insure that the formulations designed to protect and/or decontaminate
the skin against vesicants and other chemical warfare agents, such as
organophosphates, are not of themselves irritants. This is to preclude
fielding systems, such as the various forms of the M258 kit, which can
themselves cause pronounced skin irritation (3). Hence, these systems
cannot be used readily in training and, moreover, if improperly used
under combat conditions, they could enhance rather than reduce the
problem of skin decontamination,

The objectives of these studies are twofold, (a) to determine the

feasibility of developing a system of quantitative measures of edema ' 4
and erythema to provide an assay system for assessing the efficacy of -]
formulations that protect against vesicants, particularly sulfur ];fﬁ
mustards; and (b) to determine whether such a system could have a R
general application to the problem of testing topical protection/ 5.?j
decontamination formulations for use against organophosphates, as well N
as vesicants, for intrinsic dermal irritancy. b

The various procedures presently used for determining skin
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, irritation employ the Draize scoring system developed in 1944 (4).

r This system requires visual inspection of the shaved skin of an animal,
usually a rabbit, to determine the extent of erythema (abnormal redness
of skin) and edema (leakage of serum protein containing fluid). This
dependence upon subjective visual inspection to determine the extent
erythema and edema is the major reason for considerable inter-
laboratory differences in classifying and rank ordering irritants
(4,5). We, therefore, have undertaken to develop a system which will
allow contractors and in-house investigators to quantitate objectively,
in a wuser-independent fashion, the physiologic responses to skin
irritation.

We have chosen the rabbit as the animal component of the test
system because it often shows a stronger response to mild and moderate
irritants than humans, thereby providing an additional margin of safety
(6). Since edema is the result of protein-containing fluid
infiltration into the site of irritation, we measured both the water
content of tissue and the accumulaiign of albumin 1labelled with
radioactive iodine, atomic number 125 ( I-albumin), at the site of
irritation (7). Albumin is the major protein component of such
effusions. As an index of erythema, we first measured the accumulation
? red blood cells tagged with radioactive chromium atomic number 51

Cr-erythocytes) and then switched to laser Doppler velocimetry when
the equipment arrived. The irritant chosen was beta chlorethyl n-butyl
sulfide, a potent vesicant and analog of the sulfur mustard agent, HD.
Glass cups containing filter paper impregnated with vesicant (Figure
la) were attached by means of double-stick discs to the shaved dorsum
fSSan anesthetized 3 bbit for 30 minutes (Figure 1b). At three hours

I-albumin and Cr-erythrocytes were injected intraveneously and
allowed to circulate and equilibrate for one hour. At four hours, a
sample of blood was taken, the rabbit killed with an overdose of T-61
euthanasia solution (American Hoechst Corp) and a large portion of the
dorsal skin removed and mounted on cardboard to reduce shrinkage . :
(Figure lc), The sites of application of vesicant and the control SRR
site(s) were excised with a rotating cork borer (Figure 1d). These R
tissue samples were vacuum-dried to determine the water content and the -
dried samples placed in glass vials, dissolved in 30% aequeous
potassium hydroxide at 90092gnd cougied in a dual-Channel gamma counter .
to assess accumulation of I and ""Cr, B

Table 1 presents the data and coefficients of variation of the
tissue water response from control sites or sites exposed to 10 ul of
vesicant for 30 minutes. The data are presented so one can evaluate
animal and/or experiment, as well as, site variation, and perceive the
effect of vesicants on the variables measured. In order to allow
estimation of site variability, the dorsal area of the rabbit was
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Figure 1,

(a) top left, glass cap containing vesicant; (D)
bottom left, caps attached to dorsal aspect of an anesthetized
rabbit;

(¢) top right, excised skin attached to cardboard
mount;

(d) bottom right, skin sample removed with cork borer.
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divided into 10 sites, 5 on each sid- of the spine. Vesicant was
applied to one side, the other side provided control samples, thereby
generating contralateral, paired sites to minimize variation and
facilitate data analysis,

TABLE 1: Percent Water

Experiment Number (Animal/Experiment Variation)

10 14 15 16 17 18
Vesicant Mean 78.0 77.9 81.6 81.3 80.4 84.4
S.D. 2.1 1.8 1.6 0.3 1.2 1.7
C.V. 4,02 2.3% 1.97 0.42 1.5% 2,0%
Control Mean 66.0 70.9 70.2 72.9 72.5 73.1
S.D. 1.6 1.4 3.1 0.9 1.1 0.6
C.V. 2.4% 2.0% 4,47 1.2%2 1.5% 0.87%
Site Number (Site variation)
1 2 3 4 5
Vesicant Mean 80,9 81.0 8l.4 79.5 80.6
S.D. 0.9 2.1 3.0 4.0 3.5
c.V. 1.2% 2.7% 3.7% 5.12 4,47
6 7 8 9 10
Control Mean 72,2 71.6 70.9 70.5 69.5
S.D. 2.6 2.6 2.1 2.6 4,2
C.V. 3.6% 3.7% 2.9% 3.7% 6.1%

The top half of Table 1 gives a sense of the variation between
animals; the mean, S.D. and C.V. for 5 sites are displayed. The mean %
water at the control site varied from 66 to 73% while the % water at
the sites of vesicant application varies from 77 to 84% indicating o
interanimal/experiment variation thkat may be susceptible to reduction, I
In contrast, when the data for the same site were averaged from animal
to animal as shown on the bottom half the table, there was little ®
variation amongst sites.

(LIS

Table 2 presents the cpleSI-albumin data. Vesicant induces a 3
to 9-fold increase in accumulation of radiolabelled albumin at the
exposure sites. There is evident inter-and intra-animal variation e
which may indicate that equilibration of the labelled albumin has not ® 3
yet occurred. Nonetheless, when one assesses site variation, the range R »1
of mean values for vesicant treated sites is narrow (620-661 cpm) as is
that for control sites (95-109cpm).
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TABLE 2: CPM '2°I-Albumin/Sample

Experiment Number (Animal/Experiment variation)

10 14 16 17 18
Vesicant Mean 731 428 444 593 990
S.D. 127 99 53 133 143
c.V. 174 232 12% 22,57% 14,47
Control Mean 96 131 72 107 106
S.D. 15 11 8 20 16
C.V. 167 8.1% 127 19.27% 15.47

Negligible site variation indicates that on any given rabbit,
there is no significant difference in response as long as the chemicals
are applied on the shaved dorsal surface. The animal/ experiment
variation may be due to differences in stages of hair growth cycle,
which can affect capillary blood flow, or differences in skin and
ambient temperature which can also affect capillary blood flow, as well
as individual animal differences. Some of these variations can be
minimized or at least controlled.

There were no alterations in 51Cr deposition in vesicant treated
sites despite the presence of erythema. A recent review of the
literature notes that otier investigitors also have found that the
labelling of erythrocytes with Cr does not provide a sensitive
measure of erythema (8). Thus, an alternative approach was taken to IR
quantitate erythema, but that depended on the acquisition of equipment N
which has only recently arrived. These data will be displayed later. }3{{%

In the absence of skin protection formulations to test, we ifmmf
evaluated the relative protection afforded Px)a single thickness of . 4
battle dress uniform (BDU) fabric versus Gortex against half-sulfur el
mustard vapor. Three swatches of each cloth were placed between the -j*:}?

cups containing vesicant and the rabbit's skin for the duration of the
exposure (Figure 2), As a positive control, the skin was exposed to

vesicant with no cloth intervening. The mean and S.D. for two ®

experiments 358 shown (Table 3). The somewhat larger than anticipated - _}
variation is I-albumin values may be due to the decay of the -
radiolabel and the 1lower counts observed in the 2nd stud Despite Y
limited data, it can be seen that both BDU fabric and Gortex provide B
some protection against mustard vapor. Conversely, these data also T
demonstrate that this system can be used to evaluate not only ® ’

Sk

formulations, but also clothing, for their ability to protect against
vesicant, These data Tigo emphasize the value of measuring both tissue
water content and I-albumin to obtain the most conservative
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evaluation. Based on 125I-albumin accumulation, it appeared that both :

materials afforded nearly complete protection while the tissue water ®
content suggested the protection was not complete.

TABLE 3. Protection by Fabric Against Half-sulfur Mustard Vapor. e

, a 125 . LT
Group % Tissue Water CPM"""I-Albumin/ °
Sample® }
Control 72,0 153 B
1.4 98 ;
- L |
Vesicant Alone 79.9 600 ®
3.2 205 ;
{
Vesicant + BDU 77.4 249 1
.55mm thick 2.8 36 .
. (R) t l
Vesicant + Gortex 75.8 169 o
.40mm thick 2.4 54 i
30 minute vesicant exposure, 10 ul vesicant. The tissue samples were
taken at 4 hours, as in preceding studies.

8nean and S.D., n=4 for control, 6 for experimental sites.

If Gortex(R) also markedly reduces the penetration of nerve
agents, as measured in the in vitro test system described by Hawkins
and Reifenrath (9), or can be impregnated with an enzyme capable of
degrading organophosphates akin to the DFPase reported by White et al.,
(10), then it may be possible to field a light weight, water repellent,
protective wuniform which does not cause appreciable heat-induced
fatigue in troops.

The Army is presently asking contractors to develop a long-lasting o
.4 single application effective up to 12 hours), user-—acceptable insect Y
repellent to protect soldiers from insect vectors of disease and reduce
personnel losses. It is essential, considering the 1likelihood of
. chemical warfare, to ascertain whether such a product will enhance the
- possibility of chemical casualties by facilitating the transport of

- such chemicals through skin. This test system also will be able to fl
*i answer that question with respect to vesicants,
As indicated earlier, the use of 51Cr-labelled erythrocytes was ;f;:
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not effective in assessing the erythema which developed in response to
vesicant exposure. We thus began studies to determine if laser Doppler
flowmetry, which has been used to provide a non-invasive method of
measuring blood flow through skin (11), would also provide a measure of
erythema. The basic concept is that the frequency of laser light
(632.8nm) back scattered from moving red blood cells is shifted in
frequency in proportion to the velocity of the red blood cells. The
actual value that one obtains from the use of commercially available
laser Doppler flowmeters also reflects the number of red cells present,
thus, it seemed reasonable to apply this technique to the problem at
hand.

A laser Doppler flowmeter was obtained from Med Pacific Corp,
Seattle, Washington, The instrument came with an optical fiber
attachment which allows one to direct the light to the tissue site and
return the reflected signal to the instrument for processing (Figure
3a). So as not to contaminate the probe, we did not begin taking
measurements until 30 minutes after the half exposure to vesicant was
completed. The data from two rabbits is shown as a composite in Figure
3b. The output of the instruments is given in millivolts, the larger
the value, the greater the blood flow and/or concentration. The values
shown are the sum of 5 control and 5 experimental sites on each animal.
Within 30 minutes after exposure to vesicant was completed, the
experimental sites display an almost two-fold increase in signal; this
increased signal persists for at least 5 hours and is still somewhat
detectable at 24 hours after vesicant exposure (data not shown).

In order to obtain reproducible values, the animals must be
restrained or anesthetized to minimize movement; in this study, we used
ketamine combined with acepromazine to sedate the animals. When our
controlled temperature chamber is built, we will test the effect of
alterations in ambient temperature on blood flow, as well as on the
tissue response to vesicant, Based on systemic responses to
inflammation, it may be necessary to maintain the rabbits at their
thermal neutral zone throughout the period of study.

SUMMARY

1. We have applied basic physiologic knowledge and 20th century
technology to the problem of quantitating edema and erythema and as a
result, an in vivo test system has been developed which will allow the
quantitative, user-independent assessment of topical formulations
designed to protect against vesicant-induced skin injury/irritation.

2, Some components of the test system need to be optimized to reduce
further the 1likelihood of interlaboratory variation in results. The
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LASER LIGHT PATH SCHEMATIC ¢
PROBE ASSEMBLY :
PHOTO-DETECTOR .
EXTENDED ®
SOURCE
LIGHT RETURN
FIBER ]
o .
LASER HEAD LIGHT SOURCE '
FIBER
LASER DOPPLER FLOWMETRY
240« (] CONTROL SITES VESICANT-EXPOSED SITE T SEM.
2004
wo{ ;:
3 -
S 1204 .
E o
S
80~
404
J [
ol 1
o 1 2 3 4 5
HOURS o
Figure 3. (a) top, diagram of laser light path; Y

(b) bottom, data from 2 rabbits, 5 control and 5
vesicant exposed sites each.
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system should be validated against neat agent, as soon as optimization

is accomplished, While validation is ongoing, this methodology can be »
made available to investigators and contractors so they can evaluate :
the effectiveness of anti~vesicant formulations.

3. The system can be readily modified to allow testing of materials, :ﬁ;;
uniforms, and protective gear for their effectiveness in protecting Co
against or erhancing the action of vesicants. »

- 4, The next phase will be to evaluate the test systems ability to
assess the intrinsic dermal irritancy of topical formulations. This
should be readily accomplished since we are merely providing
hrp quantitative measures of edema and erythema, the two components of
wh inflammation that have been used for over 40 years to estimate the skin »
irritancy of materials.

5. Application of this test system to the general problem of dermal

\ irritancy will not eliminate the use of animals to assess the safety of

1 materials likely to -"ome in contact with skin, but should reduce the

#. number of animals needed to determine the degree of irritancy and )
diminish interlaboratory variation,
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SUB-SURFACE RESIDUAL STRESS MEASUREMENTS IN DEPLETED K
URANIUM BY MEANS OF NEUTRON DTFFRACTION (U) B
’
*HENRY J. PRASK, DR.* ]
CHANG S. CHOI, DR.* S
g ENERGETIC MATERIALS DIV., LCWSL, ARDC .{‘~j
X U.S. ARMY ARMAMENT, MUNITIONS, AND CHEMICAL COMMAND Y
DOVER, NEW JERSEY 07801 U
3
INTRODUCTION L
. o
= In recent years depleted uranium (DU) has become increasingly j#.j
important in armament-system applications, specifically in armor-piercing Uy
projectiles. It is expected that the next several years will see increased . Q
use of DU in such munitions, with new systems already in the design or R&D »
phases. The intrinsic properties of DU are so appropriate for these
applications that increased utilization is expected in spite of the fact
that some very serious gaps have persisted in the ability to characterize
certain critical materials properties. One of the most important of these

is residual stress.

Macro-residual stresses are a distribution of stresses retained within
a body after external stimuli have been removed. They arise, for example,
from nonuniform heat treatment or plastic deformation and vary continuously
in the body over regions which are very large compared to inter-atomic
distances. With regard to performance or durability of military end-items,
the net stress on a body in service is the superposition of external forces
and the residual stress system within the body. This has enormous
importance in fatigue failure, fracture, and in stress-corrosion cracking,
and, therefore, in process design and structural performance. For most
metals, the effect of detrimental residual stresses can be minimized by
stress-relieving heat treatments. 1In the case of DU, this is not a viable
procedure, as discussed below.
- DU-0.75 wt% Ti has become the principal constituent in armor-piercing
s projectiles because of its high density, hardness, ductility, and high
ultimate tensile and yield strengths. However, these properties are
achieved by a fabrication proress which involves a fast quench to ambient

+
Guest scientists at the Reactor Radiation Division, National Bureau
of Standards, Washington, DC.
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PRASK & CHOI

terperature from the Y-phase (-~ 800 °C), followed by aging at ~ 400 °C.
This vields optimal mechanical properties with the Ti "dissolved" in the
single-phase a'-U host lattice. Mechanical or heat-produced stress-relief
is ineffective until levels are reached where the a'+B phase transition or
delitorious plastic deformation occur. Therefore, the (by-default)
approach, in principle, has been to attempt to adjust processing procedures
to attain optimum residual stress distributions and maximum performance.

In practice, enormous difficulties have been encountered with this approach
because - as it has now been found - DU presents unique, unsolved problems
for residual stress characterization for virtually all conventional
techniques.

X-ray diffraction for residual stress analysis (XRDRSA) has been
developed so successfully that it is now a routine method for
nondestructive determination of surface stresses in metals. In fact, in
the last few years portable devices for field use have become commercially
available. However when applied to DU, grain size, surface oxidation, and
other effects have produced insurmountable problems for XRDRSA, as reported
in references (") and (2). Alternative nondestructive techniques - such as
ultrasonics, eddy current, etc. - have seen only limited success on other
metals and have not proven useful for DU. Until now, the technique which
has been used with the greatest degree of succesas is the (destructive)
Sach's boring-out method (2). Applied to DU, it is slow, expensive,
requires special surface coating, special boring equipment, and the use of
strain gauges. In addition, rather drastic assumptions are required to
extract stress values for the cylindrical specimens. For example, hoop and
axial stresses are assumed to vary only with radial distance from the
cylinder axis. The fact that the DU bars are bowed when removed from the
quench bath shows this to be incorrect.

Neutron diffraction closely parallels x-ray diffraction in methodology
and analytical formalism. However, because neutrons interact with nuclei
and x-rays with electrons, neutrons are nondestructive and typically about
a thousand times more penetrating than x-rays in the wavelength range for
diffraction (0.7 A < A < ¥ A). 1In addition, different elements exhibit
significantly different relative scattering powers for neutrons and x-rays.
A utilization of the unique aspects of neutron diffraction for residual
stress analysis was suggested and partially demonstrated previously (3).
Recently, neutron diffraction has been used to measure residual stress in
certain samples (reviewed in reference 4). However, the energy-dispersive
neutron diffracticn technique described in this paper and reference 4
minimizes texture and absorption effects which limits conventional
measurements. The technique and its successful application to DU are
described in the next sections.
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EXPERIMENTAL
1. General considerations

In both x-ray and neutron diffraction determination of residual stress,
what is measured is strain which is manifested by changes in the distances
between atomic planes, or d-spacings, in the sample. A unique advantage of
neutron diffraction arises from the different relative scattering cross-
sections and penetration relative to x-rays. This is illustrated in Table
I in which t /2 the thickness at which half the beam intensity is lost
through scatlering and absorption processes, is listed for some metals of
technological importance. The values are based on cross-sections from
standard references and the difference in wavelengths used for neutrons and
Xx-rays is not significant.

Table I. X-ray/Neutron Comparison

Element (Atomic Number) 2P (1.54 A x-rays) ty /o (1.80 R Neutrons)
Al (13) 0.0530 mm 71.0 mm
Ti (22) 0.0076 15.9
Fe (26) 0.0027 6.1
W (74) 0.0021 _ 6.5
Uz?® (92) 0.0015 13.6

It should be mentioned that the t values in Table I do not
represent the depth of penetration in a residual stress measurement. This
is dependent on a number of factors such as source intensity, coherent
scattering cross-section, and beam spot size. However, the t1 5 values
clearly show that neutrons in the normal diffraction wavelengté range are
several orders-of-magnitude more penetrating than x-rays. Also, the
penetration does not decrease monotonically with atomic number as with x-
rays, but is, essentially, a random function of Z. It is of particular
importance that DU is an especially good material for neutron examination.

The properties of neutrons suggested the possibility of measuring sub-
surface residual stresses in metallurgical samples employing tight
collimation and the scattering geometry shown schematically in Figure 1. A
scattering angle, Q, of 90° is used to minimize the examined differential
volume, AV. The perspective view in Figure 1 shows AV defined by two
rectangular apertures in an absorbing material, e.g., cadmium; however, the
apertures could be any shape including circular. The plan view in Figure 1
indicates how the sample can be translated in the beam so that AV can be
examined as a function of depth.

The strains from which residual stresses are inferred are obtained
from measured d-spacings through Bragg's Law: )\ = 2d(hkl)sin Q/2 where )\
is wavelength, d(hkl) is the separation of atomic planes with Miller
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indices hkl, and Q is the scattering angle. In a typical x-ray or neutron

measurement, A is fixed and @ is stepped--usually with the sample —
orientation stepped by Q/2--and sharp resonances in scattered intensity are L .
observed at scattering angles where the Bragg condition is fulfilled. i ﬁ

Precise determination of Q(hkl), the peak position, yields d(hkl) directly.
Although some success has been achieved with this mode of measurement, as
reviewed in reference 4, serious problems have been encountered with highly
attenuating or highly textured samples (5). Here, texture means the
existence of preferred crystallographic orientation of grains or ®
crystallites relative to a coordinate system fixed in the sample.

With reference to the plan view in Figure 1, it is clear that as Q is
varied, path length to and from AV changes and intensity as a function of @
is distorted leading to a false shift in d(hkl). Similarly, gradients in o
preferred grain orientation in the sample over the changing beam-in/beam- -
out paths can produce intensity variations which shift the apparent Q(hkl). ’._
Since the strains, Ad/d_, are on the order of 0.0001, a small anomalous .
shift nullifies the stréss measurement. jufz*n

Tl e .
el el i o

I
P

2. Energy-dispersive Neutron Diffraction

To avoid the difficulties described in the previous sub-section, we .0
have implemented and tested a mode of diffraction measurement which is
"unconventional” for residual stress determination. In our measurements, S
we have made use of the fact that Bragg condition resonances can also be RN
observed at fixed @ with varying wavelength. With the scattering angle NN
fixed, changing attenuation and texture gradients are, conceptually, less
distortive. 1In addition, the examined volume AV, remains exactly the same
throughout each scan.

The instrument used for energy-dispersive neutron diffraction (EDND)
is shown schematically in Figure 2. Crystals of known d-spacing are placed
before (monochromator) and after (analyzer) the sample; the Bragg relation
is then used to select and step the wavelength incident on the sample. 1In
principal, the analyzer crystal--which we step at the identical wavelength
as the monochromator--is not needed. However, utilization of the analyzer
significantly enhances instrumental resolution and produces peak profiles
which are Gaussian in shape and straightforward to analyze with least-
squares curve-fitting techniques.

In our system, pyrolytic graphite crystals were used for monochromator
(002 plane) and analyzer (004) with a pyrolytic graphite filter between
monochromator and sample. The collimation employed was 50'-20'-27'-80"
from source to analyzer, with a resultant resolution AX/X = 0.0073 at
A = 2.69 A. The Cd absorbers were cuE to produce rectangular apertures
ranging from 1 x 30 mm  to 2.5 x 5 mm~ which were used according to sample
geometry and expected stress gradients.
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3. Samples

A total of three different sample types were studied: a highly ® o
textured aluminum shrink-fit ring-plug specimen, a highly neutron- e
attenuating steel bar in a fixture for elastic bending, and two cylindrical
uranium alloy samples with differing thermomechanical histories. The
aluminum and steel specimens, with known, calculated stress fields, were
chosen to test the technique for highly textured and highly attenuating

o samples, respectively. Results for these samples were in excellent

- agreement with theoretical predictions and demonstrated the utility of the
EDND technique. Details of these measurements are described in reference

08 y, ]
' For DU, two samples were studied which differed as summarized in Table R
II. Each specimen, the geometry of which is shown in Figure 3, was cut -
from the central region of 46 cm long rods. e L
- 238 i
Table II. U “"-0.75 wt% Ti Samples ;2q
;‘ Property/Treatment DU1 DU2 Zf
. - -4
Extrusion (10X Reduction in Area) X X LN
t:: Solutijonizing (2 hrs., 850°C, vacuum) X X L]
T Furnace Cooled X S
= Quench X e
B Rotary Strajightened X S
Aged X
a-U + TiU, Structure X A
a'-U Structure X e
R
For convenience, we designate the furnace-cooled samples as DUl and j{ji
the rapidly-quenched sample as DU2. The stress distributions in these ‘-ffl
specific samples were not known--for the reasons detailed in the [
Introduction. However, based on studies of steel and other samples, it was ,: -4
expected that the furnace-cooled sample would be virtually stress free and S
the rapidly-quenched sample would have a qQuenched-cylinder type of ;uf-?
distribution. SRR
¥, Stress-Strain Relations ;’
The relation between stress and strain applicable to diffraction .
measurements hag been presented by Evenschor and Hauk (6). With reference .
to Fig. 4, the P, repregent specimen axes, the L! represent laboratory }jaﬁ
axes, and the strain €¢V is measured along Lé i then ﬁitj
o
- - [
oy = gy ~ 4079, ]
ST
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= (e cosz¢ + g,,8in2¢ + ¢ sin2¢)sin2w (1)

" 12 22

sin¢)sin2y + ¢ cos2W

€13 23 33
8}
where d is the lattice spacing along E and d_ is the unstressed lattice

+ (

cos¢ + €

spacing?w The stresses are related to thé measu?ed strains through
’ 2. . 2 . 2 . 2
€¢W = 1/2 Sz(hkl)[a11cos.¢31n v o+ 02231n¢81n ¥
1 2 . . 2 .
+ 033cos Y + 01251n2¢sxn Yy + 013003¢51nZW (2)
+ 023sin¢sin2W] + S1(hkl)[o11 * oy, t 033].
For the cylindrical samples studied, we assume that the principal axes
of stress in the samples coincide with the cylindrical geometry such that

no shear stresses are present in a cylindrical coordinate system. Under
this assumption, we rewrite eqn. (2) for convenient Y-values as:

sin2¢] + S1(hkl)[or + g, + o0..] (3a)

2
= 1/2 Sz(hkl)[orrcos ¢ + o r 68 ZZ

66

L
3 €6,90°
and

= 1/2 Sz(hkl)[uzzl + SI(hkl)[or + + 0,.]. (3b)

|
€$,0° r %s " %22z
The Si(hkl) are diffraction elastic constants ("XEC") for the (hkl)
reflection which for an elastically isotropic solid are

1/2 Sz(hkl) = (1 + u)/E and S1(hkl) = -u/E ()
where u, E are Poisson's ratio and Young's modulus, respectively.
5. Results and Discussions

A powder diffraction pattern showed the (111), (112), and (131) peaks
to be well-resolved and reasonably intense. 1In order to examine an (hhh)
or (hoo) reflection to further minimize texture effects (7), the {(111)

r; reflection was chosen for strain measurements. Because of the spectrometer
configuration and limits, a scattering angle of 72.4° was used in this case
rather than 90°. To maximize intensity, the differential volumes shown
schematically in Figure 3 for scattering vector Q, i.e. probe direction,
perpendicular to or parallel to the cylinder axis were used. Implicit in
this choice is the assumption that strains in the r,8 plane vary slowly
with Z for a given r,8. e

Measurements were made at points in one plane along arbitrarily chosen m
orthogonal axes as indicated in Figure 3. For DU, which was expected to - 1
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be relatively stress free, a total of seven strain measurements were made

at three points in the plane. For DU2, three strain measurements were made
at each of the nine points arrayed as in Figure 3. The d(111)-spacings for
all the DU! measurements and a portion of the DU2 measurements are shown in L
Figure 5. It is clear that DUl and DU2 exhibit very significant S
differences, assumed to arise from residual stresses. igﬁn

To extract three-dimensional residual stress distributions from the d- e
spacing data, eqns. 3a and 3b are used. Measurements of ¢!, 00 and ¢! 00* (]
the latter, for example, at ¢ = 5 and 30° in DU2, yields tgrée equatighg
and three unknowns. However, to determine strain, d , the d-spacing for
the stress-free material must be known. As indicatea in Figure 5, d (111-
b DU1) is obtained from the average of the several d-spacing measuremegts at
b different positions in the sample. A value for d _(111-DU2) was obtained by

means of high-resolution powder neutron diffractign measurements on a )
smaller sample (1 cm diam. x 1 cm long) of the same stock, with sample- 1
spinning to average out texture effects. Since neither calculated nor
measured XEC were available, isotropic elastic constants were used in eqn.
4, with E = 165480 MPa and u = 0.21 (from Metals Handbook, Vol. 1, 8th Ed.,
1961, p. 1226). The resultant o, 0,., and o__ are shown in Figure 6 for .
several points in DU2 and the axggl pg?nt of Dﬁ?. ® |

The measured stress distributions confirm the applicability of the L
EDND technique to DU. As expected, DUl1 is essentially stress free as e
manifested by the axial-point stress shown in Figure 6, but shown more e
convincingly by the d°(111-DU1) of Figure 5. Overall, the stress
distribution obtained for DU2 is in good agreement with what would be
expected for a rapidly-quenched cylinder and with Sach's boring-out results
(2). However, clear asymmetries in stress distributions are present as
indicated by the fact that measured stresses aloQg the two orthogonal
diameters ("X" and "Y") do not coincide (i.e., o ¢4 ¢ _ etc.). These
asymmetries may arise from the rotary straightenqﬂg ofrBUZ; however, the
rods are, in general, found to be bent when removed from the quench bath.
This suggests that either quenching is non-uniform (possible because many
rods are "bundled") or texture in the uranium introduces anisotropy in the
stress distribution.

It is most important for future work to note that neutron diffraction
is a technique by which texture can also be measured nondestructively.
Therefore, the role of both texture and residual stresses and their
interaction can be isolated in each step of the fabrication cycle for a 14
single sample. It is equally important that in the measurements performed
thus far, no special effort was made to characterize '"near-surface"
stresses. With the experience now in-hand, it is expected that
measurements to within 0.5 mm of the surface of cylindrical penetrator
stock may well be possible.
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PRASK & CHOI
CONCLUSIONS
H‘ In the present work a new, nondestructive approach--energy dispersi
neutron diffraction--has been conceived, developed, and tested for
subsurface residual stress measurements for textured, highly-attenuating
}{ metallurgical samples. The technique has been used to characterize
L subsurface residual stress distributions in depleted uranium--
tg. nondestructively and for all principal stress directions for the first
II time. Because of its nondestructive nature, neutron diffraction has the

potential of providing information on texture and residual stresses for
phases of the fabrication process never before obtainable for depleted
uranium. In view of the projected expanding use of DU, this development
should have a major impact on improving performance, durability, and
economics of all future DU-based armament components.
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! 1. Upper: Perspective schematic of how absorbing masks (e.g. Cd)

can be used with Bragg's Law to define the examined volume;
lower: plan view of movement of examined volume through the
(translated) sample.
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2. Schematic representation of the triple-axis neutron spec-
trometer employed for energy-dispersive diffraction.
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5. Selected (111) d-spacings for the furnace—cooked (pUl) and
quenched (DU2) specimens. Measurements with Q||Z are shown
as Xs.
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Residual stresses in the two depleted uranium samples [DUl
results are shown as triangles at x(y) = 0}. The procedure
employed is described in the text.
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RAND & BLOUIN

USE OF ARTIFICIALLY FROZEN SOIL TO HARDEN
UNDERGROUND MISSILE SITES (U)

Mr. John H. Rand
USA Cold Regions Research & Engineering Laboratory
Hanover, New Hampshire 03755
Mr. Scott E. Blouin
Applied Research Associates, Inc.
South Royalton, Vermont 05068

INTRODUCTION

The use of underground missile complexes to shelter intercontinental
ballistic missiles has created many engineering problems. Among the most
essential operations within the missile sites is the ability to reliably
transport a missile to the surface through a tunnel called an egress shaft.
It is assumed that the underground installation consists of a main horizon-
tal tunnel deep beneath the surface. It is also assumed that vertical
egress shafts would be bored using tunnel boring machines (TBMS$) and that
each shaft would have installed the necessary refrigeration lines to freeze
the saturated soil that is backfilled into the shaft. Once the shaft is
completely backfilled, then a surface refrigeration plant would freeze the
saturated soil. This should reinforce the shaft to preclude damage from
an attack and the frozen backfill could be used to dissipate the waste heat
produced by the 1ife support system during a post-attack period.

One design constraint on such an installation is that the complex must
continue to perform its mission up to one year in a totally self-sufficient
manner or buttoned-up mode. If there was an attack on the complex, all
surface support systems including the refrigeration plant would be lost.
This would require that either a backup system be installed in the under-

round complex or that the frozen backfill material be thermally stable
?i.e. will not thaw) for the hypothetical one year buttoned-up period.

Frozen soil, because of its high strength and superior energy attenu-
ation characteristics, makes an excellent backfill material to reinforce
the pre-bored shafts. Analytical studies were made on the thermal charac-
teristics of a 2000-ft vertical egress shaft that was backfilled with
various materials. In addition to material considerations, other variables
Jooked at were the properties of the surrounding rock, the freezing times
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and energy consumption, and the freezing schemes as well as the thermal
stability of the shaft assuming that no refrigeration was provided after
one year of freezing. To support the frozen backfill egress concept, dy-
namic stability studies of the frozen shaft when subjected to a nuclear
surface and air burst have been made.

The concept of using artificially frozen soil to harden underground
installations is so attractive because the initial shafts can be bored when
surface power is available, the frozen soil provides the structural stabil-
ity to survive a direct attack on the installation, the shafts can remain
thermally stable for the one year buttoned-up period, and the egress shaft
could provide additional heat sink capabilities for the installation.

APPROACH

There are a number of variables that determine the freezing charac-
teristics of a backfilled shaft. They include the size of refrigeration
system, the refrigeration pipe layout within the shaft, the geometry of
the shaft, the thermal properties of the backfill material, the thermal
properties of the surrounding rock and whether or not insulation is used
in the shaft.

Two piping concepts were considered for this analysis, The first is
a central system that has two concentric freezing pipes along the axis of
the shaft. Cold brine circulates through the inner section of the pipe
and returns along the outer annulus of the pipe. The second system has 24
evenly spaced pipes running axially along the shafts' perimeter. Each set
of two adjacent pipes forms a loop for the extraction of heat from the
surrounding material.

Two diameters of the egress shaft were analyzed, but only the analysis
of the 15 ft shaft will be described here. Because survival constraints
will probably dictate that the installation be buried deeper than 2000 ft,
that length was used as an arbitrary depth.

A variety of backfill materials was considered. The surrounding rock
material selected was sandstone, which exhibits extreme variations in
thermal properties, depending on its water content.

THERMAL CODE DEVELOPMENT

The thermal analysis used a finite element thermal code which models
phase changes and incorporates nonlinear thermal properties (TEMP) (1).
Details of the finite element formulation incorporated in the code are as
follows.

The transient heat conduction equation is expressed as a linear dif-
ferential equation using the finite element space discretization (2)

[C] (T} + [K] (T} = Q)
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RAND & BLOUIN

where [C] is the heat capacity matrix, [K] is the conductivity matrix, {Q}
is the heat flux input vector, {T} is the temperature vector and the super-
posed dot denotes differentiation with respect to time.

Assuming linear variation of nodal temperature and heat flux between
the time step t and t+ t, and setting the equilibrium at time t + t, we
have the following general two-time-level recurrence equation:

(z% [c]+0 [K]) Teapy) = (ﬁ [c1 - (1 - o) [K]) ()
+ (1 - 0) {Q} *+ (Qpy,y)

where 0 = 0 : Euler scheme
1/2 : Crank-Nicolson scheme

2/3 : Galerkin scheme

1 : Backward difference scheme
The stability and accuracy of each scheme have been discussed (2,3).

A three-time-level difference scheme has been proposed (4) and satis-

factorily used in phase change problems (5,6). This difference scheme
yields the following recurrence equation:

1 1 21
(?A—t [l+3 “”) Tpath = -3 K1 T

1 1
+ (m €1 -3 [K]) Ty g + 1043

One of the advantages of this algorithm is that it avoids iterations
in non-linear heat conduction problems because equilibrium is established
at the intermediate time level. The additional starting temperature re-
quired can be approximated by one of the two-time-level difference schemes.
Both two-time- and three-time-level difference schemes are programmed into
TEMP and are available as options.

The latent heat required for the phase change of water or saturated
earth materials from the unfrozen to the frozen condition can be represent-
ed by a sudden jump in heat capacity over a finite temperature range cen-
tered about the freezing point. To avoid the numerical difficulties
associated with this large jump, a heat capacity averaging scheme based
on the spatial distributinn of the enthalpy gradient with respect to the
temperature in an element was introduced (5). In two-dimensional problems,
the average heat capacity in an element experiencing phase change is ex-
pressed as follows:

1 (aH/ax N aH/ax)

<"C>x,_y =27 \3T/3x = 37/ay
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where H is the enthalpy change and is defined as the integral of heat
. capacity as a function of temperature over the temperature range given.
I Another point to be considered in artificial freezing of saturated
' earth material is realistic mcdeling of the freezing pipe. In the formu-
. lation, the heat flow transferred from the saturated earth material to the
g freezing pipe can be approximated by

Q = Ah (T, - T)

where A = the area of surface of contact
h = the heat transfer coefficient
T=(T +7Tx)/2
To =

(Ty + T3)/2.
The inclusion of %his heat transfer mechanism requires modification of
conductivity matrix and heat flux vector. The fluid temperature along the
pipe can be approximated by a heat balance, considering the mass transfer
of fluid.

According to trial analyses for problems involving phase change, the
backward difference scheme yields the most accurate and stable results (1).

THERMAL PROPERTIES OF THE BACKFILL MATERIALS

The thermal properties of the various materials having potential use
as frozen backfill in the egress tunnels, as well as a range of thermal
properties of the host rock with the extremes represented by dry and satu-
rated sandstones, are defined. Materials considered include ice, frozen

silt and frozen sand. The thermal properties of ice are documented in the T
Titerature (7). Assumptions and calculations regarding the thermal prop- o
erties of the other backfill materials and host rock are summarized in D
Table 1. RO
—
Table 1. Summary of thermal properties (n = porosity; k = 51-13;
thermal conductivity [Btu/ft hr °F]; C = volumetric heat ]
co acity [Btu/ft3 °F]; A = volumetric latent heat [Btu/ft3]). Sl
Frozen Unfrozen Latent heat T-VVT;
Material k C k C A o
Ice-water 1.39 27.0 0.35 62.4 8990 ]
Silt (n = 50%) 1.78 28.0 0.89 45.7 4500
Sand (n = 35%) 1.91 28,3 1.18 40,7 3150
Safurated §andstone 2.11 28.7 1.72 34.00 1350
n = 15%
Dry sandstone 0.51 23.8 0.51 28.8 0
(n = 20%)
96 :;"'.:"::.'.“:E
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Semi-empirical equations describing the thermal conductivity of gran-
ular soils are presented in the literature (8,9,10). Johansen's geometric
mean equation gives the best agreement with measured values for both frozen
and unfrozen saturated granular soils (11).

For saturated unfrozen soils,

- 1-ny /n
sat ks ( ) kw

where kg = effective solid thermal conductivity
kw = thermal conductivity of water ]
n = soil porosity.
For saturated frozen soils,
- 1-n _ u -
ksat = Ko (77) Ky (n " K [

where ki = thermal conductivity of ice

4

]

Wy = unfrozen water content as a fraction of unit soil volume =

=k, k9 ]

ks = q o R

where kq = thermal conductivity of quartz f?-;J
kg = thermal conductivity of solids other than quartz SR,

g = quartz content as a fraction of the total solids content. Do
Thermal conductivity is a measure of the ease with which heat energy S

is transmitted through a material. Thermal conductivities for silt with R

assumed porosity, n, of 50%, sand (n = 35%), and sandstone (n = 15%) are e
calculated based on Johansen's equation assuming 507% quartz content (3).
The computed thermal conductivities are close to the corresponding
measured values (8,9,12,13,14).
The volumetric heat capacity (C) and the volumetric latent heat (1),
are computed from the following equations:

o
in the unfrozen state, - zj
Y Ce
=L +wc,
Yw ”
in the frozen state, ® |
Ty
Yd L ‘]
C=—(c_ +wG;c,)C S
Yw S o
Te
d e
an o 1
A= Yde ) ]

'3
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dry bulk density (g/cm3)

density of water (g/cm3)

specific heat of solid grains (cal/g °C)

specific heat of ice (cal/g °C)

specific gravity of ice

water content

volumetric heat capacity of water (cal/cm3 °C)

latent heat of water (cal/g).
ry sandstone, laboratory thermal properties for a sandstone

having an average porosity of 20% have been used (15).

- Proper modeling of the heat transfer from the warm surrounding medium
- to the freezing system is one of the considerations in numerical analysis
- of artificial freezing. The cold brine is pumped through steel freezing

E: pipes that are embedded in the backfill material. Boundary layers in the
) brine Tines are created near the wall of the pipe by drag between the wall
d and the moving brine. The inhibiting heat transfer characteristics of the

boundary layers are expressed in terms of a convective heat transfer coef-
- ficient h for the brine/pipe wall interface. This coefficient can be ex-
: pressed as a function of the brine properties, the flow velocity and the
) pipe diameter. It is computed from the Nusselt equation from Dittus and
k‘ Boelter (16):

_ k (VDp\0.8 ,cu,0.4
h-o.0235(u) (k)

diameter of the pipe (ft)

mass density (1b/ft3)

velocity (ft/hr)

absolute viscosity (1b/ft hr)

thermal conductivity (Btu/hr ft °F)

specific heat (Btu/lb °F).

dition to the convective heat transfer coefficient for the

boundary layer in the brine, the conductivity of the steel freezing pipe
also influences the heat transfer to the brine. Pipe conductivity is
included in the overall heat transfer coefficient U for a given freezing
pipe expressed as:

U = 1

i)
s Toge <FI)

-

0 4
hr

1 k

inner radius of pipe

P
s P
IR A IR

« "5 S
. P LA B
L PP VLN kY

..
l. LSNP
« o' et
PR A

ro = outer radius of pipe
ro = (rq + rp)/2
k = thermal conductivity of steel pipe (assumed 26 Btu/hr ft °F).
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THERMAL ANALYSIS RESULTS

The time required to completely freeze the backfill using the central
pipe system is strongly dependent on heat flow from the surrounding rock.
With perfect insulation surrounding the backfill, freezing time is about o
150 days in dry sandstone and about 440 days in wet sandstone. SR

The power required to freeze the saturated sand backfill using the TR
central pipe system in the insulated case is 0.9 x 10% Btu per lineal foot e
of egress shaft (260 kWh/ft). Likewise, 1.3 x 10° Btu/ft (390 kWh/ft) is >
required to freeze the uninsulated backfill in dry sandstone, and 3.6 x 10°
Btu/ft (1050 kWh/ft) is required to freeze the saturated sand backfill in .
the saturated sandstone. Because of the continuous heat flow into the un- T
insulated frozen backfill from the surrounding rock, additional power is SRR
required to maintain the uninsulated backfill in the frozen state. The :
maintenance power decreases gradually with time as the surrounding rock is »
cooled. At 400 days, maintenance power needed in the wet sandstone is 0.11
hp per lineal foot of egress shaft, compared to 0.07 hp/ft in the dry sand-
stone.

The peripheral freezing pipe system, in the uninsulated case, freezes
the backfill and surrounding rock simultaneously. The freezing front
propagation in the backfill is independent of the thermal properties of »
the surrounding rock. Freezing time for the peripheral system in the i
saturated sand backfill is about 20 days, compared to about 28 days in the ]
saturated silt and about 67 days in the water. The primary reason for the .
difference is dependence of the latent heat of freezing on the water con- 5
tent. The saturated silt contains more water per unit volume than the
saturated sand. In the uninsulated case, the wet sandstone takes 60 days
to freeze to a distance of 7.5 ft (1 radius) from the shaft wall. The
corresponding time to reach a temperature of 32°F at that range in the dry
sandstone is 130 days. The dry sandstone cools less rapidly because of
its Tower conductivity.

Because of the greater surface area of the peripheral system, and
because both the backfill and surrounding rock are being cooled simultane-
ously, its power requirements are significantly higher. With the assumed
-30°F brine temperature, the backfill freezes rapidly; and the initial
power requirements decrease steeply to much Tower maintenance levels with-
in 50 days.

For the purposes of using efficiently designed refrigeration systems,
the initial freezing times would be lengthened to permit use of a smaller
capacity refrigeration system. For instance, a 1000 hp refrigeration
system would be sufficient to freeze and maintain an uninsulated 2000 ft
egress shaft in saturated sandstone. However, initial freezing of the sand
backfill would take somewhat longer than the 20 days. A system of about ]
300 hp would be sufficient to freeze and maintain the sand backfill in the ‘1521

.

-
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dry sandstone. The maintenance power decreases quicker in the case of the »
peripheral freezing pipe system, so that after several years, maintenance ‘
power requirements will approach those for the central pipe system.
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. The peak power required to freeze and maintain the central pipe sys-

/| tem backfilled with saturated sand would range from about 300 to 400 hp,
depending on the initial freezing criteria. This requirement is based on
the energy actually needed to freeze the backfill and does not take into
account inefficiencies in the refrigeration system.

The thermal stability of frozen egress shafts was analyzed. This

. assumed that the refrigeration plant was destroyed by an attack after one

I year of operation with the initial temperature conditions based on the
calculated temperature profiles at that time. The thawing front reaches
the uninsulated backfill about 12 months following the attack in the case
of dry sandstone and about 18 months following the attack in the case of
the wet sandstone. Complete natural thawing of the backfill takes 29
months in the wet sandstone and 33 months in the dry sandstone. Nearly the

~ full reinforcement and strength characteristics of the frozen backfill
egress system will be maintained for a least a year following an attack.

GAINING ACCESS THROUGH THE FROZEN BACKFILL MATERIAL

g Several methods to gain access through the frozen backfilled egress
® shafts have been considered. The method most discussed is mechanically

1 excavating the frozen backfill using the TBMs. The installation, as well
as the egress shaft, will initially have to be bored using such a device.
The equipment, which is state of the art equipment and commercially avail-
able, will consume a substantial amount of power to operate during the
egress phase. The disadvantage of using thi: type of equipment is that
large power requirement.

Data collected from TBMs indicate that the power consumed is roughly
proportional to the tunnel face area and the power density ranges from 0.02
to 0.06 hp/in?. The tunnel face area is 25,400 in.2. Assuming an average
nower density of 0.04, then the power required to excavate would be rough-
n 1y 1000 hp (750 kW). Estimates of 600 kW for 150 hours have been discussed
i] at various deep-basing briefings. In order to accomplish this, assuming a
- 2000-ft tunnel, the TBM would have to penetrate at a rate of at least 2.6
g in./min, This is extremely fast and it is doubtful that the system could
- maintain that performance.

.- Y

! Aside from the large power consumption, another problem associated
. with mechanically excavating is the muck removal and storage. Muck is the
b material that has been excavated from the tunnel. Typically, when any L

f material is excavated it expands to about 1.8 times its original volume. _i
. In the vertical egress shaft configuration, the muck could be deposited in e
- a prebored storage area directly beneath the egress shaft. £§§}3
- The second method to gain access through the frozen backfill is to use AR

the egress tunnel as a heat sink. Existing reports are available that S
present the criteria, engineering information and estimation procedures for L 1
the disposal of waste heat associated with the generation of power required
to supply the needs of a hardened underground defense installation (18).
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Because firm data on the anticipated waste heat loads and other design
: constraints are not available, parametric curves on numerical models have
I been generated to determine various heat sink behaviors once waste heat
- load parameters are specified (20). From the results of the thermal analy-
e sis it is apparent that even after one year of the refrigeration system
2 being shut off, the egress shaft remains frozen. Particular problems exist
N in using either the peripheral freeze pipe system or the central system as
- a waste heat exchanger. A secondary system might be required for the waste
|I heat to be effectively transferred to the backfill material. A study con-
ducted by Foster-Miller Associates (21) in 1975 Tooked at the ice water
heat sink concept and assessed the available options for flow paths of
coolant water within the heat sink. They concluded that such ice-water
heat sinks were feasible,
Use of the egress shaft as a heat sink eliminates some of the need
for dedicated heat sink tunnels, which are labor-intensive and costly.
Such a system would probably not be used to excavate the shaft in an expe-
dient manner. The backfill material in the egress shaft and the design
constraints on the shaft could be such that during a period of time, in
the buttoned up phase, the bottom of the egress shaft backfill could be
: thawed by the waste heat. When it came time to dig out for the egress
» phase, much of the material would already be removed.

The final and most elaborate concept for a rapid egress system is to
develop a system whereby heat is introduced to the interface of the shaft
wall and the backfilled material. By using the peripheral freezing pipe
to thaw the circumference of the egress shaft, a plug or cylinder would
result. This cylinder, containing a major portion of the frozen material,

ii would drop or be lowered into the sump tunnel located directly below the
egress shaft. This method consumes less energy and could be the fastest
method available to gain access to the surface. This scheme would require
the removal of the frozen cylinder in sections. Vertical shafts would not
be as attractive as inclined shafts because of the extreme amount of weight

- of each cylinder. To drop a cylinder of frozen material 200 ft long and

' 14 ft in diameter through the egress shaft into a matched sump tunnel in
itself would be a major event. Special systems to control the descent of
these plugs would be necessary.

(X

DYNAMIC ANALYSIS

4 Two studies have been completed investigating the dynamic response of
a frozen backfilled egress shaft and the surrounding rock to a high yield
nuclear surface burst and air blast Toading from a near miss surface burst
(1,18). The analysis of the response of the frozen backfilled shafts to
the nuclear surface burst and air blast led to the following conclusions:

N 1. Frozen sand backfill appears to maintain the structural integrity

) of the shafts under high dynamic stress of up to 3 to 6 kbars. Rockbolt

reinforced structures without backfill would generally be expected to

collapse at 1 kbar or less.
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RAND & BLOUIN

2. Maximum circumferential compressive strain from the airblast in-
duced Toading is comparable to that from the airblast loading in the hard
rock. Maximum strain from the direct induced loading in the soft rock is
2.2% and is largely attributable to temporary pressure melting and soften-
ing of the frozen backfill. The high peak strain in the soft rock is
. close to the failure strain for a rockbolt reinforced opening in this
\ material.
l 3. The presence of a backfilled shaft causes very little perturbance
of the stresses and ground motions in the rock. This lack of perturbation
indicates that the shaft will have little or no mitigating influence on
stresses and motions reaching deep based facilities located below or near
the base of the shaft.

h CONCLUSIONS

As a result of this study the following conclusions are drawn:
Power requirement to freeze and maintain a 2000-ft uninsulated egress
shaft, backfilled with saturated sand, is in the range of 500 hp.
The backfill material can be frozen in approximately 1 month's time,
) depending upon the physical size, arrangement of the freezing system, and
the thermal properties of the backfill and surrounding rock.

Insulating the egress shaft reduces the freezing time, lowers the
power requirements, and increases the thermal stability of the shaft dur-
ing the post attack period. The major problem with insulating the shaft
is that it will result in a major degradation in the survivability.

Uninsulated shafts are capable of remaining frozen for more than a
year, assuming the shaft has undergone at least one year of freezing.

Many options remain possible for egress plug removai, including outer
periphery thawing, heat sink capabilities and mechanical excavation.

RECOMMENDATIONS

In order to conduct this preliminary study many assumptions and over
simplifications have been made. From this, however, the frozen backfilled
egress shaft looks feasible.

Specific problems, such as how the backfill material is to be placed
in the shaft, remain unanswered. There are many of these questions that

) will require separate studies. From a practical stand-point it is doubt-
ful that vertical 2000-ft shafts can be bored; maximum slopes of 40° might
be obtainable. For simplification of the analysis, however, the vertical
shaft was chosen.

Because of the insufficiencies in the study, it is recommended that
supplemental studies be conducted to increase confidence in the analysis.

-
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A GENERAL SYNTHESIS OF METALLOTETRABENZPORPHYRINS (U)

*DAVID E. REMY, DR., JOHN T. STAPLER, MR.,
AARON L. BLUHM, DR., AND FRANK H. BISSETT, DR.

U.S. ARMY NATICK RESEARCH AND DEVELOPMENT CENTER
NATICK, MA 01760

INTRODUCTION

Qur interest in the metallotetrabenzporphyrins stems from the fact
that they share a similar chromophore with some of the biologically
derived porphyrins such as chlorophyll. Therefore, it was felt they might ®
also mimic the emission characteristics of a green foliated background and
be useful in the design of a new camouflage concept. With this object in
mind we initiated a research project to study the synthesis and properties
of these compounds. During the course of this work we discovered a new
synthesis for the metallotetrabenzporphyrin system which appears to be
completely general in scope for this series of compounds and provides
exceptionally high yields (1). This report discusses this synthetic S
procedure in detail, describes some of the properties of the new
compounds, and examines the potential of these structures as camouflage
dyes.
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Porphyrins, phthalocyanines, and metallotetrabenzporphyrins all con-
tain pyrrole as a common structural unit. In these structures four of the
pyrrole units are linked by either carbon atoms or, in the case of
phthalocyanine, by nitrogen to form the macrocyclic ring system. The
positions occupied by these linking atoms are conventionally labeled the ®
meso- positions. In metallotetrabenzporphyrin and phthalocyanine o
molecules the pyrrole rings form part of a larger substructure, isoindole.
A1l of these macrocycles can exist as their metal-free derivatives in
which the metal atom is replaced by two hydrogen atoms.

Since these compounds share a strong structural resemblance they SR
also share certain properties in common. The phthalocyanines and the L ]
tetrabenzporphyrins have outstanding thermal stability. They can
withstand temperatures in excess of 500°C without degradation. Zinc
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PORPHYRINS PHTHALOCYANINES TETRABENZPORPHYRINS -

tetrabenzyporphyrin has been purified by carbonizing the impurities at
high temperature and then extracting the unaltered product from the char.
A1l three classes of compounds are intensely colored. The phthalocyanines

have been widely used as commercial pigments. The absorption spectra of

the porphyrins and tetrabenzporphyrins exhibit strong narrow Soret bands
around 400 nm. These bands which have exceptionally high molar
absorptivities are characteristic of the carbon linked macrocycle and are
not present, to the same extent, in the phthalocyanines.

Partly due to their biological significance, the porphyrins have 1
received an enormous amount of attention; and work in this important area —
of chemistry continues at a rapid pace. This progress has not been ~
achieved by the related metallotetrabenzporphyrins, in spite of their e )
potential in both a theoretical and practical sense. A major reason for o
the slow development of this area has been the lack of a versatile .
synthetic route for these compounds. Early work was limited almost T
exclusively to synthesis of the parent structure (2). Routes to substituted o
tetrabenzporphyrins have been few and have generally been restricted to N 1
the preparation of only a single derivative (3). Recently, this situation Lo
has begun to change and derivatives are being prepared by procedures that
have some generality (4). However, these newer syntheses also have L
Timitations, and there still exists a pressing need for a convenient . _}
synthetic methodology of wide applicability. °

Natick's strategy for a general synthetic route relies on two main SR
considerations. First, inspection of the tetrabenzporphyrin structure - ﬁ
reveals that isoindole would be an ideal monomer for formation of the T
macrocycle. This concept was previously noted but no attempt was made to
make use of this approach (5). Presumably, the previous absence of "
preparative methods for isoindole and the long-held notion that !
it was too reactive to be isolated or used as a synthetic precursor were -
reasons why this route was not tried. Past problems with the synthesis iﬁ{}
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and isolation of isoindole have now been overcome and, in spite of its
reactivity, it can be prepared conveniently and used as a reactant (6).

The second consideration is based on the fact that the well-studied
Rothemund synthesis has been used effectively for many years for the
preparation of simple porphyrins and symmetric porphyrin derivatives (7).
The synthesis relies on reaction of pyrrole with an aldehyde in the
presence of an acidic catalyst. A more recent modification of this
classic route uses metal salts to assist formation of the macrocyclic
ring and increases yields (7). This improved version of the Rothemund
synthesis with the substitution of isoindole for pyrrole has been adapted
by Natick to provide the first truly general synthesis of the
metallotetrabenzporphyrins.

The reaction procedure can be illustrated by the preparation of zinc
tetrabenzporphyrin as shown in SCHEME I where the R group on the aldehyde
is hydrogen.

SCHEME 1

In the procedure a cold solution of isoindole in degassed ether was mixed
with excess zinc acetate in an inert atmosphere. Monomeric formaldehyde,
prepared from paraformaldehyde, was led into the cold reaction solution
with a stream of nitrogen. The temperature was raised rapidly to drive
off the solvent and leave a deep purple residue, which was further heated
to 3759C for 20 minutes. The reaction residue was exposed to air,
extracted with pyridine, and chromatographed on silica to yield purified
product.
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The isoindole reactant for this procedure has been prepared by two . e d
routes with equal success. One route relies on flash vacuum thermolysis .o
of 1,2,3,4-tetrahydrohaphthalen-1, 4-imine. This route allows isolation I
of solid isoindole in a liquid nitrogen-cooled trap in nearly quantitative S
yield (9). The second route relies on the elimination of p-toluene- PR
sulfinate from 2-(p-tolylsulfonyl)dihydroisoindole and provides an 85% DR
yield of isoindole in ether solution (10). Overall yields for the tetra- v
benzporphyrin syntheses are based on the assumption of 100% formation of L
isoindole in the flash vacuum route and 85% in the elimination procedure. '

Substitution of various aldehydes and isoindoles in the general
reaction procedure has provided the compounds described in TABLE 1.
Inspection of this table shows that the scope of this reaction is indeed .
broad and the synthesis can be used to prepare metal-free as well as - 1
metallated compounds, derivatives with meso-substituents, and derivatives ®
with modified benzene rings. With few exceptions the yields are generally
high, even with those aldehydes which have not been very successful in the
classical Rothemund synthesis of simple porphyrins.

When isoindole was reacted with formaldehyde or benzaldehyde in the ]
absence of metal, the free base derivatives were formed (Reactions 2 and s d
6) in 4% and 29% yields, respectively. The higher yield for the meso- y’. 1
phenyl derivative in this metal-free reaction can be attributed to the o
fact that the more bulky phenyl substituent causes the reactant to conform
to a geometry which favors cyclization. When the meso-substituent is
hydrogen, there is little compulsion to assume a cyclic geometry; and PRI
linear polymerization reactions can predominate, resulting in decreased —ed
yields. When metal ions are present, prior coordination of the isoindole f,;ﬁq
units to the metal helps to set up the optimum geometry for cyclization; e
and the effects of bulky meso-substituents are less important. This
theory is borne out by comparison of yields for the meso-hydrogen (53%)
and meso-phenyl (50%) derivatives when excess zinc was present.

Since the participation of metal ions is clearly an important e el
factor, the reaction of isoindole with formaldehyde was expected to be -’ 1
greatly assisted by the presence of nickel or copper acetates due to the S
tendency of these ions to adopt a square planar configuration, which would S
enable them to act as even better template catalysts than zinc in the S

formation of the porphyrin ring. Instead, only trace amounts of the
expected products were obtained. This result is especially surprising in
view of the relatively high yields obtained with these compounds in
related syntheses. Obviously, the role of these metal salts needs to be
further clarified.

A sulfonated derivative of zinc tetrabenzporphyrin was prepared by ST
reaction with fuming sulfuric acid at room temperature. The reaction mix- e
ture was partially neutralized with aqueous base, and the acid form of_the
sulfonate derivative was obtained by centrifugation. Elemental analysis
indicates that there is approximately one sulfonic acid group per T
molecule of tetrabenzporphyrin. The position of the sulfonic acid group e
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in the molecule was not determined, but it is presumed to be on the outer
benzo- portion of the structure.

To examine the dyeing behavior and the resultant spectral
reflectance properties of the tetrabenzporphyrins on a texiile substrate,
the sulfonic acid derivative was converted to its sodium salt by treatment
with an equivalent amount of base. It was then used in a conventional
dyeing process to dye a sample of NYCO fabric (cotton/nylon). NYCO is the
fabric used in the camouflage battle dress uniform (BDU). The spectral
reflectance curve of this dyed sample is shown in Figure 1. The curves
for the green portion of the BDU camouflage pattern and for natural green
vegetation are also shown in Figure 1.

-—-
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FIGURE 1

The results show that this preliminary trial with the tetrabenz-
porphyrin dye compares favorably with the reflectance spectrum for natural
vegetation both in the visible and in the near-infrared. The standard
camouflage green pattern is an optimized mixture of several dyes and, as
can be seen, it provides an average approximation of the reflectance
spectrum of the vegetative background,
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o
CONCLUSION o
- - 4
The scope of a new reaction to prepare metallotetrabenzporphyrins L]
has been explored and many derivatives of this system have been prepared S
for the first time. Various metal salts have been tried in the synthetic SR
procedure and the effects of these metal ions on the ring-closure reaction RN
have been investigated. Zinc tetrabenzporphyrin has been converted to its s
sulfonated derivative and has been dyed onto a military fabric. The Y
spectral reflectance curves for this dyed sample, the green BDU o
camouflage pattern and natural vegetative background have been compared. :
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TABLE 1

Reaction* meso-Substituent Metal Yield
1 Hydrogen In 53%
2 Hydrogen 2H 4%
3 Hydrogen Ni 2%
4 Hydrogen Cu <1%
5 Pheny1 Zn 50%
6 Phenyl 2H 28%
7 p-Dimethylamino In 83%
8 p-Dimethylamino 2H 25%
9 p-Methoxypheny]l Zn 25%
10 m-Nitrophenyl Zn <1%
1 o-Hydroxypheny] Zn <1%
12 p-Hydroxypheny1l In 2%
13 1-Naphthyl Zn 53%
14 2-Naphthyl Zn 78%
15 9-Phenanthryl Zn 26%
16 9-Anthracenyl Zn 6%
17 n-Butyl Zn 17%
18 Methyl Zn 42%

19 Hydrogen In 57% L

20 Phenyl Zn 15% ;}3:

21 Hydrogen Zn <1% 5;;;

" .

*]soindole was used as a reactant for reactions 1 to 18, e

1,2,3,4-tetrafluoroisoindole for reactions 19 and 20, and R

1,2,3,4-tetrabromoisoindole for reaction 21. S
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SIMULATING ADIABATIC SHEAR

BARBARA E. RINGERS, MRS.
US Army AMCCOM, ARDC/Ballistic Research Laboratory
Terminal Ballistics Division
Aberdeen Proving Ground, MD 21005

I. INTRODI'CTION

Plugging due to adiabatic shear is a prevalent mode of target failure
in both rolled homogeneous armor targets and high hard armor targets. It
is therefore of considerable terminal ballistic interest to be able to
accurately model this phenomenon. This paper presents techniques and
criteria developed to handle simulations of target plugging failure due to
adiabatic shear and compares experiment and simulations for two impacts
involving titanium alloy targets.

II. SLIDING SURFACE TECHNIQUES

A Lagrangian, dynamic, impact code, EPIC-2 (1), was utilized as the
basis for this effort. Major modifications had been developed and imple-
mented by the author to provide the mechanics necessary to handle deep
penetration/perforation of targets (2). Splitting between target elements
(triangles in EPIC-2) was utilized to simulate shearing failure (Figure 1)
and total element failure was enabled to simulate the expected accompanying
erosion in both projectile and target. An automatic dynamic relocation of
sliding surfaces and the automatic addition of new sliding surfaces, when
appropriate, enabled both of these target failure techniques to carry a
calculation to completion, ie. through target perforation, if applicable,
The beauty of these sliding surface techniques is that they provide the i
mechanics by which criteria may be tested for their capabilities in e
handling specific modes of target failure. These techniques were first g
successfully applied in conjunction with an equivalent strain criterion to e
handle the modeling of plugging failure due to high strains (3). ]
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I III. APPROACH TO MODELING ADIABATIC SHEAR -
A. Constitutive Equations

Prior to enabling splitting between elements, the impact of a steel :;1?
. cylinder against a Ti318 (6%Al, u4%V) target at a striking velocity of 455 RS
l m/s was simulated (Figure 2). The Ti318 material is known to fail by -
adiabatic shear, Contrast these results with those for the impact of a
similar steel cylinder against a Ti125 (99% pure Ti) target at 350 m/s
(Figure 3). Although the first case involved a much higher striking
velocity, there is no sign of an incipient shear band by 10 us. In the
second case plugging failure is due to high strains and an incipient shear -
band is demonstrated by 10 us. Such diverse results, and indeed an attempt ) s
with the same simulation techniques, indicated that adiabatic shear can not
be successfully modeled utilizing only a linear elastic/plastic ]
stress/strain relationship and an equivalent strain criterion, the . R
combination which succeeded in modeling plugging due to high strains.
Ti318 has a considerably lower work hardening rate, a much higher yield i
strengtn, and a higher thermal softening rate than Ti125 as evidenced by n
material tests conducted by Wulf (4).

. PR
hba 8.3 2. 8'a

Recht (5) demonstrated that low values of thermal conductivity,
density, specific heat, and work hardening rate and high values of thermal
softening rate and yield strength were conducive to adiabatic shear, The

e
]

author's plan was to take into consideration the temperature rise due to

the conversion of plastic deformation into heat. ‘
Johnson (6) suggested expressing stress as the following analytic T

function of strain, strain rate and temperature for the Ti318 target ‘-‘71

material: B

o = (A+Be™) (1+C - In(e/e ))Ky

where A, B, n, and C are material parameters, ®

R SR

K = ’ - - -
T (T TR)/(TM T
and T, TR' and TM are present, room, and melting temperature respectively.

Johnson had utilized this form for the shear stress and had reasonable
agreement with actual test data for several materials (7). The first

]
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expression is an isothermal relationship between stress and strain.

] Lindholm (8) had demonstrated that a logarithmic relationship between
stress and strain rate held over a range of strain rates from 1074 see™! to
3 -1

10” sec " ; hence, the second expression. KT is a linear thermal softening
expression and varies from KT = 1 at room temperature to KT = 0 at melting
temperature,

The author utilized data for titanium (6% Al, u4%V) published by Maiden
and Green (9). Specifically, curve fitting techniques were applied to the

stress/strain curve for € = 1.5 secéh =1 sev::—1 to determine the best
1

- values for A, B, and n assuming éoz 1 sec”". C was then calculated by

- applying the values of A, B, and n to the curve for € = 20 sec_l. It was
assumed that thermal effects were not involved at such low strain rates;
therefore KT = 1 for these determinations.

‘ The values of material parameters A, B, n, and C (0., 1896.2, .095, .0226,

respectively) and the melting temperature (1660°C) became user input pa-
rameters to this highly modified EPIC-2 code. For an individual target
element, strength as a function of strain, strain rate and temperature was
utilized only after the yield strength (1029 MPa) was reached, thereby
retaining a linear elastic relationship.

’.! “.’."‘.'

i

v

| ) I

The adiabatic temperature rise is given by:

P

- ]
= Y -
;. AT = fé— tdy e
: oC -
H P o (10) 1
; .
; where p = density, ]
E& = mean specific heat

*b L stress when the plastic strain is?7. PY
L
X The author assumed constant stress for the increment of time involved u‘
b and utilized a product of equivalent stress (¢ ), equivalent strain rate -
& (€) and the current time increment for the power expression. 3

Since estimates vary from 85% to almost 100% as to what proportion of ‘.'

the work of plastic deformation is converted into heat (11,12,13), another -
user input parameter was the percentage of plastic deformation assumed _;‘Vj
SRR
RO
{

®

116

- [ - et et - R L CataT et
. R A E R - e . e IR T T e T i EE
Te At mTetal st e tat At wt L T S S T PR SR N CEP . . e S e s D e T

» . . . . . - . . . * o PR
e Te T e et e e T T T T e e T T e e e T e e e B T A A A .
N A T S T e T et A A AT A A atalatatas PO S I I (Y SRD UL S I R T - Gl Gl SN S SIS |




RINGERS

: converted to heat. The author utilized 100% for the calculations
nl attempted. For the projectile material the standard linear elastic/linear ~
plastic relationship was utilized. »

B. Development of Criteria Mandating Target Failure

"If the rate of decrease in strength, resulting from the local increase o
in temperature, equals or exceeds the rate of increase in strength, due tec L
the effects of strain-hardening, the material will continue to deform »
locally. This unstable process leads to the catastrophic condition known as
adiabatic slip." - Recht(5).

- ryrvy Ty v -
ST
S
PR A
PP

. Webster defines "adiabatice™ as occurring without 1loss or gain of heat.

r:i Rogers (12) notes that although the term "adiabatic" is misleading since

’ heat is lost to the surroundings at a rapid rate, the heat loss is small »
relative to heat generation. The velocities involved in typical ballistic

dded o o "

, impacts result in strain rates of 105 - 106 sec_1 and the period of time

! (microseconds) means there is insufficient time for the heat generated by

b such strain rates to be dissipated by conduction; hence, adiabatic slip or

[\ J shear, »

PPV

_ This, then, is the basis for the criterion of primary importance in
3 _ attempting to model adiabatic shear - when the rate of thermal softening
overcomes the rate of strain hardening, ie. when dd/d¢ = 0.

ii The following criteria were developed and utilized to simulate the »

- adiabatic shear responsible for plugging failure: ’ fj
o Criterion 1: An element initiates or furthers a split SRR
- 1) when the rate of thermal softening > rate of work hardening (do/de = 0) R
. 2) when, if furthering a split, it is associated with the "next" node, e
ki 3) the magnitude of its shear stress > the magnitudes of its deviatoric » 'f

axial and radial stresses,
) the direction of the split (Criterion 3) is not to a node with a higher
z coordinate,

! Criterion 2: The node at which initial splitting occurs
® 1) must belong to the element meeting Criterion 1, »
2) must suffer the highest force of all three nodes belonging to the same
element, and
3) must be a master node,

, Criterion 3: The direction of the split is determined by the strain of the
® element meeting Criterion 1. 1In general, if the magnitude of the axial [
- strain > the magnhitude of the radial strain IE [>|€ [ splitting is to the
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nearer radial node. Otherwise, splitting is to the node closer to the
direction of radial strain. For more specifics on this criterion see
Reference 14, @

dis

IV. CASE I

A. Experimental Results

Py are .‘..._4' Y

Woodward fired five shots of hardened, roller-bearing steel cylinders )
into Ti318 targets at normal obliquity (15). Note the geometric and
material properties for the first penetrator and target, Table 1. The
critical velocity to perforate the target was U471 + 14 m/s., In every case
the projectile fractured. 1In one case plugging due to adiabatic shear
occurred; the plug was pushed through the target but a small part of the
projectile stayed in the target while the remainder rebounded (Figure 4a). ®
However the adiabatic shear band was so narrow that it took metallographic
analysis (1000X magnification) to ascertain that it definitely was adia-
batic shear. In two other cases the projectile broke up and ricocheted and
_ the plug was not pushed out; the shear band did not reach the rear surface
4 of the target but did precede the crack (Figure ub),

B. Simulation and Comparison

The calculation to simulate this situation utilized a striking velocity
of 455 m/s. The pattern of elements which enabled splitting and the
elements which totally failed are shown in Figure 5. The deformation
history is shown by axisymmetric blowups of the region of activity in o
Figure 6. Note that the shear band reached the rear target surface at 3.25
us implying a crack velocity of 1954 m/s. The plug was completely formed
and was pushed approximately 1.5 mm past the rear target surface. The
forward motion of the projectile stopped between 25 and 30 us and the
projectile is progressively rebounding at 30 us and 35 us. Note that
several projectile and target elements were automatically totally failed,
primarily on the basis of a minimum time increment violation. There were
some problems with overlap of elements on the same sliding surface with so
much element failure; surface elements can not interfere with elements on
another surface but there is no provision for checking interference between
elements on the same surface. The speed history of the projectile is shown :
in Figure 7; the depth~of~penetration history in Figure 8. ®

t
. @

The results of the calculation are promising when compared with the
experimental evidence with regard to the shape of the deformed rod, the
L - total failure of part of the projectile, the formation of the plug, even e
; the inward-directed angle toward the bottom of the incompletely- formed ]
o plug when the velocity is just under the limit velocity. The jaggedness of [
the splitting pattern would seem to detract from the results of the

)
N
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L simulation. With splitting disabled, a calculation was made utilizing the

5 stress/(strain, strain rate, temperaturz) relationship; the instability do/d¢

Fl = 0 worked its way down through a "bandwidth" of elements; it was not as °®
j localized as would be expected., Of more concern is the placement of the

, split, not directly under the edge of the projectile. This may indicate

» that compression ought to be allowed to proceed for a longer period of time
g before the shear band starts to form.

V. CASE II. >
A, Experimental Results

The second case for which a simulation was calculated was experimental
work only recently conducted by Woodward, Baxter, and Scarlett(16). A blunt .
steel cylinder with corners ground to a radius of .25 mm impacted a Ti318 ®
target at normal obliquity with a striking velocity of 247 m/s. Results
(Figure 9) indicate very little plug compression and the separation of a
plug from the remaining target material at several places, but not every-

[ where, along the band. Woodward, et al, noted that examinations of

} sections parallel to the plane of the plate showed the separate nucleation .
P of very narrow shear bands and their independent propagation to the rear ®
surface despite joining circumferentially in several positions. They also
noted an initial acceleration phase during which compression takes place
preceding the formation of the adiabatic shear band.

This case differed from the first case in the significantly lower

striking velocity (247 vs U455 m/s), the lower hardness of the projectile )
(2233 MPa vs 2290 MPa), and the different target thickness (6 mm vs 6.35
mm) .

B. Simulation and Comparison

¢y L

This simulation utilized a striking velocity of 247 m/s and the
geometric and material properties noted for the second penetrator and
target in Table 1. A very jagged splitting pattern is evident in Figure 10,
Only two projectile elements were totally failed due to a minimum time
increment violation before projectile rebound occurred. Axisymmetric
blowups of the region of activity detail the deformation history in Figure

11. The shear band in this case did not reach the rear target surface ()
o until 8.28 us, implying a crack velocity of 725 m/s. A plug was completely
. formed and extends slightly (~.3 mm) from the rear of the target. There SN
¢3 was no discernible plug compression; the projectile began to rebound by 20 R
- us. The speed and depth-of-penetration histories of this simulation are C
® also shown in Figures 7 and 8. s
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Comparison between the more detailed experimental results in this case
and the simulation is most interesting - the correspondingly slower for-
mation of a plug which was not ejected, the highly jagged pattern in the
simulation coincidentally reflecting the areas of separation and
nonseparation of plug from the remaining target. Again the placement of
the split produces a narrower plug than is realistic. The small, but
discernible, compression of the plug and the significant indentation of the
target in the experiment is not matched in the simulation; thus further
supporting the need for a longer compression time,

VI. CONCLUSIONS

This paper presented simulations of target plugging failure due to
adiabatic shear utilizing finite element techniques, a stress/(strain,
strain rate, temperature) relationship, and the monitoring of the
instability which occurs when thermal softening overwhelms work hardening.
Two simulations and comparisons with experiment indicate considerable
promise for the method; results were consistent between calculations - a
much higher striking velocity producing and dislodging a plug whereas the
lower velocity produced a plug more slowly and which remained tightly
lodged in the target. Investigation is planned to determine the necessary
modifications to enable a longer plug acceleration period before shear
failure occurs, again, on natural physical bases.

As indicated by Rogers (12) and Woodward, et al, (16) the adiabatic
shear band forms entirely before there is actual separation. A more
accurate simulation may result when the stress/(strain, strain rate,
temperature) relationship is utilized in conjunction with the original
equivalent strain criterion for actual separation.

It is imperative that criteria designed to model targel failure modes
be incorporated with available simulation techniques. Simulations which can
handle only partial penetration of a target can betray penetrator and armor
designers., The results shown in Figures 2 and 3 would seem to imply that
the Ti318 material is tougher than the Ti125 material when, in truth, the
Ti318 material is easier to defeat by kinetic energy penetrators. Ti318
has a much higher static strength but its failure mechanism, adiabatic
shear, requires far less energy (17). The true ballistic worth of these
techniques will soon be ascertained when they are applied to impacts
involving rolled homogeneous armor and high hard armor.
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ANALYSIS OF WORLD AREAS TO INCREASE ARMY MOBILITY (U) ]

JAMES H. ROBINSON, JERRY L. SMITH, AND GERALD W. TURNAGE
U. S. ARMY ENGINEER WATERWAYS EXPERIMENT STATION
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Introduction ’

For the past several years, the U. S. Army Engineer Waterways Experi-
ment Station (YWES) has been developing procedures to assemble 1:50,000-
scale mobility-terrain data for use with the Army Mobility Model (AMM)
(1-3). The methods developed by WES use multiple unclassified sources of :
information, primarily maps and collateral information not initially in map | I
form, which are analyzed and consolidated into maps. For a given area,
five to ten maps containing information on soils, slopes, land use, etc.,
are input to a computer in digital form, rectified in the computer to a
common scale and coordinate system, and assigned anpropriate attribute
codes for all areas and/or Tinear elements, depending on map content. The S
full map set is then overlaid in the computer to create a composite map as L
an array of rectangular cells (usually 100 by 100 m for areal features, 10
by 10 m for linear), with attributes from all input sources assigned to
each cell.

The total available information for each cell--some gquantitative but
most descriptive--is interpreted in the computer, using the latest WES
artificial intelligence interpretation routines, to assign gquantitative
values for all mobility-terrain factors needed by AMM (4). The overall
accuracy of WES mobility-terrain data has been steadily increased by use of
more and better source information; acquisition of appropriate, extensive
ground truth data when feasible; use of more airphoto information; and
continuous improvement in the artificial intelligence algorithms. Still, L
the current mobility-terrain data base product is considered to be of )
"study" quality onlv. That is, a map developed by this process is a <
realistic representation of the distributions severities, associations, SNORE
and general placement of mobility impediments to be found in the area,
but no claim can yet be made to high accuracy in the quantitative values
for alil mapped factors at specific map coordinates. This study level | I
of mapping realism, however, has proved sufficient for successful use of RRER
AM in a wide range of vehicle design, candidate vehicle selection, and .
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computer war game applications where, in each case, land areas covering
one or a small number of 1:50,000 scale topographic map sheets (quads)
are considered.

The Problem

Many world areas are of potential interest for AMM applications. One
such area is the Federal Republic of Germany for which WES has developed
areal mobility-terrain data for 22 full 1:50,000-scale quad sheets and five
partial quad sheets (of a country-wide total of some 500 quads) (Figure 1).
The cost to map one quad sheet by current research methods is nearly
$50,000. For AMM "study" applications, it is considered too expensive to
map all of the Federal Republic of Germany (or any area in the world of
similar size and complex surface characteristics) in terms of AMM mobility-
terrain factor values. Users of AMM, however, require similar mapped data
for a number of such large areas worldwide. The challenge, then, is to
represent mobility problems over a large area at a reasonable cost.

g
.
. -
b .
L.
-
l.'_
.
f

g

The Approach

In response to expressed user needs, WES has developed and begun im-
plementation of an approach based on breaking up large areas into a modest
number of regions and selecting within each region one or a small number of
subareas that are statistically representative samples of the whole from a
mobility perspective. The novel aspect of the WES method is that it is
systematically applied and computerized and uses objective decision
criteria.

Clearly, if quantitative mobility-terrain data were available for all
of an area of concern, selecting small representative areas would be merely
a4 massive computer exercise using largely available algorithms. And the
study might not even be needed. The problem, rather, is to identify sample
areas based on available unclassified, small-scale information not directly
addressing ground mobility; the type of information found in national
atlases, agricultural studies, and climatic summaries.

The WES method was developed first for the total 250,000 sq km of the ®
Federal Republic of Germany. This was because of the milita'y interest 3
in this area, the reliability of plentiful available atlas-t,ne data for S
direct use and for follow-on verification, the accessibility of the area RS
for around truthing, WES's familiarity with the area on the ground, and the e d
suoport of the WES effort by the Republic's Ministry of Defense. Fi?lj
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Regionalization for the Study

Ground mot,ility bears a close relation to the detailed configuration
and materials of an area. To begin regionalization, it was assumed that
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> Figure 1. WES coverage of the Federal Republic of Germany
in terms of AMM mobility-terrain factors (by 1:50,000- » 1
scale quad sheets)
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landform and climate were the overriding influences on the regional terrain -
Ei details that ultimately determine vehicle performance. 1

Landform was designated by one set of large patches described in five
broad classical geographic classes, and by a second mosaic of patches
described by 16 classes of characteristic slope numbers derived from a
1974 Natick study (5) (Figure 2).

Two simple long-term climatic factors were used: mean annual rainfall
and average January air temperature (AJAT) (Figure 2). Rainfall affects
erosion, soil moisture, vegetation growth, etc., and thus indirectly the
terrain factor values influencing vehicle performance. Rainfall boundaries
were selected following Holdridge's Life Zone concept (6). AJAT in the :
Federal Republic of Germany was shown by Billelo and Aopel (7) to be gen- b
erally related to snowfall, length of growing season, and temperature
patterns throughcut the whole year--all of consequence to the more detailed
mobility-terrain factors of interest.

When maps of these four factors were overlaid, the total land area : 1
became a mosaic of some 200 regional patches, each described by the four ® 1
factors. Patches covering a country-wide area of less than 1 percent of
the total (approximately five 1:50,000 quad sheets) were considered too
small to constitute a region. When these were eliminated, there remained
23 regions covering 70 percent of the entire country (30 percent of the ]
country fell into the undifferentiated category). Figure 3 shows the way T
in which the 23 regions and undifferentiated areas break up the country. .
(The map symbology does not imply that all areas with the same symbol are ’
in one region.) Figure 3 is at a resolution of 10- by 10-km cells or
sample cells; each cell covers approximately the area of one fourth of a
standard 1:50,000 quad.

Finding Sample Areas

. Unclassified atlas-type, small-scale maps depicting five more-detailed .
aspects of the countryside were assembled and input for analysis in the R
- computer as 400- by 400-m data cells. Data for the five aspects are as S
L follows: °
C
3 .
Final No. of L
. o Terrain Aspect Weighting Classes ]
3 1. Unified Soil Classification System (USCS) DRRRN
:‘ soil type 4 10 T
o 2. Agricultural Tand use 3 17 L
p 3. Forestry type 2 3 :
- 4. Vegetation cover (types) ] 9
S 5. Geology (rock types) 1 8
;,
o
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Topography
Factor 1 ® )
STope Categorization (from ]
Natick Landform Classification ]
System) 1
Classes* ]
(1) 0-2% (9) 0-2% |
(2) 2.1-5% (10) 2.1-5% ®
(3) 5.1-10% (11) 5.1-10%
(4) 10.1-20% (12) 10.1-20%
(5) 20.1-40% (13) 20.1-40%
(6) 40.1-60% (14) 40.1-60% ]
(7) 60.1-70% (15) 60.1-70% 4
(8) >70% >70% » ]

Factor 2
Landform-Topography
(Landform, Slope, Relief)

Classes )
Averace o |
Landform Types Slope, % Relief, m ‘ 1
(1) Marsh <3 <5
(2) Level plains 3to8 5 to 25
(3) Rolling plains and hills 8 to 20 25 to 50 .
(4) Hills 20 to 30 50 to 100 —enend
(5) Mountains >30 >300 P 4
Climate
Factor 3 Factor 4 VT
Avg Jan Air Temn, ¢ Annual Rainfall, in. %;*i
Classes Classes 1
(1) >0 (1) >20 to 40 o
(2) 0 to -1 (2) >40 to 80 ]
(3) <-1 to -2 .
(4) <-2
»

* (lasses 1-8 and 9-16 are based on single and dual
classification systems, respectively.

Figure 2. Four primary factors presently used in WES regionalization .

of the Federal Republic of Germany (from thematic mans at scales ®

around 1:1,000,000) (To convert inches to centimetres,
multiply by 2.54.)
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Again, none of these were the quantitative mobility-terrain factors needed
for use in AMM, but they were representative of the higher resolution -

information used by WES to develop detailed AMM data bases at 1:50,000
scale.

The 10- by 10-km grid net used in regionalizing was superimposed on
the five aspect maps and simple distributions of each aspect determined for R
each sample cell, and for all sample cells throughout each region. For T e
each of the five aspects, correspondence of the distribution of class
descriptors within each sample cell to the region-wide distribution was
made on the basis of the chi-squared (x2) statistic (8-11). For a single
terrain aspect described in m classes

m
2 - 2 2
X Z (05 - e3)/e;
i=1
where
0; = the observed value for class i
e. = the expected value for class i

The x2 process tests to some level of confidence the hypothesis that ERRAN
a given distribution (such as for a sample cell) is identical to another ]

(such as for the whole region). The formal test becomes very stringent ""'. ™
when the sample cell distribution derives from many "tests." 1In the pres- RN
ent application, using data from 400- by 400-m data cells over a 10- by 10- L
km sample cell results in 625 tests. Results of formal testing did not
prove useful. What was needed was a means to determine some degree of NS
closeness other than full matching. To this end, the value of x? for a "u,;ii
specific sample cell was tested against the standard deviation of x2 for 'i{‘“‘
all cells in the region to give a Z score: ]
2 _ 2 e ‘_:
Z score = STDX2 :3:}i
where °
4
x? = the value for a specific cell in a region R
. '1
¥< = the mean value of x2 for all cells within the region -~1v;€
STD_, = standard deviation of the distribution of x2? for all cells '." b
X" within the region D
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Zscore provides a normalized description (in terms of standard devia-
tions) of the variation of the x2 of a specified cell relative to the x2
distribution of all other cells within a region. The smaller the Zgcore
value, the more nearly the distribution of the cell represents the distribu-
tion of the region.

Zgcore Vvalues were computed for all five aspects in all sample cells,
coded for degree of acceptability (dot = <-0.5, closed diagonal = >-0.35 to
0.25, and open diagonal >0.25) and printed in map form for inspection.
Figure 4 is an example for one aspect (USCS soil type) throughout one large
region. In general, most unacceptable sample cells--in all such presen-
tations--tended to be near region boundaries. This was not unexpected.
Unacceptable sample cells embedded within a region proved, on inspection of
the relevant topographic map sheet, to have clearly anomalous features,
which also was not distressing.

Unacceptable cells were eliminated wherever found--tightening the
regional characterization--and the process repeated up to three times,
at which point the pictures pretty well stabilized. The final Zg.gpes for
the five aspects were combined based upon a judgmental rating of the rela-
tive importance to mobility-terrain factors of matching the local distribu-
tions of the separate aspect to the regional distributions. While judg-
mental, these ratings derive from in-depth experience in mobility perform-
ance and mapping research. Weightings were as listed earlier. For each
cell, weightings were multiplied by the Zg.opeg for the five aspects and
the results totaled. The aggregate scores were classed and mapped by
sample cells for final decision at this time. Sample cells with the lowest
aggregate score were considered most representative of the region.

Figure 5 shows the twenty-three 20- by 20-km areas (square blocks of
four sample cells--approximately the size of one 1:50,000 quad sheet)
selected by examination of aggregate scores map to represent the 23 current
regions. The background grid shows the 1:50,000 topographic sheets for the
area.

These 23 areas are prime candidates for the generic mobility-terrain
data base. When detailed with mobility-terrain factor values, mobility
nerformance statistics predicted for these areas can be used to study
mobility potentials, problems, and options for approximately 65 percent of
the land area of the Federal Republiic of Germany. (At this moment, it is
estimated that temporarily relegating regional boundary transition areas to
the undifferentiated category will drop the original coverage by about 5
percent.)

The Future

While Figure 5 represents the first important result of the generic
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Figure 4. Distribution of Zgcope values for the chi square
statistic (USCS soil type, Region 1, Federal Republic of
Germany, 1:4,000,000 scale, 10-km resolution)
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terrain study, work is still in progress. In the near future, the original
regional boundaries must be refined, slope distributions added to the 2
analyses, and current ideas and methods extended to classify the presently
undifferentiated areas. The regionalization method must be verified.

Brief on-the-ground spot checks of early results in summer 1982 revealed no
fatal flaws. Strenuous, more formal testing will be done in early fall
1984, in which more than forty 10- by 10-km sample cells will be charac-
terized by ground measurements. Cells will be selected insofar as possible
to check both homogeneity within regions and differences among regions, and
to collect data to test emerging ideas about characterizing the presently
undifferentiated areas.

The finai immediate concern is that, before the generic data base can
become really useful, detailing of the 23 areas to quantitative mobility-
terrain factor values must be accomplished. WES efforts in this direction
will begin concurrently with the field verification work, by using verifi-
cation cell data as part of the needed quad sheet area ground truth data.

Farther down the road are trial applications over other large areas,
and similar treatment of road net and gap mobility-terrain factors.

A Closing Note

WES has deliberately taken a formalized approach to regionalization
with the goal of developing a method that can be applied to other large
areas of interest anywhere in the world. The Federal Republic of Germany
might well have been regionalized by many other detailed approaches because
of the wealth of reliable data available on almost any subject except
mobility per se. But the Federal Republic of Germany is a special case.
Accordingly, WES has attempted to develop a process based primarily on
relatively simple, low-resolution information likely to be available for
almost any large area, ana to use the more detailed information on the
Federal Republic of Germany to test hypotheses and results during this
research phase. At this stage, it remains to be seen how well worldwide
goals have been met, but there is reason for optimism.
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PHOTOACOUSTIC MICROSCOPY B
DOUGLAS N. ROSE, DR. P

DARRYL C. BRYK, MR.
US ARMY TANK-AUTOMOTIVE COMMAND

WARREN, MICHIGAN 48090

L
INTRODUCTION
The photoacoustic effect was first reported by Alexander Graham

Bell in 1880. Within a year, further investigations were carried out by _
the famous, including Bell and his associate Tainter, Roentgen and Lord ti

Rayleigh as well as by the not so famous including Mercadier and also
Peerce who came closest to our modern explanation of the effect. It
then lay completely dormant for 50 years until the advent of improved
microphones allowed quantification of sound. Then it was revived by
Viengerov in the Soviet Union for work with gases. 1t was not reapplied
to solids until 10 years ago (1). The first photoacoustic microscopy
image was produced less than 5 years ago using a borrowed laser and an
O-ring for a drive belt between a motor and a stage micrometer (2).

PHOTOACOUSTIC PRINCIPLE

One of Bell’s early experiments illustrates the effect in solids
well. He had a closed glass vessel (reputed to be a bell jar) with
solid material inside to which a listening tube was attached. When the
glass vessel was illuminated with rapidly interrupted sunlight, a sound
was heard at the interruption or “chopping'" frequency. When the
sunshine was stronger, the sound was stronger. Also, the sound was ®
stronger when the solid material inside had a darker color.

Figure 1 describes the effect schematically. Since the temperature
that the periodically heated spot on the surfdce reaches depends not
only on optical absorption but also on thermal properties, wnich
includes thermal boundary conditions, we can probe beneath opaque )
surfaces. The highly damped thermal wave that is generated into the i
solid gives this field its other name, thermal wave imaging. Figure £
shows a schematic layout of a modern system utilizing gas cell
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PHOTOACOUSTIC MICROSCOPY
UTILIZING GAS CELL DETECTION

l-:ERIODIC HEATING OF SURFACE

KEY POINT TO POINT DIFFERENCES
IN SURFACE AND SUBSURFACE
THERMAL PROPERTIES AND LIGHT
ABSORPTION LEADS TO DIFFERENCES
IN SIGNAL AMPLITUDE AND PHASE

Figure 1. Principle of the photoacoustic effect using gas cell detection.

PRODUCES

PERIODIC HEATING OF GAS
ABOVE SURFACE

PRODUCES

GAS PRESSURE VARIATIONS - SOUND

SCHEMATIC OF THE LASER PHOTOACOUSTIC SCANNING SYSTEM
UTILIZING GAS CELL DETECTION

CHOPPER PHOTOACOUSTIC
CELL
LASER L
SCAN
SAMPLE DEVICE
MICROPHONE
REFERENCE
SIGNAL
LOCK-IN
AMPLIFIER PREAMPLIFIER
DATA ACQUISITION
CONTROL

Figure 2. Schematic of photoacoustic microscope using gas cell detection.
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detection. The laser is simply a convenient source of directed light; o
indeed, electron beams (3) and ion beams (4) can be used for spot
excitation. Some means of modulating the beam is necessary.
Sophisticated electronics such as the lock-in amplifier along with a
microphone or other detectors allow us to extract and quantify the o
signal in a way that was unavailable in the nineteenth century. Figure -
3 shows a modern gas cell. Note the window for the radiation to pass ’
through to the surface and the hearing aid microphone. The window is ]
placed over the surface to be examined. There is a shallow channel ‘ E
leading to the hearing aid microphone. The cell is sealed to the
surface to be examined with a bead of sticky wax.

o .
St o e
do A e el a a4 aal _ AA b

The photoacoustic signal has a phase with respect to the excitation »
beam as well as a magnitude. Good examples of the use of the phase for
depth profiling come from the field of photoacoustic spectroscopy in
which the interest lies in the variation of the photoacoustic signal
with respect to excitation light frequency as the name suggests. For _
instance, in the spectra of an apple peal (5), the red color shows up in -
spectra taken with a phase delay. An apple has a natural coating of wax L
and it takes some time for heat generated in the underlying pigmented
layer to become evident at the surface. Similarly, a lobster shell
which appears black optically was shown to have different colored dyes
at different depths because of the different phase angles associated
with different absorbed light frequencies (6). The phase is also i
somewhat dependent on surface profile though it is relatively y .
insensitive to surface reflectivity (7). e

PO B S L

Figure 4 shows how another sample was constructed which illustrates
the photoacoustic principle further, Two slots were milled in aluminum
and came together forming a sharp point. The slots were filled with -
plastic and the surface was polished smooth. A coat of silver paint was ’
then applied, hiding the structure from optical view. Figure 5 shows
the photoacoustic picture at two modulation frequencies. With quite long o
thermal wavelengths, the point is sharp and geometrical shadowing holds; R
however, no depth information can be gained from the phase since the -
point is at "zero" phase. The lower image at 11 Hz is in this regime k

but the frequency is approaching the regime where wave effects dominate ’ .

so some blunting of the point is noticeable. 1In the upper image at 500 RN

Hz, the thermal wave length is now short compared to the feature and the R

point is again sharp because the thermal wavelength is small compared to R

the feature. O
’

DETECTION TECHNIQUES s

These last images were taken using the mirage detection technique. :: -

LA
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Figure 3. Photoacoustic microscopy gas cell.

CONSTRUCTION OF POINT RESOLUTION SPECIMEN

SLOTS MILLED
IN ALUMINUM

SLOTS FILLED

‘ WITH PLASTIC
FORMING A

POINT WHERE
THEY MEET

w'n..r‘v"v~ v_,.v -‘ P
:

o' .
-

' SILVER PAINT
) APPLIED )
. ‘ 1
AND POLISHED
e ®
. 1
HIDING POINT
FROM VIEW 1
. . 4
. Figure 4. Construction of a photoacoustic point resolution test specimen. -
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Figure 5. Photoacoustic image of point resolution test specimen.

Figure 6 shows the various effects occurring at the periodically heated
spot including gas pressure variations, IR emission and thermal ﬁ;
expansion and contraction of the spot. Figure 7 shows 5 of the most R
common detection techniques used in photoacoustic microscopy. The first o
one, gas cell detection, is what we now call the approach of Bell which '

has been described. .

r

The "mirage" technique, also called optical beamn deflection (8), -:if%

was piloneered by the French (9). In this approach, a second laser beam el

cilled the probe beam skims within 50 ;m of the surface. The ~?»if

periodically heeted air above the excited spot deflects the probe beam. R

The principle is the same as that responsible for what appears to be ® 4
water ahead of us on a hot highway. With this technique one can go to

lower modulation frequencies and thus see deeper with loager thermal
4
°
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waves. Unfortunately, this makes image acquisition slower because of
the longer diffusion time. If the probe beam is slightly displaced from
the excitation beam, very characteristic signatures are seen of cracks
oriented along the probe beam direction as will be shown. The mirage
technique can obviously not be applied to concave surfaces. It also
requires maintaining the relative position of the excitation beam focal
spot, the probe beam and the sample surface during a scan. With this
technique local variations in surface helght can produce signal
variations in the magnitude and phase that are not easily separated from
subsurface thermal wave interactions (10).

Piezoelectric detection relies on the acoustic waves that are
generated as the excited spot on the sample periodically expands and
contracts. The conversion etticiency from thermal to acoustic energy is
typically quite low but this *echnique can be faster since one does not
have to wait for the therma’  infourmation to come back to the surface.
Thermal wavelengths are typically v.3 ym in insulators and 3 ym in
metals at 1| MHZ dropping to v.u3d .m and 0.3 um respectively at 100 MHZ.
This approach can be used where the exciting beam is a chopped electron
or ion beam in which case the sample must be in a vacuum. Using this
technique and a modified electron microscope, images have been obtained
in the same length of time that it takes to get an electron microscope
picture. Subsurface flaws in integrated circuits, the doping pattern in
semiconductors, the ion implantation pattern in GaAs and the crystalline
structure in welds and also in wire bonds to integrated circuit chips
have been imaged in this way (l1). This technique does require bonding
a traasducer to the sample with the usual care necessary for this.
Theoretically, the interpretation is more complicated since the
material’s elastic properties, which are expressed as a tensor, became
important and acoustic wave reflections must be considered.

In photothermal imaging, the periodic infrared emissions from the
heated spot or the emissions from the back of thin specimens from
thermal waves propagating through the specimen are detected. This is a
point sampling approach but it relys on thermal diffusion so it is not
as inherently fast as piezoelectric detection. It is however, a
non-contact method a:id can also be used in a vacuum. Using this
approach, 0.5 mm changes in a 50 pym layer of paint on a 0.5 mm thick
sheet of metal have been detected (10) (12). Also the thickness of
diffusion hardened surface layers in steel has been measured to an
accuracy of 0.15 mm (13)._.It is adaptable to complex geometries and its
resolution is at least 10 Celsius degrees.
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Figure 6. Effects at a periodically heated spot.
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Figure 7. Common photoacoustic detection techniques.
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: ;
In the reflection approach, a probe laser is reflected directly off - i

r' the excited spot. It is felt now tnat changes down to at least 10U nm ®

can be detected (for reference, green light has a wavelength of 550 nm).
While this is very good, state of the art ultrasonic transducers can do
- better. Both thermal lensing, as in the mirage technique, and thermal
expansion, as in the piezoelectric approach, affect the signal. This
technique does not require a particularly well polished surface. It
does require maintaining the relative positions of the excitation beam
focal spot and the spot at which the probe beam is reflected which is
usually slightly displaced from the excitation beam’s focal spot. It is )
a non-contact method and high modulation frequencies are possible giving
fine resolution.

lia

APPLICATIONS b

In a general sense, we see photoacoustic microscopy as
complimentary to other NDE techniques. For example, it is usable quite
near the surface where ultrasonics is more difficult to apply ana it can N
be tolerant of complex surfaces on which ultrasonics is difficult to L
interpret. Compared to radiography which is not as sensitive to light _ )
elements such as silicon, nitrogen and carbon found in many ceramics and L
composites, it is well suited to ceramic surfaces which can withstand '
powerful excitation beams thus giving better signal to noise ratios and
for which surface flaws are very important. On the other hand, . i
photoacoustic microscopy is quite limited in depth capability and is o 4
usually slow compared to the other techniques. o]

Because of its dependence on microscopic thermal pruperties, as .}";w
well as light absorption, photoacoustic microscopy ofters a view ot -
surfaces rhat differs trom optical or electron microscopy so that ~ e
considerable inhomogeneity has been revealed by this technique in ® y
samples thought to be uniform., 7Taking advantage of this, photoacoustic SRR,
microscopy can be used for characterization of surfaces as well as tor o
tlaw detections A potential application of this is for evaiuation of )
rubber unitormity in track pads (/). .

Much ot our work has been targeted at ceramics. The newer torms of
silivon nitride, silicon carbide and zirconia have higher strengths and
rter hivh temperature capabilities tor use in engines. The hardness of
~ilicen carbide and silicon nitride make tlem attractive in wear e

itCeitions and their lower density and corrosion resistance make them T
v tractive tor turbine blades and turbocharger rotors. However, they o {
it still brittle and hence untoryiving and they typically fail at tlaws
an order of magnitude smaller than tor metals.
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EXAMPLES

Figure 8 shows a comparison of photoacoustic images of Knoop
indentations in silicon carbide taken using the gas cell and the mirage
detection techniques. A Knoop indentation is a hardness test made with
an elongated diamond point and is like Vickers hardness testing except
that a pyramidal diamond point is used in Vickers measurements. A
vertical "half-penny" crack is formed beneath the surface as well as a
system of lateral cracks. The visible indentation, 140 X 20 ym is
somewhat less than half the height and 6% of the width in the field of
view in these images. 1In relative size it corresponds to the faint gray
area in the + 45 degree view of the gas cell images. There is a
background signal, minimal for the 90 degree images and highest for the
0 degree images, that has been subtracted from the data. The two sets
of data have also been processed so that the values shown stretch from
the highest to the lowest grey scale in each set. Though the two sets
of images are of different indentatioms, the difference in information
returned by the two techniques is shown. According to theory, the
effect of the cracks that are shallow compared to the thermal wavelength
should show up at - 45 degrees phase angle (14). Accordingly, the
smallest indications can be seen in the + 45 degree images and the
biggest indications in the - 45 degree images. The residual indication
at + 45 degrees for the gas cell is probably due to the surface profile
of the indentation in the surface. The gas cell approach, which
averages the temperature over the surface, cannot see a perfectly
vertical, perfectly closed crack (15). In contrast, the mirage
technique does respond to vertical cracks. Corroborating this, the
mirage response to its indentation is much bigger at + 45 degrees than
the gas cell response at + 45 degrees. The overall structure of the
mirage signal data, which is most clearly shown in the - 45 degree
image, is a large wound surrounded by a raised ring. This structure is
best shown in a graphical perspective plot like Figure 9 and illustrates
that a combination of data presentations will be required to effectively
communicate all of the features of the data.
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Figure 8. Knoop indentations in sintered silicon carbide: Gas Cell vs
Mirage detection. "o
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Ficure 9. Knoop indentation in sintered silicon carbide: Mirape image at

- - 45 degrees taken at 212 Hz. The arca shown is 318 X 318 microns.
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3
Figure 10 shows a comparison of gas cell and mirage images of a L
fatigue crack in aluminum that has been stretched open. As can be seen, ° §
the mirage technique gives a very distinctive signature for cracks L
parallel to the probe beam when the beam is slightly displaced from the ATRS
excitation beam. When the probe beam is on the opposite side of the T
crack from the excitation beam, there are additional possibilities (or };}jg
complications depending on ones view) because there is a transverse to -
surface as well as a normal to the surface deflection of the probe beam. L :
In the mirage image there is a faint crown—like structure above the
crack and a vertical line in the upper half of the image. We first ]
noticed this when using a pseudocolor presentation. We have found our
pseudocolor capability very useful in revealing subtle detail in the
images which we subsequently verify in the gray scale images. i <
3
9
-
L
+ ' “o N MY N B .
[ M '.
I
L
]
:,1
ke d
fhagiitink * Ll He . 1
o
."1
* 1
Figure 10. Fatigue crack in aluminum: Gas Cell vs mirage detection. .
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Figure 11 is an image of an area at the trailing edge of a first ~ -
stage turbine blade for the TF30 engine. Two cooling air holes running L i
through the blade beneath the surface are visible as two broad white C
horizontal bands in the image. This particular image was created by S
merging 3 smaller images side by side and using an image processing S
technique known as convolution to reduce some experimental artifacts PRI N
that occurred at high spatial frequencies. Not shown for lack of space T
are images showing a feature in an area of the blade that had a previous * .
radiographic indication. ‘
. B
.
. {

e 8 e te am’a  a'a"a a'aa.  a’a

Figure 11. Image of subsurface turbine blade air cooling holes.
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Figure 12 is an "i1on acoustic" image of a polished single crystal )
slab of zirconia made by using a chopped ion beam and piezoelectric
detection (4). 1Ion implantation can improve wear resistance as well as
offering better corrosion, fatigue and hardness properties on a wide
variety of materials. Nitrogen implantation such as used in this case
can increase the harduness of the zirconia (16). The white patch in the
upper left of the in phase ion acoustic image in Figure 12 correspoads ®
to an implanted area. Only a very faint yellowish area was visible to
the eye by using a glancing reflection. The transparency of the crystal
rendered our usual photoacoustics with green Argon light ineffective
because there was so little absorption. We see the best potential of

rr ion acoustics in "on-line" control of ion implantation on complex or T
o inhomogeneous surfaces. Similarly, we feel that the photoacoustic o
: effect can also be useful for control of materials processing via )
lasers.
' ]
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| Figure 12. Ion acoustic image of a nitrogen implanted area in a zirconia o
crystal. » 4
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CONCLUSION

Photoacoustic microscopy offers another way of "looking" at
surfaces which can be useful for characterization and near surface flaw
detection down to about 2mm. At present it is relatively immature and
slow. The effect holds promise for on-line control of laser and ion
beam processing.
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DIGITAL BEAMFORMING ARRAY(U) T
*JOHN F. ROSE, MR. *
JESTER M., LOOMIS, DR.
ARMY MISSILE LABORATORY
REDSTONE ARSENAL, AL 35898

I. INTRODUCTION

The concept of forming receive antenna beams, in a computer through
the use of the digital representation of the elements amplitude and phase
has been pursued for many years {1, 2, 33. This technique which has been
called array signal processing or digital beamforming (DBF) has several -
advantages when compared to conventional heamforming techniques. One »
advantage that DBF brings to array technology and ultimately radar system
performance is the flexible ease of forming multiple beams through the
parallel use of digital algorithms such as FFT's rather than replicating
different microwave feeds. Multiple beams give the radar designer another
degree of freedom in that he can trade time and power to increase sur- =
veillance coverage, or to spend more time at a given point in space. L
Longer dwell times will enhance clutter processing and may ultimately,
through the exploitation of narrow doppler filters, provide a means of
target classification. 1In addition, having a digital representation of
the coherent phase and amplitude at each element gives the potential to
perform adaptive beamforming, nulling, and even extended resolution
techniques such as maximum entropy.
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Many new developments are occurring in electronic components and
. these advances now make it possible to consider DBF for military applica-
® tions. For example, real time data processing limitations have been an .
’ impediment to this concept since fts inception, but recent increases in -
computational ability developed through the DOD VHSIC program have brought
processor speeds up to levels necessary to support many radar require-
ments. In addition, the RF and IF components being developed in microwave
s monolithic circuits offer the very real possibility of reduced size, cost,
) and power consumption necessary to afford and package a receive/ :
downconversion module behind each element. Current state of the art, as )
well as projected advances in microcircuit electronics, will add improve- ‘
ments in the speed, relifability and repeatability of an element module.
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These technologies, coupled with component advances in fiber optics,
subarraying techniques, etc., begin to make DBF very attractive for y
military use.

In a conventional radar antenna the performance parameters are a S
function only of the microwave components; whereas in a DBF array not only ]
the microwave components, but also downconversion and digital components -?5;;ﬁ
affect pattern performance. At the same time, radar measurement parame- -y
ters such as range and radial velocity, which heretofore have been inde-
pendent of the array, now are affected by the array design and element
module component selection. In order to examine these effects, a proto-
type DBF antenna and radar were designed and built. The remainder of the
paper summarizes the unique design considerations associated with the DBF
system and presents the results of performance testing. ' :

II. DESCRIPTION OF DBF PROTOTYPE HARDWARE

A block diagram of the eight-element antenna system is shown in
Figure 1. Behind each element of the array is a receiver to convert the :
received RF signal into a format suitable for digitizing. The receive =
element of the array is an H-plane sectorial horn, which was selected
because of its simplicity, and the desire to obtain some directivity in
the azimuth plane while maintaining a wide element pattern in the eleva-
tion scan plane. The inter-element spacing was chosen to be 0.6" in order
to eliminate grating lobe effects. This spacing also could accommodate a R
commerically available power divider that permitted direct connection of R ema
) the antenna, RF mixers, and local oscillator (LO) feeds. Such a packaging - n
- teg?nique eliminated the need for high tolerance RF interconnecting
cables.

I R U VPP S DR W e

. In order to establish the pattern characteristics of the array with- R
\ out receiver circuitry it was necessary to measure the individual element P
i reflections and the mutual cou?ﬁn between elements. Following a proce- : A
dure described in [4], the reflection coefficient was measured for each -
element in the array environment. The coupling between elements was

4 determined by exciting one element and measuring the received signal at
" each of the other elements with all other elements properly teraninated,
Typically about 0.1 dB of amplitude mismatch and 2,59 of phase daviation
were attributed to the reflection and coupling effects. The effect of 1
these variations is shown in Figure 2, where a no-error pattern (shown '
dotted) is conpared to the pattern with errors. The errors result in
virtually no change in the main beam but cause a 3 to 5 dB increase in
sidelobes. This errored pattern now becomes the baseline pattern from
which the receiver error effects can be quantified.
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Figure 2. Ideal pattern (dotted) and computed pattern (solid)
when reflection and coupling errors are introduced.

Return to Figure 1 where the receiver circuitry behind each element
is shown. The X-band signal coming from each array element is first down-
converted to an IF frequency of 30 MHz. The signal is then amplified and
mixed down to base band in a synchronous detection process. The output of
this stage is an in-phase (1) and quadrature (Q) representation of the
received signal. The critical parameter which must be considered in the
design and febrication of this unit is the thru phase and gain of each
path which must be matched to preserve the relative amplitude and phase
of the received signals. In addition, the dynamic range of the system
must be considered so that none of the stages in the receiver saturate and
create a nonlinear phase and amplitude response. Table 1 shows each
element's relative phase for the total downconversion process. This data
was taken by combining the RF mixers, LO distribution power dividers, and
synchronous detector boards and measuring the output phase differences
between I channels. The phase of the Q channel was determined by first
measuring the difference between the I and Q phase on each individual
board and then adding this difference to the measured I channel phase.

The stgndgrd deviation of phase error in the I and Q channels was computed
to be 3.3%,
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Table 1. Relative phase of downconversion
process from RF mixers through
synchronous detection

Element Relative phase
I Q

1 0 89
2 7.6 97.6
3 7.1 96.1
4 3.7 96.7
5 0.7 88.7
6 3.4 93.4
7 8.0 95.0
8 8.2 95.2

The final signal conditioning in the elemental receive channels is
baseband amplification. In this stage, the I and Q signals are amplified
to bring their levels up into the dynamic range of the A/D converter. 1In
addition to acting as an amplifier, this section also performs necessary
filtering functions and amplitude gain control. Following the amplifiers,
a track-and-hold (T/H) circuit is used to present the A/D converter a
fixed voltage for digitizing. A fixed level is necessary to reduce errors
that occur if signal levels change during the conversion time.

The selection of the 8 bit Analog Devices HAS-0802 A/D converter was
based on obtaining an off-the-shelf A/D with relatively simple interface
requirements, having a moderate dynamic range (7 bits + sign = 42 dB) and
a conversion time fast enough to sample a radar waveform and provide less
than a 300 m range cell.

There are two types of A/D errors that affect array performance:
quantization and linearity. Quantization errors are inherent in an A/D
because the converter approximates an analog signal with a discrete digi-
tal word. The quantization error is determined by calculating the
variance (power) of the distribution function over an interval of 1 LSB
and is equal to qﬁdT? where q is the LSB. The second source of errors
can be broadly classed into a term called linearity errors. Linearity is
a measure of the variation in the difference in input voltage necessary to
change the output of the A/D. Or, in other words, linearity is the
variation of the LSB between different digital states. There are two
types of linearity errors, the first is a random error, bit state to bit
state, its effect is similar to a raised noise floor. The second type of
linearity error is a systematic error in the adjacent LSBs. For example,
many A/D's exhibit a variation in LSBs which is quadratic such that the
LSB at the higher levels is larger than the LSB at the low conversion
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Tevels. The result of systematic linearity errors is the creation of _
harmonic responses in a frequency or spatial transform process. o

Throughout this section only the phase errors have been discussed at
any length. Generally, these errors are not only much more critical to
array performance, but also are more difficult to control than amplitude
errors. In the prototype system a gain control was put in the baseband .
amplifiers, in order to balance the gain variations in the receive cir- L4
cuitry. The gain control was placed ahead of the track-and-hold and A/D
convertor because the errors which occur in these components are very
small and have little effect on the array's performance.

b: IIT. ANTENNA PATTERN DATA

Upon assembly of the complete array, antenna pattern data was taken
to establish performance bounds and relate component error effects to pat-
tern characteristics. In a DBF array several features require that a
somewhat unconventional approach be taken toward both data gathering and
data reduction. For example, a conventional antenna pattern is taken by .
recording, typically on chart paper, the output of a single beam port as a L4
function of angle; however, in the DBF array all element outputs are
sampled as a function of angle and the actual pattern is formed afterward.
The pattern is not unique in that the same data can be weighted in many
ways, depending upon the desired purpose. This feature was used as a data :
reduction and analysis tool in order to form different types of beams to .
accentuate different error effects. o

Y r—l—'v

A block diagram of the equipment and interfaces used to take antenna
patterns is shown in Figure 3. The transmit signal is derived from mixing
the X-band LO and a stable 30,010 MHz source. This combined signal, after S
appropriate filtering and amplification, was transmitted from a remote o
source, received, and downconverted to 0.010 MHz or 10 kHz at each ele- @
ment. The offset is necessary for the signal to pass through the baseband
amplifiers. The actual transmit horn was mounted on a tower 31 feet away
from the receive array. In order to calibrate the array, the array was
placed normal to the transmit source and gain adjustments were made by
equalizing the I and Q rms voltage in each element. This technique will
account for all amplitude imbalances caused by the downconversion and final L
amplification process, as well as any amplitude imbalances in the antenna
aperture due to mutual coupling effects at broadside. Coupling differences
due to illumination functions variation and scanning will not be accounted
for. This method works well under the controlled conditions of an antenna
range where the source can be placed in the far field and multipath can be o
eliminated; however, in radar applications such controlied conditions can- g
not generally be enforced and some other calibration technique must be
developed. Radar calibration will be discussed later in the paper.
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i ANTENNA PATTERN °
EXPERIMENT CONFIGURATION

TIMING HP 9825
& CONTROL GP COMPUTER

| T v ARttt === RECORD DATA
| | FOR OFF-LINE
: 1 >® Dfm : ANALYSIS
l >__._.._...... LINES |
— | —_— |
, < . .
P 8 |
S VR
RECEIVE
ELEVATION
CONTROL NETWORK ®
) LO 30,000 MHz
30,010 MHz
SOURCE é ) L T X-BAND
-~ ®
) - :
Figure 3. Block diagram of pattern recording equipment and
receiver test network. S
N o ]
i Upon calibration of the array the position and element output data ]
were recorded for future data analysis. The timing control and data .
recording is done by an HP 9825 microcomputer. Since the data was stored ]
on tape in the HP 9825 it was very easy to use the 9825 for data reduction S
also. Two general classes of programs were written to analyze the data. ST
The first type was a group of programs which examine the elemental data to S
» see if it is valid or to specifically examine element-to-element signal 1
characteristics. The second type of programs were developed to form pat- SR
terns with combined element data, just as a DBF spatial processor would e
do. T
The most useful analysis performed on the individual element data was '.'
» the computation of phase and amplitude errors., The phase errors are com- i
puted by applying a least squares fit to the linear phase front across the .
» )
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array. The difference between the least squares line and the calculated

phase at an element is defined to be the error at that element. This is

not an absolute error because the least squares line does not represent )
the actual phase slope, only an approximation with respect to the data.

The amplitude errors are found by computing the average magnitude across
the array and comparing each element's magnitude to this average. Ideally,
the amplitude errors are very small; however, the amplitudes were balanced
with respect to broadside coupling so that as the antenna is rotated and
coupling changes a residual error results. This residual error was calcu- ®
lated to be less than 0.25 dB over a plus or minus 60 deg. scan range.

PP W T SR VLIRS

Aa_a o

antenna pattern from the ideal. This departure results in a loss of gain,
an error in pointing direction, and an increase in sidelobe level. For
small amplitude and phase errors the effect on gain and pointing is very (]
difficult to measure and quantify; whereas, the error effect on sidelobes
is usually dramatic, especially if the sidelobes are designed to be low
initially. Conscquently, in order to assess the errors, low sidelobe
illumination functions were applied to the data to accentuate the error
producing effects. Figure 4 depicts the pattern obtained when the data is
e weighted with a 30 dB Chebyshev illumination function. o

[
b
S
PI
b
[ The effect of the component errors is a departure of the realizable
(:

PO Sy S .

Using a method described in [5}, the pattern results indicate that
the total component errors in the array are 3.6°. In order to establish
the mutual coupling error level the unerrored pattern of Figure 2 can be
compared to the pattern derived from only the mutual coupling data also .
shown in Figure 2. Based on these patterns the rms error due to mutua)l o

coupling is about 1.19. Since these errors are independent of the inser- . _Aﬁ
tion phase and I and Q sampling variations, the errors due to the )
insertion and sampling variations, ej, can be computed to be gj;fga
SR
f“. ..41
e;] = ye? - e2. = ¢3.62 -1.12 = 340, (1)
where e is the total error and e; represents the mutual coupling errors,
()

The rapid fluctuations in the sidelobes of the pattern in Figure 4 are
not typical of a conventional array, whose patterns look more like the pat-
tern of Figure 2. The variations in the sidelobes are caused by a dif-
ferent error set being applied to the array as the received waveform is
sampled in time. 1In order to differentiate the I and Q sampling error
from the time invariant insertion phase errors, the design level is taken ®
to be the average of the fluctuations over a relatively constant portion
of the pattern. The angular region between 45 and 650 in Figure 4 was
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2 Figure 4. Pattern resulting from DBF array when elements data is ]
@ weighted by a 30 dB Chebyshev illumination. »
selected for the calculations. Following the same procedure used earlier
results in a measured ms I and G sampling error of 1.7°. Subtracting ]
this error variance from ey as found in Equation (1) results in a fixed R
RMS insertion phase error of 2.9°. This compares to an error of »
3.39 measured on the actual components (see Table 2). Based on the com- T ]
ponent data, the expected RMS error due to I and Q sampling variations for R
a 10 kHz baseband frequency is 2.0° RMS which is very close to the T
1.79 error computed from the measured data. Table 2 summarizes the error o
analysis by comparing the measured error of each subsystem to the error o
calculated from the antenna patterns. )
Table 2. RMS phase error summary -
-
Error Measured Calculated R
Source error, deg error, deg o
»
a. Refection and 2.6 1.1 )
Coupling R
b. Element to element 3.3 2.9
down conversion
c. I toQ due to 1.3
down conversion 2.0 1.7 »
d. I to Q due 1.5 1
to filters -
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IV. RADAR OPERATION

[] Upon completion of the pattern tests a prototype radar was built )
2 around the receive array. Basically this consisted of adding a transmit

antenna, transmitter, modulator, timing and control functions to the DBF

array. During this transformation, the IF and baseband amplifier gains .

were changed to help reduce line voltage contamination of the radar ]
- signals and the IF amplifier/synchronous detector section was repackaged SRR |
. to improve their reliability. In addition, a pilot pulse calibration ®
, mechanism was added to the receive network. The calibration network

consists of a separate oscillator offset 10 kHz from the intermediate fre-

quency (30 MHz) LO, an additional 8 way power divider and mixer, and

couplers behind each element. A radar block diagram is shown in Figure 5.

The radar covers a fixed 129 sector in azimuth and forms beams in e |
elevation over a +90° sector. Target illumination is provided by a TWT
transmitter radiating through an 11 dB gain flood i1luminating horn. The
TWT is pulsed for 2 usec at a pulse repetition frequency (PRF) of nomi-
nally 30 kHz. These parameters, coupled with the receiver chgrac- R
teristics, result in a detection range of about 5 km on a 5 m¢ target o
after spatial and signal integration., As in the array case, the return *
signals are received by each element, down converted to base band, ]
filtered, and finally converted to a digital word. The A/D conversion o
rate is 500 kHz, which corresponds to a sample every 2 usec or every
range cell. There is a separate line from each I and Q channel to the

.
;
g .

computer, making a total of 16 parallel lines from the eight element —
array. The clock rate is 5 MHz, broken up so two clock intervals are used o
for house-keeping and timing functions and eight clock intervals are used e

to transfer eight bits of data from each channel. This data rate is too
fast to be accepted by a general purpose computer; therefore, it was _
necessary to build a memory buffer to preprocess the data for com- R
putations. The memory buffer is a 1024 word by 16 bit device. This i v
results in 128 data samples (1024/8 elements) that can be used for range .
and doppler processing. The processor being used is a Digital Equipment e
PDP-11/34 with an AP120B array processor to perform the Fourier Transform
operations. A symbolic diagram of the processor is shown in Figure 6. AR
The processor is flexible in that it can process one pulse over 128 range RERENE
cells, 128 pulses over one range cell, or any binary combination such as o
2 X 64, 4 X 32, etc. in between. The control signals to the A/D converter g
were developed in order to sufficiently utilize the 128 available sample .
points. This is done by sampling only a group of range cells about a

desired range, rather than continuously sampling between transmit pulses.
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For example, if only four range cells are sampled following each pulse, a
128/4 or 32 point doppler transform can be performed on each block of -
buffered data. *

A pilot pulse injection scheme was used in the radar configuration
for receiver calibration. This was necessary because the radiating source
technique used during the antenna tests was not practical because of .
interference caused by surrounding objects. A pilot signal offset from -
10 GHz by the 30 MHz LO and by an additional 10 kHz doppler was injected ®
via the power divider and couplers into the front end of each recejve
channel. A Discrete Fourier Transform (DFT) was applied to the data from
each channel. By examining the outputs of the DFT it is possible to
determine the mismatches in the through-phase of the receivers and the
individual I and Q channel errors. These errors are compensated for by
applying a phase and amplitude adjustment to the illumination function ®
weights in both the doppler and spatial filtering operations.

PN

In order to evaluate the performance of the DBF radar a test target
generator (TTG) was used rather than trying to work with targets of oppor-
tunity. The TTG is a transponder which returns the transmitted signal -
with a doppler offset frequency. It was usually placed about 1 km from ®
the radar during tests. A test simply consisted of radiating toward the
TTG and then receiving the transponded signal. In this way, the range,
angle and doppler of the return can be carefully controlled.

PP W B
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b

ekt

Figure 7 shows a target response resulting from the radar tests. The
3-D plot has axes of doppler cell (0-31), beam position (0-7) and return
amplitude in dB. This plot is a horizontal slice from the processor
diagram depicted in Figure 6. The large ampliitude signals on the beam
axis at zero doppler are due to clutter. The target is located in beam 4
in the tenth doppler cell. It is the largest return other than those due
to clutter. The amplitude in the non-target cells along the axes orthogo-
nal to the target are substantially larger than those in the off axis
region. This is due to the target showing up in the sidelobes of the beam
and doppler cells of the radar. The spatial sidelobes are less than those
along the doppler axis because a low sidelobe weighting function was used
in space; whereas, uniform shading was used in doppler.
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Figure 7. Response of DBF radar.
v
V. CONCLUSIONS :
The work described herein has demonstrated the feasibility of using
an antenna whose beams are formed digitally for radar applications. Such
a radar antenna has flexibility in its shapes and characteristics. For °
example, radar beams with different sidelobe levels, difference beams, and : 1
special shaped beams such as cosecant squared beams can be formed s1mu1 ta- oo
neously. Moreover, the quality of these beams can be made to be equal to ey
or better than that obtained from conventional fixed microwave feeds. L
. »..—:4
. L
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The additional elemental hardware necessary for reception and digiti-

zation makes reproducibility more difficult; however, the ability to
l measure array errors in real time and the ease of adjusting the weighting

coefficients ultimately offsets the increased error sources in the array.
i Two techniques were used to provide calibration signals for array measure-
: ments in the prototype system. The remote illumination method used in the
X antenna tests was very successful in the relatively pure environment of an
antenna range. This scheme is not practical in a radar configuration
because of interference by nearby objects. In this case a signal injec-
tion technique produced performance similar to that of the illumination
method. Its principal limitation was the stability of the injection
signal hardware.

The radar tests demonstrated that the receive hardware which now is
replicated many more times than in a conventional array does not adversely
impact the performance of the signal processing functions. Range and
doppler processing was carried out at a performance level commensurate
with that achieved with current radar practice.

The major technological difference between the prototype array
described here and oie that could be used in the field Army is in the
number of elements and the signal bandwidth. A typical Army radar would
require a factor of ten increase in the number of elements and about a
five-fold increase in bandwidth. With the projected advances in the
operational speed of digital hardware, it will be feasible to build an
Army radar which uses digital beamforming in the future.
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- HEMORRHAGIC FEVER WITH RENAL SYNDROME:
DISCOVERY OF A UNIQUE GROUP OF VIRUSES

Dr. Connie S. Schmaljohn, Mr. Sherman Hasty and Dr. Joel M, Dalrymple
Department of Viral Biology, Virology Division
United States Army Medical Research Institute

t:i of Infectious Diseases

} Fort Detrick, Frederick, MD 21701
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r

Korean hemorrhagic fever has been recognized as a military health
problem since it was first reported in U.S. troops during the Korean
conflict, when approximately 3,000 cases occurred, 10% of which were
f fatal. This disease remains a threat to troops stationed in Korea and
k has resulted in numerous illnesses and deaths in the last 3 years. A
large group of diseases which are clinically similar to Korean
hemorrhagic fever are endemic throughout China, Russia, Japan, Europe

F and Scandinavia. The World Health Organization has collectively termed

5 these diseases '"hemorrhagic fever with renal syndrome" (1). A viral

lii etiology for these diseases was suggested in 1978, when a virus was
isolated from Korean striped field mice,(Apodemus agrarius corea), and

was found to react with antibodies in the blood of patients with Korean
hemorrhagic fever (2). The virus was named Hantaan after a river in
= Korea paralleling the demilitarized zone near which it was 1isolated.

' Adaptation of Hantaan virus for growth in cell culture significantly
lii contributed toward charaterization of this disease causing agent (3).

: Basic molecular and antigenic characterization of Hantaan virus
{ revealed that it was similar to the Bunyaviridae family of animal
b viruses and possrssed a three segmented, single—stranded RNA genome
f contained in three ribonuclease sensitive nucleocapsids, surrounded by
. an ernvelope with two glycoproteins and a virion associated polymerase
%. (4,5,6). Two-dimensional electrophoresis of ribonuclease Tl resistant
S
1

oligonucleotides (fingerprinting) (7) indicated that the large (L),
medium (M), and small (S) RNA segments of Hantaan virus are different

from each other and from host cell RNAs (figure 1). BN
: No serological relationship between Hantaan virus and viruses S
- within the four existing genera of Bunyaviridae has been documented. L
u. However, it was recently determined that Bunyaviridae can be assigned to
P

a genus by molecular analysis of their 3”-terminal nucleotide sequence S
which has been reported to be congserved for viruses within a genus but ,;_
different from viruses in other genera (8). T;{
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tii Sequence analysis of the Hantaan virion RNA 3° terminl demonstrated 4
that like the Bunyaviridae, the three RNA segments of Hantaan had the »
same 3°-terminal sequence, but that this sequence was unlike those of
all other genera of Bunyaviridae (figure 2 and table 1). These data led ]

us to propose that a fifth genus of Bunyaviridae, to be known as the
Hantavirus genus 1s required to accomodate Hantaan-like viruses (5,6).
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Figure 1. The three RNA segments of Hantaan virions were examined by
two dimensional oligonucleotide mapping following digestion with
ribonuclease T1 (fingerprinting) (5). Radiolabeled small (S), medium
(M) and large (L) segments were examined individually and as a composite AN
of total virion RNA. The schematic diagram indicates the location of "'
the oligonucleotides from each segment within the composite map, and '
illustrates that each segmeit is unique. L
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L
A>GG c>U U

A>G G C>U U

S

A>GGC>U U

Figure 2. The 3~
termini of Hantaan
virion L, M, and S
RNAs were rad18§
labeled with PCP

as previously
described (5) and
were sequenced

using the chemical
method of Peattie
(9). 20% poly-
acrylamide;6M urea
gels were used to
resolve framents
of RNA and were
electrophoresed at
1500V for 2 hr.
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Table 1

e 3° NUCLEOTIDE SEQUENCES OF BUNYAVRIDAE

3

N GENUS

f BUNYAVIRUS: UCAUCACAUGA

5 UUKUVIRUS: UGUGUUUCH

e PHLEBOVIRUS: BGUGUUUCG

_ NATROVIRUS: AGAGUUUCU

N HANTAVIRUS: ALCAUCAUCUG
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Viruses serologically related to Hantaan have recently been
isolated from rodents both in endemic disease areas, as well as in
countries (such as the United States) where no associated disease 1is
recognized. In order to gain a better understanding of the antigenic
and molecular properties of this group of viruses, and to test our
hypothesis that Hantaan and related agents should be classified in a new
genus in the Bunyaviridae, we selected eight virus 1isolates for detailed
comparison.

The viruses utilized in this study represented diverse
geographical areas and all known hosts and are listed in Table 2, Virus
isolates from endemic disease areas were represented by three Korean
isclates, a Japanese isolate and a Finnish isolate. Three virus
isolates from the United States represented viruses not known to cause
human disease. The currently known host-range of this group of viruses
(rats, mice, humans and voles) as well rs three clinically
distinguishable diseases (Korean hemorrunagic fever, epidemic hemorrhagic
fever, and nephropathia epidemica) were also represented by these
isolates. Virus propagation in cell culture has been described (4).
None of the isolates produced detectable cytopathology, and growth
characteristics of the virus strains wsre quite similar. Maximum virus
infectivity titers of approximately 10’ pfu/ml were achieved eight to
twelve days post infection, and plaque assays were performed as
previously described (4).

Table 2
VIRUS ISOLATES RELATED TO HEMORRHAGIC FEVER WITH RENAL SYNDROME

VIRUS HOST LOCATION DISEASE

HANTAAN! FIELD MOUSE  KOREA ?

LEEZ HUMAN KOREA KHF

URBAN RATS RAT KOREA ?

TCHOUP ITOULAS® WHARF RAT NEW ORLEANS ?

GIRARD POINT’ WHARF RAT PHILADELPHIA ?

PROSPECT HILL® VOLE FREDERICK, MD ?

SAPPORO RAT’ LAB RAT JAPAN EHF

PUUMALAB VOLE/HUMAN  FINLAND NE

Viruses were isolated by: 1,2,3 H.W., Lee et al., Seoul, Koreaj; 4 T. Tsal

et al., CDC Atlanta; > J. LeDuc, USAMRIID; © C. Gajdusek et al. NIH;
7Kitamura et al., Tokyo, Japan; 8J. Dalrymple et al., USAMRIID.
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, All isolates exhibited antigenic cross-reactivity by .
{i immunofluorescent staining of infected cells. The more specific L4
: techniques of radioimmune assay (RIA) and plaque reduction
neutralization tests (PRNT) were employed therefore, to differentiate
antigenic groups. Viruses were compared using antibody produced by
K experimental infection of Wistar rats with each of the eight virus
- isolates, and infected cell culture lysate antigens. The assay
procedure has been described (10). Antigenic relationships of the g
viruses by this method appeared to be closely correlated with the type :
of host from which the virus was isolated (Table 3).

Comparison of plaque-reduction neutralization titers of the
isolates also revealed host-range antigenic similarities (table 4).
With this test, however, all viruses could be differentiated from one-
another which clearly indicated that no two isolates were antigenically L
identical, Collectively, these data provide serological support for the
concept that the Hantavirus genus is composed of a number of related but
unlque viruses.

L To determine whether all isolates could also be differentiated
¥ molecularly, we compared the composite oligonucleotide maps of each
le virus isolate. The results of this comparison indicated that all o

viruses were genetically different from each other and confirmed the
serological finding that no two isolates were the same. As an example of
the genetic heterogeneity of these viruses, the oligonucleotide maps of
the two American wharf rat isolates are displayed in figure 3.
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Figure 5, Comparison of the oligonucleotide maps of whar{ rat {solates .
from New Orleans (Tchoupitoulas) and Philadelphia (Girard Point)
fllustrate the genetic diversity among the Hantaviruses.
e
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To establish conclusively that Hantaviruses conformed to the most
stringent criteria of Bunyaviridae, that is, that all viruses possessed
a conserved 3“terminal nucleotide sequence which was the same as the
prototype virus Hantaan, we performed sequence analyses of each of the

RNA segments of the eight isolates.
summarized in table 5,

each RNA segment.

These sequence results, which are
indicated that all viruses within the proposed
Hantavirus genus which we examined did possess a conserved sequence on
As expected, eventual sequence divergence among virus

isolates as well as between segments of RNA of individual viruses was

apparent and began at the l4th nucleotide from the 3~

terminus.

These

data, provide difinitive molecular evidence that the Hantaviruses are a
unique group of Bunyaviridae.

Table 5.
3'

VIRUS

HANTAAN 37
LEE

URBAN RAT
TCHOUPITOULAS
GIRARD POINT
PROSPECT HILL
PUUMALA (NE)
SAPPORO RAT

HANTAAN 3~
LEE

URBAN RAT
TCHOUPITOULAS
GIRARD POINT
PROSPECT HILL
PUUMALA (NE)
SAPPORO RAT

HANTAAN 37
LEF.

URBAN RAT
TCHOUPITOULAS
GIRARD POINT
PROSPECT HILL
PUUMALA (NE)
SAPPORO RAT

NUCLEOTIDE

.......
-----------

SEQUENCES OF HANTAVIRUS RNA SEGMENTS

LRNA
AUCAUCAUCUGAGGGAUUUAUUGAU
..I...........CU.CAUG.UUG
..............CC..CUC..U.
®sessssrscccsreryye C*C°GUUA
..............CU.CAUG.UGG
eeccccscscst sy CAUXXXXX
.‘I..'........CU.C.C.GUU.
ooo-oooo-ooc.occq.cucoccu

M RNA
AUCAUCAUCUGAGGCGUUUUCUUUG

o.oo-c.o.a.o..-o.o.oA.-oC
..................C.U.G.C
-ooo.o-n-ooo-aol..COUQG.C
..o.o-ooooooooo..o..coo-C
................A..CU..CX
o-cc.o..ooo-.no-.oC.UQGQC

...........I’.....C.U.G.C

S RNA
AUCAUCAUCUGAGGGAUUUCUCGAU

..Oloo.I........Qol..u..x
...o.-......A.(:.....loooo

S0 0GB OO0SGQOSONIGIOICONROEOSISIOTRDOLES
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Note:

®* indicates

nucleotide homology
with the prototype

virus:

----------
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1
In summary we have examined eight virus isolates some of which must -
be considered a potential health threat to troops stationed throughout e

the Eurasian continent. The viruses examined represented widely diverse
geographical areas of isolation as well as the known host range of these
agents., Among these viruses are several which are suspected or are
known etiological agents of at least three forms of hemorrhagic fever )
with renal syndrome. Our data have indicated that all viruses are -
antigenically and molecularly related but are not identical to each o
other or related to any other known group of viruses. While we feel

that these viruses should be classified as a fifth genus of the

Bunyaviridae, they are unique from other Bunyaviridae not only

molecularly and antigenically, but also biologically. Unlike typical

Bunyaviridae, no arthropod vectors have yet been detected for the : 4
Hantaviruses, Transmission to humans 1is believed to occur directly from
rodents, via aerosolization of saliva, urine and feces. The large . X
number of cases of Korean hemorrhagic fever which occurred during the - ‘]
; Korean conflict was most likely related to this transmission route when el
1 troops involved in digging trenches unearthed Apodemus burrows and
'. consequently created aerosols.

Also in contrast to the Bunyaviridae, these viruses have the 1
extreme propensity to persist in their rodent hosts long after
infection. It is believed that once infected, an Apodemus may continue
to excrete infectious virus in its urine for life. Recent studies have
indicated that viruses related to Hantaan virus are persistent in
rodents throughout the world (Maj. J. LeDuc personal communication).

Why these viruses sometimes emerge from a harmless rodent virus to a
deadly human infectious agent is not known. It 1s apparently not simply
a host-range phenomenon because, as we have shown, there is a marked
antigenic cross-reactivity of the viruses from similar hosts and human
disease has been associated with viruses from all rodent hosts.

One possibile explanation is that only certain genes or
combinations of genes from different viruses might result in a virus
more virulent for humans. As we have demonstrated, the genomes of
Hantaviruses isolated in the same endemic disease area (e.g. Hantaan and
Lee) as well as those isolated from non—endemic disease areas (e.g.
Tchoupitoulas and Girard Point) are molecularly quite diverse. Other
Bunyaviridae have been reported to be able to exchange genome segments ®
with serologically related viruses, and consequently select for the most 1
virulent gene combination. We have not yet been able to examine this
possibility with Hantaviruses, and await production of recombinant DNA Lo
clones which will be useful not only for studying the replicatfon of oA
these viruses but should also provide precise probes for examining B
important gene regions. Of greatest interest will be genes which might °® "
be responsible for virulence and also those regions which code for 1
antigens involved in viral neutralization and induction of protective
antibodies.
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SCHMALJOHN, HASTY & DALRYMPLE

One of the most important questions for those of us involved in
trying to prevent as well as understand virus infections and disease, is
whether or not to investigate live attenuated vaccines against agents
such as Hantaan virus, which shows such a pronounced persistence in
vivo. The long-range effects of persistent viral infections must be of
concern, Perhaps the best approach to a vaccine is production of
protective synthetic peptides or recombinant DNA products,
Alternatively, the feasibility of using antigenically related rodent
viruses with no known human disease potential as a vaccine might be o
explored. S

While we do not yet know the answers to these questions, our
findings constitute a significant first step in the understanding of
these elusive agents, the diagnosis of infection and the development of
methods for preventing infection and disease. o

182
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RESOURCE ALLOCATION: MANNING THE FORCE IN THE 80'S

ROBERT C. SCHWALM
US ARMY RESEARCH INSTITUTE FOR THE BEHAVIORAL AND SOCIAL SCIENCES s
FT BLISS, TX 79916 ]

The ever-increasing high-tech manning requirements of the Army's new -
and emerging weapon systems require that the Army make optimal use of a B
shrinking manpower pool in support of those systems. It is no longer S
enough simply to throw more hands at a problem; it is now necessary that RN
the right hands be applied. This is especially the case with the more
sophisticated weapon systems, where the technology of the system requires
particular personnel. However, even the less advanced systems must take
into account the personnel assigned, if only because fewer personnel tend
to be available these days.

The force structure issue has become one of assigning the right
personnel in the proper numbers to guarantee efficient and effective
operation of a weapon system. The problem is how best to determine the
right numbers of the right personnel, especially when the system being
studied is only slightly further along than concept development. Put
another way, how does the Army structure its forces for maximum potential
from minimum resources?

One solution--if the system already exists and money and personnel are
no problem--would be to actually test force structure alternatives out in
the field. Unfortunately, this solution is seldom feasible,

v Because of this, while force structure issues have not been left to
P chance, they have not been addressed by the Army in any rigorous or
® systematic way. Most often, force structure decisions are based upon
precedent, experience, and the opinions of subject-matter experts.
Additionally, there are numerous considerations--some political and some R
pragmatic--which are not directly related to force structure issues but Y
which most definitely impact on force structure decisions: These consider- U
. ations include mental inertia--the basic urge to keep things the same; unit S
» parochialism--the desire to maintain and protect one's resources; hedging-- i -
planning and conserving resources to protect against a rainy day or future
reductions in resources; and coping--planning around the fact that no
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matter what the Army's intentions as stated in, say, a Table of
Organization and Equipment (TOE), there are seldom as many people or

I equipment items as specified, and still fewer when attrition due to
schooling, health profiles, and maintenance are considered.

DEVELOPMENT OF AN APPROACH

- To address force structure issues in light of the current manpower
| shortfall, the Army must develop a more rigorous and systematic approach--
5 one which protects essential resources under all conditions and can be
applied evenly and comprehensively across systems and across time. The
approach, then, must be based upon the objective and the quantifiable and
at the same time must take into account the relative priorities of certain
skills, missions, functions, personnel, and equipment. In all likelihood
no single instrument--whether a computer-based model or paper-and-pencil
algorithm--will solve all force structure problems at all levels of the
force. Instead the Army must move toward a combination of tools applied
systematically and comprehensively to force structure issues.

ow . 0

- At present there are a variety of decision aids available to help
» those in force design, but most of these aids--when used at all--are
‘- applied haphazardly and inconsistentiy. For the most part the primary
decision tool in force design remains the advice of subject-matter experts.
But the demands of projected force considerations make that tool at best a
secondary resource. The Army is essentially being forced by events to turn
to more objective and comprehensive information bases. A methodology based

]
i on computer-simulation models would appear to provide this base. C
" With this in mind, a much more effective solution--in terms of cost, O
- time, personnel, and materiel--is to simulate the force structure R,
- alternatives with the use of computer models. The US Army Research itﬁiﬁ
o Institute for the Behavioral and Social Sciences (ARI) has initiated a :i.,
i research effort in this area, applying computer-based models to the . '1

x efficient assignment of tasks, personnel, and equipment to crew-served
- weapon systems and unit force structure.

MODELS ADDRESSING RESOURCE ALLOCATION

The effort began with the development of the ARI Crew Performance
Model (CPM). Dr. Lloyd M, Crumley of the ARI Scientific Coordination
Office at Fort Sill recognized that the Army had no easy means for
determining the impact of crew factors (e.g., crew size or task assignment)
on crew performance. Additionally, any efforts at determining the impact
of such factors were likely to be based on subjective experiences rather
than on empirical data. DOr., Crumley developed the Crew Performance Model
to help correct these shortcomings and to address other performance
considerations.(1)
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In its simplest form, the CPM simulates the effects of changes in crew
Jl size and/or the assignment of tasks on crew performance.(2) Crew perform-
ance can be measured as the time to complete an activity (e.g., emplace a
howtizer) or as the amount of involuntary downtime per crew member during
the completion of the activity. Together the measures provide an estimate
of the relative efficiency of a crew structure.

L

I‘ The CPM consists of three components: a) the task library, which
lists the tasks to be performed, the times required to perform the tasks,
and any constraints on crew members performing the tasks; b) the task
structure, in which the user specifies which crew member is to perform
which tasks and in what order; and c¢) the main program, which accesses the
task information contained in the task library to simulate the task .
structure as outlined. Once the user has developed the task library, it _
becomes a simple matter to make changes in the task structure to determine
the effects of those changes on crew performance.

Tt e
A s P IR

(4

The second part of ARI's research program on resource allocation

. involves the application of the Analysis of Military Organizational

» Effectiveness (AMORE) methodology to force structure issues. AMORE

considers the effect on unit capability of degrading factors as a function

of time. Unit capability is usually measured in terms of the capability of

a unit to reconstitute itself after degradation. Degradation can take the

form among others of casualties or losses after combat, the impact of

wearing (even the threat of wearing) MOPP gear, or attrition due to drug

ii abuse. AMORE can also be used with capability specified, allowing the user

to vary resource requirements needed to achieve that level of capability.

Input to the model includes initial unit resources (usually the TOE),

substitution matrices for personnel and materiel, mission essential teams

- (the smallest increment or unit needed to complete the mission), and

- probabilities of degradation (the likelihood of damage to resources). From

ii the model the user can determine not only the capability of the unit to

recover from degradation, but also the skill positions and materjel which

cause the model to "choke," i.e., shortfalls which prevent the model from

building any further teams or reconstituting to higher levels. Finally,

the model can be used to identify substitutions or areas for potential
cross-training.

Although the CPM and AMORE can and have been applied independently,
the natures and levels of their analyses make them eminently compatible,
In a stair-step fashion, the results of the CPM analysis provide a context
or framework for applying the AMORE methodology. Whereas the CPM considers
the individual as part of a crew, AMORE considers the individual and crew
as part of a larger unit, usually a battery. The CPM can provide insight
into the relative strengths and weaknesses of various crew structures;
AMORE considers the impact of those factors on the larger unit. In other
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words, the CPM can be used to establish an optimal crew size; AMORE can
then be used to build an optimal higher-level unit structure around that
crew,

Aao A o s 8 D S S

APPLICATION OF A FORCE STRUCTURE METHODOLOGY

By way of example, consider ARI's modeling effort on the M109 155mm SP
howitzer system, Applying the stair-step approach described previously,
ARI first performed a crew performance analysis on M109 howitzer crews.
Using information and findings from that analysis as a springboard or
framework , the AMORE methodology was then applied to an analysis of battery
organization.

Specifically, the analysis proceeded as follows. In applying the Crew .
Performance Model, first a detailed task list was developed--defining the o
tasks, identifying constraints on performance of the tasks, specifying the :
times required to complete the tasks.(3) (The latter, by the way, were
derived largely from time and motion analyses of crew operations.)

Alternative crew structures--that is, variations in crew size and the

assignment of tasks--were also developed; the specific alternatives were e
designed to promote efficient completion of the activities being modeled o
(in this case, emplacing, firing, and march-ordering the howitzer). Crews ‘ =
ranging in size from ten members (base case) down to four were compared, § o

With this information the model was exercised and the crew structures . . -i
compared.(4) Not surprisingly, by reducing involuntary downtime through e
the more efficient allocation of tasks, completion time during all .o |

activities remains stable despite the decrease in personnel. Put another
way, a reduction in personnel on the gun is compensated for by the increase
in efficiency. This trend obtains through a reduced crew size of five
people; at that point completion time begins to suffer,

It must be emphasized that these findings are not to suggest that a ®
howitzer crew be reduced in size. Quite the contrary, our analyses suggest
that not only are there enough support duties (e.g., ammunition resupply,
sleep, perimeter defense) to keep a full ten-man crew busy, but that an
11th crew member is warranted. Still, at any given time only five or
perhaps six men are needed to operate the weapon without a loss in
completion time; the remainder, however, are necessary to perform required L
support duties off the gqun. o

PIGIETwN

At

It is interesting to note that many section chiefs already split their

crews in just such a fashion. Because they seldom have the full complement fﬁjﬁ?ij
of their ten-man crews, they have been forced to operate more efficiently R
both on and off the gun, The results of the crew performance analysis, L

then, provide some empirical justification for such split-crew procedures.

188 5535;2:
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! Given this information as background, the AMORE methodology was
applied to the Division-86 M109 howitzer battery.(5) Although the analysis o]
4 was intended primarily to examine the impact of crew size on battery [ )
- capability (as had been the purpose of the previous CPM analysis), also
a considered were the individual and combined influences of four other
¥ factors--degradation level (casualties, from 10% to 40%), battery size (139
T soldiers vs the proposed level of 129), number of howitzer sections per R
ii platoon (i.e.,, whether to break a battery into platoons at two or three -
sections), and, finally, MOSC changes (specifically, the introduction of °
64Cs for certain 13Bs). (Because none of the latter three variables had a
significant effect individually or in combination, only the effects of
1 alternative battery (crew) organizations and degradation levels will be
E discussed.)

Six alternative howitzer crew structures were compared with the ®
standard ten-man crew base case. The alternatives ranged from a
mission-essential four-man crew (with six personnel in support roles) to a
14-man crew (the hypothetical crew size required for a howitzer crew to
fully resource all its duties both on and off the weapon).

Basically it was determined that simply adding more hand- not L
improve the capability of the howitzer battery to recover and alivite X
after casualties. Too often specific skills {e.g., gunner) ws needed to
rebuild teams. Thus, neither the 14-man crew nor the standard ten-m»n crew
showed the capability, sustainability, or reconstitutability the R
split-unit crews. This became particularly evident as the casualty rate - e
was increased: When larger crews are considered mission-essential, the o
impact of increasing casualties will be greater for those larger crews than
for small crews. Thus, the 5/5 split crew (five men on the gun, five in
support), particularly with an 11th crew member considered (5/5/1), was
found to be especially robust,

DB

The AMORE aralysis, therefore, provided independent confirmation of *
the prior crew performance findings, It extended those findings, however, ‘
by considering the impact of possible crew changes, in addition to other
factors, on the capability of the larger unit, in this case the battery.

CONCLUSION "

Both the Crew Performance Model and AMORE have been successfully
applied to a variety of military systems., [Individually or together the
models have been applied to such widely divergent systems as the M198
howitzer, Pershing II, Division Support Weapons System (DSWS), and Sgt
York/DIVAD. The approach has been applied to units varying in size--from
sections to platoons and batteries and divisions--and to units varying in ® |
stage of development (e.g., DSWS, M109). Perhaps most important, both
models have been readily applied by users outside the developing agencies;
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users at the level of the TRADOC proponent schools have had success in
learning and operating the models and interpreting their output,

Although neither the CPM nor AMORE is a panacea for problems in force
development/force structure, both are proven to have some power as
empirical tools for addressing such issues., Furthermore, both models in
particular and the approach in general are being improved to provide better
analyses with enhanced realism and wider applicability. However, these are
only two tools--really, two first steps--in the development of a competent
resource allocation methodology.
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I. INTRODUCTION

For many years it has been observed that liquid-filled projectiles have
a proclivity for unusual flight behavior, often being unstable even though
the same projectile with a solid payload is stable. The essential mecha-
nisms for this behavior are rotation imparted to the liquid by the spin of
the projectile and the ability of a rotating fluid to support waves, first
called inertial waves by Kelvin. The problem has been studied extensively
for the case of "solid body rotation," i.e., late enough in the flight so
that the liquid is fully spun-up. It was found that projectile instability
was caused by resonance between an inertial oscillation in the liquid and
the coning motion of the projectile. However, projectile instabilities
have been observed early in flight, while the liquid is in the transient
state of motion called spin-up. Indeed, the parameters of the gun-
projectile system may be such that the liquid might not achieve solid body
rotation during flight time of the projectile. Several new problems and
phenomena are introduced when one attempts to find the frequencies and
damping of the inertial waves that exist during spin-up. The determination
of the transient spin-up flow and then the wave frequencies and damping are
the subjects of this paper. The essential aspects are presented here;
detailed discussions are given in References 1, 2, and 3.

The wave frequencies and damping are obtained from the solution of the
free oscillation problem in the rotating fluid; this requires solution of
an eigenvalue, abbreviated e.v., problem of considerable compiexity. One
of the interesting complexities is the "critical layer." The term critical
layer is used because the phenomenon is analogous to the critical layer
that occurs in the Orr-Sommerfeld equation which governs the stability of a
Yaminar shear layer. For the rotating fluid the physical interpretation of
the critical layer is that the wave frequency is an integral multiple of
the 1local angular frequency of the spin-up flow, both quantities being
functions of time; mathematically, the governing system of differential o
equations has a turning point. One can also interpret the critical layer A
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paragraph.

For the case of solid body rotation and inviscid perturbation thereon,
Stewartson* showed that resonance between the wave frequencies in the
liquid and the nutational frequency of the projectile angular motion causes
instabilities; Wedemeyer> derived ‘<cous corrections to the theory. The
idea of resonance can be and has been used beyond the restrictions of the
Stewartson theory; it would then be proper to call it Stewartson's
principle.* Thus, a necessary condition for instability is that the
nutational frequency of the projectile is equal to a wave frequency at some
time during spin-up. To determine if instability occurs, it is necessary
to calculate the moment exerted by the liquid by solving the forced oscil-
lation problem. An approach to this problem was presented by Murphy® for
large time, i.e., close to solid body rotation, using inviscid perturba-
tions; the calculation fails when the critical layer exists because viscous
perturbations, as used here, are needed to resolve the critical layer.

k- .
? as a resonance, quite distinct from the resonance discussed in the first

Two brief digressions follow to put liquid-filled projectile problems
in historical and scientific perspectives. Apparently, liquid payloads
were used at least as early as the 1920's, see Reference 7. The erratic
behavior of these projectiles remained mysterious until Stewartson's work
appeared in a classified report in 1953 and in the open literature in
1959.% In the late 1950's Karpov initiated experimental research in the
area at the BRL. This showed the need for viscous corrections to Stewart-
son's theory. Wedemeyer® developed these and showed remarkable agreement
between his theory and the experimental results. In another basic work$
Wedemeyer derived a model for the unperturbed spin-up flow. Knowledge had
matured enough so that an AMC handbook was written by Karpov and Wedemeyer?’
in 1969. Recent work at BRL has concentrated on the spin-up problem.

Scientifically, liquid-filled projectile problems require the theory
of rotating fluids.® his theory has application in astrophysics, geo-
physics, and various technologies. Wave motion in solid body rotation,
spin-up, and, to a lesser degree, spin-down have been studied for these
applications. Spin-down flow has not been studied extensively because, for
a large range of the parameters, the flow is unstable. The observation of
tea leaves collecting at the center of a cup after stirring is a familiar
example of a stable spin-down flow. Knowledge of spin-up flow alone is not
A very useful for the projectile problem. Perturbations on this flow, to
- give the wave system, are needed; this area had not been studied in
- previous work on rotating fluids.

*This basic work by Prof. Keith Stewartson is the only paper he wrote on
this subject, but he retained his interest in the work on liquid-filled
projectiles at BRL until his untimely death in 1983.
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Typically, the liquid is contained in a right circular cylinder. It
is assumed that spin is imparted impulsively to the cylinder; the angular
acceleration of the projectile in an artillery gun tube is about 0.03
sec-2, the acceleration time scale is 0,005 sec and the time in bore is
0.020 sec; see Reference 1 for justification of the impulsive start
assumption. Notation used here and the cylindrical polar coordinate system
are shown in Figure 1. The spin-up flow is determined by only two non-
dimensional parameters:

Reynolds number = Re = Q a2/v and aspect ratio = A = c/a

where @ is the spin (rad/sec), a and c are the radius and half-height of
the cylinder, and v is the kinematic viscosity of the fluid. The range of
these parameters is large. Experimental data such as velocity fields,
pressures, or gyroscopic motion of the container exist for 1 < Re < 107 and
0.5 < A <5,

The analyses presented here are restricted to larger Re by virtue of
some asymptotic approximations. The lower bound on Re is not known, in
general. From Reference 10 it appears to be 0(102). The e.v. analysis is
also limited because the boundary layers on the cylinder endwalls, called
Ekman layers, are not included. Finally, the angular motion of the pro-
jectile must be restricted to small angles because the theory is linear.

Whether or not spin-up effects are important in a projectile flight,
rather than solid body rotation, can be estimated by comparing the
projectile time of flight, ff]. with the characteristic time for spin-up
determined by

fs = (2 c/a) Reljz/ﬂ (sec)

if the Ekman layers are laminar. For Re > 105, approximately, the Ekman
layers may be turbulent, in which case the characteristic spin-up time can
be estimated from

t, = (28.6 c/a) Rel’®/a  (sec).

If ES or fst << tf], spin-up effects can be neglected and solid body rota-
tion can be assumed. If fs or fst z F,]/IO or larger, spin-up effects
probably have to be considered. For an artillery shell ff] = 40 sec is

typical. Non-dimensional spin-up times, t

=qt. and t
also used. 3 s

=0t r
2 tst’ are

S t
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b
To put these estimates in perspective, consider two cases which will -; =
be used in presenting illustrative numerical results (courtesy of Dr. W. P. e
; D'Amico, BRL): L.
s Re c/a Q (rad/sec) ES or {st
Case 1: 4,974 3.30 8937 0.052
Case 2: 1.99x108 5.20 754 3.510
For Case 1, the parameters are appropriate to a test of small caliber pro- o
jectiles in a ballistic range and for Case 2 to an artillery projectile. "o 4
At these spin-up times the projectiles would be 48m and 1,230 m from the 1
{ gun for Cases 1 and 2, respectively; in both cases observations on projec- R
f tile motion could be made at these distances. 1
. This paper is organized as follows: the physics and mathematical :
F description of the spin-up flow are given plus some illustrative “a

d solutions.  Perturbations on this flow are prescribed to determine the
- inertial waves and the required e.v. problem is formulated. The numerical R
‘ methods used in solving this problem are outlined and the existence of the N
critical layer is discussed. Results for the e.v. and critical layer are e
presented and comparison with experimental data is shown.

Partial validation of the theory has been provided by experimentsll

and numerical simulations.!® At the present time there are no data from
projectile firings that can be used to validate this theory.

II. THE SPIN-UP FLOW 0 o
R
; gon:ider the aﬁisymﬁ%trif, Eimﬁ ///——:ij“ L
ependent motion of a uid whic . -—-a:::} L
fills a right-circular cylinder, r——%\\‘~__"__,,/// RO
initially at rest. At t =0 it is !
impuisively brought to a constant |
angular velocity, Q. Lengths, 2¢ i
velocities, pressure and time Z,w
are made nondimensional by a, agQ,
p 222 and o-!, respectively, where P R~
where o is the liquid density. In 4L — T r,u
the inertial frame cylindrical S~
coordinates r, 8, z are used and o
velocity components are U, V, W; see . e
Figure 1. Dimensionless time is t Figure 1. Notation for spinning ol
and derivatives are indicated by Cylinder. T
®
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t;' subscripts. The flow is governed by the Navier-Stokes equations; on]y the
y azimuthal, e, momentum equation is shown here:

VE + UK VA £ WK VR UK VR/p = Re~l (FBv* - yr/r?) (2.1)

where the asterisk indicates the exact solution and v2 is the Laplacian.
The r and z momentum equations and continuity complete the set. In the
recent past it became feasible to obtain finite difference solutions of :
these equationsl2 for Re < 105, This was not the case when Wedemeyer8 o
proposed his model for spin-up. Nevertheless, his model is still used as o
1nput to the e.v. problem because it would be impractical to use the finite
difference solutions of the exact Navier-Stokes equations.

A. The Physics of Spin-Up. The validity of the Wedemeyer model can
be discussed in terms of three time scales: the time for one revolution of
the cylinder, ZnQ'l; fs or fst; and the time for vorticity (or velocity 3
gradients) to diffuse radially, Re 9'1. The model requires 2na” ! << fs R
- <
<< Re @1, It s known that the Ekman layers on the ends of the cylinder, »
Figure 2, form and become essentially steady in a time ZnQ'l. For small T
time and near the center of the SRR
endwalls these layers are essen- A
tially the same as the boundary -
layer on a steady, rotating disk, Q et
the von Karman disk problem; the ¢
rotating disk is a form of cen- bl

trifugal pump. The suction exerted =\ |\
[}

by these layers draws external fluid ‘ \\\jil
into them and imparts rotation to I
this fluid. With no pressure ' )

gradient acting, the fluid spirals

out to larger radii where the Ekman

layers eject it into the external l L
flow. This fluid is now in the (j\\ //’} O
core, i.e., outside the Ekman ] e

\
layers. This is the basic mechanism ::f::’%f N o
for spin-up which takes place on a T

; : EKMAN LAYER e
. . . : -
time scale s or st Diffusion, on T
- -1 o
the time scale Re @ °, takes longer Figure 2. Schematic of Ekman S
by a factor of O(Rel/z). In a plane Layers and Circulation ® o
® = constant there is a recircu- in 6 = Const. Plane S

lating flow as shown in Figure 2. During Spin-Up.
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These qualitative aspects of the model are confirmed by the finite
difference solutions to the Navier-Stokes equations. The quantitative
agreement between predictions from the model and these solutions or
experimental results is discussed in References 1 and 12.

B. Mathematical Description, Wedemeyer showed that the flow can be
divided into tWwo regions: the quasi-steady Ekman layers at the endwalls and
the rest of the flow, called the core flow. He did not point out that a
boundary layer, a Stewartson layer, must be inserted at the sidewall.!
Order of magnitude arguments were used to simplify the Navier-Stokes
equations in the core. For example, (2.1) is approximated by

e
e T

. DERTACEAN |
PN W I P NPT

| T
B [
]

L

A o2

Vt + U (Vr + V/r) = Re-l [Vrr + (V/r)r], (2.2) -

and the results

U, =V, =P =0 (2.3)

tion. For large Re, Wedemeyer proposed neglecting the diffusion terms in
(2.2), i.e, setting the right-hand side zero. This equation has a simple
solution and was adequate for his purposes but it 1is not for the e.v.
problem. 3

: SR
%‘ are also obtained; the asterisk is dropped to indicate this approxima- RN

To solve (2.2) a relationship between U and V is required. At this
point Wedemeyer was forced to take a phenomenological approach. For

laminar Ekman layers his result is

U= -« (a/c) Re“/2 (¢ - ) (2.4)

with « = 0.443; Greenspan® suggested « = 0.5. For turbulent Ekman layers
his result is

U= -0.035 (a/c) Re™H/> (r - 1)¥/5, (2.5) o

Note that the core flow is always assumed to be laminar so that turbulent
stresses are not introduced in the right-hand side of (2.2). The relations SO,
(2.4) and (2.5) are called compatibility conditions because the Ekman layer S
suction must be made compatible with the core flow described by (2.2). P
Much more should be said about compatibility conditions but no further
discussion can be given here; see Reference 1 for this and an explanation
of the confusion that has appeared in the literature on this point.

e
e e e
PPN O IR PN |
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Inserting (2.4) or (2.5) into (2.2), V can be determined from this
nonlinear second order equation of diffusion type. It is integrated by
finite difference methods using some standard techniques;! solving (2.2)
is considerably easier than the Navier-Stokes equations. The boundary and
initial conditions are V=0atr =0, V=1atr=1, and V =0 at t = 0.
Special treatment is required near the point r = 1, t = 0 because, for an
impulsive start, a discontinuity in the boundary conditions exists there,!3
In most of our e.v. calculations we used the V from the numerical solution
of (2.2) with either (2.4) or (2.5); the latter give U, and W is obtained
from the continuity equation.

C. Results. Some examples of
the solutions of (2.2) are given in
Figure 3 for Cases 1 and 2 using
(2.4) and (2.5), respectively. For ——Re=497-101. A=330 1, = 480
each case, results for three non- [ Rem1RNIOL ASSI0. M= 1640
dimensional times are shown. The A
nondimensional spin-up times are tg

= 460 and tg, = 2646 for Cases 1 L lﬁz‘\\\\\<\\
and 2, respectively. As t >+ 0, V ) "‘3”°:::*<g'/

tends to a discontinuous function; vost
for small t an asymptotic solution ‘ !
to (2.2) was derived in Reference L e
1. In the e.v. analysis a quasi- L ) . ' Lootm 399
steady assumption is used which is L ) ST "
violated as t »+ 0. A practical volemr . T
limit on how small t should be in 20 °s to S
the analysis is set by the smallest o
t at which data can be obtained. LT
Comparisons of solutions of (2.2) o
and the Navier-Stokes equations! =
validate this model over a range of Figure 3. V vs r for Cases ST
Re and A. 1 and 2. L
II1. [INERTIAL WAVES IN THE SPIN-UP FLOW ° 1
A. The Perturbed Flow. The procedure for deriving the equations
governing the perturbed Tlow 1s a standard one and will on?y be outlined.
The velocity components and pressure are expressed as the sum of the spin-
up flow and perturbation, e.g., 0 (ryz,t) +u' (r,0,2,t) and then substi- .
tuted into the Navier-Stokes equations for 3-D, unsteady flow; the prime e
indicates perturbation. Note that the 0 dependence of u' is essential in . a;
the perturbation problem. Initially, the spin-up flow is a solution to the AR
®
_ SRS
. N
; 197 '_\"_;-, -
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Navier-Stokes equations for axisymmetric flow, i.e., the zeroth order -
terms. The first order terms, linear in the perturbations, are retained e

and the second order terms neglected. The coefficients in the linear

perturbation equations are the spin-up flow variables; these are now
approximated by the results from the model, Section IIB. A significant

simplification of the perturbation equations results: only V and V. appear ' ' jﬁi"}

.
'
PRI W

DUEAEN
adch

in the final equations. Furthermore, the variation of V with t is small
compared to that for the perturbations and t can be regarded as a parameter

in V (r,t). This is the quasi-steady approximation.

B. The Eigenvalue Problem. To obtain the required wave type
solutions, the perturbations are represented as a superposition of modes

or, equivalently a triple Fourier expansion in 8, z and t with coefficients L

D P W W W

functions of r; here z =z + A, It is exceedingly convenient to use
complex notation for the modal forms so that

u' = Real {u(r) cos kz exp [i (Ct - me)]} (3.1) ; 1

with similar expressions for v' and p'; w' has the same form except for a ’ 1

sin Kz factor, Here K = kn/2A, so that k = 1,2,..., and m = 0,%1,... are
the axial and azimuthal wave numbers, respectively; m = 1 is usually the
value relevant to the projectile problem, The complex quantities u, v, w, RS
p are the eigenfunctions; they are solutions of the ordinary differential —d
equations obtained by substituting the modal forms, e.g., (3.1) , into the Ji_“i
perturbation equations. The nondimensional complex constant C = Cp + i Cy R

is the eigenvalue of the system. The dimensional wave frequency is CyQ sff{{
and the damping is CIQ . SR

For this free oscillation problem the boundary conditions at the °
endwalls z' = 0, 2A are the no-slip conditions u' = v' = w' = 0 if the T
complete flow is being perturbed. Since we are perturbing the core flow e
and not the Ekman layers, the boundary conditions are not the same. The
modal forms give w' = 0, but u' and v' # 0. Neglecting the Ekman layer
flow, i.e., not satisfying the no-slip conditions, causes an error of about S
1% in Cp but a large error in C;. This is to be expected since significant ‘®

dissipation occurs in the Ekman layers. Of course, the primary interest in o
this work is the calculation of Cp which is not sensitive to the Ekman O
layer flow. ;{ilg

The differential equations for the eigenfunctions form a 6th order R
system in complex form (12th order in real form). The no-slip boundary L
conditions apply at the sidewall, r = 1. Many of the familiar properties RO
of e.v. problems do not exist for this system because it is not self-
adjoint, e.g., it is unclear how to define a radial mode in a general and

198 o
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unambiguous manner. Nevertheless, an index n is used to order the spectrum
on the assumption that it is not continuous, and the e.v. are denoted by

C,+ Three other complications arise in the numerical solution of the e.v.

problem., (i) The system of differential equations has a singularity at r =
0, the center of the cylinder. Analytic solutions must be used there.

(ii) The coefficient of the highest order derivatives in the differential

A 'v.'-“v."—-l—r—.—nﬁ"
1
o

equations, Re'l, is small for the values of Re of interest. This classi- IARNEAS
fies them as stiff equations. A technique called orthonormalization is o
used to ensure that the solutions remain 1linearly independent as the '
integration proceeds from r = 0 to r = 1, (iii) When the critical layer

exists, high frequency oscillations occur in the eigenfunctions; the

integration scheme and the number of significant figures in the computation L
must be capable of resolving these. Other important details in the RV
numerical method of solving the e.v. problem are discussed in References 2,
3, and 13,

ta ooy

A brief description of the critical layer theory3 will be given
here. Its definition is best appreciated by considering the inviscid 1imit
of the perturbation equations, t.e., the limit Re » « , The order of the
system is reduced from six to two and the coefficient of the highest (sec-
ond) order derivative is Ch - mV/r. If this quantity vanishes the inviscid

perturbation equations have a singularity. To obtain a real root, consider
Cap - MV/r = 0. If this equation has a real root, Fc» Where 0 < re <1, e

is called the critical level. The neighborhood of re is called the criti-
cal layer. The physical interpretation of Cppn = MV/r at r = r. is that the
wave frequency, Cp, is an integral multiple of the angular frequency, V/r,

of the spin-up flow, which indicates resonance between the n-th radial mode
of the inertial waves (for given k) and the circular motion of the spin-up
flow. A critical layer always exists unless m = 0 or if m and Cy have
opposite signs. There can be a critical layer for each n and k.

Returning to the viscous perturbations, r. is not a singularity of

c
them.  Rather r. is a turning point indicating that the nature of the

solution for the eigenfunctions changes in the critical 1layer. For
example, high frequency oscillations of large relative amplitude develop
and rapid changes in phase of u, v, w, and p occur in the critical layer.

C. Results. In presenting some representative results it is con-
venient to designate the three wave numbers in the (z, r, 8) directions by
the triplet (k, n, m). In Figure 4 the eigenfunction wgp = Real (w) vs r is

shown for three times: at t = 7,000 there is no critical layer; at t =

p
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1,000 and r. = 0.44, as indicated by the arrow in Figuré d4a, a rapid vari-

i ation of wp exists; at t = 400 and r. = 0.66 the high frequency oscilla- .' )
tions are shown. It is remarkable that wp has 20 zeros in Figure 4c. ]

. Time histories for Cl and C, are shown in Figure 5 for Case 1 and :

: modes (3,1,1) and (3,2,1). There is a maximum in Cp; at t = 45, This is o

' typical for all Cpy vs t curves, A maximum in the Cpq vs t curve is ®

signficant because of the necessary condition for projectile instability
discussed in the Introduction. If the nutational frequency is less than
the maximum of Cpq, there are two times at which instability might develop;

. the implications of this result have not been considered in projectile
. firings. Additional comments on the results shown in Figure 5 are given in
Reference 3.
9.2 Re= 8~ 109 0.5 [ :_ CT:: ;9370‘ o.16
1 o c/0= 2.679 L
0.t -
(o) 02 1 C.“; | 1°°‘C,
.i 02 l(\ 1‘004
~ ML/, \ "“‘Jao:
ne=l cftfo--zA
0.0 —i—u \— #Jooa
X 4 Q0 Q0 200 300 420 00
N 2 !
i [
? Figure 5. CR and C, vs t for
{c) 4 I
00 02 o.'oo o 10 Case 1; n = 192-
The time history for CRl is shown in
) Figure 4. Eigenfunction Real (w) Figure 6 for Case 2, mode (5,1,1).
vs r; Re = 5 x 105, A= The maximum occurs for t < 1200 and
2.7, Mode (5,1,1). is not shown. Calculations for this
case and some related ones were used St
to plan projectile firing tests and then to analyze the results.l* Sensi- .
tivity of Cgy to variations in the parameters must be considered. The o
) L

results for two such variations are also shown in Figure 6; Re was de-
creased by a factor of 10 and A was increased by 10%. There is a large
change in r. (t) for the first variation but a small change for the second.
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: In Figure 7 r. (t) is presented for Cases 1 and 2 and n =1 and 2. C

I Note the two time scales. For both cases r. = 0 at an earlier time for n = ® 4

- 1 than n = 2 and the critical layer exists for a substantial part of the T 1

: projectile flight time. The results in Figure 7 show that the critical N

' layers for n = 1 and 2 can exist simultaneously. Of course, there is a SR
critical layer for each n. ]

o]

' - , °0 100 ' (CASE " 200 00 .

02 ' \\ ©- . CASE 1, Re= 497110 A=330
TN e T CASE 2. Re =199 106 A =520
' . Rew 1991100, Aw5T72 L N :
- \‘\_ o¢ n=1 ]
" T N TS ~ :
‘ Cnr 0e N Y
o Re= 199106, A=3520 . .
- T _CAsE 2 o2} T Conm2 -
r N v-_-_r: W S TS S WO N ; 1“1\1\7\1\\'&-21 e ]
Re=199x10%, A=520 °°° P, 10000 75000 ] 1
1 (CASE 2)
90 = = o 1

) [ $000 10000

' o
Figure 6. CRl vs t for Case 2 and Figure 7. r vst for Cases 1 and :
Two Variations of It. 2; n=1,2. .

i For the Orr-Sommerfeld equation —
a rapid change in phase of the Re = 1989+ 106, A =520 o

. velocity across the critical layer sop S TmSoned

- is known to exist, and it is crucial E + = 9000 n .

T to the explanation of the insta- [: ST T o

2 bility of a laminar shear layer. e ‘ S

i Even though the flow is stable in [ o

the rotating fluid case considered sof » .
here, the flow variables u, v, w and - -
p exhibit rapid phase changes across " oo
the critical layer. Results for 3, pe *
the phase change in u, are shown in p = 6000 T
Figure 8 at three times and the L )

' value of r. is indicated for each = >
time.  Another rapid change in 8 wof =200 . .
takes place in the sidewall boundary F . ©
layer at r = 1. For t > 10,000, o -
rc= 0 (see Figure 7) "and 8 = 30 °s to 1

) . i

L
constant except in the boundary Figure 8. The Phase Angle of u' for {
layer. The phase change in p across Case 2 at Three Times.

e
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the critical layer can provide the basis for an experimental determination
of the critical layer effect; such an experiment is planned.

IV. DISCUSSION

In this paper the theory and a method for the solution of the spin-up

e.v. problem were presented so that the inertial waves could be determined.

. Knowledge of these waves is required to study the stability of liquid-

l filled projectiles. The theory and method are successful in the sense that

they provide results that are physically meaningful and do not violate

intuition or the "physics of the problem." Other investigators have worked

on this problem without success in that sense. Validation by comparison

with numerical simulations, experimental results and projectile firings is
required.

Limited validation using numer-
ical simulation is provided in
Reference 10. To the authors'
knowledge the only reported meas- o2 1'e

| Re = 44412

urements of C for m = 1 are in c/a=06 e amon, oata
] Reference 11. Some of these data 0.2 eesusv|
are shown in Figure 9 for Re 44,412, o Kk

A = 0.6 and mode (1,2,1). The cal- o0 C(m

[ ]
culated Cp is within the scatter of Carorol “ i}

the data. This comparison validates ;o o
i the calculation of C, for these i

parameters over the range 0.724 < [ ' o
t/tS < 2.252. For large t, essen- S
tially at solid body rotation, the ' C e

- experimental and calculated results H—
I differ by 1.5%.11 The rc(t) curve Ay

chows that the critical layer exists Figure 9. Cp vs t: Experimental
over a considerable range for which
data is presented. Comparisons for
modes (2,1,0) and (1,1,1) give the S

> sage conclusion as for the {1,2,1) t, = 253 °
mode.

Points and Calculation
Values; r.vs t.

4

There are no data from projectile fiings that can be used to validate

the theory presented here. Some indirect, qualitative results, obtained

. from yawsonde measurements, are given in Reference 14 which show consis- o
> tency with the theory. Since no ballistic range tests are planned, further °
validation will probably depend on laboratory experiments.
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CERAMIC ANODES FOR CATHODIC PROTECTION (U) N
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e
Background
The corrosion of metallic structures immersed in water or buried in
soil can be stopped by cathodic protection, i.e., by applying a small
electric current from an outside source to the corroding structure. ' ;
Cathodic protection has been used since 1824 when Sir Humphrey Davy ®
introduced it as a means of protecting copper sheathing on ships. ’ i
Traditionally, impressed current cathodic protection systems have
used anodes that are either inexpensive and very large, or small and
expensive, High-silicon, chromium-bearing cast iron (HSCBCI) and graph- :
ite anodes often weigh more than 60 lb (24 kg). These anodes have posed ®
- - -

many installation and maintenance problems, and are often damaged by ice
and debris on hydraulic structures. An alternative system to the heavy
anodes is the use of platinized anodes. These consist of a thin plati-
num layer on a passive substrate like niobium or titanium. They are :
much lighter because the anodic dissolution rate of platinum is very fle;
low; for example, the dissolution rate of platinum is less than one ten-
thousandth that of HSCBCI. However, platinized anodes are vulnerable to
abrasion and erosion corrosion damage, and the platinum makes them very
expensive. Because of these problems, there is an acute need for
improved cathodic protection systems with affordable anodes that can
provide reliable protection with a minimum of installation and mainte-
nance problems. ®

G
PRSPV PY

The possibility of using electronically conducting ceramics for
anodes has been investigated (1,2,3). Many conducting oxides have been o
successfully used as electrode materials in high-temperature electro- LT
chemical cells and anodes for electrochemical processing. However, the o
use of ceramics for cathodic protection anodes has only recently been °
examined. Some oxide ceramics, such as ferrites, titanates, and cobal-
tates as well as some carbides and nitrides, exhibit semiconducting
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behavior at ambient temperatures. Often, the conductivities of these
ceramics approach that of impure metals. The semiconducting ceramics
are largely made of inexpensive and abundant raw materials. Anodes

] coated with these ceramics contain a large proportion of oxygen, carbon,
b - or nitrogen and a relatively low proportion of expensive or strategic

ii metals. The expense of making ceramics at the high temperatures usually

required has been greatly reduced by the development of processing tech-
niques which minimize energy expenditures. These factors make ceramic

anodes a promising option for impressed current cathodic protection sys- o
tems. 5 _“ N

Objective N

The objectives of this investigation were: (a) to evaluate the
feasibility of using electronically conducting ceramics for anodes in
impressed current cathodic protection systems and identify applications
where ceramic anodes can offer improved performance, and (b) to manufac-
ture and test sintered ceramic anodes and anodes coated with low-
resistivity ceramics that have low anodic dissolution rates and provide ®
characteristics such as freedom of anode configuration, easy installa-
tion and replacement, small size, and toughness.

T . . )
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Electrical and Electrochemical Properties of Conducting Ceramics Sy

Many ceramic materials exhibit high electrical conductivities
because of their semiconducting properties. Semiconductors are general-
ly classified as materials in which the electrical Sonductivity is elec-
tronic in nature and has values in the range of 107~ t 10”2 ohm-cm.
This is between that of metallic conductors (about 10™° ohm-cm) and
insulators (>10*“ ohm-cm).

The total electrical conductivity of any material is the sum of the NSRS
conductivities of its individual charge carr.ers. In most ceramics, :
electrical conductivity is largely due to ionic conductivity, in which L
anions, such as 0™ %, pass through the structure (crystalline or amor- ° R
phous) by diffusion in an applied electric field. The mobility of ®
cations and anions in ceramics is very low at ambient temperatures and S
increases significantly only at high temperatures (usually above one
half of the melting point in degrees Kelvin). Most ceramic materials
are covalently bonded, which causes localization of electrons in the
structure. This results in very low electronic conductivity because e
electrons are "pinned" to their sites in the ceramic. At ambient tem- N )
peratures, the ionic and electronic conductivities of most ceramics are
very low. Thus, the traditional use of ceramics has been for insula-
tors.
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Some ceramic materials exhibit semiconducting behavior. This °
! occurs because in some crystal structures, electrons may become mobile l
by transferring from one cation site to the next. This is a complicated T
- process that gives them other unique magnetic and optical properties. e
" Semiconduction is common in nxides that crystallize in spinel, hematite, "
and perovskite structures as well as in some carbides and nitrides. At S
ambient temperatures, ionic conduction in these materials is usually low ®
in comparison to electronic conductivity. ;
. h
. I3 . - «<
Conducting ceramics have been used for some time as electrodes in )}
high-temperature electrochemical cells and in chemical processing reac- R
tors. However, the use of ceramics for impressed current cathodic pro- T
tection system anodes was only begun recently. Two types of systems P
have been tested. The first is a sintered ceramic anode, either with or
without a metal core; the second is a plasma-sprayed ceramic on sub-
strates such as titanium, niobium, or tantalum. Table 1 gives the dis- }
solution rates of different anode materials. X
4
Table 1 ® |
Typical Properties of Impressed Current o
and Sacrificial Anodes o]
Sacriticial or Impressed Anodic Dissolution Rate Current Density co
Electrode Material Current Anode g/ampere year Environment A/ms ’
Aluminum Sacriticial 3,200 So1l and Water . -
Zinc Sacrificial 11,200 Soil and Water
Magnesium Sacrificial 7,900 Soil and Water
Scrap Steel Impressed 15-20 Soil and Water
Scrap Cast Iron Impressed 10-15 Soil and Water
Silicon Iron Impressed 1-2 Soil and Water
Graphite Impressed 2 So1l and wWater -
Graphite Impressed 200 3% NaCl Sclution 500 bt
Cast Magnetite Impressed 40-50 3% NaCl Solutaion 500 ,. 4
Platinum-Coated Titanium Impressed 0.01 3% NaCl Solution 500 .
Nickel Ferrite Impressed 0.40-1.5¢ 3% NaCl Solution 500 .
Magnesium Ferrite Impressed 3.47 3% NaCl Solution 500 R
Zinc Ferrite Impressed 3.28 3% NaCl Solution $00 R
Manganese Ferrite Impressed 2.67 32 NaCl Solution 500 -
Cobalt Ferrite Impressed 2.19 3% NaCl Solution 500

Magnetite anodes having a dissolution rate of 40 g per ampere year o
have been used for impressed current cathodic protection systems (1). T
These anodes exhibit chemical inhomogeneity, high porosity, and low .
mechanical strength. The density and mechanical strength can be
improved somewhat by sintering Ni0 with Fe2013, forming a spinel nickel
ferrite. Best results have been achieved by using 40 mol percent Ni0 or ®
60 mol percent Fez03, thereby reducing the dissolution rate to 0.4 g per
ampere year. However, these anodes do not have the required toughness

and do not yield freedom of configuration for environments like locks
and miter gates.
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Typical properties of ferrite and cast magnetite sintered anodes
investigated by Wakabayashi and Aoki (1) are summarized in Table 1.
Nominal ferrite compositions were 0.1 MO - 0.9 Fey03, where M represents
a divalent ion such as magnesium, zinc, manganese, cobalt, nickel, or
iron. The table shows that nickel ferrite offered the lowest dissolu-
tion rate (1.56 g per ampere year). Wakabayashi and Aoki also found
that the dissolution rate was reduced to 0.4 g per ampere year when
nickel ferrous ferrite containing 60 mol percent Fez03 and 40 mol per-
cent NiO was used. The high resistivity (0.3 ohm-cm) of nickel ferrite
containing 40 percent NiQ is acceptable in cathodic protection, because
the anode resistance can be reduced by using special geometrical modifi-
cations such as tubular anodes.

Sintered ceramic anodes have good corrosion resistance and low
resistivities. However, the toughness of the sintered ferrite anodes is
low and is not acceptable in many applications where the anode can be
mechanically damaged. The anodic dissolution rates of these anodes
increase with decreasing current density and with decreasing chloride
content in the water. The dissolution rate is also relatively constant
in the pH range of 1 to 10, increasing markedly at pH < 1.

The marginal properties of sintered ceramic anodes have led to the
development of ceramic-coated anodes. Various attempts have been made
to manufacture anodes coated with magnetite. Itai and Kanai (2) used
electrodeposition to coat titanium and other substrates with magne-
tite. The coating techniques employed electrodeposition of iron, dip-
ping the iron-deposited titanium substrate into a solution of ammonium
ferric oxalate under a reduced pressure, and then heating the treated
substrate in an atmosphere of hydrogen and steam. The electrodes are
suitable for producing chlorine and chlorates and for electrowinning
metals. However, the maximum coating thickness obtained was only 20
microns; this does not meet the long-life requirement (10 to 20 years)
of cathodic protection systems.,

In another approach, Fujii, et al. (3), plasma-sprayed several 50-
micron (0.002-in.) coatings of several spinel ferrites (magnetite,
nickel, and cobalt ferrites) on titanium substrates and determined their
anodic behaviors in sodium chloride solutions. The dissolution rates of
the ferrite-coated anodes ranged from 0.1 to 8.7 g per ampere year,
which is comparable to that of sintered ferrites. However, adhesion of
the ferrite films to the substrate metals was not satisfactory. The
process used reducing atmospheres during plasma~spraying, and the coat-
ings produced were rather thin (50 microns [0.002 in.}). Plasma-
spraying with 10 percent titanium dioxide mixtures or using a tantalum
undercoating did not improve adhesion of the coating, and a workable
anode could not be produced.
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Optimization of Ceramic Anode Cathodic Protection Systems

Ceramic anodes show promise for use in impressed current cathodic
protection systems. The sintered anodes appear to be usable in systems
where the possibility of mechanical damage is small (i.e., buried pipe-
lines and structures), while ceramic~coated anodes with high toughness
can be used in environments where mechanical damage can occur (i.e.,
lock gates and the interior of water tanks). Good ceramic coatings can
be prepared by a variety of techniques. Recent developments in plasma-
spraying, ion plating, chemical vapor deposition, hot pressing, and
other techniques can produce thick, adhesive coatings.

Laboratory Tests

Ceramic anodes were manufactured for the U.S. Army Construction
Engineering Research Laboratory by plasma-spraying lithium ferrite on
titanium and niobium substrates. Lithium ferrite raw materials were
produced by grinding hot-pressed bars; the materials were deposited by
plasma~spraying at a power level at 26.25 kW, with an argon forming gas
at a flow rate of 1.7 m”? per hour. Spray distance was maintained 3t
8.89 cm. The powder gas used was oxygen at a flow rate of 0.226 m” per
hour. Strong, fine-grained adherent coatings of various thicknesses
were deposited on titanium and niobium substrates. The substrates were
machined out of solid rods.

Figure 1 shows the anode configuration used for testing the anodes
in the field. The ceramic-coated anode consists of a plasma-sprayed
lithium ferrite coating having an active surface area of about 0.001 m%,
500 to 2500 microns thick, deposited on niobium or titanium substrates
that are machined to a button shape, 2.54 cm thick, and threaded to fit
a plastic gland. The ceramic coating faces the water side of the struc-
ture and the cathodic protection cable is connected to the metallic plug
which is threaded into the substrate. The ceramic-coated anode is
installed by drilling a hole in the steel structure to be protected and
attaching the anode assembly.

The lithium ferrite coatings were chemically analyzed by Chicago
Spectro Service Laboratory. The composition of the plasma-sprayed
materials was determined by x-ray fluorescence of a fused sample. Lith-
itum content was determined by atomic absorption because of its low mole-
cular weight. The dissolution rates of the anodes were determined
in the laboratory by immersing the anodes for 1 to 2 wneks at various
anodic current loadings, both in tap water and in distilled water con-
taining 3.5 percent reagent grade sodium chloride.

The amount of dissolved lithium and iron in the solutions was
determined by atomic absorption analysis. Long-range tests of lithium
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WEEP MOLE

PLASMA SPRAYED LITHIUM
FERRITE COATING

TITANIUM OR NIOBIUM SUBSTRATE

METALLIC THREADED PLUG
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CATHODICALLY PROTECTED
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WASHER
NUT
NYLON FERRULE AND PLUG
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ANODE LEAD

Figure 1. Ceramic-coated anode assembly.

ferrite were conducted by measuring the weight loss of an anode immersed
in 3.5 percent sodium chloride in distilled water for 2 months at a cur-
rent loading of 2000 A/m“. The solution was replenished weekly.

In addition to plasma-sprayed lithium ferrite, several other sin-
tered ceramics were produced and tested in a similar manner. These
included selected donor doped and reduced alkaline earth titanates, Nb0Q
doped TiO, manganese ferrite, and manganese zinc ferrite. These mater-
ials were then subjected to a pass~-fail anodic polarization test at
various current levels in 3.5 percent reagent grade sodium chloride sol-
ution. Dissolution rates of materials which passed the initial test
were determined by measuring the cation concentrations in solution by
atomic absorption analysis.
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Field Tests - 3

Y Test anodes (25.4 mm in diameter) fabricated as shown in Figure 1
A were installed at the Racine Lock gate structure on the Ohio River in

t‘ West Virginia and at the Miller's Ferry Lock gate on the Alabama River
ii in Alabama. Test anodes were also installed inside water storage tanks

N ,
AU |
PSP Y W )

at Fort Eustis, Virginia, and at Fort Hunter Liggett, California. Anode R
assemblies were embedded in coke breeze contained in steel casings and ®

installed to protect underground pipes at Fort Carson, Colorado, and at _
. Fort Polk, Louisiana. The test anodes were installed, both in parallel A
" and side by side, in existing cathodic protection systems designed with e
3 HSCBCI anodes. The current passing through the ceramic-coated anode and o
#: the applied vcltage was measured. - 1

.. Laboratory Tests on Ceramic-Coated Anodes ]

For coating thicknesses up to 30 mils, the plasma-sprayed lithium .
. ferrite adhered to the niobium and titanium substrates for the duration U,
f of the tests. Thicker coatings were found to have extensive microcrack- . 4
ing that apparently resulted from thermal expansion mismatches between o
the coating and substrate, which caused thermal cracking during cool-
ing. Thus, it appears that the present coating process will have to be
improved to produce thicker, nonporous coatings. Although anodes may BN
have either niobium or titanium substrates, for this investigation, R
anodes made of 20 mils of lithium ferrite plasma-sprayed on titanium 2
substrates were used unless otherwise noted. o |

Table 2 shows the composition of the plasma-sprayed lithium ferrite
by both weight and mole percent. The oxygen content was estimated by R
assuming that the nonmetallic portion of the ceramic is oxygen. Analy- T
sis showed that the lithium ferrite contains significant amounts (molar i
proportions) of manganese, zinc, and calcium. These elements can all A’.,4
participate in the spinel structure on cation sites. T

The chemical formula of stoichiometric lithium ferrite is R
Lig.5Fe2,.504, yielding an iron~to~lithium ratio of 5. The plasma- IR
sprayed lithium ferrite had an iron-to-lithium ratio of 5.89, making it R
rich in iron. This is probably the result of preferential volatiliza- 1
tion of lithium during the plasma-spraying process, since lithium is
much less stable than iron at elevated temperatures. The chemical for-
mula of the plasma-sprayed lithium ferrite can be determined by normal-
izing the proportions of the elements to yield four moles of oxygen.
The following are formulas for some simple stoichiometric ferrites, and
for the plasma-sprayed lithium ferrite:
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g Ferrite Fe3+(Fe2*Fe3’)04 = Fe304 i }
L

Spinel with + 2 Fe3+(Fe3+M2*)O4 4
sgbstitu ion where e
Mt = ca®*, co?,
etc. Sy
Lithium ferrite Lig,s5Fe2,504 “; )
Plasma-sprayed lithium ferrite Lig,55Fe3,2504 i
Plasma-sprayed lithium ferrite Lig,55Zng,eMng, 14Cap.02Fe3.2504

(major impurities included)

The plasma-sprayed lithium ferrite appeared to be oxygen-deficient,
as shown by the high cation-to-anion ratio (Li + Fe)/04 = 0.95, compared
to the stoichiometric ratio of 0.75. This effect is probably due to the
reducing environment of the argon forming gas used during plasma spray-
ing. Furthermore, the plasma-sprayed powders are deficient in lithium
(note the low lithium—to-iron ratio ~-- 0,17 as compared to the stoichio- ’.
metric ratio of 0.20). This is most likely the result of preferential '
volatilization of lithium during plasma spraying. However, the impuri-
ties and nonstoichiometry of the lithium ferrite do not pose serious
problems in using it as an anode for cathodic protection.

The dissolution rates of ceramic anodes prepared from crushed lith-
ium ferrite bars and from spray-dried powders were determined by calcu-
lating the overall anode dissolution rate from the proportions of lith-
ium and iron in the test solutions., It was found that plasma-sprayed,
spray-dried powders gave lower dissolution rates than the coatings pre-
pared from crushed bars. (Only the results for the spray-dried powders S

are presented here.) -;I.‘"M

cete e,
Y]
a'a'aca g’y

Chemical analysis (see Table 2) was used to calculate mole frac- .
tions of lithium and iron in the anodes. Table 3 shows the dissolution . ]
rates of the ceramic anodes at various current loadings of 3.5 percent
sodium chloride in distilled water and in tap water. Figure 2 illus-
trates the effect of varying current density on the anode dissolution °
rates, based on both lithium and iron dissolution rates for tap water 1
and saltwater. Error bars are shown for points where more than one test
was performed; these error bars reflect the accuracy of all the data
presented. It appears that in short-term tests2 the anode dissolution
rates are maximum at currents of 20 mA (%20 A/m“) in both saltwater and -
tap water. The anode dissolution rates approach unacceptable limits at ® .
20 mA in saltwater {111 g per ampere year), and the dissolution rate of
the ceramic anodes decreases with increasing current density at total
currents above 20 mA. This is very desirable, because it suggests that
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Table 2

Chemical Analysis of Plasma-Sprayed Lithium Ferrite
on Titanium Substrate¥ e

Weight Percent Mole Percent 't«_ .
Iron 69,22 40.49
Manganese 3.05 1.81
Lithyames 1.46 6.87 ,
Zinc 1.43 0.72 .
Magnesium 0.008 1.08 x 1072 :
Calcium 0.27 0.22 :
Nickel 0.082 0.46 )
Oxygen (estimated) 24.375 49.77 .
:
Others {(Approximate): o ;
;
Titanium 0.02 1.36 x 1072 o
Aluminum 0.01 1.21 x 1072 :
Roron 0.01 3.02 x 1072 -
Silicon 0.0005 5.82 x 1073 -
Chromium 0.003 1.88 x 1073 :
Copper 0.003 1.54 x 1073 ® s
Molybdenum 0.003 1.02 x 1073 !
Cobalt 0.001 $.54 x 1074
Silver 0.0005 1.51 x 107% s
Sod* - Questionable, If Present 0.05 =0 -
4

‘Analysis pertormed by x-ray lluorescence on a tused sample of plasma-sprayed
{ithium territe,
~“Lithium analysis performed by atomic absorption,

the ceramic anodes may be well-suited to operation at very high current
densities, thus reducing size requirements.

The dissolution rate of lithium ferrite, found by weight loss meas-
urements, was only 1.7 g per ampere year at a current loading of 2000 :f-fx
A/m“ during the 2-month, long~term test. This also shows that the dis- .j"t
solution rate of the oxide decreases with increasing current density. o

: o
s Laboratory Tests on Sintered Anodes
:; Table 4 shows the results of the anodic polarization tests. Of the ]
i“ solid ceramics investigated, manganese zinc ferrite and manganese fer- o
. rite appear to have the highest potential as feasible anode materials. » 2
N Sintered anodes made of barium and strontium titanate and titanium diox- 1
- ide failed the anodic polarization tests because of the formation of an §
X insulating oxide during polarization, After anodically polarizing the e
4 R
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-‘_'n " o
- 213 A
‘-A
) . )
. o
PP A SIS S e T e e e T e e e T AL . S e e e S e, L
P UL R . I, IR IO '.,1,'.' o R N R R AT IO I R R ~e




™ NG T TR T TS VTR ST 4 v T v %t w we .

SEGAN, KUMAR, & OLSON
Table 3
i Dissolution Rates of Lithium Ferrite Plasma-Sprayed
i Ceramic Anodes in Tap Water and 3.5 Percent Sodium
: Chloride in Distilled Water
b Anode Anude Average Dissulution
. Lissolution Rate Uissolution Rate Rate Bascd on Averag
.t No. of Current genlily Total Curreng Fe/Li Ratio Based on Fe Based on i It and Fe Dissotutjon
I Tests  Solution (a/n) (mA)__ _ inSuletion ___(glA=ye) . lgl-gr) Haten(g/a ye)
] Tap Water 13 19 14.1 3.9 1.t 1.8
3 Tap Water 20 20 43.724.6 17.695.0 20.6+4.0 19.249.0
1 Tap Water 44 a4 LY Y1 .01 8.1 B.0Y
3 Tap Water 100 100 84.308.4 6.9¢1.2 16.7+4.81 1. Heto O
E 1 Salt Water 15 15 4l 13.26 19.1 14,2
3 Salt Mater 20 20 9.7¢0.3 110.722.5 549.7+126.8 [ TRRTY )
3 Sale Water 100 100 151.2424.7 21.72+0.9 293017 TN
1 Salt Water 200 200 20.0 0.46 1.09 [IRY
{
[ * |
Table 4
Results of Preliminary Pass-Fail Anodic Polarization Tests
Tvprcal Method ot Fatlgre ._—-._-.—1
i Material Pertormance __Gtapplicabled -®
. Baliy Farl Sampie Spaiied ‘
" RSNV “arld Sample sStopped Pas,ing Current . ‘
r 5rTi03 Fari Sample Stupped Passing Curroen: L]
. Matke a0y AT NCA KRR
Mn gZn, oFea0y Pass NA R
- Ti02 Farl Sample Spailed -"'. "y
i Mn o 5an gFer0q Pass N oA SRR
: samples for 100 to 200 hours in 3.5 percent sodium chloride in distilled - B
. water, dissolution rates for the materials which passed the initial test k
] . . . . . . -
were calculated from the concentration of individual composition ele-
L ments found in solution. It was found that the manganese zinc ferrite ®
? and manganese ferrite had similar dissolution rates, ranging from .384 |
- to .331 g per ampere year (Table 5). 3
r 4
It is apparent that the hard sintered manganese and manganese zinc .
ferrites tested performed significantly better under comparable situa-
tions than the lithium ferrite. Further investigation will help deter- L
mine if this is due to material or processing properties. '
214
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Figure 2. The effect of varying current density on the dissolution
rate of lithium ferrite coated titanium anodes in tap
water and in 3.5 percent sodium chloride in distilled
water.

Field Tests

The average current flowing through the test ceramic anodes in the
water storage tanks and in the fresh water canal gates was found to be
20 mA at 5 V applied potential. The resistivity of the water was

> between 3000 and 3500 ohm-cm. °
E
The average current passing through the ceramic anode installed ]
. near an underground coated pipe in soil of 5000 ohm-cm resistivity was L
. 20 mA at 5 V. Higher currents can be obtained by increasing the recti- Co
.- fier voltage or by using media of lower resistivity. This shows that R
D one ceramic anode can protect 9 m“ of coated steel (assumes 10 percent S -
base area). )
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Table 5

Dissolution Rates of Sintered Ferrites in 3.5 Percent
Sodium Chloride in Distilled Water

Anode Dissolution Rate Average Anode
Number Current Density (g/A-yr) Based on: Dissolution Rate
ot Tests Material (a/m?) Fe n Zn (g/A=yr)
1 MnFe)04 250 “1.8% “4.33 - “3.09
i MnFe)04 1000 .736 .032 - .384
1 Mn gZn pFej04 1000 462 .203 %5.26 .332
1 Mn _gZn jFe204 100 .529 L1360 45,3 .331
1 Mn_5Zn,5Fez04 100 w4,5  *27.5 %231 “87.6

*Based on worst-case calculations.

Advantages of Ceramic Anodes

On the basis of the information provided by these tests, ceramic
anodes appear to have the following advantages over the presently used
anodes:

a. The substrate metals used for ceramic anodes, such as titanium
or niobium, can be easily fabricated in any shape or form. The sub~
strates also offer a good strength-to-weight ratio.

b. The consumption rate of ceramics is about one one-hundredth
that of graphite or HSCBCI. Therefore, smaller anodes can be used which
are less vulnerable to damage. Preliminary evidence suggests that the
dissolution rate decreases with increasing current density for total
anode currents of 20 to 100 mA. This suggests that small anodes with
high current loadings may perform best,

c. Small anodes can be manufactured in a factory, so less fabrica-
tion will be required in the field. This increases the reliability of
the cathodic protection system.

d. The smaller size of the anodes makes their replacement much
easier.

e. Lightweight metal-ceramic anodes can be installed using plastic
supports. This reduces installation problems which arise from the dif-

ficulty of providing electrical isolation of metallic supports used for
the heavier button-type anodes which can weigh more than 60 lb.
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SEGAN, KUMAR, & OLSON

f f. Ceramic materials are naturally resistant to abrasion; the
inherent problem of ceramics brittleness can be overcome with appro- v
r‘ priate design modifications. °

Conclusions and Recommendations

This research has produced the following conclusions:

I‘ a. Anodes made with lithium ferrite coatings on a pure titanium or °
: niobium substrate exhibit good electrical conductivities and long-range
: stability and therefore have proved to have excellent applicability to

cathodic protection systems.

term tests at a current loading of 20 A/m® is about 10 g per ampere year )
in fresh water (one one-hundredth of the currently used HSCBCI and
graphite anodes).

r:; b. The dissolution rate of the ferrite field anodes during short-

.

c. The dissolution rate of plasma-sprayed lithium ferrite in 3.5
percent sodium chloride in distilled water was 1.7 g per ampere year at

2000 A/m® over a 2-month period. °
. d. Lithium ferrite anodes exhibit decreasing dissolution rates
with increasing current densities when the current densities are above
2
20 A/mc,
e. A unique button-shaped anode was developed which can be easily ,ﬂ

installed on underground pipes and submersed structures. Structures in
water, such as waterway lock gates and elevated water storage tanks, can
be protected without dewatering the structure. These anodes are tough
and are small enough to be recessed in locations where damage from
debris and ice is less likely.

f. The preliminary investigation of sintered manganese and manga-
nese zinc ferrites suggests that these materials exhibit a dissolution
rate of less than 1 g per ampere year, -
The following recommendations are made concerning the further {
development of these anodes: ® 1
o a. Investigate and develop improved materials and designs for é
L ceramic anodes for use in specialized environments encountered in 3
RS hydraulic structures. o]
R
o b. Continue field and laboratory testing of semiconducting ceram- ]
. : r y g g -
ics to provide a full understandirs of the short- and long-range behav- w
ior of ceramic-coated anodes. e
;>" 1
]
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¢. Investigate the mechanisms of dissolution and the effect of ‘®
structure and composition nn the electrochemical stability of the cer-
amic semiconductors now being used as anodes in impressed current
cathodic protection systems. Use the results of the mechanistic studies
to develop new ceramics for anodes that offer improved properties. The
development of materials that exhibit substantially improved dissolution .
characteristics hinges on an understanding of the factors that affect °®
dissolution. Unlike the extensive base of knowledge of the electrochem-
istry of metals, the electrochemistry of ceramic semiconductor anodes
for cathodic protection is not well understood.
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THE PARALYTIC EFFECT OF BOTULINAL NEUROTOXINS :iﬁl
AND POTENTIAL THERAPEUTIC MODALITIES ®

£

LAWRENCE C. SELLIN, Ph. D.
U.S. ARMY MEDICAL RESEARCH INSTITUTE OF INFECTIOUS DISEASES ]
FORT DETRICK, FREDERICK, MD 21701

Botulism results from the action of the most potent of the known
biological or chemical toxins. Botulinum toxin (BoTx), a protein neuro-
toxin (m.w. about 150,000), has a human lethal dose estimated to be as
low as 1 ng/kg (1). The primary site of action of BoTx is the cholin-
ergic nerve terminal where it inhibits the release of the neurotrans- ®
mitter, acetylcholine. 1Its action is most prominent in cranial nerves
and at the neuromuscular junction. The cause of death is usually
respiratory paralysis, due to blockade of transmitter release from the
phrenic nerve to the diaphragm muscle (see reviews 7,8).

Botulinal neurotoxins are found in seven immunologically distinct
types, A-G. Four types have been identified in cases of human botulism
and they occur at a frequency of ADBIEDF (see review, 8). Although our
understanding of botulism and the action of BoTx has increased, two areas
have not been adequately addressed. These are: studies comparing the
specific effects of the different types and new treatment modalities for
botulism.

A study comparing the clinical features of types A and B botulism
suggested that type A was more severe than type B (3). Patients with
type A botulism saw physicians earlier, were more likely to require o
respiratory support, and were hospitalized longer than those with type B IR
disease, Beyond these observations there 1is little or no information [
concerning the differences in the action of the various BoTx types. K :}

<

The traditional treatment for botulism has been administration of
antitoxin and respiratory support. However, there are two problems with
antitoxin therapy. First, the only licensed antisera are derived from .
horse serum which produce side reactions in about 20% of recipients and o ]
anaphylaxis in 3% (4). Second, although antitoxin is a useful ]
therapeutic agent, it 1is only effective on circulating toxin (14).
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Antitoxin does not reduce the paralysis once the toxin exerts its
effect. Therefore, agents which increase transmitter release are likely
candidates for relieving the paralysis caused by BoTx. Aminopyridines,
particularly 3,4-diaminopyridine (3,4-DAP) are known to stimulate neural
transmitter release in normal and toxin-treated preparations. (5).

The experiments described in this paper were designed to compare the
actions of the different types of BoTx and evaluate the efficacy of
3,4-DAP as an antagonist to its paralytic action.

METHODS

Experiments were performed in situ and in vitro on the extensor
digitorum longus (edl) muscle of male Wistar rats (100 to 200 g). A
single 0.25 ml bolus of BoTx in gel phosphate buffer (13) was injected
subcutaneously into the anterolateral region of the right hind leg,
superficial to the distal part of the tibialis anterior muscle. At 1, 3,
7 or 10 days after injection, the edl nerve-muscle preparation was
examined for alterations in muscle mechanical properties (in situ) or
electrophysiological (in vitro) properties. BoTx toxicity was determined
by mouse bioassay (6,13) and expressed as number of mouse i.p. LD50 (the
amount of protein toxin capable of producing 50% lethality). 1In some
experiments BoTx was treated with 0.2 M ethylacetimidate in 28 mM Na HPO,
buffer solutian for 30-40 minutes to "amidinate” lysine residues (15).

Single Twitch Tension.

Rats were anesthetized with a-chloralose (75 mg/kg, i.p.)
(CalBinchem, La Jolla, CA) and methoxyflurane (Penthrane, Abbott
Laboratories, North Chicago, IL) in preparation for measurement of single
twitch tensfon (muscle contraction). The tendons of insertion for the
edl were lsolated together with 1 cm of the deep peroneal nerve. The
sclatic nerve was cut to prevent retrograde stimulation. The surrounding
nmuscles and vasculature were not damaged although the tendon of insertion
for the tibialis anterior muscle and the transverse ligament were cut.

At this time, methoxyflurane anestheslia was discontinued, but the rats
were still fully anesthetized by the effects of the a-chloralose. The
tendons of insertion of the edl were connected, via a gold chain, to a
force transducer (FT 0.03) and tension was recorded on a Model 5B
polygraph (Grass Instruments, Quincy, MA).The deep peroneal nerve was
stimulated with short duration (0.2 to 0.5 msec) and maximal amplitude (4
to 7 V) square pulses using a Grass $88 stimulator. Resting length was
adjusted to achieve maximal single twitch tension. Exposed areas were
kept moist with sterile saline irrigation solution and temperature was
maintained using a heating pad and heat lamp.
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Electrophysiology.

The edl nerve-muscle preparations were exclsed during methoxyflurane °
N anesthesia, under a continuous flow of oxygenated (95% 0y 5% C0,) Kreb-
- Ringer solution (composition in mM: NaCl, 132; KCl, S; MgCl,, 2; CaClz,
e 2; Na HPOa, 1; NaHCO3, 18; dextrose, 11; pH, 7.2 to 7.3). The muscles,
o pinneﬁ through their tendons and stretched to approximately thelr resting
h lengths, were placed in a 12-ml chamber (30 & 1°C) and suffused at a rate
of 3 to 4 ml/min. After a 20 to 30 min equilibration period, transmitter ®
release was examined by recording end-plate potentials (e.p.p.s). Glass
microelecgrodes, filled with 3 M KCl, having tip resistance of
: 5-10 x 10~ Q were used. E.p.p.s were recorded following nerve
! stimulation (10 to 50 psec, 2 to &4 V) via a platinum wire-glass capillary
suction electrode. (For details see: 9,10,12).

(Y

] o
f RESULTS

[ The fundamental differences in the neuromuscular effects of type A

° and types B, E and F were in terms of potency, duration of action and

- response to 3,4-DAP. 1In general, type A was more potent, paralyzed for a ®
4 longer period of time and type A paralysis was more sensitive to the

paralysis-reversing (stimulatory) effect of 3,4-DAP than types B, E or F,

Subcutaneous injection of BoTx types A, B, E or F in the lower
hindlimb of the rat produced unilateral paralysis within six to twelve S
hours. 1Tn all cases, larger doses of types B, E and F (>200 LDg,) were ®
required to produce a paralysis comparible to that produced by relatively
low doses of type A (5 LDSO)' Despite the requirement for larger doses,
rats treated with types B, E or F recovered at a much faster rate (5
days) than type A-treated animals (D14 days). Rapid recovery was also
observed in animals treated with very high (barely sublethal) doses
(=5000 LDSO) of types B,E or F. These observations are illustrated in a [
comparison of muscles treated with types A and F BoTx (Figure 1).

Precise measurements of transmitter release can be obtained in vitrc
by intracellular recording with glass microelectrodes. In BoTx-paralyzed
muscles extremely small amounts of transmitter (acetylcholine) are
released after nerve stimulation. The postsynaptic electrical responses o
(end-plate potentials) produced by the released transmitter can be
recorded with the microelectrode inserted in the muscle fiber at the
neuromuscular junction.
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Addition of 3,4-DAP increased the amplitude and frequency of end-
plate potentials (e.p.p.s) in muscles treated with types A, B, E or F _
BoTx. However, it did so with different efficacies. That 1is, 3,4-DAP ®
was somewhat less effective in reversing the paralysis produced by types
B, E and F than for muscles treated with type A BoTx (Figure 2).
Addition of 100 uM 3,4-DAP caused all type A-treated muscles to twitch
after nerve stimulation, regardless of amount of toxin administered. A
similar response was not seen in all muscles treated with types B, E or F

i, |

L.
g
r.
.
c

BoTx. ¢
®
SINGLE TWITCH TENSION T
5001 A BoTx 500+ F. BoTx
w 400+ 400+ 2000 (D -
a3 [ )
2 Tnorma T normal T 200 105, ;
> 3004 300 A _ FLIUN:
_ = 210,
4 ]
- 2 2001 2001
s S
) E
) 100 210 100 -
W p____o_/———/isu 10- 1 -9 v
A 0- o-J .
:'_ 0o 1 3 7 10 o 1 3 7 10
" DAYS AFTER BoTx (S.C.) INJECTION

Figure 1. Nerve stimulus evoked single twitch tension (muscle )
contraction) of the edl muscle recorded in situ from R
anesthetized rats and plotted agalnst days ‘after BoTx
injection. Each point, normalized for muscle weight, is
the mean + SEM for at least 10 muscles (11),
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Figure 2. Effect of various concentrations of 3,4-DAP on - o
neuromuscular block produced by BoTx A and B 3 days after L
poisoning. The graph shows the number of nerve stimuli e
causing transmitter release (e.p.p.s) as a percentage of ‘ )
the total number of stimuli at 1 Hz. Each point
represents mean + SE from at least 8 fibres in 2
muscles. The numbers above or below the points are the
mean amplitude in mV of recorded e.p.p.s. Note that with *
100 yM 3,4-DAP, BoTx type A-poisoned muscles twitched R
(12). R

An explanation for the reduced effect of 3,4~DAP in muscles treated
with BoTx types B, E or F was the presence of asynchronous transmitter ®
release as shown in Figure 3. No such effect was observed in type A-
treated muscles.
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Figure 3. Examples of e.p.p.s (superimposed tracings) in type A and C
B poisoned muscles 3 days after injection and the effects S
of 10 and 100 yM 3,4-DAP, Stimulation frequency was 1 . g,,f
Hz. Note that in type A poisoned muscles. 3,4-DAP — e
enhances synchronous transmitter release and at 100 uM e

causes the muscle to twitch (lowest record). In coantrast
3,4~-DAP causes asynchronous transmitter release and no
twitches in a type B poisoned muscle (12).

Potentiation of the effect produced by 3,4-DAP in BoTx-treated
muscles was observed with combined administration of 3,4-DAP and the L
acetylcholinesterase inhibitor neostigmine (or pyridostigmine) or 3,4-DAP C-
and theophylline.

In an effort to analyze the basis for the observed functional
difference between the BoTx types, chemical modification by "amidination”
was attempted (2,15). Treatment of type F toxin with ethyl acetimidate L J
increased its toxicity by 1.5-8X after i.p. injection into mice. This
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procedure also increased the duration of paralysis of the edl after s.c.
injection in rats (Figure 4). Presumably, the reaction of imidoesters )
with protein amino groups (most likely lysine residues) forms amidines
which are stronger bases than their parent amines. This factor may play
an important role in determining the relative potencies of the toxins.
However, preliminary experiments indicate that treatment with
ethylacetimidate does not alter the toxin's antitoxin binding site.

P\ Y VL)

1
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Figure 4. Nerve stimulus-evoked single twitch tension (muscle
contraction) of the edl muscle recorded in situ from
anesthetized rat and plotted against days after BoTx
injection. One group was given native F BoTx (1000 LDg,)
while the other was given the same dose of F BoTx but
modified with ethylacetimidate prior to injection. Each
point, normalized for muscle weight, is the + SEM for at
least 4 muscles (1il).
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DISCUSSION

The results demonstrate that type A BoTx 1s more potent, paralyzes
for a longer period of time and type A paralysis is more sensitive to the
paralysis-reversing action of 3,4-DAP than types B, E or F. The observed
differences in the effects of the various types of BoTx supports, in
part, the differences seen in clinical cases of types A and B botulism
(3). The specific structural differences between the protein neurctoxins
which determine their pharmacological activities have not been
identified. However, the present data with ethylacetimidate-modified
toxin implicate lysine residues as important components affecting
toxicity. It is interesting to note that this is the first demonstration
of a chemical modification which increases the activity of one type of
BoTx. However, this same modification does not appear to alter the
toxin's antitoxin binding site. Increases 1n ribonuclease A activity by
treatment with a bifunctional imidoester has also been demonstrated
(2). In contrast, the amidination reaction did not alter antibody

binding capacity of bovine serum albumin or rabbit antibody to benzene-
arsonic acid (15).

All BoTx types reduced nerve—evoked transmitter release as measured
with microelectrodes in vitro. However. 3,4-DAP was more effective in
restoring neuromuscular transmission in type A-treated muscles than in
muscles receiving types B, E or F. One explanation may be the
asynchronous release observed ia muscles treated with B,E or F BoTx.
Although 3,4-DAP may not prove to be an ideal antidote for all cases of
botulism, it may be useful in delaying the onset of respiratory
paralysis, "weaning” patients off respirators or providing the basis for
the development of additional compounds or combinations of compounds.
Furthermore, combinations of compounds such as 3,4-DAP, theophylline
and/or neostigmine-pyridostigmine may provide a "generic” therapy for a
variety of neurcmuscular toxins,

ACKNOWLEDGEMENTS

The author thanks SP5 J. A. Kauffman and SP4 J. F. Way, Jr. for the

technical assistance, and Drs. L. S. Siegel and B. R. Das Gupta for
providing toxin.

226

- - . . - - L., R - -.. o - LI . . . - UL « e v ~-. - ‘-. . - "
LR P S T IR ML R S AR R R N SR P
YT T s Ta Aty dart s e

- - -
e e e A e e et et At et e PRI, Aataldal

=
° -
.
. 1
*
J
.9
J
,
I
o
- .
A
- <
i
1{

®
;

B




et raad

[ ST e T e T T T T T T ISR ANt s s e e 1o T e i A e —— .-
|
h

q
SELLIN i
. .
- REFERENCES 1
i
o .
= 1. Gill, D. M. 1982, Bacterial toxins: a table of lethal amounts. RN i
.- Microbiol. Rev. 46:86~94. : i
lﬁ 2. Hartman, F. C. and Wold, F. 1967. Cross-linking of bovine z:_;i
i. pancreatic ribonuclease A with dimethyl adipimidate. Biochemistry ol
6:2439-2448, _ ®

3. Hughes, J. M. et al. 1981. Clinical features of types A and B ‘i
foodborne botulism. Ann. Intern. Med. 95:442-445, ]

b .
b 4. Merson, M. H. et al. 1974. Current trends in botulism in the -]
United States. JAMA 229:1305-1308. * 3
5. Molgo, J. Lundh, H. and Thesleff, S. 1980. Potency of 3,4~ .
diaminopyridine and 4-aminopyridine on mammalfan neuromuscular N
ﬁ. transmission and effect of pH changes. Eur. J. Pharmacol. 61:25-34, .
- 1
[ 6. Reed. L. J. and Muench, H. 1983, A simple method of estimating LA
- fifty percent end-points. Am. J. Hyg. 27:493-497. T
ﬁ' 7. Sellin, L. C. 1981. The action of botulinum toxin at the Z;fjj
neuromuscular junction. Medical Biology 59:11-20. T
———emed
8. Sellin, L. C. 1984, Botulism ~ an update. Military Medicine -’i~4

149:12-16.

9, Sellin, L. C. and Thesleff, S. 1981. Pre- and postsynaptic actions
of botulinum toxin at the rat neuromuscular junction. J. Physiol.
317 :487-495.

10. Sell‘ln, Le Co, Kauffman’ Je A and Das Gupta, B. R. 1983.
Comparison of the effects of botulinum neurotoxin types A and E at T
the rat neuromuscular junction. Medical Biology 61:120-125. R

11. Sellin, L. C., Kauffman, J. A., Way, Jr., J.F. and Siegel, L. S.
1983, Comparison of the action of types A and F botulinum toxin at 1
the rat neuromuscular junction. Neuroscience Abstracts 9:1103. C

12. Sellin, L. C., Thesleff, S. and Das Gupta, B. R. 1983. Different
effects of types A and B botulinum toxin on transmitter release at
the rat neuromuscular junction. Acta Physiol. Scand. 119:127-133.

St LUt
a « S
NN ’ et

alala s v A Lo b

227

LV DL U PR -y




L

, SELLIN
. 13. Siegel, L. S. and Metzger, J. F. 1979. Toxin production by ' 3
E Clostridium botulinum type A under various fermentation "o -

conditions. Appl. Environ. Microbiol. 38:606-611.

14, Simpson, L. L. 1980. Kinetic studies of the interaction between
botulinum toxin type A and cholinergic neuromuscular junction. J.
Pharmacol. Exp. Therapeut. 212:16-21.

15. Wofsy, L. and Singer, S. J. 1963. Effects of the amidination » 1
reaction on antibody activity and on the physical properties of some )
proteins. Biochemistry 2:104-116.

228

R L, o e, N e ) “
T PSP N Wi Gy Y PP I D L PP PR I S I A NP P, _._‘.1.\ -‘.)‘.‘*. DU NP




SETTERSTROM, VINCENT, and NICHOLS
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INTRODUCTION

Avulsions, superficial and full-thickness burns, abrasions, and
lacerations are commonly incurred in combat. Current wound care gener-
ally includes application of non-occlusive gauze in combination with
applied pressure for hemorrhage control. Such dressings may provide a T
partial physical barrier from outside contamination and may retard —d

ii bleeding, however, infection is not reduced and wound healing is not en- LR
hanced. Surface desiccation and adherence of the dressing to the wound
are problems that retard the healing process. If the wound is kept moist,
allowing no eschar formation, and is adequately oxygenated, epitheliza-
tion will occur at a maximum rate. (1)

‘e’
.

EI An ideal wound dressing should be impermeable to bacteria; control
water vapor transmission to keep wounds moist, but not wet; allow oxygen 1
exchange; conform, but not adhere to the wound; prevent infection; and
control capillary and small vessel bleeding. The dressing should be R
. light-weight, with stability for long periods under adverse storage con- '
] ditions, It should be applicable to all partial and full-thickness skin
loss injuries via a simple, single-step procedure. Traumatic wounds suf- ® 1
fered in the field are generally heavily contaminated with foreign RS
material, therefore, over a period of time the wound dressing should }‘i;’
gradually deliver broad spectrum antimicrobial agents that are nontoxic '
to the injured tissue. Once applied, the bandage should remain tightly
adherent to the intact skin and preferably offer a watertight seal. It
should remain supple, resilient, and allow normal wound contraction. i

In the present study, we have capitalized on the properties of a

o
h.
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; unique, ultramicroporous, homogenous membrane (2). POROPLASTIC® is a
> hydrogel in which the liquid content can be varied from 70-98% water by
! weight. It consists of two interpenetrating and largely independent

phases. One component is a strong, thermally stablie cellulose triacetate
resin and the other component can be almost any liquid or solution. This
characteristic allows POROPLASTIC® to be impregnated with alcohols,
- esters, liquid monomers, hydrocarbons, salt or dye solutions or a variety
' of medicaments. POROPLASTIC® is strong, flexible, nonionic, and isotropic
with excellent pH stability.

The pore size, flux and water content of POROPLASTIC® can be engi-
neered. By changing the thickness or the water content, hydraulic perme-
ability can be controlled. The pore diameters of POROPLASTIC® range from
0.0014u for films containing 70% water by weight (MA-70) to > 0.02u
for films containing 97.5 % (MA-97.5). The less water in the dressing
(MA-70), the stronger the film (tensile strength, 1300 psi). The small
pore size assures bacterial impermeability, but allows water vapor trans-
mission, Physical characteristics of POROPLASTIC® make it extremely
useful as a vehicle for the controlled sustained release of medicaments.
In this study we have evaluated POROPLASTIC® impregnated with gentamicin
sul fate for effectiveness in eliminating Staphylococcus aureus from both
acute (contaminated) and established wound infections. Work is proceed-
ing to evaluate the effectiveness of POROPLASTIC® in the enhancement of
wound healing and to evaluate dressings that release dual antibiotics to
assure a broader spectrum of antimicrobial activity.

L |

| )}

MATERIALS AND METHODS
POROPLASTIC® Membranes

i POROPLASTIC® wound dressings are made from an acetic acid-cellulose e
triacetate dope that is blade-casted on an inert surface and cured in
water (2). The water cure removes all traces of acetic acid, yielding,
after separation from the casting surface, a durable, transparent, water- N
impregnated cellulose triacetate membrane. Impregnation of POROPLASTIC® ]
with gentamicin sulfate is accomplished by simple immersion into the o
s desired concentration of the drug. Following absorption of drug, the °
- membranes are immersed in anhydrous disopropyl alcohol to replace the 1
aqueous component and cause deposition of gentamicin sulfate within the
membrane. In a final step, the aicohol is exchanged for an inert, hydro- o
phobic liquid. RO

; POROPLASTIC® membranes produced for evaluation in this study ranged 5"
X in thickness from 13-23 mil. They were impregnated with amounts of gen- _.__‘
tamicin sulfate ranging from 4.3-8.4 wt%. Parallel production of genta- :
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SETTERSTROM, VINCENT, and NICHOLS

micin-free POROPLASTIC® provided wound dressings for untreated control
animals. A1l POROPLASTIC® wound dressings were hermetically sealed and
sterilized by exposure to 2.5 Mrad of gamma radiation (Neutron Products,
Inc., Dickerson, Maryland) before in vivo evaluation,

In Vitro Evaluation

Gentamicin-POROPLASTIC® wound dressings were evaluated in vitro to
determine the total quantity of gentamicin sulfate impregnated within the
dressing and establish the rate of drug release into a receiving fluid at
37°C. Small weighed samples of gentamicin-POROPLASTIC® were put in tubes
containing known excess quantities of alcohol to allow complete displace-
ment of isopropyl myristate from the dressing. Following the addition of
known quantities of distilled water to each tube to solubilize the read-
ily diffusible gentamicin sulfate, the aqueous solutions were assayed for
drug by the method of Shriner et al. (3).

The rate of gentamicin sulfate release from POROPLASTIC® was deter-
mined by exposing preweighed samples of POROPLASTIC® to known quantitites
of 0.02M potassium phosphate buffered saline (0.IM, pH 7.4). The receiv-
ing fluid was assayed at timed intervals for gentamicin sulfate concen-
tration, The per cent cumulative release (ug/an) was plotted as a func-
tion of time (hours). 1In vitro release curves were determined for indi-
vidual lots of dressing material evaluated in vivo.

In Vivo Evaluation

To evaluate both antibiotic-loaded and unloaded POROPLASTIC® in vivo,
full thickness wounds approximately 676 mm2? were excised from the pre-
shaven interscapular area of anesthetized guinea pigs. FEach wound was
then inoculated with 2-4 x 10° Staphylococcus aureus (ATCC 12600), and
covered with a POROPLASTIC® dressing {961 mm?). Equal numbers of un-
treated and treated animals were included in each experiment, Dressings
were held in place by adhering plastic squares of clear polyethylene
(1600 mm2, 5 mil) to the intact skin with cyanoacrylate adhesive, either
Histoacryl®blue tissue adhesive, (B. Braun Melsungen AG, Federal Republic
| of Germany) or Wonder Bond® (Borden, Inc., Columbus Ohio). Both acute
@ (contaminated) and reinfected established infections (wounds with >10°S.
aureus/cm® at three days post iritial contamination) were evaluated.

S The viable count of S. aureus/cnf of wound surface was determined on

the third day following dressing of the wound with POROPLASTIC®, Follow-
e ing anesthesia, a sterile plastic cylindrical chamber (2.54 c¢cm®) was held
@ firmly to the wound surface. A 1 ml solution 0.1% Triton X-100 in 0.075M
phosphate buffer, pH 7.9 was transferred by sterile pipette into the
chamber and the area was scrubbed with moderate pressure for 20 seconds
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using a sterile Teflon "policeman". The wash fluid was aspirated, re- _ 4
placed with 1 ml of fresh scrub solution and the scrub was repeated. To o
prevent bacterial aggregation and thoroughly clean the area, two addi-
tional scrubs each with 1 ml of 0.05% Triton X-100 in 0.0375M phosphate
buffer were performed and all of the wash solution (4 ml) was pooled for
assay. The number of bacteria in the inoculum and wash solutions from R
each wound were determined by a mechanical-bioassay method using a spiral BERREN
' plater and laser bacterial colony counter (Spiral System Instruments, ®
Inc., Bethesda, Maryland). The number of S. aureus/cm® of wound surface
of both treated and untreated wounds was calculated.

oo AR

ey re

ly used to evaluate the efficacy of wound dressings on established b
wound infections. These animals were subdivided into two groups on day [ )
three. Following the scrub procedure, both groups were reinfected with :
2-4 x 10° S. aureus. Group one received unloaded POROPLASTIC®, while o
{ group two received gentamicin POROPLASTIC®, The wound dressings were
covered with polyethylene films and secured with cyonoacrylate adhesive.

E Animals initially treated with unloaded POROPLASTIC® were subsequent-

O Serum was obtained from randomly selected animals. Sera and wash ® 1
solutions then were assayed for gentamicin sulfate concentration by

microbial bioassay (4). The microbial bioassay for gentamicin sulfate

was performed on neomycin assay agar (BBL Microbiology Systems, o
Cockeysville, Maryland). Gentamicin standards for the bioassay were y
prepared from gentamicin sulfate (Schering Corporation, Kenilworth, New -
Jersey) by dissolving crystailine drug weighed on a Cahn Electrobalance, . @
(Model 29, Cerritos, California) into a known amount of sterile distilled

water, Serial dilutions were then made to obtain known standards. Un-

known specimens and standards were then placed on sensitivity discs and

positioned on duplicate plates containing agar seeded with Staphylococcus

epidermidis (ATCC 27626). Plates were incubated at 37°C for 18 hours. . iﬁ;
Zones of inhibition were measured to the nearest 0.1 mm. ® |

Cytotoxicity was evaluated by placing small pieces of sterile
POROPLASTIC® (antibiotic-loaded or unloaded) on Vero cells ATCC CCL 81
grown in Dulbecco's Modified Eagle Media (DMEM) supplemented with 10% ]
fetal calf serum, 100 mM L-glutamine, 1.0% Na-pyruvate, 1.0% nonessential -
amino acids, 1.0% NCTC 109 (National Cancer Tissue Culture Media), o
penicillin (100 units/ml), streptomycin (100 ug/ml), and Fungizone ;
(0.25 pg/ml). A suspension of 1.0 x 106 viable Vero cells/ml was dis- L
pensed (400 1 per well) into 24-well Costar tissue culture plates. -{i:;é
Following aseptic placement of the POROPLASTIC® membrane into individual IR
wells, the plates were incubated at 37°C in 7% C0, at 100% humidity. T
They were observed for effect on cell growth at one, three, and four ° 1
days. )
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RESULTS

Typical in vitro release profiles of gentamicin sulfate from sterii-
ized and unsterilized POROPLASTIC® are compared in Figure 1. No signifi-
cant radiation effect was noted on the in vitro release rate profiles.
The dependence of release rates on the POROPLUASTIC® drug load is shown in
Figure 2. These data are presented as the release rate (ug/cn? /hour) of
gentamicin sulfate as a function of time. As shown, the rate of release
of gentamicin from POROPLASTIC® in vitro is highly dependent on loading
and approximates zero order kinetics.

The number of bacteria present on acutely infected (contaminated)
wounds three days post-treatment either unloaded POROPLASTIC® and with
gentamicin-PORQOLASTIC® are shown i.. Table 1. Even though animals in this
experiment removed their dressings within 24 hours of application, 83.3%
of the wounds covered with gentamicin-POROPLASTIC® {6.0-6.5 wt%) were
sterile when assayed at three days post-wounding, and 22.2% were sterile

TABLE 1, Number of Staphylococcus aureus/cm2 Remalining on
Wound Surtaces at Three Days Foltowing fnoculation
With 4,5 X 10" S. aureus/Wound.

Unloaded Gentamicin Gentamicin
Anima!l POROPLASTIC® Animal POROPLASTIC®  Content (wt%)
1 6,29 X IO? 21 89 5.8
2 3.55 X 107 22 0 Hal
3 7.00 X 107 23 0 5.7
4 3.55 X 106 24 0 5.5
5 9.60 X 10 25 0 6.5
6 1422 X IOZ 26 0 6.4
7 5.02 X 10 27 [} 6,0
] 2,15 X 108 28 1,14 X 106 5.7
9 ND ; 29 1,41 X 104 5.7
10 3.93 X 107 30 15 4,7
A 5.98 X 107 3 4,25 X 105 Sel
12 5.98 X IO7 32 4,25 X 10 5.7
13 7.36 X 108 33 8,75 X 105 5.1
14 1.44 X 107 34 12 4.9
15 1.55 X IO7 35 3,08 X Io4 4.0
16 9.9 X IO7 36 4,44 X 104 4.5
17 6.02 X 10 37 94 4,3
18 2.00 X 10; 38 23 6.3
19 4.80 X 107 39 0 6.2
20 6.02 X 10 40 3 5.9

ND: Not Done (Anesthesia Death)

234

.. T N Y L LT . AR R R P T o
A I S S U L TR U PR St A Y
[ WA Vol SN VAR Wl S Sl VLA WA Wl S

PRI e e T LI S A A e T N e e e e

- - -~ - . - -\§~~ =
- - - - . . - - - - - N
Sl e A S A

«
~
Ry




SETTERSTROM, VINCENT, and NICHOLS

when covered with dressings containing 5.0-5.9 wt%. However, all five
wounds covered with dressings containing 4,0-4.9 wt% gentamicin remained -

contaminated although with lower quantities of S. aureus than untreated * .
controls. RS
To evaluate wound dressings on established infections, animals 1-20 R
(Table 1) were divided into two groups. Following the three-day scrub RO
assay to determine the bacterial count ( >10°% S. aureus/cm® ), the wounds -
were reinoculated with 2.3 x 10° S. aureus. “Bacterial counts obtained g
four days after the wounds were covered with unloaded POROPLASTIC®
(even-numbered) or gentamicin-POROPLASTIC® dressings (6.0-8.4 wt%, odd-
numbered) are shown in Table 2.
@
TABLE 2, Number of Staphylococcus aureus/cm2 Remaining on
Wound Surface® At Four Days Following Treatment of
Established Wound Infections,
Unloaded Gentamicin Gentamicin °
Animal POROPLASTIC® Animal POROPLASTIC® Content (wt®) .
7
2 173310, 1 0 8.0
4 1.9 X 10, 3 1?7 8.4
6 3.8x10 5 6 6.5
8 4.8x 10, 7 6.0 X 10 7.5 '
10 2.4x 10, 9 ND 6.1 =
12 2. x10 n 0 642 e
14 1.9 X 10 13 ND 6.0 e
16 Con?amln?n‘r 15 25 6,2
18 1,73 x 10 17 Contaminant 6.4 S
20 6.2 X 10 19 0 6.9 ".
9 9 o
¥4.5 X 10" S. aureus inoculated on Day ¥; 2,3 X 10 S. aureus R
Inoculated on Day 3,
ND: Not Done (Anestheslia Death) C
o

Results indicated that a wound dressing containing 6.2 wt% (Tables 1,
2) gentamicin held securely in place should assure wound sterility. Such
dressings were formulated and evaluated in a subsequent experiment using S
a stronger adhesive (Wonder Bond®) to assure wound coverage for the en- °
tire three days.
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t As expected, wounds contaminated with 2.3x10° S. aureus and treated ) j

¥ by covering with gentamicin-POROPLASTIC® (6.2 wt% MA-GZ, 20+1 mil) were °
free of S. aureus at three days (Table 3). Wounds contaminated and ]

g covered with unloaded-POROPLASTIC® or with polyethylene alone all har-
3 bored >10° S. aureus/cm? (Table 3). Animals (61-80) with established
three-day infections (>108 S. aureus cm2) were then divided into two

5 groups for subsequent treatment., All animals (61-70) treated with o
gentamicin-POROPLASTIC® were completely free of S. aureus three days °

a4 aa'ats 'e'as

later. A1l animals (71-80) treated with unloaded POROPLASTIC® harbored
>105.§. aureus/cn? (Table 4). Gentamicin sulfate concentrations detected
in scrub solutions from the wounds of these animals are shown in Table 5,

Table 3, Number of Staphylococus .!nureus/cm2 Remaining on
Wound Surfaces Three Days Following Inoculation
With 2,3x10° S, aureus/Wound.

Un loaded Gentamicin R
{q POROPLAST |C® POROPLAST | CO* ® .
: Animal  (22%2) mil)  Animal (20 *imli) S
SRR
_ 61 8.9x10° 41 0 e
3 62 2.7x10: a2 0 o
- 63 7.9%10 43 0 S
64 3.2x10° 44 0 e
65 4.8x10° 45 ND e
66 7.2%10° 46 0 RN
67 2.7x10" a7 0 PO
68 1x10° 48 0 S
69 2.3x10; 49 0 o
70 1.3x10 50 0 -9
71 a.sx106 51 0 con
72 2.4x10° 52 0 S
73 3.4x10] 53 0 IR
74 1.2x10) 54 0 T
15 8.6x10° 55 0 o
76 3.2x|o: 56 0 o
77 4,7x10 57 0 "
78 9.8x10. 58 0
79 1.8x10° 59 0 -
80 3.2x10° 60 0 .
*Gentamicin-POROPLASTIC® (6,2 wtf) d
ND: Not Done (Anesthesia Death)
B
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Table 4, Number of Staphylococcus aureus/cm Remaining on
Wound Surtaces* Three Days Following Treatment of
Established Infections, ". !
i
Animal Unloaded Animal Gentamicin Gentamicin
POROPLASTIC® POROPLASTIC®  Content (wt%)
7
7 6.2%10 61 0 6,2
72 2.0x10 62 0 6.2 ". )
73 3,1x10 63 0 6.2 ’ .
74 ND 6 64 0 6,2 AT
15 7.5%10, 65 0 7.71 R
76 5.0x10, 66 0 7.8t R
7 3.2x10, 67 0 8.2t
78 2,9x10, 68 0 8.4t -;"""‘
79 8.6x10, 69 0 9,2t =
30 3,8x10 70 0 9,4t Co-
» 9 - -
2.3x10_ S, aureus Inoculated on Day One; .
3.5x10" S. aureus Inoculated on Day Three, "."""‘
tGentamicin-POROPLASTIC® (Eight Months of Age),
ND: Not Done (Anesthesia Death),
®
®
®
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Table 5. Concentration Of Gentamicin Sulfate in Wash Solutions From Wounds
Covered With POROPLASTIC®,
Group* Type Of Range Of Wounds With
Dressing Gentamiclin gulfafe Detectable
ug/cm ) Drug, £
|.
a, First Dressing Gentamicin-POROPLAST IC®t 2.07-30,69 100
b, Second Dressing No Dressing 0.00--6,.88 80
I,
a, First Dressing Gentamic in-POROPLASTIC®t 1,29-31,85 100
b. Second Dressing Unloaded-POROPLASTIC® 0,00~--2,75 40
1,
a, First Dressing Unloaded-POROPLAST IC®t 0.00 0
b. Second Dressing Gentamicin-POROPLASTIC® 7.05-84,55 100

*First Dressing On Wound Three Days, Second Dressing On Wound An Additional Three

Days (n=10, For All Groups)

t6.2% w/w Gentamicin Sulfate
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Serum removed from seven randomly selected guinea pigs (each treated
three days previously with gentamicin-POROPLASTIC®) was also assayed for
gentamicin sulfate. Gentamicin was detected in the serum of one animal
at a concentration of 8.03 ug/ml. Very small zones of inhibition around
discs impregnated with sera from two other animals indicated the presence
of small quantities of gentamicin (2.45 and 1.87 g/ml).

Results of the tissue culture test using Vero cells showed unloaded
POROPLASTIC® to be noncytotoxic. At 96 hours post-exposure, a healthy
monolayer of cells was observed bordering the POROPLASTIC®, Cytotoxicity
was observed in wells containing POROPLASTIC® 1loaded with gentamicin;
most probably due to the known cytotoxic effect of high concentrations of
gentamicin sulfate on tissue culture cells,

DISCUSSION AND CONCLUSIONS

POROPLASTIC® is a versatile film that can be bonded to a wide variety
of fibers and fabrics or can be formed as a coating on plastic films.
Its physical characteristics indicate potential as an excellent wound
dressing. In this study POROPLASTIC® has served as a successful vehicle
for the sustained release of an antibiotic into infected wounds thereby
resulting in excellent control of infection.

From work completed at this time, it has been determined that:
1. Gentamicin-POROPLASTIC® will effectively eliminate infec-

tions with the common wound infecting organism Staphylococcus
aureus.

2. The rate of release of gentamicin from POROPLASTIC® film in
vitro is dependent on loading and approximates zero order
kinetics.

3. No adverse effects on gentamicin release kinetics were
detected due to sterilization of POROPLASTIC® by gamma
irradiation.

4. When covered with POROPLASTIC® and polyethylene, wounds
incurred in the animal model remain hydrated with no eschar
formation, .

5. Gentamicin-POROPLASTIC® retains antimicrobial efficacy for
at least eight months when stored at room temperature,

6. It is envisioned that a dual drug POROPLASTIC® system should
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SETTERSTROM, VINCENT, and NICHOLS

provide a wound dressing with broad spectrum efficacy.

Efforts are directed toward finding the best method for applying
POROPLASTIC® to wounds. A viable alternative may be to position a
commercially available polyurthane dressing such as Tegaderm® or Op-Site®
over the POROPLASTIC®., Tegaderm® and Op-Site® will not adhere to guinea
pig skin, therefore, clear polethylene (1600 mm* , 5 mil) was positioned
over the POROPLASTIC® and glued to surrounding intact skin with Histo-
acryl®tissue adhesive (butyl-2-cyanoacrylate). This technique did not
give sufficient adherence to prevent dressing loss for the three-day
period. Use of Wonder Bond®, however, assured tight adherence and was
used successfully. In future experiments, we envision using Wonder Bond®
adhesive to attach the polyurethane dressing. Unlike polyethylene, poly-
urethane should not negate *the permeability characteristics of the
POROPLASTIC®, The moisture vapor transmission rate, oxygen permeability
characteristics, and known adhesiveness to human skin make Tegaderm® and
OpSite® attractive as an outer dressing for POROPLASTIC® application to
humans,

Serum gentamicin was detected in three of the seven animals bandaged
for three days with gentamicin-POROPLASTIC®, Of these, verification of
the two lower values is necessary due to the lack of definition and small
size of inhibition zones resulting in the disc diffusion assay used. A
serum gentamicin level of 8.03 ug/ml was detected in one animal. Serum
gentamicin levels are affected by the dose administered and the drug
excretion rate (kidney function), Since no relationship between the
gentamicin serum levels and the presence of gentamicin-POROPLASTIC® with
varying core-loads over the wounds of animals has been established,
additional studies are being performed. Ideally, the wound dressing
should control 1localized infections while producing minimal systemic
antibiotic levels. The impressive success achieved in the total
elimination of S. aureus with gentamicin-POROPLASTIC® (6.2 wt%) indicates
the likely efficacy of dressings with lower drug concentations. Theoreti-
cally, lower drug core-loads, when applied topically, should yield lower
serum levels of drug.

It is of interest that wounds (Table 3) overlaid with gentamicin-
POROPLASTIC® (6.2 wt%) for three days have, at the end of that time,
similar amounts of gentamicin sulfate present on the wound surface (Table
5, Groups la and Ila). However, as shown in Table 5, wounds kept moist
by rebandaging at three days with unloaded-POROPLASTIC® (Group II, b)
yield wounds three days later with lower quantities of surface gentamicin
sulfate (0.0-2.75 ug/cm?, 60% drug-free) than wounds left air exposed
(0.0-6.88, pg/cm?2, 20% drug-free). In light of the clinical observation o
that POROPLASTIC® (with polyethylene cover) keeps wounds hydrated and L 1
precludes echar formation, it is speculated that fluid exchange between R
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the circulation and the POROPLASTIC® covered wound surface enhances the
entrance of gentamicin into the circulation for subsequent excretion,
Due to the stability of gentamicin sulfate, it is speculated that
trapping of drug within echars on the air-exposed wounds is enhancing
detection.

In conducting the research described in this report, the investiga-
tors adhered to the "Guide for the Care and Use of Laboratory Animals" as
prepared by the Committee on Care and Use of Laboratory Animals of The
Institute of Laboratory Animal Resources, National Research Council,
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Microclimate Controlled (MC) Clothing for Extended Tank Crewman e
Mission Time in CB/Hot Environments (V) o

*THOMAS H. TASSINARI, MR. AND VINCENT D. IACONO, MR.
US Army Natick R&D Center
Matick, MA 01760

INTRODUCTION

Statement of the Problem ; 74

Crews of all types of armored vehicles and aircraft, operating in 1
extreme hot environments experience unusual problems of discomfort during B
Timited duration of exposure. Under adverse climatic and enemy imposed
conditions, contemporary combat protective clothing systems, even when in
combination with the ventilating or cooling device of the vehicle, fail to
provide conditions which will keep the crewman's body temperature within
reasonable limits. The crewmen receive very little benefit from cabin
ventilation in this situation because their bodies are isolated by their
combat clothing from the low flow of forced ventilating air.

To protect the Combat Vehicle Crewman (CVC) and ground soldier from a )
multitude of enemy-imposed hazards occurring on the battlefield, effective o
clothing systems for ground soldiers and combat vehicle crewmen have been .

~ developed. However, as a result of these added protective layers of R
clothing, a significant amount of environmental protection has been traded ]
off. The additional weight, increase in insulative properties, and L
decrease in water vapor permeability of these clothing systems has
increased heat stress, especially during periods of activity in hot Ps
environments.

The problem of heat stress is even more acute when the combat
. vehicles are buttoned up to protect against chemical warfare (CW) agents.
: Even with collective protection, the quantity of ventilating air in the :
* cabin will be greatly reduced. In all probability, the addition of ®
- sweat from the crew will raise the humidity of the hot cabin air to '
- - intolerable levels. Consequently, under these environmental conditions,
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the crewmen will be subjected to severe heat stress causing a decay in
their performance output. These deleterious physiological effects of high
temperatures exert a powerful influence on the crewmen's abilities to
operate their high performance equipment effectively. In the best case, a
loss of mental performance will occur (1, 2) while in the worst case, heat
stroke would be present, possibly leading to death. The end result at any
rate is equipment malfunctioning and ultimately aborting the combat
mission.

Impact of Hot Environments on Crewmen

Bodily heat regulation is essentially the maintaining of a balance between
gains of heat on the one hand and losses on the other. The body is a
machine, producing heat in proportion to its activity and method of
operation, and is regulated by a control system which is complex and
sensitive. The clothing and surrounding environment alter the body's heat
balance, leading to heat stress in the individual.

Previous studies (3, 4, 5, 6, 7) demonstrated the magnitude of the
heat stress problem in military personnel wearing Chemical Biological (CB)
protective clothing and working in hot environments. For example, in a
static desert test at Yuma Proving Ground, well trained and acclimated
crewmen in CB protective clothing were able to function for only 80
minutes while buttoned up in an M1 tank. This test was performed on a
relatively cool desert day with an internal tank temperature of 37.8°C
(100°F). Depending on the environmental temperature/humidity, workload
and level of CB and other types of protection, tolerance times can be
expected to range from 15 minutes to 80 minutes in hot environments before
a soldier becomes a heat-stress casualty.

Heat stress in the individual can lead to heat exhaustion or heat
stroke maladies. Circulatory deficiency heat exhaustion is characterized
by fainting or near collapse during or immediately following heat exposure
while the subject is standing or working.

However, heat stroke is much more severe than heat exhaustion. It el
results from a failure of the body's heat lToss mechanism to control core T
temperature. Physiological effects of the high fever produced by the ' ‘r
uncontrollable rise in body temperature and heart rate include °
neurological and mental disturbances. Heat stroke can result in loss of e
consciousness, convulsion, delirium, and death.

Microclimate Cooling - A Viable Solution to the Heat Stress Problem

To extend the mission time of combat vehicle crewmen operating in CB °
threat environments, an active method of cooling is required. The two
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alternatives are macroclimate cooling and microclimate cooling.
Macroclimate cooling is the conditioning of the living space while
microclimate cooling is the conditioning of the micro-environment between
the body surface and the inner clothing layer.

Macroclimate cooling is not practical for cooling of crewmen because
the size, weight, and power of the required refrigeration equipment are
greater than can be accommodated on board ground/air combat vehicles.
Another factor making this cooling method unacceptable is that the crewmen
are insulated against the macro-cooled environment by their protective
clothing. In comparison, microclimate cooling equipment is smaller, weighs
less, uses substantially less power, and provides efficient cooling to the
body. Furthermore, the insulation provided by the protective clothing
becomes an advantage by isolating the cool microenvironment inside the
clothing from the hot ambient conditions.

Results from Army funded studies (8, 9) of macrocooling indicate that
a four-man crew in a ground combat vehicle (for example, a tank) would
require 3 to 4 tons (10,548 to 14,064 W) of crew compartment cooling to
achieve only marginally acceptable vehicle cabin conditions in hot/dry
environments. In comparison, only 0.5 tons (1,758 W) would be required to
cool the same crew using a microclimate system.

Microclimate cooling system (MCS) configurations consist of three
types: ventilating air, conditioned air and chilled liquid. Each system
contains a cooling distribution garment, quick aisconnects, umbilicals and
a source of cooling either a backpack or vehicle mounted console. The
garments are being designed to be of a minimum number of sizes and to be
compatible with standard combat clothing systems.

Of these three systems, chilled liquid and conditioned air are
effective in preventing heat stress in crewmen operating in high
temperature environments. With a ventilating air system, body cooling is
limited. Results from a recent study indicated that ventilating air was
ineffective under desert conditions but performed well for crewmen
operating in a tropic environment while working at a low rate (10).

Conditioned air and ventilating air systems are open loop, that is,
the air is discharged to the surrounding environment after heat exchange
with the body. On the other hand, the liquid system is closed loop which
means the coolant is continually recirculated between the cooling source
and the cooling garment.

The comparative characteristics of the two recommended microclimate

cooling types presented in Table 1 reveal their advantages and
disadvantages.
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Program Approach

TABIE L cmparative CRaracrer.stiow Retwen Moog. e

HARA: TERTSTIIS NEUTTNED ate

Current Army doctrine requires
the protection of combat vehicle
e —— crewmen from nuclear, biological and
S O or o ... ~chemical (NBC) agents. To meet this
e SRR S Begusred requirement, microclimate cooling
7 systems will be incorporated into °
combat vehicles. Due to the large
number of combat vehicles (ground and
o o , air), TRADOC HQ prepared and issued a
i TToTTRTT o mmmem T grioritized list of vehicles
remtore RN e requiring NBC/MCS capabilities. This
o ST . 1ist contains 32 ground and 8 air °
o N T vehicles. Among these vehicles,
s e : there are a number of differences
-~ o ) in chassis configuration, power
train requirements, space allocation
for new sub-componentz, crew complement and .aission profile. All of
these differences impact on the type/size of MCS selected for integration ®
into the vehicle.

tmat . Kange Temgeeatel Trool

Type S neiomg

e ght meaees Tta ot s

To help the man/vehicle/MCS integration, a front end MCS/vehicle
trade-off analysis was conducted. The purpose of this investigation was to
perform a systems analysis and hardware integration study to evaluate
microclimate cooling (liquid/air) for use with a selected number of Army ‘o ]
vehicles, each representing a specific category. The data developed from : )
this study will be used for planning, selection, and procurement of the : ]
appropriate MCS for integration into combat vehicles. Results of this {
study identified air cooling as the preferred cooling system for most I
Army Combat Vehicles, with the exception of those vehicles which have a j

1
3

crew dismount requirement. While the selection of the air MCS is not ‘®
y optimum in terms of volume and power constraints, the importance of system

- reliability, sweat evaporation, comfort and compatibility with face mask

F integration makes air the preferred choice for most vehicles. On the other

hand, the liquid MCS is the preferred system for the vehicles with a

f dismount requirement and the need to interface with portable liquid cooling
j. backpacks. )

In support to the MIEl Product Improvement Program (PIP), an ]
air-conditioned vest/connector was developed and tested. These items will Lo
} serve as basic configurations for all other combat vehicles requiring an T
3 air conditioned MCS. This paper focuses primarily on laboratory design -
f. verification and field testing performed on this equipment. o
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MICROCLIMATE COOLING EQUIPMENT

{ Natick R&D Center is responsible for the development of microclimate P
clothing systems and equipment to meet the needs of all the Army's fighting
men, especially the air/ground combat vehicle crewmen and infantrymen (11).
To satisfy a diverse range of requirements, cooling garments, connectors,
and backpack prototypes have been designed and built and are currently in S
various stages of development. Following is a brief description of this - lf;
equipment including the MIEl air cooled vest/connector. °

Liquid Cooled Vest/Connector

The liquid cooled vest consists of a heat-sealed, polyurethane-coated
. nylon fabric bladder divided into four interconnected sections by stretch )
panels (for proper sizing and control). Flow channels direct a continuous ®

stream of coolant through the bladder as heat is conducted away from the
torso and neck. The vest weighs approximately 1.6 kg (3.5 1b) when full. .
The propylene glycol-water coolant is circulated through the vest at 22.7 ;

3

{ kg/hr (50 1b/hr) and at temperatures of 10-16°C (50-61°F). A connector is 1

'. being deveioped which enables the crewman to control the amount of cooling ;
at the vest by adjustment of a liquid flow control valve. The connector o

also has a quick release coupling that seals automatically when
disconnected to prevent coolant leakage. In addition, the connector is
small, lightweight, and durable, and it will be low cost in production.

Liquid Cooling Backpack -

The prototype liquid cooling backpack has a low profile with most of
its weight supported on the hips. An ice cartridge is in the upper section
of the pack, and a battery, reservoir, pump, and flow control hardware are
in the lower section. This pack is capable of providing up to 2 hrs of e
continuous cooling to the crewman for dismount operations. The pack weighs o
8.6 kg (20 1b) and supplies 45.4 kg/hr (100 1b/hr) of coolant at 10-13°C to o 1
the Tiquid cooled vest. When the ice is depleted, the specially designed
ice cartridge is unplugged from the pack and plugged into a holding rack.

Here it is refrozen in one -~our by the rapid freeze refrigeration unit
which can be located on the vehicle.

.":'.’4 A L

Lo

Other backpack cooling concepts are also being investigated. [ )
Consideration is being given to the use of various power scurces such as
batteries, gasoline engines and Stirling engines to drive a freon
refrigeration unit with the entire system self-contained. Aanticipated
. gains over the ice pack concept include (a) increased time of operation (up
e to 12 hours) between resupply of fuel for the prime movers and (b)
independence from any vehicle mounted or otherwise located rapid freeze ®
unit. Cooling of combat vehicle crewmen is simplified because the onboard

MG S LI
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refrigeration unit would be smaller and lighter in weight and use less power
if it were designed to cool the men while on the vehicle only. There would

be no need for ice if one of these selfcontained concepts can be
developed.

Air Cooled Vest/Connector for the MIE1 Abrams Tank

The MIE1 microclimate vest is designed to provide chest, neck, and
back cooling via a hose/manifold system mounted on an open weave fabric
(Figure 1). The hoses are lightweight and crush resistant and will
maintain a constant inside diameter upon bending. Cooled air from the
cooling unit is distributed by the connector so that 7.1 x 10> m?®/sec
(15 scfm) is delivered to the vest and distributed at a ratio of

approximately 40% to the chest,
[ ] é

20% to the neck and 40% to the

back. The vest is lightweight
(approximately 0.45 kg) (0.99
(Figure 2).
Vest design allows the
vehicle umbilical from the left
or right side using the single '“:L::;:fruuﬂ"ff“

wearer to connect to the

1b) and offers low resistance
to airflow. It is worn over the

air supply hose located in the  ruwe: s reocorme miorts- rrotesne e
center of the garment. This

undershirt and beneath the
fragmentation protective vest
feature provides for maximum interfaces
compatibility with the vehicle NBC system. Another
design advantage is the bib configuration, i.e. the
vest can be easily integrated with the
fragmentation protective vest.
The prototype air connector (Figure 3) is a
multi-functional cooling component which interfaces
with the primary and backup NBC protective systems.
It splits 8.5 x 10™® m*/sec (18 scfm) of cooled air
into 1.4 x 1072 m®/sec (3 scfm) for the ventilated
facepiece and 7.1 x 10°* m®/sec (15 scfm) for the
vest. Temperature control of vest cooling air is ure } Nacick Prororvpe wicracii.
provided by a 7-position by-pass valve in the T
connector that restricts airflow to the vest while

releasing the excess into the crew compartment. Other design features
include low pressure drop through the connector, quick release when
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disconnecting for rapid vehicle egress, and provisions foi using the
ventilated facepiece without the vest when the M13A1 backup NBC protective
system is being utilized. The vest side of the connector is self sealing
when disconnected to prevent the entry of chemical agents. Furthermore,
the connector is fabricated of a lightweight, high strength engineering
thermoplastic which can be injection molded for maximum production cost
effectiveness.

A comprehensive test program was
established to validate the MIE]
microclimate cooling system's readiness
for deployment. First an engineering
design test (EDT) of the vest and
connector was conducted in August, 1983,
at the Natick R&D Center Climatic
Chambers. Then the entire system was
tested during a dynamic field test at
: Yuma Proving Grounds (August - September
fe 1983) as part of the MIEI DT II.

h

A

b,

b

P-‘ .

i MIE1 MICROCLIMATE COOLING RESULTS
|

[

¥a

.

- In both the EDT and DT II, test

2= subjects were dressed in the chemical
protective CVC/MCS clothing ensemble
(Figure 4) worn in the following order:
underwear, fragmentation protective vest,
CVC coverall, and chemical protective
overgarment. To complete the combined
clothing system, the M25A gas mask,
chemical protective (CP) hood, CVC
helmet, CP butyl boot cover and CP butyl
gloves with cotton liners were also worn.
The above chemical protective clothing items are worn when the individual
is in mission oriented protective posture - 4 (MOPP-4), the highest level
of chemical protection.

To insure safety of the test subjects by avoidance of heat stress
disorders, physiological criteria established by the Surgeon General were
used as a basis for terminating any test whether in the climatic chambers
or out in the field. During any heat exposure, a rectal temperature above
39.5°C (103.1°F) and/or heart rate of 160 beats/m n during rest and 180
beats/min during exercise for more than 5 minutes would lead to a halt of
the test. Furthermore, subjective complaints such as headache, nausea,
and dizziness would be reason to abort a particular test even if the heart
rate and rectal temperature were within acceptable limits.

249

r‘-—u--"'f-'-_ =Wl w o moTe T g T LAaae T — —— W e v i o~ o -,-v-v.—‘l

®
4
4
]

o
4
o ;

)

®
, ¥
* |
g
-]
- e e
LA
o Y
L
.
. ’ - '1

®
—
>
*
KRR
)
- . :.1
A
.--.- ..v.ﬁ
R
{
[ ] 1
gy




TASSINARI & IACONO

Engineering Design Verification Tests

A two-pronged study was conducted in the climatic chambers to verify
the cooling effectiveness of the air-cooled vest prior to the start of the
desert DT II for the MIE1. The first phase consisted of a 12-hour heat
exposure at 49°C (120°F)/20% RH with the four tank crewmen generating heat
at an average 240 W (819 Btu/hr) metabolic rate. This was accomplished by
using a 50-minute walk/rest sequence on a level treadmill over the 12-hour
exposure. For the second phase of testing, the crewmen generated an
average 340 W (1160 Btu/hr) of metabolic heat over 3 hours by walking 3.6
Km/hr (2-1/4) mph on a level treadmill for 50 minutes (same as in 12 hour
test) but only resting for 10 minutes each hour. In addition, a simulated

solar load of 71 W (242 Btu/hr) was added using heat lamps hung from the
ceiling.

Work rates used were based on what can be expected of a loader
because he is the one with the most work in the tank. It is reasonable to
conclude that if the cooling system meets the needs of the loader, then
the other crewmembers will also be cooled adequately.

Seenfinebobad

Ambient conditions of 49°C (120°F)/20% RH were selected because they @
are likely to occur inside a buttoned up MIE1 fighting in the desert on a
hot day. Temperatures as high as 60°C (140°F) have been recorded inside o]
vehicles without cooling systems, while parked in the desert sun. . r.?

For these tests conditioned air at 17°C (63°F) and 40% RH was E—
supplied to each crewman. Air flow was 8.5 x 10°®> m* /sec (18 scfm) to -9
each crew station. The wye connector split off 1.65 x 10°% m®/sec (3.5 C
scfm) for the ventilated facepiece (VFP) while the remaining 6.8 x 10°% m® 'I;fi{
/sec (14.5 scfm) of air was supplied to the vest. The VFP must be R
supplied 1.4 to 2.1 x 10°® m®/sec (3.0 to 4.5 scfm) at all times in D
accordance with the NBC system requirements, .ol

Physiological results indicate that crewmen dressed in MOPP-4 can J
survive for a least 12 hours under the severe cconditions of this test. IR
Average rectal temperature had increased only 0.8°C (1.4°F) during the o
test (Figure 5a) indicating a small amount of heat storage. An average C T
exercise heart rate of 140 beats/minute at the test conclusion was R
indicative of minimal cardiovascular strain. During this test period, the i 1
subjects walked over 22.5 km {14 miles). B

For the three hour stress test, average rectal temperature (Figure 5b) R
and heart rate were higher than for the 12-hour test. This situation o
reflects the increased heat stress resulting from the additional workload '
and supplementary thermal load (solar lights). A1l subjects completed the d
3-hour test successfully with no apparent physiological problems. Final S
rectal temperatures ranged from 37.8°C to 39.2°C (100.0°F to 102.5°F) with
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an average of 38.5°C (100.4°F) while exercise heart rates ranged from 128
to 163 beats/min with an average of 150 beats/min at the end of the test.

Furthermore, each man performed an amount of work equivalent to
loading 240 main gun rounds for the 12-hour test and worked hard enough to
load 120 main gun rounds for the more stressful 3-hour test. Loading rates
would be 20 rounds per hour for the 12 hour test and 40 rounds per hour for
the 3-hour test. Without microclimate cooling, the predicted tolerance
times are 80 minutes for the 3-hour test and 110 minutes for the 12-hour
test (12). In other words, these tank crewmen dressed in MOPP4 and
fighting in combat under similar environmental heat and workloads would
become battlefield casualties if allowed to continue beyond the tolerance
times. Microclimate cooling extended their mission time by more than
seven-fold for the 12-hour test.

SUbjeCtive COO]'ing TABLE &. Subjective Cooling Responses of M1 Tanlf Crewmen During
responses Of the crewmen Sggtingg;ri’:gtg:sign Tests of the MIEl Microclimate Cooling
during the two EDT phases
are surmarized in Table

2 A . . . BODY AREA RATING
. mne‘pomt rating 12 HR TEST 3 HR TEST
scale ranging from O for
TORSO COOL -
unbearably cold to 8 for CHEST -- SL. COOL
BACK -— SL. COOL
unbear‘ab]_y hOt was Used. FACE COMFORTABLE COMFORTABLE
In both tests, the torso ARMS WARM WARM
was rated as the coolest HEAD WARM SL. WARM
LEGS WARM WARM
body area and the hands FEET MOD. WARM WARM
as the most uncomfortable. HANDS er VERY HOT
OVERALL COMFORTABLF COMFORTARLE

The overall rating
was comfortablie for both
heat exposures even
though the only area that was perceived to be cool was the torso. The
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vest distributes conditioned air to this region first. Not much of
| the air can travel to the extremities because it exits the uniform at .
n points of least resistance, such as the waist and neck. e

i; Desert Development Tests : ;Ziiji

?; Two dynamic field tests were conducted at TECOM's Yuma Proving Ground e
. Facility. In the first test, a 12-hour mission was planned for the MIE] SoT

but had to be aborted after 7.5 hours due to problems with the NBC cooling ‘o |
system. The second test was added as a make-up and ran a full 12 hours with }
all NBC cooling components operating as expected. 1
As indicated by the flatness of 38.0 MIE1 7-1/2 HOUR DESERT TEST j
the average rectal temperature 7.9 . 4
profiles (Figure 6), there was R L N ®
essentially no heat storage in the 2 s 1
crew during either test. Sufficient 23; _
cooling was provided, even though, for &is WIE! 12 HOUR DESERT TEST g
the 7.5 hour test, cooling air RN PR
temperature variations paralleled the §,,, \L‘\.//.‘”‘__‘/;~¢_-.~,‘», ) :
rise in desert ambient air 5365 X
temperature. In fact, the loader ”; RS
experienced air temperatures at his B O 77 S T S T L.
vegt from 28.9°C (82°F) at the start B0 deoo a0 oroar SOt
of the test to almost 41.6°C (107°F) PR 6. A R ortnn oo 15 b and R
at test conclusion in the afternoon. 12 he. Desert Development Test 11 A
In contrast, a properly operating NBC e

cooling unit during the 12-hour follow-on test provided the loader's vest
cooled air at temperatures ranging from 23.8°C to 30.5°C (75°to 87°F).
Air flows for both tests were 7.1 x 107> m*/sec (15 scfm) to the vest and
1.4 x 10°* m®/sec (3 scfm) to the ventilated facepiece.

Crewmen sweat rate data (Table 3) reveal that of the two heat
exposures, the 7.5 hour test was more heat stressful to the crew. The

TABLE 3. Swecat Rate Responses of Tank Crewmen During Desert Phase DT 11 at
Yuma Proving Ground of the MIE! Microclimate Cooling System

SWEAT RATE (G/M°/HR) e

TEST MAX MIN AVG o

7.5 MR DESERT DT 11 274 138 194 S
12.0 HR DESERT DT 11 172 63 114 °
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average sweat rate for the aborted test was 80 g/m*/hr higher than for the

full 12-hour test. More importantly, however, is that for either test the Py
18.9 L. (5 gallons) of drinking water carried inside the vehicle would be -
enough to sustain the crew. To replace the body water lost during the 12-
hour test, 10.9 L. (2.89 gal) is required while if the 7.5-hour test
continued to 12 hours, 18.6 L. (4.93 gal) would have to be replaced. In RS
both trials, there was no dehydration evident in the crew as an average of }'>5f4
less than 1% body weight was lost per man. °

The crewmen had no major problems and stated they were comfortable
during both dynamic tests. The only temporary discomfort was registered by
the driver at one point in the 12-hour test when he was getting tvo much
cooling. He was directed to change the setting on his wye connector to 4
decrease the flow of air into the vest. This adjustment immediately )
corrected the problem, as was expected based on the connector design. ]

These results verify the operational capability and effectiveness of
the MIE1 microclimate cooling system. Although the conditions of these g
field tests were not the severest in terms of workload and environmental
temperatures, the engineering design test results previously obtained o
confirm the capability of this system to meet extreme heat stress
challenges found in certain military critical regions of the world.

DISCUSSION
s e
The results from the 7.5 hour desert test demonstrated that even o
though the conditioning unit failed to cool the air, crewmen performing _ B
light work were adequately cooled by sweat evaporation. This test T
suggests that ambient filtered air, circulated through the air cooled vest
at less than 43.3°C (110°F), has the potential to serve as a back-up to
the MCS and also to be used in support of vehicle silent watch. Ambient o
air cooling is currently being used successfully in the Army's Protective N
Outfit Toxicological Microclimate Controiled (POTMC) (13) for
explosive ordnance disposal personnel.

LIRS

During silent watch, a vehicle's engine and other systems are not operating

and the crew is minimally active but in a state of readiness. Power for

systems which are operating is being supplied by the batteries. It is L
critical during this period that sound from the vehicle be minimized and .
that battery power be conserved in order to restart the engine. Under this AR
type of operational scenario, it appears that crewmen can be cooled by R
ambient air ventilation. This capability is a significant advantage for the e
conditioned air system. However, further work is required to determine if :
the available battery power on each vehicle can support the operation of L
the motor blower in the air conditioning unit during silent watch. ’
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Due to the urgent need to provide individual cooling to the combat
vehicle crewman, the Army (Natick R& Center) investigated the suitability
of off-the-shelf commercial microclimate cooling systems. Testing of these
systems proved them to be inadequate from the standpoint of having
insufficient cooling capacity, difficult to maintain, logistically
unsupportable and low reliability (14). To correct the deficiencies would
have required a major redesign effort without benefiting the Army's MCS
program schedule. The Air Force has also reached similar conclusions with
respect to these commercial systems.

In contrast to the critical deficiencies identified for the commercial
systems, the microclimate cooling system described in this paper has a
number of significant advantages. One of the most important attributes of
this system is the capability to handle peak thermal loads (metabolic and
ambient) as evidenced by the results of the successful 3-hour EDT. None of
the commercial systems was able to pass this test.

Other advantages of this system include a one size-fits-all vest
configuration (5th through 95th percentile), expected high reliability
and long life as a result of using simple design and rugged materials,
light weight and compatibility with standard CVC clothing items. Due to
the anticipated low cost of the vest and connector in production, they will
be throwaway items, thus eliminating the need for maintenance and spare
parts. Using tape, the crewman can make temporary repairs to a leaking
vest or connector until a replacement is obtained. From logistics and RAM-
D viewpoints, these features are attractive and strongly support fielding
of this system.

Impact on drinking water logistics is also favorable for the system.
In a previous study (15), sweat rates of Ml tank crewmen were reduced by
50% when the microclimate air cooled vest was used as opposed to cooling -
the crew compartment. At the request of CG, TRADOC, the test was AR
performed in an MIE1 tank under conditions simulating a hot day in Europe
32.2°C (90°F/74% RH). The results of this study are especially
significant in desert/chemical warfare threat operations, where
conservation of drinking water is imperative,

MOPP-4 encapsulation of 12 hrs has been adequately demonstrated. In °
light of these results, it appears possible that an extended MOPP-4 1
mission time for CVC can be accomplished. However, as we look to the -
soldier of the future and the trend to isolate him from his surrounding
environment for long periods, a major problem area exists that must be {
considered; that is, the problem of duration of encapsulation. There is no RN
apparent reason why the soldier of the future should not be able to o |
maintain thermal balance with a portable MCS. The basic difficulty here ) ]
will not be physiological but will be determined by the psychological
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alterations of the soldier. The concern lies in the possibility that it
will provide for an environment lacking in adequate sensory stimulation.
A changing sensory environment appears to be essential for human beings.
These concerns are under consideration and are an important part of our
R&D program.

CONCLUSIONS

, ® Microclimate conditioned air (MCA) cooling is effective for at least
12 hours in preventing heat stress casualties of tank crewmen performing
operational tasks in full chemical protective clothing in high temperature
environments.

\

3

3

b ® MCA cooling is also effective in preventing heat stress casualties of
tank crewmen performing high workload tasks over a 3-hour period.

® Under light workloads and environmental air temperatures of less than
43.3°C (110°F), clothing ventilation with ambient air by an MCA motor
blower is capable of extending crew tolerance times. This has potential
to support a vehicle silent watch mode of operations.

® The air-cooled vest and connector are designed for maximum
compatibility with standard chemical protective/combat vehicle crewmen
clothing systems and vehicle 1ife support systems.

® Due to the favorable characteristics of air as a cooling medium, the
following vest design features were achieveable: one size fits all (5th
through 95th percentile); low physiological heat strain on the crewman
when disconnected from the cooling unit; simple construction of low cost,
lightweight materials; minimal maintenance required during long service
life; and low cost, throw-away item. As a result, logistic support is
simplified.
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ﬁf A STABLE HIGH ACTIVITY PREPARATION OF DFPase FOR USE IN
o DEIECTION OF, AND PROTECIION AGAINST, NERVE AGENTS (U)
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ERIK J. MARTIN, Ph.D. AND KAREN A. UNRUH, MS.
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Chemical weapons may be used extensively in future wars. Recent
press reports indicate that the Soviet Union and Soviet~backed countries
have already employed chemical agents against Third World adversaries.
Exposure of persons to mycotoxins, "yellow rain," which can be
considered a chemical agent, has been reported in several regions of
Indochina as well as in Afghanistan. Other news reports depict Soviet
soldiers in full chemical protective clothing during military exercises
in burope indicating their capability to operate in a chemical
environment.

Among the most feared chemical warfare agents are the nerve agents.
Potential use of nerve agents poses threats to maintaining an effective
fighting force. Full protective gear impairs performance in most of the
soldier's normal duties. In addition, the threat of nerve agents can be
a debilitating psychological weapon. Many of the Army's vehicles also
become inoperable in a chemical environment due to inadequate filtering
of outside air. Nerve agents not only impair the fighting force, but
also have a deleterious impact on medical treatment facilities. |If
soldiers have been exposed to agents in the battle area, transportation
and decontamination of patients must be performed with extreme care. -
Chemical casualties also drain medical resources since additional S
i personnel are required for decontamination prior to medical treatment.
b - Maintaining a clean treatment facility is another challenge. |f nerve
i‘* agents are used directiy against medical treatment facilities, proper

treatment of wounded soldiers would become virtually impossible. 1

M

There are still no effective antidotes for all nerve agents.
Supportive therapy remains the best available treatment. Nerve agents
inactivate cholinesterase. Cholinesterase is the enzyme which functions
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at the neuromuscular junction and is responsible for regulation of nerve
conduction. Cholinesterase inhibited by the Soviet nerve agent, soman,
"ages" rapidly and renders regeneration drugs, such as 2-PAM,
ineftective. Soman also accumulates in body depots that are
inaccessible to known antidotes. In contrast, the NATO nerve agent,
sarin, undergoes aqing slowly, thus 2-PAM is an effective antidote for
sarin poisoning. The best defense against all nerve agents is rapid
detection and adequate protection.

Current training manuals indicate the M-256 kit and the M-43/42
alarm system are the primary detection systems in the inventory. The
M=256 kit is used at the squad leve! and can detect most known chemical
agents. The kit consists ot a placard containing numerous ampoules of
chemicals and a supply of M-8 detecting paper. The placard require:s
numerous manipulations and takes 15 to 20 minutes to use; the M-8 paper
requires only a few minutes. However, tests in this laboratory indicate
that talse positives may present a problem, e.g. DEET, the insect
repellent currently used by the Army, was detected as a blister agent.
Lkt 1 also caused the placard to indicate a positive for nerve agents.
The M-43 detector with M-42 alarm are deployed with six per company and
weigh 15 pounds each. In an Air-Land Battie 2000 scenario, 15-pound
detectors would be unduly cumbersome.

Protection against nerve agents is currently provided by Mission
Oriented Protective Posture (MOPP) suits. MOPP suits repel and/or
absorb agents and thus must be decontaminated and/or changed every 6
hours. Personal decontamination is achieved by the M-258 kit which uses
strong base and phenol, themselves severe skin irritants.
Decontamination of equipment, such as tanks and other vehicles, is
adequately performed with Super Tropical Bleach and caustics; however,
sensitive equipment, i.e. electronics, may not tolerate these strong
chemicals.

Fnzymatic neutralization of nerve agents has potential use in both
detection and detoxitication. The only enzymes known to hydrolyze nerve
agents are diisopropyl fluorophosphatases (DFPases). Enzymatic detection
has the added advantage of substrate specificity. Because the enzymes
reac* with a timited number of substrates, false positives can be
virtually eliminated. |In the enzymatic hydrolysis of G-type nerve
vents two moles of acid (H') and one mole of fluoride (F ) are
croduced. This affords two possible variables to be monitored, changes

+ pt and tlyoride concentration. Enzymatic hyd-olysis is also rapid
i qintitiable. Detoxification using enzymes should also be possible.
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A solution containing an active enzyme can be applied or sprayed tfo

decontaminate affected surfaces. Enzymatic hydrolysis is mild and works

at biological pH's and temperatures. This may provide effective

personal decontamination without irritation and the deconfamination of ®
sensitive equipment without damage. DFPase might also be packaged in

barrier creams or attached to clothing to provide simultaneous

protection and decontamination.

4|Ir73. T
o -

DFPase was first discovered by Mazur (1) at Edgewood Arsenal while
studying the biological etfects of the early nerve agents. This enzyme ]
is found in the tissues of many species. Attempts were made to purify
it. Instability of LFPase was the primary reason cited for failure to
obtain pure high-~activity preparations (2). 1In 1972 Hoskin and Long (3)
reported the isolation and purification of a UDFPase found in squid head
ganglia. Although stable, only small amounts of this enzyme could be .
obtained. In 1975, the puritication of porcine kidney DFPase ® 4
(PK DFPase) was reported (4). The procedure was lengthy, time ]
consuming, and resulted in a preparation of low specific activity.
Instability also plagued this preparation of PK DFPase.

DR~ SRee

@ To assess the feasibility ot enzymatic detection and f
decontamination a considerable and reliable supply of DFPase was L {
required. Because porcine kidneys are available in fairly large

quantity, we first set out to purify PK DFPase by taking advantage of ,
substrate binding and charge differences, and second, to stabilize the ]
enzyme after it was obtained pure.

lon exchange chromatography was reported to destroy DFPase activity L
(2). However, by utilizing a DEAE bound to plastic beads, which affords -
high flow rates, ion exchange chromatography could be pertormed rapidly.
This method reduced exposure time of the enzyme to the resin and
attorded an enzyme preparation with activity much higher than that
reported previously for any purified preparation of DFPase. This a4
procedure was accomplished by using an initial DEAE column wherein the o }
elution buffers were introduced in a stepwise fashion (Fig. 1a), .
tollowed by a second DLAE column eiuted by a linear gradient (Fig. 1b). ﬂ
The enzyme preparation at this stage was still not pure. -]
The tinal puritication employed affinity chromatography. A ]
substrate for the enzyme, diisopropylphosphate, was covalently attached L )
to an agarose matrix via an aminohexy!| spacer arm. Aminohexyl agarose
was treated with DFP in the presence of a proton scavenger .
dimethylanitine (DMA). This produced a column containing multiple .;
o

= 261




WHITE, MARTIN AND UNRUH

8y} Ag pajedlpul st ApiAijoe esedyq

“S11] WWCZ POUIBLUOD SU4}NQ UOL4N|D
U| WU OBz 48 J04D040p ©ouUBqUOSGe MOl) B Bulsn paulwisiop duom sudapied UOILN| 3
JO D1BU MO|} B LB PB4N|d puB WD G| X G*Z SJ9M SUWN|OD Ajluljje 84eJ4sansg
JO 91B4 MO|4 B B Pa4N|d pue wd (0Z X (°G ©JoM Suwn |02 3Jy3q

o8 o« 00 oz
ore s B .
b -
Ios 4 poted
. o
!
v+ 001 AA
054 v
o 81\,
£+ ooc»
e swonn | 240410
SUANDY v o) 1IN — -
| \ 09LY e
PR YT o » %
oW
va) 1oN
[4] WYIOOIVWOIHDY NWMOD ALINIJIY 430 ONODIS
TNANAN NOUIVES
oot
°T o T
-
05 <
2
'R
o1+ ool
sl
e
ne
o8t
o1t

wa) LN

Qapy ——

WYNOOLIVYWORH) NWNIOD 3vig ONODIS

LI\ §

P

0

.

SLND SRY

‘ot
SINN SOV

ife

- y+g Hd ‘loueyysoidedisw puw o*f Pue ‘
fSUO| 4RJFUDDUOD

.
o4 ooz i
! |
i 1
i \
! 1
]
\
! [}
$t{ oofq n
W ...S._ 7 "
:_>_C<_ ] H
N
[
3
oW -
003 130N
00t o8
o

-

o

° -
L. —1 P
o
e

v eemm———

T
]
L]
\
]
\
b,

|
sS4 o8t
w soomd

DALY

I aoc s
oW

uu) 1y0N

+E9JR PayOLRY=-5S0OUD
| QU] W 0° ¢
9y4 O4 uoldippe
cJy/wW 0g
TJy/w 6z
ssweJbojewouy)y uwnjoy | by

[JEN Pated(pul

BISWNAN NOWD VY

o8 as 29 ) .
cro
ec
cue
llllllll S e Lo
e
Avtury 010490 ——
w0y 20N - o
0oLy ——
cat
Sumn eV
WYIOOLYWOUHD NWNIOD ALINIdY 440 15814
BIEWAN NOHIVES
os oc o0 os o o1 ot o o
* A ‘ s
\
[l
: o
1
P
{ vo
vo
W
o S SRR R
T
e
ARy 010940 m— (\
way 3ON ma—m
oLy ——
Nonoey

WYYOOIVWONHI NWNIOD 1v3Ia |53l

® R

K

4

d

1

.

4

v QA

b

[

-4

~ .
o
o~

d

.‘

K

-;-

. .A




WHITE, MARTIN AND UNRUH

substrate binding sites for the enzyme. Utilizina a two-step column
procedure similar to that described for the ion exchange chromatography i J
(Fig. 1c and 1d), we obtained & pure homogeneous 2nzyme with high o

specific activity. As shown in Table 1, a purification of over o
4000-fold was achieved in just two columns witn stepwise gradients A

Table 1. PURIFICATION OF DFPASE FROM HOG KIDNEYS

&t

FRACTION Vol. mi mlf;;"'s"/'":l ';’;'/e,:"; ® s,j"/,:;" Purification

CRUDE EXTRACT| 1480 0.81 .42 07 -

60% FRACTION | 830 1.03 3.23 32 45

15t DEAE 30 76.44 9.38 8.15 n4.8

and DEAE 13.2 199.92 7.33 27.3 384.5

15t DFP AFFINITY 9.3 286.7 2.05 139.9 1970
o 2nd DEP AFFINITY 6.3 264.6 0.75 352.8 4969

®1 unit = 1 4 moie DFP hydrolyzed /minute.
2 Activities measured at RT (22°C)

.‘l
o
tollowed by linear gradient. The activity was determined with DFP as
the substrate, however, analysis by other laboratories demonstrated that
UFP and somar, were hydrolyzed at the same rate. This DFPase preparation
is twenty times more active than any so far reported (Fig. 2). The 5
tinal product is a single band by sodium dodecyl sulfate acrylamide gel ) *"L
electrophoresis analysic with a molecutar weight of 71,000, L
g
oo
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Fig. 2. Relative Specific Activities of Purified DFPases.

k Despite the rapid purification with high degree of purity,

: instability of PK DFPase was still a problem. Storage of PK DFPase at _
r 4°C tor 7 weeks resulted in a loss of 85 percent of the original IR
= activity. Numerous media and additives were evaluated as stabilizers of R
v DFPase (Fig. 3). In a medium containing 25 percent or greater :

) concentrations of glycerol, PK DFPase can be stored for & months at 4°C

t‘ with greater than 80 percent retention of activity.
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Fig. 3. Effect of Additives on DFPase Activity During Storage

Development of high-flow ion~exchange chromatography and substrate
atfinity chromatography for the purification of DFPase coupled with the
discovery ot a stabilizing medium has afforded, for the first time, a e
pure, reliable supply of highly active DFPase. Evaluation of the o
teasipility of enzymatic detection and detoxitication is now possible.

DFP was used in these studies because it is an analog for G-type nerve oo
agents and, like nerve agenfs, contains a high energy P-F bond. )
Hydrolysis of this anhydride bond, as mentioned, generates two moles of
%. acid. Phenol red, an acid base indicator, changes from red to yellow in

a pH range where DFPase is active. Therefore, addition of DFP to a ®
solution of DFPase and phenol red causes the solution to turn from red : .i
to yellow within 1 to 2 minutes. Under substrate-limited conditions the -
. rate ot appearance of yellow color would be proportional to the amount

- of active nerve agent allowing for the quantitation of nerve agent.

This pH concept can also be adapted for a detection paper. A solution :
of the enzyme and phenol red was absorbed on filter paper. As shown in [
Figure 4 both liquid and vapor were detected.
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3 Fig. 4. 3) Appearance of the test paper 2 minutes after adding 20 ml of B
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Electronic detectors that sense changes in fluoride concentrations
are being investigated. Since UFP hydrolyzes G-type nerve agents,
solutions of DFPase may be useful in decontaminating these nerve agents.
I+ may also be possible to incorporate UFPase into barrier creams or
clothing for protection.

This research has demonstrated that it is possible to obtain a
pure, highly active, stable preparation of UFPase from hog kidneys, and
that it is feasible to use this preparation to detect organophosphates
in both the liquid and vapor phases. In order to carry out more
elaborate studies tocusing on the use of UFPase in barrier creams and
bound to clothing, a cheap, even more stable source of DFPase must be
tound. A number of species of bacteria produce DFPase, and with the aid
of genetic engineering, yields should be improved. |f DFPase can be
produced in industrial quantities, research can determine its practical
uses in detection, protection, and decontamination of G-type nerve
agents.

REFERENCES

1. Mazur A. An enzyme in animal tissues capable of hydrolyzing the
phosphorus-fluorine bond of alkyl fluorophosphates. J Biol Chem
1946;164:271-289.

2. Cohen JA, Warringa MGPJ. Purification and properties of
dialkyl ttuorophosphatase. Biochim Biophys Acta 1957;26:29-34.

3. Hoskin FCG, Long RJ. Purification of a DFP-hydrolyzing enzyme from
squid head ganglion. Arch Biochem Biophys 1972;150:548-555.

4. Storkebaum W, Witzel H, Ruter jans H. Isolation, characterization,
and analysis of a phosphoric acid friesler hydrolyzing enzyme
isolated from pig kidneys. Forschungsberichte des Landes
Nordrhein-westfalen 1975;2523:1-22,

267

'''''''''''''''''''''''''''
..............
RO .




ESTIMATING PRECISION AND BIAS AS COMPONENTS

OF ACCURACY IN A DYNAMIC MEASUREMENT SITUATION

NORMAN L. WYKOFF, PHD
US ARMY JEFFERSON PROVING GROUND
MADISON, INDIANA 47250

1. Introduction: The problem of determining the accuracy (nearness
to the truth) of measurements and measurement systems is one that has
plagued mankind in the past, but never to the extent that it does now or
will in the future. Measurement errors that were not even noticed in
the past are now considered to be intolerable. Unfortunately, accuracy
is a very elusive concept. It is easy to discuss and in fact to
understand, but to date, no reasonable quantification is known.

In order to understand accuracy, it is first necessary to discuss
two more primitive concepts, namely bias and precision. Bias is the
tendency to measure something other than the true value such as one
might do with a cheap ruler or a bent micrometer or a high quality
instrument when one fails to make temperature corrections. Bias is
the difference between the observed value and the true value which is
often unknown and unknowable.

The precision of a measurement process is related to
reproducibility, the ability to yield virtually the same result when
repeating a measurement. It is a measure of closeness together of the
results upon repetition of the experiment. Imprecision is ordinarily
summarized by the standard deviation of the process, i.e., a large
standard deviation implies an imprecise system, the measurements are
not "close together".

To be considered accurate, a system must not be biased, i.e., it AR
must report the true value, and it must be precise, that is, all the }; N
values it reports must be close to the true value. The illustration 1
is often given of the marksman who shoots a pattern of five shots in a 1
one inch circle six inches from the bullseye. Clearly, his shooting
is very precise. However, the bias error of six inches means that his
shooting is not accurate. Meanwhile, another marksman sprays five shots
over a two foot circle around the bullseye in such a way that the center
of the pattern is the bullseye. In this case, the system is unbiased,
but very imprecise and therefore again not accurate. Accuracy has to do T
with closeness to the truth, precision only with closeness together, and
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bias the difference between the average observed value and the true
value.

Three situations seem to arise in practice. In the first, some
"absolute standard"” such as a gage block is available. The equipment
is exercised yielding a set of measurements. The difference between the
average reading and the "true value"” can be calculated since this
characteristic is known for the gage block. This is the bias for the
system. If the bias is not zero, typically one makes adjustments so
that it will be zero, i.e., the system is "calibrated”. The standard
deviation is calculated for the set of measurements and is used as a
measure of the imprecision of the system.

In the second situation, no absolute standard exists; the best ome
can do is a relative comparison of systems. Measurements are taken of
the test items with each of the competing systems. Using certain
simplifying assumptions, one can calculate the difference in the bias
between systems and the imprecision of each system.

The third situation is extremely general; no absolute standard
exists, in fact it is not even necessary to measure exactly the same
events. In this context little if anything can be said about the bias.
However, very good bounds can be calculated for the imprecision. This
is the model for the major results of this paper.

The particular problem that triggered this study is the measurement
of the velocity of projectiles in flight and the evaluation of available
measurement instruments. Since this is a dynamic situation, repetition
of measurements is not possible, there is only one chance to obtain a
measurement. Further, it is a confounding characteristic of the
equipment currently available that sensors <cannot be placed
coincidentally. This factor will be ignored in the analysis for the
following reasoms. First, the placement while not coincident may be
nearly so, thus only rarely contributing any significant error. Second,
the restriction may not be true for future equipment. Finally,
velocities are usually extrapolated back to the muzzle of the weapon,
thereby supposedly removing concern about the noncoincidence of the
Sensors. However, one more comment must be made regarding the
correction back to the muzzle. This introduces its own errors into the
reported velocity, but in those cases where the sensors are close to
each other, these corrections are virtually identical and thus will
affect the error terms in the same way.

2. General Model: Let Tij be the true value, xij the observed

the random error (assumed to have mean zero and to be

value, eij

independent from Tij and Eij)’ and Eij the nonrandom error in the j-th

measurement with the i-th instrument, i =1, ... , kand j=1, ..., n.
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Then xij Tij + Eij + e ; (2.1)
where the values of the individual terms in the RHS are unknown. The
ultimate goal of this study is to estimate parameters of the
distribution of error terms for each instrument and thereby make
inferences about bias, precision and accuracy of the instrument. This
paper 1is only concerned about making point estimates of bias and
precision, the other topics will follow later.

A note of definition is in order regarding the terms bias,
precision, and accuracy. A review of the literature yields a variety of
notions regarding the terms precision and accuracy. The purpose of this
study is not to resolve such arguments but is rather to obtain
reasonable procedures for estimation of bias, precision, and accuracy
as defined below.

Definition: The bias of the population of measurements for the i-th
instrument characterized in (2.1) is the mean or expected value of the
nonrandom errors. Notationally:

Bias of the i-th instrument = u(Ei) = E(Ei)

Definition: The precision of the population of measurements for the
i-th instrument characterized in (2.1) is the inverse of the standard
deviation of the random errors. Notationally:

Precision of the i-th instrument = [o(ei)] _1.

Note that this definition implies that imprecision is directly
proportional to o(ei), i.e. if U(ei) is large (small) so is the

imprecision. Consequently, given two instruments I1 and 12 with G(el)

and o(ez), ve say that I, is more precise than I, if 0(e1)< 0(ez).

2

Definition: An instrument or a set of measurements is accurate if it is

unbiased and precise.

3. Estimating Precision: The three cases described in the
introduction can now be described more explicitly.

Case 1. T,. = C, where C is a known constant
and
Eij = Ei’ i=1, ... , k; =1, ... ,n.
now
U(Xi) = E(Xij) =C+ Ei
or
Ei = U(Xi) - C:
271
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v + .
. o7(e) + o(e, X 0T(X, * X,) (3.5)
: i * + i j =1, «ov, o
3 with equality iff Tij + Eij Ti'j Ei'j is constant, j 1, » D
.
»
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so the Bias, Ei is estimable.
Also for the variances,
2 - 2
g (Xi) (o] (ei)’

so the imprecision is also estimable.

Case II. T,.=T,,., 1#41i'=1, ... , k; §=1, ... ,n.
Now 1) 1]
(X, = X0 = W(E, - E;.)
and 2 2 2
o (Xi - Xi,) = g (Ei - Ei') + o (e1 - ei.).

"n this case differences in bias errors and bounds on precision are
estimable. Further, the precision is estimable as will be shown later.

Case III.
Now

u(xi - xi,) = u(Ti +E -T, - Ei.) (3.1)
and 2 2 2

- ! = - - -

o (xi X, ) o (Ti +E -T,, Ei,) + 0 (ei ei,).(3.2)
2 2 '

Obviously, o} (ei ei,)< o (Xi - Xi') (3.3)

with equality iff Tij + Eij - Ti'j - Ei'j is constant for all j = 1,

.+sy n. It is also true that
02(9 +e,,) = 02(x + X.,) - GZ(T +E +T,, +E,,)
i i’ i i! i i i’ i!

or that

2 2
o (ei + ei,) £ ¢ (Xi + Xi,) (3.4)

but the RHS is usually considerably larger than the LHS since in most
cases of interest, the true values are the same or nearly so.

When the random errors are independent of each other,

2 2 2
o (ei + ei.) c (ei) + g (ei')
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The case of equality in (3.5) with cz(Xi - Xi') in the RHS has been

extensively covered by Grubbs (1948), Thompson (1963), Maloney and
Rastogi (1970), Grubbs (1973) and Hanumara (1975).
Focusing on the first instrument, we have from (3.5),

cz(el) < min {cz(Xl % xi.), i' =2, ..., kK
and just as obviously,

Oz(ei) < min {cz(xi $X ), 4 F4 =1, cou, K} ,i=1, vuey k (3.6)

i'
subject only to the restriction that the random errors are independent
of each other and of the true and non-random error values. Since we

obviously do not generally know 62 (Xi b2 Xi,), we must base our

estimate on the sample variance s2 (xi t x,,). But now the inequality
may no longer hold. Therefore, we make ghe following approximation,
which yields an estimate that is likely to be large for, at least, large

samples. The estimate for oz(ei) when e, and e, are independent is:

i

6% (ei) = min { sz(xi tx ), i#1'=1, ..., k},1=1, ..., k {3.7)

il
Example: The following coded data is from an actual firing with 3
independent velocity measuring systems.

Rd No. SYSTEM A SYSTEM B SYSTEM C
1 51.45 45.82 78.05
2 21.45 16.14 48.91
3 95.89 90.77 123.78
4 105.04 99.99 133.89
5 128.93 123.84 157.17
6 115.85 110.92 145,21
7 130.34 125.39 158.94
;2 92.70 87.55 120.85
s 1700.90 1716.81 1758.21

The differences in mean is explained by the fact that these are
instrument velocities and that the systems are at different distances
from the weapon. It should also be noted that systems A and B are
electrical and essentially the same, while C is an optical device
several hundred feet closer to the muzzle than A or B.
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Forming the differences we obtain:

- ———v - - — g s Sl dne B Eed el Bt S Sl B AN S

A-B A-C B-C o
1 5.63 -26.60 -32.23
2 5.31 -27.46 -32.77
3 5.12 -27.89 -33.01
4 5.05 -28.85 -33.90
5 5.09 -28.24 -33.33 ®
6 4,93 - =29.36 -34.29
7 4.95 -28.60 -33.55
X, 5.15 -28.15 -33.30
8 .06 .85 .49
o
Therefore, from (3.7) 9
61(e,) = .06
2 -
61(eB) .06 (3.9
2 =
61(ec) .49 [
which indicates that systems A and B may be superior to C in regard to
precision, however, since in (3.8) we only have estimates, care must be
exercised in making such assertiomns.
4. Special Models. R
. *
4.1 Constant Model: Suppose Tij + Eij Ti'j t Ei’j is constant A “j
for all choices of i, i', and j, then (3.5) is gl'fﬁ
ol + oPe,) = o¥(x, X, e
Dl
Further, as Grubbs (1948) showed, (call the following the Grubbs ® 1
variance) ‘
oltep) = 1 [ zolx tx,)- 1 Ioofx. tx 01, 1
k-1 1'#14 k-2 1'"#1¥ ¢
i=l,...,k, where the subscript C is used to denote the constant model. ® j
Grubbs estimate then is: :
s2ep = 1 0 etz rtx - 1 L ef(ay tx 01, L
k-1 1i'#14 k-2 1i'#1# 1" n]
i
i=1,...,k. (4.1.1) L
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In particular for k=3,

82 - 2 + 2 + _ .2 + FY
C(el) 1/2 (s (x1 xz) + 8 (x1 x3) s (x2 * x3)] etc., (4.1.2) S
and for k = 4, j‘
2(e,) = 2(x, ¢ 20y 20y R
Gc(el) 1/3{ s (x1 t xz) +s (x1 * x3) + 8 (xl * x,) S
-1/2 sz(x2 * x3) + sz(x2 ¢ x4) + sz(x3 t x4)] } etc. (4.1.3) ®
These are very nice concise results, however, it will be shown they
are very sensitive to departures from the model. A major problem with
the use of Grubbs' estimators is that very often one obtains a negative ]
value for Gé(ei) for some i. Techniques have been suggested to . 1
obviate such results, but they are not entirely satisfactory. This ’ )
problem can be alleviated by using the more general model of this paper.
4.2 Proportional Model L
Suppose T, '+ E, ;= kiYT.j + E.j), k> 0 for all i and j. Then ° 4
2 2 - 2 _ _ _ 2 2 o
g (el) + 0 (ez) o} ()(1 Xz) (k1 kz) 0“(T + E) etc, say. ;
-
Hence if k = 3, .
o%(e;) = 4 [0%(x, - x,) + 02(X - X)) - 04X, - X )1 (4.2.1) :—~-;'~"—4
1 1 2 1 3 2 3 T L
2 2 2 2 R
-4 o T(THE) [(ky = k)" + (k) = k)™ = (k, = k)" ] etc. i
Now suppose (without loss of generality since one can permute the ?‘«j“fjﬁ:
subscripts) that k, € k, € k., then, e
1 2 3 S
(k -k)2+(k -k)z-(k—k)l)o -.“4‘
1 2 1 3 2 377 )
2 2 2
(k1 - k2) (kl - k3) + (k2 - k3) < 0
2 2 2 o
-(k, = k,))" + (k, = k)" + (k, - k)" =2 0. o
1 2 1 3 2 3 :
, Therefore, 2 2 2 2 °
c (el < il (Xp = X)) + o™X = X3) - o"(X, - X3)] ]
2 2 2 2 e
0N - - - - < 2. IR
- P Loo"(X) = X)) = o%(X; - Xg) + 0%(X, - X)1< 07 (e, (4.2.2)
= 2 2 2 2 O
. c7(eg) < 4l -0 (X = X)) + 07X, = X3) + 0" (X, X527, -
. LA
® . {
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I
That is oz(e ) < cz(e )
a ’ 1 c 1
2 2
oC(ez) < g (e2)
2 2
g (33) < Gc(e3)°
hI[ To reiterate, the Grubbs' variance is a bound for the imprecisioun
for the proportional model, in particular, the Grubbs' variance is a
E ilower bound for oz(ez)-
: In this model a negative value for the LHS of the second inequality
‘i above may not give any useful information, but it also causes no concern
and in fact is very reasonable. Hence one can see that very slight

deviations from Grubbs' model can lead to spurious results when using
Grubbs' estimators.

As one might imagine, similar results hold when k > 3. It is also
informative when considering k = 4 to look at the Grubbs' variances

based on 3 of the 4 instruments. One finds that Oz(el) is bounded

above by each of the Grubbs' variances based on 3 or 4 instruments with

kl < k, € k3 < k4 as well as the bound given in (3.6). However,

for ¢ (e2) we have

N o

2 2 2 2
3} Ly (Xl - XZ) -~ 0 (Xl - X3) + (X2 - X3)]< o} (e2)

2 2
%Eo(xl—xz)— o (X,

2e)< 1 [ (X, - X) + o*(X. - X,) = o*(X, - X,) 1
O &y z 20y 3 2 4 3 4

2 2
- Xa) + 0 (x2 - xa)]g o (ez)

oz(ez) < min | 02(X2 - Xi), i=1, 3, ...,k}.

Note that the Grubbs' variance based on all four instruments does
not appear, it is some times émaller and scmetimes larger than Gz(ez)
depending on the values of the ki's. The situation for (jz(e3) is like
oz(ez) and (jz(ea) is like (72(91). Investigation for k> 4 yields

similar results.

276

S
Medbod A S

RN

PPN

)

. 0 ‘
R
P Wy SN L Y

[



cw - —w T e ——

o LR I At e el Shm e mae ange e pne ey o

WYKOFF

5. Dependence Among Some etlg: In the previous material we have

assumed that the ei's were independent of each other and of the

nonrandom values. We can relax that restriction very slightly as
follows:

Suppose, for example, that e, and e, are not independent of each
other. Then (3.3) is still true since no use was made of the assumption
that e and e, are independent of each other until later.

Therefore it is true that oz(e - e, )< 02(Xl - XZ)'

1 2
Of course, it is still true that GZ(el) + ol (ei) = 02(e1 - ei) if e

and e, are independent, so that oz(Xl - Xi) can still be used as an

upper bound for oz(el) if i # 2. Also, since

@ cov (el,e,,) <€ g (el) o(ez) and (3.3) yield
{ Y
! | 6(e;) - o(e,) < o(e, - e,) € 0(X, - X,)
. and therefore 1 2 1 2 1 2
O(él) < O(ez) + | G(el) - G(ezﬂ < O(ez) + O(Xl - XZ) (5.1)

which may be helpful if one has an independent estimate of O(ez).

Hence, given at leist one instrument that is independent of the others,
one can still estimate the errors for each instrument.

6. Shared Sensors: Velocities are always measured over an
interval, no current equipment can yield an instantaneous velocity.
Typically, two sensors are placed a known distance apart along the
trajectory and the time of flight over the interval is measured. The
average velocity over the interval is then calculated from the familiar
formula D=rt. Often, it is desirable to use more than two, say m,

sensors and calculate the velocities determined by the (nD pairs.

The goal now is to estimate the random error of each sensor rather
than of the pairs. To that end, consider the random error in the
system cousisting of sensors i and j, call it eij' This random error

is the sum of the random errors in each of the sensors, so let eij =

Ei + Ej. Quite obviously, if Ei and Ej are independent of each
2 2 2 .
other, ¢ (eij) = g°( Ei) + g ( Ej), i, j=l,...,u. (6.1)
| ]
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As in earlier sections, we examine the variance of the difference

of errors in the two systems, i.e. oz(eij-ei,j.).
2 ) =

2
G(eij-ei.j. o(e;i-+ Ej =& 4o - Ej.) (6.2)
so that if j = j', we have, for £ 1 and £ L independent,

2 _ 2 o2 2
G(eij-ei.j)-o(ii-ﬁi,) LoTCE D)+ o7 (e L)) (6.3)

However,

0f course, if 1, 1',j,j' are all different and independent,

2

0% ey = ey = 0HED + 02BN+ oPg 0+ 0P, 0.6.0)

In any case, analogous to the earlier discussion, for §

independent of £ Ir i,j=1, ..., m, i

o®(& < min LoCx, £ X, 000, 4475 1A 1RIH (6.5)

3

La'a'a' 0 4 o - .

i',3,j'"=1,..., m}.
and we take

6%( £ 1) = min { s%( xij t xi,j.), ifi'; i#jfi; if5'#1°; (6.6)
i',3,3'= 1,..., m}.
Obviously, having calculated 6%( El) and 8 g( Ez), say, one can add
them to derive 8 %(elz). If we do so, Wwe are then faced with the

dilemma as to what to do if we get an estimate of the precision of a
system by the earlier methods and by the method of this section and the
estimates do not agree. Recall now from (3.6) and (6.5) that the
variance of the error in question is bounded above by the minimum of the
set of variances of differences of the random variables in question.
That is: 2 2 .

o (ea)<min {o (Xa + Xa,),a $#a =1,...,k} ,a=1,..., k(6.7)

and after adding

HOPEERCIHEIELE IR

min {0 2( Xip & xi,k,) +02(le 4 xj,l,), i'#i; §'#3; ifk/1'; (6.8)

ifk'¥#1'; jP1#5'; P1'¥50; 1,10,53,3',k,k',1,1'=1,...,m}.
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Quite obviously, if system a consists of sensors i and j, then:

" cz(ea) - oz(eij) = min {{RHS of (6.7) 1, [RHS of (6.8)1}. (6.9) o
Hence, we take 7
. 6%(e) = 8%(e,.) = min{g%Ce.) 6 2Ce, ) } where sensors i and j
N a ij 1'"a”? ¥ 2771j S
comprise system a. (6.10) LI
7. Comprehensive Example: In the following example, there are four
sensors, labeled 1 through 4 used in such a way that each of the
Clz'_) = 6 pairs labeled A through F, yields a velocity. In addition -.
there are two other systems, labeled G and H that are independent of -
each other and systems A through F that each yield a velocity. The
systems A through F are obviously not independent, however, certain
pairs are. The labels in the table to follow show that system A is N
independent of system B, G and H, but dependent on C, D, E, and F. .
Similar statements apply to systems B through F. ’
System A B C D E F G H .
Sensor 1,2 3,4 1,4 2,3 1,3 2,4 56 1,8 S
5.108 4.364 4.408 3.877 4.975 4.607 4.682 4.348
~ 4,649 2.784 3.422 2,967 4.289 3.360 5.957 5.727
0.751 0.078 0.238 0.011 0.85 0.529 0.170 0.080
The following results are obtained.
2 - 20, - -
s (xA xB) = 0,447 ) (xD xG) 2.201
2 = 2 - =
s°(x, - x;) 1.100 8 (xp - x) 1.538 ’\
- 2 2 s
- 87(x, - xy) = 1.074 s7(xp - xz) = 0.111 SIS
..‘“:‘ 2 - = 2 - = :::':‘:
N ‘: 8 (xB xG) 2.949 8 (xE xG) 1.598 SN
20 - x) = 20 - xy = .
s (xB xH) 2.901 s (xE xH) 1.538 -
2, - . 2, _ - S
" s (x, xD) 0.025 s (xF xG) 2.548 R
3 s%(x, - xg) = 2.001 sz(xF - %) = 2477 ‘
) 2 _ - 2 _ - [
o s (xc xH) 1,945 s (xG xH) 0.015
®
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These value and (3.7) yield the following: :'i't
62(e,) = 0.447 63ep) = 0.111 ;“;?li
6f(eB) = 0.447 ef(ep) = 0.111 l'-»"--'i;J
82(ep) = 0.025 62(ep) = 0.015 :
6%(ep) = 0.025 62(e,) = 0.015
Values for the dependent systems are obtained as follows. 5
sz(xA -xJ) = 0.137 82(xB - xg) = 0.224 f; ;
sz(xA - xp) = 0.222 sz(xB - x) = 0.028 -‘ 4
sz(xA - xg) = 0.056 sz(xc - xE) = 0.025 :
s%(x, - x) = 0.306 ‘ s¥(x, - x) = 0.034
s%(xy - x) = 0.099 s%(x) - x;) = 0.055 . E
sz(xB - xp) = 0.115 82(xD - x) = 0.029 |

From (5.1) we obtain:

82(e) = 0.279 82(ep) = 0.253
6%(%) = 0.223 6f(eE) = 0.100
82(e) = 0.241 82(e,) = 0.108
Note that these values for & f(eA), 8 f(en), 8 f(eE) and @ f(eF) are ;;:;;i

lower than those obtained previously.
By way of comparison, the Grubbs estimates on this data are:

Sé(eA) = -0.104 3g(eE) = 0,220 »
82(ep) = 1.734 6 2ep) = 1.187
82y = 0.6 8 2eg) = 1.488
8 2ep) = 0.595 62e) = 1.332
o
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Further, from (3.7) and (6.2) we obtain the following estimates for
the precision of each of the sensors.

2 i} 2 - .

85CE) 0.025 85€.) 0.015 =

2 - 2 -

85CE,) 0.025 85€ ) 0.015 SR

2 - 2 - RO,

8?( £ 0.025 8,6 0.015 i

84(o,) = 0.025 82, = 0.015 *
Finally, from (6.10) -

2 - 2 -

8 (e,) 0.050 8 (ep) 0.050

82(ey) = 0.050 82(ep) = 0.050

82(e;) = 0.025 62(e,) = 0.015

2 - 2 -

8%(ep) 0.025 8 (ey) 0.015

8. Bias: Although there is the possibility of creating a furor
over semantics, it appears to this author that onme can only estimate the
relative bias between instruments. This is to say that in reality there
is only one model where bias is estimable. Suppose instrument 1 is
chosen as the "standard”, then modify (2.1) as

T + e

x -
and 1] 1j 13

X,,=T,, +E,,+e 1 =2, ..o,k; j=1,...,n.
Now i) 1) ij 1] °

H(Xl) - U(Tl)
and

u(xi) - u(Ti) + u(Ei). i=2,...,k.

If in addition, one assumes that T

13 - T“, i=2,...,k, 1.e. each
instrument is measuring the same phenomenon on each of the n events.
':::n le-xij' —!"..1:‘+e1j--'ei-1 s 1¥1, j=1,...yn
14!()(1 -Xi)' -lJ(Ei) s 1%1, ]

or

u(Ei ) = u(X -Xl), i¢1.

i

14
> %
L

Y
NP A NI

‘. - .« @ s
¥ % - %
Ve e
- o T
A
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So the bias of instrument i relative to instrument 1 is estimable.
Note that this model does not require equality of the n values Tll
3’

T12,..., Tln (or Til’ TiZ""’ Tin)' Therefore, this is an acceptable

model in the ballistic situation where the velocity differs from round
to round. However, it does require the various systems to sense the
velocities over the same interval to assure T1 =T, . =...=T ..

J 2] k]

The instance of measuring a gage block is a special case of the
above where the standard instrument is used to determine the length,
mass, etc. of the block, then the relative difference of measurement
by each instrument is observed. This difference is the bias of the
test instrument relative to the standard. If one considers the
standard to be absolute, then one would call this the absolute bias of
the instrument.

9. Conclusions: Estimates of measurement precision for systems or
individual sensors can be derived from sample data in the most genmeral
context. No assumptions are required on the relationships between the
true event values, nor on the nonrandom errors, nor on whether the
nonrandom errors are dependent on the true event values. Further, no
distributional assumptions other than symmetry about zero must be made
regarding the random errors. Finally, the only assumptions that are
necessary are that the random errors are independent of the true event
values and of the nonrandom errors and that at least one system is
independent of the others.

In every example analyzed by the author, the estimates of precision
calculated by this method were lower than the absolute value of the
point estimate obtained from Grubbs' method, even when the assumptions
of Grubbs' method were reasonable. Further, one is never faced with the
dilemma of how to handle a negative estimate for a variance.

In those cases where an absolute standard does not exist, but the
k instruments are measuring the same event, the relative bias of k-1
of the instruments can be estimated relative to the instrument chosen
as the standard. This method does not require that the n true values
read with each instrument be the same, only that the k instruments each
measure the same n events.
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e LIQUID PROPELLANT DISTRIBUTION AND COMBUSTION e
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°

‘_ I. INTRODUCTION o
' T
. Even though the United States was the first to introduce the concept o

- of a liquid propellant gun more than three decades ago, the United States S
' may not be the first to introduce a fielded weapon unless otherwise dras- ) 4

tic measures are undertaken to reverse the current situation by providing
more funds and manpower immediately. The extent of Soviet involvement in RN
Tiquid propellant guns is unknown. We should not wait for another sur- BN
. prise just 1ike the one of launching Sputnik, the artificial satellite, in T
i 1957. If that does happen, we may wind up with another crash program of S
uneconomical layout to regain the technology Tead.

Liquid propellants have many potential advantages over solid propel-
lants for use in guns, including elimination of cartridge cases, reduced
gun tube erosion, and higher muzzle velocities. One can also view the
' advantages as elimination of problems associated with solid propellants.
For example, the products of combustion of solid propellants may contain
about 20% (much higher than its liquid counterpart) of fuel rich carbon
compounds and thus there is less muzzle flash in the case of liquid pro-
pellants. The liquid propellants are not high explosives when compared to
nitrocellulose and nitroglycerine and thus are less vulnerable to enemy

> fire or accidents. The impetus, or propellant force per unit mass, is -
high for 1liquid propellants because of high heat of explosion and Tower ®

molecular weight of products of combustion. The biggest contributor for :

erosion is adiabatic flame temperature which is less for liquid propel-

lants than solid propellants for a given specific force. The liquid pro-

pellants can be stored outside of the self-propelled howitzers and tanks

to augment the limited space inside. In addition, liquid propellants

.
P T DN

.

vy
. o
UM BTN

LY
R

possess higher loading densities than solid propellants and thus require o
. less space and contribute to improvement in logistics. Critics say there :
exists possibility of a variable burning surface area for 1iquid propel- 4
- ]
. ]
4
,. .. .. 285
N DIST 0 /il STATEMENT A
) Approved for public release;

Distribution Unlimited

....................................................

..............................................................................
................................................
...........




2 ————y - v ~Tv %
....... W TP O T i it i e S S it nd AL IR St it S St S SN ) TN e v

oW

YALAMANCHILI

R lants, especially in bulk-loaded guns. What about possibility of frac-
a tured solid propellant grains due to excessive stresses that causes a
" catastrophic increase in burning surface area?

Basically, there are three types of 1liquid propellant gun systems.

There is a bipropellant system, which is more complex than monopropellant

B systems.  Monopropellant systems studied have been either of the bulk

. loaded or regenerative type. Most of the work until now has been concen-

trated on the bulk loaded liquid propellant system. Here, the complete

charge is introduced at one time in the combustion chamber and allowed to

remain in contact with the combustion zone. The state-of-the-art is very

limited in other regenerative liquid propellant systems. First the pro-

pellant is loaded into a reservoir and later it is injected into the com-

: bustion chamber as needed. At present, the research is taking place on

o both systems. However, this paper is limited to only the regenerative
1iquid propellant system.

IT. PHYSICAL INSIGHT

» The schematic of a regenerative liquid propellant system is shown in
Figure 1. A monopropellant which contains both fuel and oxidant is con-
sidered because of simplicity. A differential piston is used, i.e., the
area of a piston facing the projectile is much larger than the area of a
piston facing the propellant. Therefore, there is a net force acting in a
rearward direction even if the pressure is the same on both sides. A
small amount of monopropellant is injected into the region between the
bolt and the piston head and the inlet and orifices which are located in
the piston head are sealed off. An electric primer is introduced into the
combustion chamber between the piston head and the projectile. The primer
gases push the piston rearward. The liquid propellant is compressed and
higher 1iquid pressures are generated. This high pressure liquid propel-
lant is injected into the combustion chamber through the injectors. Some
of the injected propellant, which is in the form of a spray, is burned and
higher pressures are generated. The process continues until the propel-
lant is exhausted. The objective of this paper is to develop mathematical
models and solution techniques in order to obtain detailed interior
ballistics. These models are based on firings of the General Electric
regenerative test fixture and neutron radiographic data.

It is essential to validate the mathematical model in order to obtain
a workable and optimum regenerative 1liquid propellant gun system model.
In preparation for constructing such a model a unique experimental tech-
nique, high speed neutron radiography, has been utilized to observe the
ignition and combustion of liquid propellants in the regenerative piston
configuration. Neutrons generated in a TRIGA reactor were utilized to
observe the 1iquid propellant during the firing cycle. Neutrons have the

286

....................................




TN TR R TR TN T TR TV Y v v—— ———————

YALAMANCHILI

advantage of being attenuated by hydrogen and hydrogen-containing materi-

' als, such as liquid propellants. They pass through metals relatively - 4
undisturbed. Utilization of this technique allowed for obtaining high
speed motion pictures of the entire regenerative liquid propellant ballis-
tic process.

.‘..
IR o
PUreE S W

_ The regenerative piston films have undergone image enhancement at Los

| Alamos National Laboratory and interior ballistic data such as piston S
location, jet width, surface area of jet, volume of jet, and also propor-
tional distribution of liquid propellant mass was obtained. A .35 caliber
test fixture was utilized. Separate tests provided liquid propellant
pressure inside the resorvoir, piston position, and also chamber pressure.
However, caution is to be exercised in relating the two different sets of

N data because these are obtained independently. Some of the data, as it
is, did not appear reproducible. However, rearranging the data with a
common base yielded reproducible results within 10% variation.

Initially, the liquid pressure is lower than the chamber pressure,

even though the piston is moving rearward. It takes quite a while for the

) liquid pressure to exceed the chamber pressure. If a compressible model
is utilized, it may be implied that there is not injection of propellant

until that time because of Bernoulli's equation. However, the neutron

radiographic pictures indicate the existence of a jet earlier than this

time:
i TABLE 1. EXISTANCE OF JET/SPRAY
DISPLACEMENT OF PISTON, INCHES
. STATUS SHOT #19 SHOT #11
i No jet/spray 0.037 0.025
Jet/spray exists 0.067 0.054

No classical theories are reasonable in this situation because both

) the compression wave and the pressure-relief orifice are present at the

same location. Thus, the net compression of the 1iquid is small and there

may not be much significant change in the space-mean liquid pressure,

especially during the initial portion of the ballistic cycle. According

to theory, the jet/spray is not possible without appreciable increase in

pressure. However, the neutron radiographic data indicate the existance -

) of the orifice at the same location. Until a satisfactory theory is °
developed for such a configuration, an incompressible assumption has been

used in the initial period of the ballistic cycle and later compressibil- C

ity is considered as the pressure increases. Bk
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The physical phenomena in a regenerative liquid propellant system is

» quite complex. The problem is an unsteady, two-phase and three-dimension-

i al flow in a highly reactive environment. This is further complicated by

the unknown moving boundary conditions. The kinetics of the propellant

decomposition is currently unknown. The regenerative liquid propellant

problem is complex due to an unsteady environment and interaction between

numerous complex droplets of varying sizes and shapes. Therefore, a prac-

. tical minded approach is considered as a first cut. There is plenty of

i scope for future improvement in the modeling process. A transient one-
dimensional approach fits this category.

III. PROPELLANT DISTRIBUTION

The OTTO Fuel Il is considered. High speed neutron radiographs were
" taken at Oregon State University from the firings of a .35 caliber in-line
regenerative piston fixture designed by the General Electric Company. The
films were subjected to image enhancement and data reduction techniques at
Los Alamos National Laboratory. The typical fuel properties are as fol
Tows: density of propellant (p,) = 0.0567 1b/in3, surface tension (o)
0.002361 1bf/ft, kinematic viscosity (v = 0.0000384 ft2/sec, impetus (F)
) 270,000 ft 1bf/1bm, bulk modutus (g) = 300,000 psi, adiabatic flame tem-
perature (T,) = 3600 °R, thermal conductivity = 0.202 BTU/hr-ft-°R, speci-
fic heat (Cp) 0.445 BTU/1bm - °F.

t

]

The jet and spray characteristics will depend upon the orifice
design, Weber number, Reynolds number, and the density ratic between the
hot gases and 1iguid propellant. These are computed based upon typical
operating conditions: Length to diameter ratio = 4, maximum gas density
(p), = 0.0103 1b/in3 (computed at maximum pressure and available volume
between the piston and the projectile including corrections due to co-
volume (n), and unburnt propellant volume), maximum 1liquid propellant
P injection velocity = 850 ft/sec (for a pressure difference of 6000 psi).
i The Reynolds number varies between 0 and 148,000, whereas the Weber number

varies between 0 and 3,000,000. The maximum gas to liquid density ratio
becomes 0.23.

The flow is essentially inviscid close to the orifice exit plane;
. however, a shear layer starts developing with an essentially zero thick-
) ness as the flow proceeds downstream. The inner boundary of this region
cuts the axis of the jet at a certain distance from the nozzle exit plane.
From here onward the flow will be fully viscous and turbulent in nature.
The viscosity of the fluid plays the major role in obtaining the charac-

teristics of the flow field.

) Even if the surrounding gas is calm especially near the orifice exit
plane because of the zero velocity requirement at the breech end, the
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ejecting action of the jet and the turbulence of the jet flow field causes
surrounding gas to mix with the jet flow field. The mass entrained
through the shear layer between any two cross sections of the flow field
can be obtained by calculating the total mass at the two cross sections.
The density distribution and the velocity profile at any cross section
should be known in order to obtain the mass entrainment.

Limited data reduction of density distribution inside the neutron
radiographs has been performed based on data provided by Los Alamos
national Laboratory. The results indicate an exponential pattern inside
the jet/spray implying the possibility of diffusion of a jet into a form
of spray. There is no data regarding the velocity distribution across the
jet. An existing literature revealed a power-law profile in similar situ-
ations. If such a power law is invoked for velocity distribution, the
mass entrainment can be approximated.

T LANAEA A A S At LN R
S g pee
2T e L e

An examination of neturon radiographic pictures indicate that the jet
is of straight and cylindrical form and sliightly larger than the diameter
of the orifice. Professor Bracco of Princeton University did dextensive
research for a decade in gasoline and diesel injection. Extension of
those results to the regenerative liquid propellant system should show a
divergent spray with an angle of 15° initially when the density of gas is
low and about 18° whenever the gas density reaches its peak. The reason
why such a behavior is not seen in neutron radiographs is due to the
nature of the experimenal technique, i.e., severe hydrogen concentration
in the center of the spray and mild in the outer region due to entrainment
phenomena, and also vaporization and combustion of droplets near the sur-
rounding hot propellant gases. Therefore, neutrons attenuated by hydrogen
and hydrogen-containing materials produce such an illusion on neutron
radiographs.

However, there 1is something else of concern here, The jet is
straight and appears too long. This is not breaking up like gasoline and
diesel injection sprays in internal combustion engines. The design of
regenerative pistons and further testing is imperative if an optimum
1iquid propellant gun system is desired.

® In the model it is assumed that a primer of known charge (Cj;), force
) (F;), and adiabatic flame temperature (T;) is present in the combustion
- chamber, between the piston head and the projectile base. On electric
S ignition, the primer produces pressure which moves the piston into the
) propellant reservoir. The 1liquid n.:ypropellant inside the reservoir
(between the bolt and the piston head) 1is compressed which, in turn,
® generates higher pressures. The pressure difference across the piston
head causes an injection of liquid propellant into the combustion chamber
(hot gas combustion zone) through orifices. If an incompressible assump-
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tion for liquid monopropellant is invoked, the rate of propellant dis-
charge (M) can be represented by:

dM dz
oM R & ()

Where Az = cross sectional area of piston head, AR = ¢ross sectional area
of piston rod, z = position of piston, and t = time.

This equation is based on the condition that the volume displaced by
the piston must be equal to the volume of propellant discharged into the
combustion chamber.

It is assumed that the pressures inside the liquid propellant gun are
similar to those observed in a conventional gun. An incompressible liquid
assumption may not be a good idea at higher pressures. The following
equations may be derived for a compressible fluid:

dM

—-—= 2
i - “aMny (2)
/2g|P - P |
V2 = Az (3)
2
Where Cy = discharge coefficient, A, = area of the orifice, V, = velocity
of the orifice, g = gravitational constant, P, = pressure in the reser-
voir, and P, = pressure in combustion chamber ‘hear the piston. The dis-

charge coefficient can be a function of Reynold's number.

The piston motion may be described by Newton's second law of motion.
The forces acting on the piston in the axial direction are pressure forces
and the thrust produced by the action of a jet/spray. The resulting equa-
tion for piston motion becomes:

wp dVZ

—_ = =P A - A - + V2 4
g dt Pz 3 Px( z AR) prh 1/9 (4)
dz

i vZ (5)
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Where W, = weight of piston and V, = velocity of piston.

)

The 1liquid propellant pressure variation with respect to chamber
pressure may be expressed mathematically by the use of the definition of
bulk modulus (g) and control volume concepts:

dPl B
T [(AZ - AR)VZ -C

Ahvx] , (6)
2

d

The ratio of change of volume of liquid propellant (Ux) inside the
reservoir can be expressed as

du
at = (AZ - AR)VZ (7

The mathematical definition of bulk modulus of a liquid may be stated
as

P
0 2

B = -Ux TS (8)

The bulk modulus is approximated as
B =a+ bPp (9)
where a and b are constants determined experimentally.

The rate of change of 1iquid propellant density, based on the defini-
tion of density, is formulated as

do, (M - M)A - A o LY,

— = Vv - (10)
- - 2 - -
dt [Uo (Az AR)VZ] z Uo (Az AR)Z

Where M, = initial amount of liquid propellant in the reservoir, and U, =
initial volume of 1iquid propellant reservoir.

There is no satisfactory theory for droplet size prediction and it is
also impossible to obtain uniform droplets even in any chosen time incre-

291

y te
PP
PR SR O




YALAMANCHILI

ment. Therefore, an empirical derivation, based on Adelberg, is utilized
in the initial portion of the firing cycle.

0, =CD (11)

2 h

where D, = mean diameter of liquid propellant droplet, C = empircal con-
stant (%unction of orifice and propellant properties), and Dy, = diameter
of orifice. It is not uncommon to utilize the Weber number criteria for
droplet size prediction. The Weber number in terms of relative velocity
(AV) between gas and liquid is defined as

2
p{AY) Dg
20

We (12)

The velocity of droplets at the orifice exit is given by equation 3.
The vaporization of droplets in the spray is dependent on the ballistics
and trajectories of individual drops, or groups of droplets, which may be
determined from the empirically derived drag coefficients, Cp, using an
expression of the form

v, Cpaviavl
rral ey (13)
L2

The correlations which allow both for liquid evaporation and for droplet
distortion at high relative velocities for burning and nonburning fuel
droplets are as follows:

¢ = 27 Re 084 4 <Re < 80
4
=2 , Re > 10%
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The integration of equation 7 yields the velocity of droplets as a o
function of the time based on aerodynamic behavior in a reactive environ- NER
ment. Then, the definition of velocity (V_, = dX,/dt) and its integration L
can provide the information regarding the focatign of droplets (Xp) as a
function of time. The calculations indicate that the propellant droplets
can reach the base of the projectile in the initial portion of the ballis- SRR
tic cycle. - ;?

The number of droplets is determined from the mass of liquid propel- ]
lant injected and the mass of a single droplet based on droplet size pre-
dictions. A liquid drop removed from a stream or jet may be exposed to
the aerodynamic pressure effect of a high relative velocity. If the pres-
sure is large enough to overcome the restoring force of the drop surface o
tension, the drop will disintegrate into smaller droplets. The Weber : 3
number is considered as an effective indicator of the necessary gas [
dynamic environment for secondary break-up. The occurrence of such an
event is considered likely if the Weber number is greater than 6 and 10
for low and high viscosity fluids, respectively. The droplet break-up
time is calculated by use of an existing literature and found to be negli- -
gible for typical gun conditions. -

‘A

IV. VAPORIZATION AND COMBUSTION

,. .
. 'l
a—t N e

It is desirable to know the required droplet sizes for rapid combus-
tion and also for a meaningful match between analytical interior ballistic
results and experimental results. Consider the vaporization process of an
individual droplet. This is shown in Figure 2. The time to burn out, t,,
is of the order of 1 millisecond for some droplets. Since this is of the
same order of magnitude as an interior ballistic cycle, it is better to
study this combustion in detail. The sequence of combustion of a monopro-
pellant droplet may be divided into two phases: (1) heat up phase, and
(2) combustion phase. The droplet is heated up by forced convection and
radiation. The heat-up phase ends as the drop nears its boiling tempera-
ture. During combustion, the drop remains at a wet bulb temperature (wa)
which is slightly below its boiling point. The droplet size remains
almost the same until the end of the heat-up phase and drops off rapidly
during the vaporization and combustion phase.

When the system pressure increases, the boiling and wet bulb tempera- L4
tures increases, which tends to increase the heat-up time. However, the
burning rate increases as well, so that the total time for combustion
decreases for monopropellants as the pressure is increased. With increas- R
ing pressure, the drop eventually reaches its thermodynamic critical point L
and gasifies during heat-up. In this case, the combustion reaction takes -
place completely in the gas phase, in a process similar to that occurring R
in a premixed turbulent gas flame. This is shown in Figure 3. A
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Faeth estimated heat-up times by assuming a constant convective heat
transfer coefficient (h) between the spherical droplet and products of
combustion:

th
< - 2R (15)

9

Where K, is the thermal conductivity of the gases and R is a factor
of order of %agnitude unity which also depends upon the Reynolds number of
the droplet. A simple heat conduction model with convection yields

p C D2 T -7
_ P2pa wb e
by R " (ro-r ) (16}

To is the initial temperature of liquid and T, is the gas temperature.
The following table is obtained by the use of typical OTTO Fuel prperties:
R =1, T,p = 220°C, T, = 20°C, T, = 1730°C.

TABLE 2. HEAT-UP TIMES OF DROPS

D
% (microns) tpy (millisec)
10 0.027
20 0.109
40 0.436
80 1.744

The droplet size may be on the order of 20 to 40 microns to yield
heat-up times in the range 0.1 - 0.4 msec in comparison to an interior
tallistic cycle in the range of 3-9 msec.

The second phase involves vaporization and chemical reactions (com-
bustion). The burning rate equation similar to solil propellants is
assumed, but with different coefficients and exponents for Weber number
less than the critical Weber number:
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dm _ ds , ds _ N
LI T (an

Where m = mass of propellant converted to gas, S = total surface area of
all droplets, 5 = distance burned normal to the surface, P = mean chamber
pressure, B = 0.04, n = 0.75 for 3.5 MP < P < 17.2 MP, B = 0.011, n = 1.27
for 52 MP < P < 207 MP.

An estimate of time of combustion (t. = t, - tp,) may be obtained by
the above burning rates and realization that 90% of %he mass of a droplet
is burned by the time the radius is changed to 50%. Anyhow, the linear

burning laws don't hold good beyond this 1imit. Thus, the combustion time
is approximated as

t, = (01/4)/(d5/dt) (18)

Table 3 provides combustion times for typical gun barrel conditions.

TABLE 3. COMBUSTION TIMES OF DROPLETS (MSECS)

D, PRESSURE MPa

(microns) 5 10 50 100 200
10 1.86 0.83 0.015 0.006 0.003
20 3.72 1.66 0.030 0.013 0.005
40 7.44 3.32 0.060 0.025 0.011
80 14.88 6.64 0.120 0.050 0.022

The droplet size effect on burning time is linear. At low pressures,
the large droplets have delay times of the same order of magnitude as
interior ballistic cycle time. At high pressures, the combustion time is
short and ty, will dominate the deiay between injection and reaction. By
combining the above results, one can formulate an equation of the follow-
ing form for ignition delay time (t4):

tg=a+bPC (19)
where a and b are functions of injector characteristics since these depend
on droplet size. Such an equation is useful for matching analytical

results against experimental data. If the Weber number is greater than
the critical Weber number, then the number and size of existing droplets
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are modified and the newly injected droplets are small and burned immedi-
ately.

The free volume available in the chamber for gas molecules can be
calculated based on control volume concepts. The free volume (U) is
defined by equation 20.

U= Uo + Azz + Ay -~ (20)

dp
du - A 93 + Ag! . M-m "2 1 .,dM dm dm

®-LaEMRTTIT & TR T® TR (21)

Where A = bore cross sectional area and y = location of projectile.

The relation for propellant gas density (p) can be developed based on
the definition of density. That is

do _ldm m du

at U dt U2 dt (22)

The equation of state can be used to determine the mean pressure (P)
in the combustion chamber

C.F,
i

mF T i T
P = U— T— + —U- :I:- or (23)
0 i
dp F dm dT _du Fici 1dT T du
it TO—UZ [UTd—E + Um(-ﬁ mTa-E] + T—i'[U it - d—t] (24)

The propellant gas mean temperature (T) can be determined from the con-
servation of energy equation which can be stated as the energy released by
the burning fuel equals the sum of the foilowing quantities: internal
energy of propellant gases, kinetic energy of propellant gases, kinetic
energy of projectile, work done on piston, heat lost to gun tube and
energy loss due to projectile friction.
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a7 1 W3
- = (& —V 21},
it {Y - 1(mF + ciFI) + dez + KEgas + (1 + e)zng}
(25)
Fdm/dt 1 -¢ dn d
’ C.F. ik o Ul T L
(y - T I mF . iA 12
Y oly-DT Ty - DT,

W dv C.F

d B B mF i
- aE(KEgaS) - (1 + 6)5‘ VB-EE}/[(Y - I)To + 7 - I)Ti]

Where F, = P,A, + p A V2/g, ¢ = ratio of heat loss to the tube and energy
re1easeé by ﬁurned ﬁrﬂp&]lant, 8 = ratio of energy lost due to projectile
friction and kinetic energy of projectile, KEgas = kinetic energy of pro-
pellant gases, Wg = weight of the projectile, and y = ratio of specific
heats.

Finally, the projectile motion can be represented based on Newton's
second law of motion:

dv

B _ Ag dy _
it W; (PS - Pr) and it - VB (26)
Where Vp = velocity of projectile, P, = gas pressure at the base of the

projectile, and P. = resistive pressure due to friction between projectile
and tube and also due to air resistance ahead of the projectile.

Y. VALIDATION

A mathematical model is constructed to represent various physical
processes inside a regenerative liquid propellant gun. The model is based
on sound engineering judgments from existing literature, state-of-the-art
neutron radiographs, and firing data. To conplete the model, it is
assumed that there is a linear gas velocity gradient between piston and
projectile. This is much better than the uniform density approximation
used by many others. The gas density is allowed to vary linearly between
piston and projectile. The transient one-dimensional (partial differen-
tial) equation of motion is integrated with appropriate boundary condi-

Wt e
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)
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tions to yield the pressures at the base of the projectile and also at the
piston head. In all, there are 15 coupled ordinary differential equations
which are solved by numerical integration techniques due to lack of possi-
bility of closed-form solutions. The unknowns are M, m, p,, Uy, V,, Z, P,
T, ps Vs ¥ Pp, Pss Xps 8 and U.

Consider the motion of the piston. The fluid pressures and the areas
subjected to those pressures are different. The piston is in dynamic
equilibrium during a portion of the ballistic cycle. One can set up a
force balance and obtain a relationship between fluid pressures and ratio
of areas. The ratio of liquid propellant pressure to chamber pressure
attained a value of 25/21. This is the same as the geometrical (area)
ratio whenever the piston is in dynamic equilibrium.

The trial runs indicate that there is a difference in pressure
between analytical and experimental results; however, the trends are simi-
lar. Therefore, the differences can be eliminated by altering some fea-
tures of the model including ignition delay or incubation period and other
constants.  The typical sample problem is shown: A, = 0.0314, C; =
0.000243, F; = 3,298,969, T, = 3486°K, t4 = 0.002, ﬁ; = 0.0136, Wy =
0.022, T, = 2000°K, Ap = 0.04b3, A = 0.0962, A, = 0.305, C4 = 0.9, n = %0,
Ps(0) = gOOO, p = 0.0%45, 8 = 0.05, wp = 0.110§, Pp = 3000, y = 1.26, V, =
0.839, F = 3,377,616, and zj,, = 1.2.

The liquid pressure and gas pressure are shown in Figure 4. This may
not be the typical case because the amount of liquid propellant available
(5CC) is consumed at the time slightly past the peak pressures. There-
fore, the flat section (a typical characteristic of liquid propellants) of
the pressure-time curve cannot be seen. Anyone might notice this desir-
able property if more propellant and longer piston stroke are made avail-
able. There is a significant ignition delay. The gas pressure builds up
and compresses the liquid. Therefore, the gas pressure is higher than the
liquid pressure initially. There is about a 0.6 millisecond time elapse
for the liquid pressure to exceed the gas pressure. The agreement between
theory and experiment is not that good because this is the first time a
comparison has been made and no attempts are made to fine tune the model.
There are quite a number of constants, coefficients, and exponents that
take flexible values and it doesn not make sense to adjust them until more
test cases are generated. Reasonable agreement is obtained between theory
and experiment for piston motion. The experimental muzzle velocity is
2623 ft/sec, whereas the first cut theoretical attempt yields 2670 ft/sec.
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VI. PARAMETRIC ANALYSIS

A weapon system or concept may not achieve optimum operation with cut
and try techniques. However, a validated mathematical model can yield an
optimum design 1if a parametric analysis is performed. A number of
parameters are incorporated into the model. Some of these parameters are
varied to show their influence on overall operation of the system. The
trends will remain valid. The actual values may vary after validation
with more experimental data.

The coefficient of discharge is an important parameter. The state-
of-the-art is limited. No one can state exactly the value for any orifice
and transient flow conditions. Further basic research is needed to relate
to orifice design and flow conditions (Reynolds number). Table 4 shows
some of the results (maximum values) for typical values of coefficient of
discharge.

TABLE 4. EFFECT OF COEFFICIENT OF DISCHAR

Cq P, (KPSI) P (KPSI) Vg (FPS) V, (FPS)
0.6 18.6 14.7 1930 30.7
0.7 21.4 16.8 2060 39.8
0.8 24.3 19.0 2160 49.9
0.9 26.1 20.4 2190 59.6
1.0 29.0 22.6 2210 71.2

As coefficient of discharge increases, the peak values of 1liquid
pressure, gas pressure, velocity of projectile, and velocity of piston
will increase. However, the effect at the high end is not as dramatic as
at the low end. A1l values of C4, listed here, are probable, depending
upon the design and operating conditions. There are some investigators,
in the past, who used a C4y as high as 1.4. Such a value is physically
absurd from its definition. They apparently did not care as long as they
got some agreement between model and experiment. The peak piston velocity
is significant. Some mechanism may be required to reduce the speed to
zero.

The typical initial chamber volume is varied and the peak values of
the same four quantities are tabulated in Table 5. As the initial chamber
volume is increased, the maximum values are reduced, thus affecting the
performance of the weapon system. The variations are similar to the case
of the coefficient of discharge.

299




- ey e | me Sl M e M aae Shes Sen S S e ane dhan S Aol Jan Syei g

v

YALAMANCHILI

TABLE 5. EFFECT OF INITIAL CHAMBER VOLUME

Ug (In3) Py (KPSI) P (KPSI) vg (FPS) vV, (FPS)

0.6 24.3 19.0 2130 44.3
0.7 22.6 17.7 2100 41.7
| 0.8 22.0 17.2 2080 40.5
0.9 20.7 16.2 2050 38.7
1.0 1.6 15.6 1990 37.3

The effect of the area of the orifice is shown in Table 6. As area
of the orifice is increased, more and more propellant is injected. There-
fore, more hot gases are generated in the same period of time than before.
Thus, the performance of the weapon is improved dramatically. It is bet-
ter to promote combustion earlier in the ballistic cycle.

TABLE 6. EFFECT OF AREA OF THE ORIFICE

’ Ap (in2) | P, (KPSI) P (KPSI) | Vg (FPS) | v, (FPS)
0.010 11.9 9.52 1480 12.7
0.015 16.3 12.90 1780 23.2
0.020 20.3 16.00 2020 36.3
- 0.025 24.2 18.90 2750 51.6
1 0.030 28.9 22.50 2210 70.3
‘ Table 7 shows the effect of the shot start pressure. In general, the
- shot start pressure is not a constant. It is a function of rifling design
i at the origin and engraving phenomena. As shot start pressure increases,
so does the performance of the system because of rise in peak pressures.
However, the variations are not severe as in other cases. To stabilize
the combustion and also to improve the performance, it is better to have
high shot start pressure.
i TABLE 7. EFFECT OF SHOT START PRESSURE (C4 = 0.7)
| Ps(0) (PSI) | P, (KPSI) | P (KPSI) [ Vg (FPS) V, (FPS)
2000 19.7 15.5 2000 37.6
- 4000 20.7 16.3 2040 40.1
» 5000 21.4 16.8 2060 40.4
. 6000 22.4 17.6 2080 40.9 ]
) 7000 22.4 17.6 2080 40.9 J
B 8000 23.5 18.4 2130 42.2 IR
»
- 300
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. VII. CONCLUSIONS

An accurate mathematical model is essential to characterize and pre-
dict the interior ballistics of a liquid propellant gun. A regenerative
injection model is considered where the force derived from the combustion

- of a small portion of the propellant and a differential-area piston is
| utilized to inject the main charge into the chamber. The model involves a
compressible liquid, injection fluid mechanics and the burning rate of
propellant in addition to an imperfect gas law. The continuity, momentum,
and energy equations were utilized in addition to two moving boundary
conditions which were formulated by Newton's law. These were solved by
numerical integration and digital computers. Model capability includes
not only conventional interior ballistics results, but also the rate of
propellant injection and the rate of propellant combustion as well as
propellant distribution inside the chamber. The physical insight was
obtained by neutron radiographic tests conducted at Oregon State Univer-
sity, image enhancement and data reduction at Los Alamos National Labora-
tory, and experimental test fixture firings by General Electric.

| )

An excellent agreement is obtained between theory and experiment for
the ratio of liquid pressure to gas pressure whenever the piston is in
dynamic equilidbrium during a portion of the ballistic cycle. The pre-
dicted results of piston motion and muzzle velocity are also in good
agreement with experimental data. However, the agreement is not that good

i between theory and experiment for liquid and gas pressures. More experi-
mentation and interaction between theory, model, and experimental data is
desirable, especially in cases of propellant distribution and combustion.
Long incubation periods have been observed either due to inadequate pyro-
technic charge or due to a characteristic of the liquid propellant system.

: The calculations indicate that droplets could reach the base of the pro-

ii jectile in the initial portion of the ballistic cycle. Droplet sizes of
the order of 20 to 40 microns appear desirable in order to obtain reason-
able ignition and combustion characteristics.

Limited parametric studies indicate that either lowering the dis-

charge coefficient through the orifice, or increasing the chamber volume,

) yields lower peak pressures, lower muzzle velocities, and increase in time

to reach peak pressure. If the area of the orifice is increased, lower

muzzle velocity, higher piston velocity, an increase in peak pressure, and

also a decrease in time to reach peak pressure will occur. If shot start

pressure 1is increased, an increase both in muzzle velocity and peak pres-

: sure takes place. All findings indicate that this is the way to go in the

) future even if there are temporary setbacks. Therefore, the liquid pro-
pellant programn should be continued without interruptions.

301

e el e e e m e e e o e, el L e P L L s e N .
- PR Tt e T e e e v s i et e e . . L. - o Tt e . . . P
LR S S st et - - . . R T e A I T L




v T T - —— e o ey T Prp—— — —— > v f}

YALAMANMCHILI

NN

K NNNNNNNN

FIGURE 1. SCHEMATIC OF REGENERATIVE LIQUID PROPELLANT SYSTEM
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IMPLEMENTATION AND EVALUATION OF A MICROPROCESSOR
BASED SELF-TUNING CONTROL

PAX T. YIP
US ARMY ARMAMENT, MUNITIONS AND CHEMICAL COMMAND
US ARMY ARMAMENT RESEARCH AND DEVELOPMENT CENTER
FIRE CONTROL AND SMALL CALIBER WEAPON SYSTEMS LABORATORY
DOVER, NJ 07801 ‘o l

INTRODUCTION S 3

The design of high performance weapon pointing system requires that B i
the weapon control system performs at or near its optimal level of perfor- R
mance under unpredictable disturbance environments as well as situations ‘@
involving variations and degradation in system parameter values and com- '
ponent characteristics. In the weapon pointing situation, gun pointing
commands are fed from the fire control computer to the digital controller
which has a high processing rate. The commands are treated as stepwise
constant inputs.

We use a deterministic digital control approach that involves a
stochastic formulation of the feedback control problem in which the gen-
eral state space equations are formulated into the state space innovation
form and then transformed into observable canonical form, which is then
readily converted to the required autoregressive moving average model.
The basic strategy is as follows:

1. Use the recursive Extended Least Squares (ELS) method [1, 2] to
identify the system paramters.

2. Construct an observer to provide the system state estimation.

AL B

3. Construct a feedback control law with pole asssignment [3, 4]. ]
O

The design is simulated for program validation and then implemented IR

on an Intel 8086/87 microprocessor and tested with a laboratory inertia :};Q;q
wheel. R
o

The weapon pointing system can be represented by the observable
canonical equation.

I
RN
e ol a2
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X(j+1) = AX(J) + Bu(j)
Y(J) = CX(J)
where - -
"al 1 0 [ . 0
. 0 1 .
: A = . L]
3 . 1
h :an 0 s s e O,J
' . T
B - [blonooobn]

c=(10....0]

and X(j) is the present state vector of the system, Y(j) the measurement
and n the number of system states.

- Let i(j) be the estimate of X(j). The innovation filter is

X(3+1) = AX(3) + Bu(j) + Ke(d)
- : "
Y(3) = CX(§)

where the gain K is to be properly chosen.

Using the shift operator z, the measurement equation is
NS S SR | U S|
Y(j) = C(I-Az" )" Bz u(j) + [1+C(1-Az" ) Kz ] e(J)

f After multiplying out the matrices, the measurement equation has an
autoregressive moving average form.
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atz”h) ) - bz~ u(3) + dz™') el§)
alz™ ) -n

1+ayz +...+2 2

-1 -1 -
b(z ) —blz +ooo+bnzn

Q
—
N
~—
n

-1
1+d12 +...+dZ

where k; is an element of the gain matrix K.
For a dead beat filter, d; = 0 for all i.

Preparing for parameter identification, the measurement equation is
arranged as

Y(3j)

2 (3o + eld)
= T
G- [al,coc,an,blgno.,bn]

d () = [-Y(j-l),...,-Y(j-n),u(j-l),...,u(j—n)]T

Then the parameters can be estimated with the well established ELS
method.

E(3+1) = y(§+1) - @ (3+1)8(3) o
1) - P(ielie) o

L(j+1) = °

14! (3+1)P(§)a(j+1) o

p(541) = p(y) - PAdde(i*1)el (j+1)P() o

1+ o (J+1)P(J)a(j+1) LIS

N N R

o(J+1) = o(J) + L(J+1)E(j+1) -
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Now the system observer can be formulated with the estimated A, B,
and K matrices whose parameters are given by o(j).

X(5+1) = A X(§) + Bu(j) + K [Y(3)-Y(5)]

Y(3)

CX(3)

Looking at the closed-loop system, the feedback control law is repre-
sented by

utd) = vd) - £ TR

where ;{j) is the reference input and the feedback vector F. = [f.), f.2,
"‘.f
cn

and _1 1
T T,

-1
Tl = [B : AB : s : An B]

-l -1
1,7 = 0eT o ATl o L., o aT(n=)eTy

The closed-loop response is

T 1Y-1 Br(d) + r1ectzi-a+eF 7171 K3e(5)
c

Y(j) = C(zI-A + BFC

where 1 n
_1 blz + L + b Z

21
C(zI-A+BFCTT )"'B = n

-1 n
1+a12 + eve + anZ

@y = fci+ai’ Yi=1, ... , n

(7)) =1+ a2 + +
acL Z - alz eee anZ
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The characteristic equation

T _-1
det [zI-A + BFC T ]

1]

1 gc(z)

TET—r

n-i

n
] (ai+fci) z

z +,
1

nea3

H

N1

iy (2 -9y

The closed-loop poles p; can be assigned as desired within the unit -
circle and then the f.; of the feedback gain Fo can be readily computed. ®

Since the innovation process is zero mean Gaussian, the expectation
fe(3)] = 0.

b(1) -
ag, 1 "¢
In order that the response tracks the input, we want expectation [Y
(311 = r..

The expectation [Y (j)] =

Therefore, the feedback control law is modified as

1+a1+...+a T

Lrld) - F

.
T X(3)
b1+o¢o+bn

ulj) =

Combining the system identification, system observer and the pole -9
assignment algorithm, we have a self-tuning control scheme tor the weapon -
pointing system.

INERTIA WHEEL

The inertia wheel consists of two OC torque motors, which drive the . ®
inertia wheel and a resolver which measures the shaft angl- The inertia ,

wheel is interfaced with electronics for check-out and computer comman./
control implementation. The resolver signal is amplified, demodulated,
and converted to discrete format with an A/D converter. The discrete
commands from a controller processor is converted to continuous signal
with a D/A converter and the system is actuated with torque drive amplifi- o
ers.
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If the friction is replaced by a constant, the open-loop response can

be described by

y(s) = Gng%IETﬂ u(s)

where G is the overall gain and g the open-loop pole.

Accounting for the effect of a zero order hold in the A/D converter,

the open-loop response in z - domain is

Putting it into a state space form

Let

Then

Let

.......

-1 -2
blz +b22
y(z) = —1
1+a;z +a,z

3 u(z)

y(i+1) = -a y(§) + b u(j) + [bzu(j-l) - a,y(§-1)]

yl(j) y{(J)

y,(3) = buli-1) - a (3-1)

y1(3+1) = ~a;y1(3) + byul(j) + yo(J)

YQ(j+1) = -azyl(j) + bQU(j)

o yl(j)
X(J) - yz(j)
-d; 1
A= -a, 0
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b,
B =
b
c=[ 1 0 ]
Then X(3+1) = AX(3) + Bu(j)

Y{J)

Cx(J)

The a. and a_ are system matrix parameters and the bl and b2 are con-
trol weigh*ng matfix parameters.

MICROPROCESSOR IMPLEMENTATION OF ALGORITHM

The microprocessor facility used in implementation of the self-tuning
control algorithm is an Intel 8086/87 single board computer with 32K of
random accessed memory and 8K of programmable read only memory. The 8086
runs with a 5-megahertz system clock. The 8087 coprocessor performs 32-bit
floating point multiplication in 18 microseconds with 26 to 45 microsec-
onds of overhead. For data conversion, an 8-channel 12-bit A/D and a 4-
cha?nel 12-bit D/A converters are used. The sampling time is program-
mable.

The system is set up as shown in figure 1.

Microprocessor gorque Servo &
ower ]
> % Parameter D/A Amp ; el

Command Identification
Reference
Data Input * Feedback

Control with A/D | Pre~amp

Pole Assignment & Demod Resolver

Figure 1. Control System with a Digital Controller

With 20 samples per second processing rate and an irregular square
wave input of approximately 0.8 Hz, the convergence of the system matrix
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parameters a. is very good with convergence time about 0.5 seconds as
shown in figure 2. The control weighing matrix parameters b. are func-
tions of the resolver gain and torque amplifier gain which are Hinear when
the input signals are small. The convergence time of the b-parameters is
about 3 seconds with a bad initial value as shown in figure 3. The sen-
sitivity of the identified parameters to their initial values with z-
domain closed-loop poles at (0.4, 0.5) is shown in table 1.

when the assignments of closed-loop poles are changes, the identified
parameter values are varied as shown in table 2. The bandwidth of the
system is a function of the closed-loop pole assignments. It is interest-
ing to see that the weight is increased on current control input when the
pole assignments changed from (0.4, 0.5) to (0.2, 0.3).

The settling time of the closed-loop response for 20 samples per
second processing rate is about 0.75 second with desired poles at (0.4,
0.5). The settling time for 50 samples per second processing rate is
about 0.4 second with desired poles at (0.6, 0.7).

Parameters
|
|

0 2 4 6 8 10

Second

Figure 2. Identification of Parameters a_ and a, with Square Wave Signal
Input and with Closed Loop Polds at (0%4,0.5)
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Figure 3. Identification of Parameters b,  and b2 with Square Wave Signal
Input and with Closed Loop Poles at (0%4, 0.5)

Table 1. Sensitivity of Identified Parameters to its' Initial Value with
Z-domain Closed-Loop Poles at (0.4, 0.5)

Initial Values Identified Parameters
4 3, b, b, 3 a4 b, b,
-1.8 0.8 0.16 0.16 -1.85 0.86 0.172 0.416
-1.5 0.5 0.16 0.16 -1.85 0.86 0.174 0.400
"108 0.8 0.10 0.10 -1085 0086 0-162 00396
'105 0.5 0-10 0010 -1-85 0.86 0.177 00406 -_
 §;1
Table 2. Sensitivity of Identified Parameters to Closed-Loop Pole N
Assignments ]
o
Closed-Loop Poles Identified Parameters T j
P Py a, 4, b, b, {f
0.4 0.5 -1.85  0.86 0.172 0.416 o]
002 003 "1.93 0092 0.225 0.361
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DISCUSSION

One of the purposes of designing a digital self-tuning controller is
to process the gun command input signal which in general has a 10 per
second sampling rate. The result of this study indicates that we need
more than 100 per second processing rate in order to obtain the closed-
loop response settling time less than 0.1 second. Fast multiplying chips
and fast algorithm are required to accomplish this.

Because of the nonlinear elements in the physical system, the system
parameters of a linear model are revealed as functions of closed loop pole
assignments which define the bandwidth of the system.

In order to make full use of the digital self-tuning control
algorithm, disturbance rejection should also be implemented in real time.
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