STEPS TOWARDS PARSING OF QUERY SEQUENCES TO A DRTRBRSE
U> NAYAL POSTGRRDUﬂTE SCHOOL MONTEREY CA N C
OCT 84 NPS52-84-01
UNCLASSIFIED F/G 9/2

END
Fuuen

-~ AD-A148 769 14




.
PP ST - g ~ . " et g
—— bt N el e ._.‘._-‘7 RS N A A S T 2 ol i s

R TR N o A Vo F R e N e — .

AP Bt e o e T

STt a0 et TR

|
1

o

FEEFEEEE

"EEEE
SRE

L

Ty

N
(3

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS-1963-A

.
.
.




NPS52-84-015

NAVAL POSTGRADUATE SCHOOL

Monterey, California It

STEPS TOMARDS PARSING OF QUERY S
SEQUENCES TO A DATABASE

Neil C. Rowe '

October 1984

.

..........
AN
R

S e \..'~ ..

Approved for public release, distribution unlimited
Prepared for:

Chief of Naval Research
Arlington, VA 22217

...............
.............
......




NAVAL POSTGRADUATE SCHOOL
Monterey, California .

Commodore R. H. Shumaker D. A. Schrady
Superintendent Provost

The work reported herein was supported in part by the Foundation

= Research Program of the Naval Postgraduate School with funds provided by
. the Chief of Naval Research.

- Reproduction of all or part of this report is authorized.

This report was prepared by:

NETL C. RONE -
Associate Professor of el
Computer Science ST
Reviewed by: Released by: ‘
/ e
~- -
/’ BRUCE J. MAC LENNAN KNEALE T. MARSHALL \ R
Department of Computer Science Dean of Information an . T
Policy Sciences ST




SECURNITY CLASSIFICATION OF THIS PAGE (When Date Entered) L 1

REPORT DOCUMENTATION PAGE EriEAD INSTRUCTIONS R

1. REPORT NUMBER - GOVT ACCESSION NOJ 3. RECIPIENT'S CATALOG NUMBER | SR
NPS52-84-015 r o

4. TITLE (aend Subtitte) ) - 3. TYPE OF REPORT & PENOO COVERED o *

Steps towards parsing of query sequences

to a database 6. PERFORMING ORG. REPORT NUMBER
%ﬁm?uonm 8. CONTRACY OR GRANT NUMBER(s)
Neil C. Rowe
9. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT, TASK
AREA & WORK UNIT NUMBE
Naval Postgraduate School 61152N; RRO00-01-10
Monterey, CA 93943 N0001\7&4WR41001
11. CONTROLLING OFFICE NAME AND ADDRESS 2. l(t)’ol‘li)bﬂ’l] 984 ".‘
Chief of Naval Research ctober -
Arlington, VA 22217 " “ﬁ;"”°"**" .
T4, MONITORING AGENCY NAME & ADDRESS(/f different from Centrolling Office) | V5. SECURITY CLASS. (ef thia reperr) ' ‘j"-
unclassified '. -
a. 2&&'&’{'{""‘“ DOWNGRADING :
e GISTRBUTION STATENENT (o7 this Report) -

17. DISTRIBUTION STATEMENT (of the sbatract entered in Bleck 20, I1 dilferent fram Repeort)

1. SUPPLEMENTARY NOTES

19. KEY WORDS (Centinue an reverse oide i y and § ity by dleck number) e e e

databases, man-machine interface, parsing, discourse analysis, expert systems,
decision theory, preference, optimization y

./
30. ABSTRACT (Centinue an reveree side if y and ty by bleck equences of queries to a ®
database system can have structure. Recognizing this structure is a kind of
"parsing", analogous to the parsing of sentences. We present two rather

‘ different approaches to recognition for exploitation. The first is a rule-
based system that examines superficial aspects of a query sequence to
postulate preferences between sets mentioned in the queries. The second is ®
a deeper, but more limited model based on decision theory, which assigns N B S
utilities and suitability probabilities to individual set items," i R

S
DD ,%on'3s 1473  tormion oF 1 wov e8 13 OssoLETE unclassified
$/N 0102 LF- 014- 6601

—————————— e o—
SECURITY CLASSIFICATION OF THis PAGE (Fhen Date Bnteved)

LA

'h’\..'- S

- .- - - -
N



unclassified

SECURITY CLASSIFICATION OF THIS PAGE (When Date Entere®

Continuation of block 20

~>4and attempts to explain set preferences on that basis. Both these methods
have disadvantages, and their performance is difficult to analyze because
of the fuzzy nature of the application, but it is hoped they can form the
basis for more comprehensive man-machine interfaces)£\\

. ]

Accession For
NTIS GRA&I g

DTIC TAB
Unannounced O

Justification ___

By.
Distributiony
R A
Ava{}ab;;igz_godes
[Avai 1 and/or
Dist Special

A-/

$/N 0102- LF. 014 6601 unclassified

SECURITY CLASSIFICATION OF THIS PAGE(When Date Entered)

..............

.
- . .
I IR WA

o™ o

ana’a oo

o
ol

.
aatr-tania

P
s % e 5N
ala"n'a’a

2
.
U



| S A ke A i A e TV AR VOIS NSRRI A i M IR A I S A S A A Jian e g 4he Sl Sl Ah Al Gl At wl Gl AN
DORA

e g

Steps towards parsing of query sequences to a database

Neil C. Rowe

Department of Computer Science
Code 52
Naval Postgraduate School
Monterey, CA 93943

WP PPy 2

ABSTRACT

Sequences of queries to a database system can have
structure. Recognizing this structure is a kind of "parsing”,
analogous to the parsing of sentences. We present two rather
different approaches to recognition for exploitation. The first is a
rule-based system that examines superficial aspects of a query
sequence to postulate preferences between sets mentioned in the
queries. The second is a deeper, but more limited model based on
decision theory, which assigns utilities and suitability probabilities
to individual set items, and atteinpts to éxplain set preferences on
that basis. Both these methods have disadvantages, and their
% performance is difficult to analyze because of the fuzzy nature of
d the application, but it is hoped they can form the basis for more
comprehensive man-machine interfaces.

 Lall a0 AL

1. Introduction

4

Queries (o a database query system usually occur in clusters. Though
discourse-understanding issues such as anaphora and ellipsis are well studied,
the more general problem of inference of the user plan behind a connected
sequence of queries remains elusive. This seems due to the difliculty of

and recognizing the many different needs users have. Alter all,
well-defined tasks tend o be better handled by batch processing; tasks with
vague specifications and goals tend to work better with interactive query
systems.

. But we believe some progress can be made towards to goal of fimuring out what

users are up Lo, and adjusting syslem behavior accordingly. Some promising

tative research has been done (Hobbs, 1978; Cohen, Perrault, and

Allen, 1981; Reichman-Adar, 1964). Even small successes in understanding can

have immediate payoffs in better management of previous query results, a

crucial aspect of database operations. The usual method of throwing out the

least-recently-used query resulls ignores a good deal of available information

that often suggests better things to throw out. In addition, understanding

query sequences pays off in more cooperative responses to queries,

. identification of previously unrecognizable user semantic errors, and support
for new kinds of querying.
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. This paper synthesizes work summarized in (Rowe, 1984) with some new ideas. T
Many of the details (especially mathematical) omitted here may be found in

RN ONC:

This paper is to agpear in the Proceedings of the Workshop on Expert L
Database Systems, Kiawah Island, South Carolina, October 1984,
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that paper.

2 Some definitions

Analysis of a long qucry sequence as a unit is too hard. Our idca ic thus to
simplify the problem to the study of pairs of user qucrics, to sce if we can
recognize preference phcnomena between the results of each query, includiag
both differences in the resulting set compositions and attributes. We will
identify “prefcrences”’ between such pairs (Luce, 1959), yes/no phenonmena
that can, however, be quantified by a certainty factor in the manner of rule-
based systems such as MYCIN (Buchanan and Shortliffe, 1683). We will
postphone details of the certainty factors to section 4.

By "query set” we will mean a set ¢f some items represented in a database,
ftems with the same data-type, and with some associated attributes of those
items. We use "predictive power” to measure prefcrence phenomena. That is,
a user “prefers” one item in a database to another item if he is more likely to
include that item (directly or indirectly) in future query sets. Prelerence
between query sets, however, is more complicated and more "psychologiczl”
because it must take into account the sizes of the query sels as well as the
total likelihood that some member of the sct will be included in a future query
set, for otherwise a set would always be preferred to its subset. In other words, .
" we prefer query set i to query set j if

LI

where K, is the probability that some member of set i will be included in a
future query set, N, the size of set k in items, and a a constant. (See section
5.3 for more dotails.)

3. Heuristics for query-output preference
We now suggest some heuristics that may be used to determine the

preferences and their certainty factors, approximately in order of decreasing
strength. We assume a relalional database. We identily three basic kinds of

tasks a user might be in using the database query system (see (Miller, j":_}_ii?i;
1969) for more discussion): (1) choosing something from among options for
real-worid action; (2) generating a report for management on some important °®

phenomena in the dala. We wrile user queries in clandard fex!, oyo-r
responses in italics.

part of the database; and (3) preparing a statistical analysis of significant T
]

4

F

3.1. Real-world connection S

Which suppliers of widgets are located in California?

There are 33 names. K

Send to the printer the address, location, and price of Lhose T

with the ten cheapest prices. UDRNON )
[ )

H a user employs some query set in the real world in preference to another,




that usually means he prefcrs the form=r to the laticr. The mair difficully is
figuring out what happcned in the rcal world. This depends on huw policics

’ decided with the help of the database are exhibited later in the data. If the
database is the actual tool uscd to accomplish things — as when an order can be
made mercly by adding an crder record to an crdcr relation — one can merzly

' search that relation to find out what bhaprened. If the user’'s gonal is only to
prepare a rcport, then sending recerds or statistics on some query sct off to a
printer or special graphics device suggests that query set is preferred to
another set not so treated

3.2. Implementational "handles”

How many suppliers of widgets are located in California?
There are 33.

List the names of the ten nearest.

<listing>

H a specific real-world action is implemented from database information (as
opposed to statistical analysis), "handles” on the data are often necessary.
That mcans something that links the database records with rcal-world cntities,
like a name, identification number, or evcn some unique description. A query .
set with this information is preferable to one without.

3.3. Implementation preconditions

List the names of widget suppliers located in California.
<33names>

Give their addresses and phone numbers.

clisting>

A related but distinct issue to the last heuristic is the preconditions that are
often necessary for real-world implementation. Often just wunique
identification is enough, but certain unique identifiers make action much
casier than others. You can usually phone a person knowing only their name,
but knowing the phone number speeds things considerably.

3.4. Distinguichbility

List the widget-like products supplied by California widget suppliers.
<65 listings, but "widget" the only product listed>

List the sizes of widgets supplied by California widget suppliers.
<listing with seven different size values>

H the user’s goal is to choose something from the database, there has to be a
basis for a choice. That is, there must be different values displayed for some
sttribute of some of the ilems in a query set. A sct without such
"distinguishability” (as the first set above) is less desirable than onc that has it
(as the second set above, which gives different sizes for different values).
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List the California widget supp'iers and their addresses.
<listing of 33 names and addresses>

Great. What are Lheir prices on crates of widgels?

<listing of 33 prices>

Ugh. What about prices on suppliers in other Western states?

TS 3T M-

A natural language query environment has some important advantages over a
. formal quary language environment (e.g.. SQL or QUEL): non-goal, thematic
s information can be cxploited Human information-seeking conversation
. contains many kinds of evaluative cues, and users could be encouraged to
. volunteer them to a database query system tco. Many of these cues are one-
| word expletive tags on the beginning of sentences, and are eacy to parse. Olten
| their meaning is quite clear. "Good’, "ok", "fine”, "great”, “swell”, and

"amazing” denote posilive prefcrences to query results not so tagped.
Similarly, “ugh”, "argh”, “oh no”, “bad’, "stop”, and assorted profanity denote
negative preferences. Some expletives are unclear, as "hmm", "“wait’, and
"funny’. Note that these cues occur after the query result, so they are found
in a differcnt place than evidence for other heuristics.

e RN 8T s 1 0

" 3.6. Repeated mention

What suppliers of widgets are in California?
<33 names>

What are their addresses and prices per crate?
. <33 addresses and prices>

v -0

Repeated references to the same set suggest that set is preferred to others.
Each repetition increases the likelihood.

3.7. Lateness of use

v

)

’ What suppliers of widgets are in California?
) <33 names>

I 0K, bye.

People usually stop searching when they find what they are looking for. I the

o goal of a query session is to find something (as opposed to explore or browse),
3 then the last query usually gives the information the user most prefers. Cther
i query sets late in a session may be similar (the queries following them may

just be "doublechecking”), so being late in a session should have weight too.

This heuristic has similarities to the least-recent-used priority melhod, but it
need not be s0 linear — it usually doesn’t matter much whether something was
used 10 queries ago or 15, gince neither result has been used in a long while
and is not likely to be relevant.
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3.8. Sutsetting

Whal suppliers of widguts are in California?
<33 names>

Which have widgels under $20 a crate?
<18 names>

Which have widgets 820 to $30 a crate?
<12 names>

When subsets of a query set are subsequently taken, it suggests the set is more
important than those not so treated. Each additional subsct increases the
preference of the set. Note the subset must occur after the set for this to be
meaningful. The phenomenon is similar to that with repeated references to
the same set, but not as strong in establishirg preference.

3.9. Attribute exhaustion
Tell me everything you know about widgets from Calilornia suppliers.

~If the database has supplied everything it has ahout a query set, a user is less .
" likely to ask future questions about that set as opposed to some other. But the
user might repeatedly ask for the same data when trying to prepare a table or
a report for presentation.

3.10. Statistical interest

What are the widget suppliers in California?

<33 names>

What fraction of the widget suppliers are current manufacturing frobs?
<all but one>

) there is a statistical-analysis aspect to the user's task, any unexpecled
results make a set more interesting than those without such results. One can
define "unexpected’ as the degree to which counts and sums cannot be
predicted from independence-assumption models and olher lincar models, cr
one can exploit detailed causal-relationship models (Blum, 1982).

3.11. Small query sets

What are the widget suppliers in California®? »
<33 names> -
Which are within 10 miles? e
<2names>

H uscrs arc trying to choose a single object, they tend to narrow possibilitics BRI
progressively. If so, the small (but nonemply) scls towards the end of the »
query session are preferable, when the mosi factors have been taken into L
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4. Putting the heuristics together

4.1. Ccrtzinty factors

We now suggest some reasonable quantitative rankings of the above heuristics,
for the three types of user tasks mentioned. We assume the user's task is
known beforehand. For these certainty factors, larger numbers mean greater
certainty, and the numbers arc scaled with 1.0 thc largest (lo suzgest

probabilities).

# Heuristic name Choice task Report gen.  Slat. analysis
1 Real-world connection 1.0 1.0 1.0
2 Implementation handles .9 .9 .9
3 Impl. preconditions B na na
4 Distinguishability B 8 na
5 Expletives 6 6 6
6 Repeated mention 4 5 5
7 Lateness of use 6 6 5
8 _ Subsetling . 3 3 . .4
9 Attribute exhaustion B 1 1
10 Statistical interest na 2 .7
11 Small query sets 4 1 .1

4.2. Combining certainty factors

We can evaluate any pair of query results in the output for a user query
gession, and assign a subset of Lhe above certainly faclors (chosen from Lhe
appropriate column) to the pair. To get a cumulative certainty factor, the
much-used independence model of MYCIN (Buchanan and Shortliffe, 1983)
seems reasonable:

We can then build a directed graph with nodes representing the query results,
and with numbers associated with each node representing the certainty factor
in lhe preierence of one resull W auvilier. lu geaceal, Ouiy a few i e
possible connections may be made in the graph, so usually we do not have
direct evidence of which of two specific sets is preferable. But we can assume
that preference is transilive: if A is preferred to B, and B to C, A should be
preferred to C. To compute the certainty factor for such implied prelerences,
we don’t want to use an indcpendence assumplion as we did in the formula
above because clearly the preferences are not independent — they refer to
common nodes — so instead we suggest the "conservative” approach taken by
fuzzy logic and make the total preference the largest of the preferences in the

Y
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1.9). An exar olc

L THER

Suppose we have the [cllomrng query session. Again, Lhe system in ilalics. W
number queries and responses to more easily rcfer to them.

. 1. How many tankers are in the Mediterranean?
2 57 A
3. List the American ones. Sl
4. Titanic, Bounty, Pequod, Lusitania, Pueblo, Mayaguez. ’
5. Give the tonnages for those more than 1000 feet.
6. None are that long.
7. Give the tonnages and positions for those over 500 feet.

l-‘ ) ‘ ‘ A
Ala a's 20 2 2t a PP QI
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b
h Ship Tonnoge  Position
) Bounty 14000 40N13F .
i Pequod 8000 45N5E -
3 Pueblo 17000  43N16E }

9. Good. What are the captain and radio call sign of the Pequod?
10. Ahad and WHL.

11. And who owns it?

12 Peleg E‘nterpnses

‘e am . A4 e Al

-
-

Assummg t.hat the user is following a choice task:
Real-world connection (Heuristic 1) does not apply.

The query sets in queries 3, 5, 7, 9, and 11 are preferred to that of query 1
by the Implementation Handles Heuristic (Heuristic 2).

Query set 9 is preferred to 1, 3, 5, and 7 by the Implementational
Preconditions Heuristic (Heuristic 3).

Sets 3, 5, 7, 9, and 11 are preferred to 1 by Distinguishability (Heuristic 4).
Set 7 is preferred to all others by the Expletives Heuristic (Heuristic 5).

Set 11 (= set 9) is preferred to 1, 3, 5, and 7 by Repeated Mention (Heuristic
6).

Set 11 (= set 9) is also preferred to 1, 3, 5, and 7 by Lateness of Use
(Heuristic 7).

Heuristic 8 (Subsetting) applies to every set except 5, causing a preference e
of each set to its successors. A

Heuristic 9 (Attribute Exhaustion) would apply to set 11 (= sct 9) only if
name, tonnage, position, captain, owner, and radio call sign were the only
things known about ships. Let us assume this is not true.

Heuristic 10 (Statistical Interest) does not apgly.

Set 11 (= set 9) is preferred to 1, 3, 5, and 7 by the Small Query Sets
Heuristic (Heuristic 11).

AT . SRERE . . A N S T R R e e
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¥We can create a b by b matrix represcnting the preforenee ) raph The cnivie,
collect the certainty faclors (if any) for the prefcrence of that row to (ol

column.
sel 1 sct 3 scl 5 snL 7 sel 9 (=11)
set 1 - - - - -
set 3 .9,.8..3 - - - -
set 5 .9..8,.3 .3 - - -
set 7 .9,.8,.6,..3 .6,.3 .6..3 - .6
set9(=11) | .9..8,8,.4,.6,.3,.4 .8,.4,.6,.3,.4 .8,4,.6,.3,.4 .8,.4,.6,.3.4 -

Using the combination formula, the total certainty factors for pairs of query
sets are as follows:

set1 set3 setd5 set? set9(=11)
N set 1 - 0 0 0 0
set 3 .960 - 0 o 0
- set 5 960 300 - 0 0
o set 7 .8%4 720 .720 - .6
F set9(=11) | 1.000 .980 .980 .980 -

5. More careful user modelling with decision theory

These certainty factors are crude, however, and only take into account -
superficial aspects of what a user is trying to do. They are somewhat robust, - -
however, and can apply to a broad range of tasks. But il we are willing to L
narrow our focus somewhat, we can do better. One approach explored in datail
in (Rowe, 1984) is to model certain choice tasks using detailed decision-theory
models.

OO AR
Sl ot T N T
et St

5.1. Utilities and suitabilities for choice tasks

et AR AR

L Y

PR R R ettt
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; When a transportation planner is choosing a vehicle to carry a load somewhere,
many faclors must be laken into account. Some have to do with the costs
associated with alternatives, others with the availability and reliability of
options. Following decision theory, we call the former ubilities, and the 1atter
probabilities — though the latter are also a special kind of probability, which for
Iack of a beotter term wr ezll ounitobilitiez, Az an cvnmpln, in mapchiaet
shipping the utilities arc the financial cosl of loading a ship; the fucl, crew
wazes, and miscellancous transit costs for a voyage; and the time delay in
getting a cargo to its destination. Suitabilities are the ability of a ship to carry
a particular kind of cargo; and the ability of a ship (due to its dimensions) to
be serviced at a particular port.

We can sum up sub-utilities to get total utility u, for an option, and multiply
sub-suitabilities (making a reasonable independence assumption) to got a total
suitability s;. Then using a simple psychological model of how people make
choices we have a formula for the probavility p, of absolute prefercace of item
i to all other items in a set of n items:

N 2 A :-.‘_'.'
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where b is the integral of the unit normal curve aboul zero. Related formia;
to this arc discussed in (Luce, 1959).

As an example, consider four items wilh suitability-utihily pairs (.8,20), (.5,1.),
(.4.10), (.2,15), and suppoce vy, i3 5. Then:

P1=-29,p2=.52,p3=.87,p4=.43
which we can normalize to:
P1=.14,p2=.25,p3=.41,p,=.20
So the third item is the most preferred, with a probability around .41.

5.2. Slot filling

To provide some generality in our decision theory model, so we don't have to
write separate formulac {or every different transportation situation, we provide
"“slots” (in the sense of slots in frames) that are instantiated dynamically from
the query sequence. These then force a choice among a class of similar utility
and suitability assighments. Four common slots for choice tasks are:

1. Domain of discourse. These are restrictions mentioned rcpeatedly, that
essentially limit nonegligible suitabilities to only certain categories. For
example, the user asks repeatedly about subsets of American tankers.

2. Reference standard. These give a point against which objects are
measured. For example, if the user asks for ships within 100 nautical miles
of Naples, this suggests that Naples is the reference standard for location,
and also suggests the user contemplates arriving there or departing from
there.

3. Threshold values. These give criterion values suggesting cxact quantities
involved in real-world activities. For example, if the user asks for ships with
more than 10000 ton capacity, it suggests he wants to transport 10000 tons.

4. Answer set size. These indicate the usual size of a query answer for a
particular user, and suggest the degree to which the choice problem is
focussed (the a discussed below).

5.3. Evaluating sets

We now have a way to cvaluate and compare scts: these probabililics for the
items in the set. Following as before the formula for the probability union
assuming independence, we can give a cumulative number for the desirability
of at least one item in a set:

b= 1-‘1':11[1—;),]

But following the lead of information retrieval (Lancaster, 1979), this is
misleading, for it would mean that larger sets would tend to be the mosl
desirable. If a set is large, there may be many items with very low
desirabilities, and this seems unfair. What we rcally want for total desirability
is some weighted sum of the above D and D/n, the density of dasirability in the
set. The exact weighting a can be user-depend2nt — sce the discussion of user
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So to compare two sets, we just compute
E=n+22
n

RAARS

A where D is given by the preceding formula; the set with the larger E iz
W preferable. s

6. Coordinating the two approaches to preferences

Vle have presented two rather different approaches to “parsing” of query
sequences: one superficial but broadly applicable, and one deeper but
complicated and requiring formalization of many subjective judzements. The
obvious question is whether the two can be reconciled. We think so, on the
basis of some preliminary cxperiments.

We applied the two methods to the same query sequences and compared
results. Since the heuristic method is simpler, we used it as the standard, and -
adjusted parameters of the decision-theory approach until its preference e
results came out the same as often as possible. The parametcrs we adjusted

were the weights on individual sub-utilities and sub-suitabilities (that is, their
importance to the total utility or total suitability), though in a motre

comprehensive approach we could include other kinds of parameters like the a

mentioned above which we assumed was zero.

AENANANACI IS, . AN
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- Ve treated preferences as binary for this analysis — that is, if the certainty was

T greater than a criterion we assumed a positive preference, else no preference.

¥We then set up inequalities representing matchings of pairs of items, one

F drawn from each set, with the inequality sign in the direction of the .~
prelerence. The paired items had to be distinct ~ we removed common items
from the Lwo sels. This gives a large set of linear inequalilies, most of which
are redundant (derivable from others), so we eliminated the redundancies to
get a small set of irredundant inequalities. We can also get inequalities from
two other sources:

1. from past user behavior, suggesting reasonable bounds on utility and
suitability values

2. from the query sequence directly, when a query set is a subset of the .
g immediately previons query <et,  Sinee suhsnttineg is evidenee  of .
preference, it suggests that the additional restrictions correspond to e
3¢ utilities or suitabilities that are better than those for items in the S
complement of the restriction. For instance, if the user next asks for the
American ships in a set, it suggests that the nationality suilability for T
American ships is greater than the suitability for any other nationality.

. QA .
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6.1. "Solving” the inequalities

AECTRINS
.

Our inequalities do not represent absolute criteria, only evidence. All we want
is a representative point in the hyperregion defined by them. Thus we do not
want to "solve” them per ge, just fina an answer most consistent mith them. Ve DT
can treat this as an optimization problem with “penalty functions" oo
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. correspunding to the incqualitics (Gill, Wurray, and Wright, 1981) — Lhe fower o
inequalitics violated, the larger Lhe value of the oplimization function. Such a A

function can be expressed as follows:

i [“MA )
o J=1|Oindiss

where N is the number of inequalities, 0;,;,, a measure cf scuositivity to
inequality viclation, and A; the difference of the right side from the left side of ,

the jth inequality, where the inequality gign is turned il necessary to point o
right. And as before, ¢ is the integral of the unit normal curve aboul zero.

7. Defaults from user hicrarchies

Users will differ a good deal in parameters for the decision theoretic modal. i

They will also differ Lo a lesser extent in the certainty factors they would judge bl

appropriate for the heuristic model. So user modelling is important for both
es. But users form groups and subgroups based on people, time, and

task. Multiple inheritance of quantitative parameters in the manner of (Rowe,

1982) can be used to provide starting defaults for the parameters, which can

then be adjusted using the methods of the last section among others. —

Adjustments can then be averaged into the defaults for the groups to which the L

user belongs. To meke this work, the user might be asked t.o crmquc default

-group assignments at the beginning of each session.
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8. Applications
We can use preferences among query sets or query items for several purposes:

1. We can develop "knowledge-based temporaries management”, intelligent
deciding of which of the previous query results to save and which to throw
away when space is needed.

2. We can prefetch data the user is likely to need, in the perhaps otherwise
wasted time while he is examining one query result and deciding what to
ask next.

3. With a decision-theory model of item preference, we can make
suggestions to the user for what restrictions in a query to relax when a
- query set is empty or too small.

b 1. e can notice new classes of user errors. with a decision theory moded,
-, we can point out incorrect parts of a query expression, or necessary
missing parts, that would lead to fetching of items with very low preference.

5. We can handle queries with vague or fuzzy restrictions, since the
preference mathematics is probabilistic anyway.

A

9. Conclusion

i A
1]

It is difficult to evaluate man-machine interface innovations, and this area is T
no exception. We have proposed two approaches to a new and virtually —
uncharted area. We have tried to justify carefully the steps we have taken, but
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only detailed expenimentation and further study with thuse approaches will
provide the final judgemcnt.
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