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ABSTRACT

This report summarizes the results of a research program in
nonlinear real-time optical signal processing. The program began
April 15, 1981 and ended June 30, 1984, The research effort has
centered on optical sequential logic systems and their use 1in
digital optical computers, and on variable grating mode (VGM)
liquid crystal spatial light modulators. As part of this study,
parallel and twisted nematic liquid crystal light wvalve (LCLV)
devices have béen’ used as a nonlinear element in a feedback
arrangement to implement a binary sequential logic system, A
computer generated hologram fabricated on an e-beam system serves
as a beamsteering interconnection element. A completely optical
oscillator and frequency divider have been experimentally
demonstrated, and various circuit interconnection techniques have
been explored. Variable-grating mode (VGM) 1liquid «crystal
devices that perform local spatial frequency modulation as a
function of the incident intensity have also been investigated.
These devices can be used for nonlinear processing by selecticn
and recombination of these spatial frequency components. These
devices have many interesting physical effects with useful
applications in both analog and numerical optical signal
processing. Results on the physical modeling of VGM devices are
given, with particular emphasis on experimental measurements of
the Jones matrix describing polarized light propagation through
the VGM cell., The program was performed with the cooperation of

the Hughes Research Laboratories of Malibu, California.
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1. RESEARCH OBJECTIVES AND PROGRESS

1.1 Introduction and Project Overview

This report summarizes the final results of a research
effort 1in performing nonlinear operations 1in optical signal
processing and achieving operation in real time wusing wvarious
input transducers. The project began April 15, 1981 and ended
June 30, 1984. This section contains an introduction, motivation

for the work and an overview of the research program.

The research described in this report addresses the need for
signal processing systems that can perform high throughput
parallel multi-dimensional operations on signals with large
time-bandwidth and space-bandwidth products. In many of these
applications, digital hardware is inadequate. As part of this
project, modifications have been made to existing liquid crystal
light valve (LCLV) real-time spatial light modulators and new
devices such as the variable grating mode (VGM) light valve have
been developed. Another goal of this research has been to
explore numerical optical computing using binary or residue
arithmetic. In these systems, signals exist as discrete levels
rather than as analog signals., This new approach holds much
promise for the future if real-time processing speed, accuracy,

and flexibility can be maintained.

A book chapter [1] written by research personnel supported

under this grant has been recently completed summarizing the




state-of-the-art of all techniques of nonlinear optical
processing. This chapter contains extensive references. Three
major techniques of optically implementing nonlinear point
functions have been developed. They are: halftoning; direct
nonlinear processing using the inherent characteristics of image
detectors and transducers; and intensitv-to-spatial frequency
conversion. Application examples and real-time implementation of

these techniques are described in the review papers.,

In the research phase summarized 1in this report we have
concentrated on: optical sequential logic systems that directly
rely on the input-output characteristics of LCLV devices; and on

variable grating mode (VGM) devices and their applications.

Nonlinear optical functions can be achieved directly wusing
the inherent transfer characteristics of an optical recording
medium or real-time image transducer. With this type of
nonlinear processing, there is no pulse-width modulation,
intensity-to-spatial frequency conversion or other type of
intermediate mechanism. Thus, these techniques offer the
potential of simple systems that avoid the noise problems
associated with many optical filtering techniques and have much
less stringent space-bandwidth product requirements than systems
which must modulate the input data. Such systems can implement
parallel combinatorial logic and, with the addition of feedback,
parallel sequential logic. Section 1.2 of this report describes

recent results on these subjects and work on the general area of




digital optical computing.

Another convenient method of obtaining point nonlinearities
is through 1intensity-to-spatial frequency conversion. The idea
is to encode each resolution element of an image with a grating
structure where the period and/or the orientation of the grating
is a function of the image intensity at the point 1in question.
Assuming certain sampling requirements are met, each intensity
level of interest is uniquely assigned to a different point 1in
Fourier space and all points with a given intensity in the -image
are assigned toc the same point 1in Fourier space (assuming
space-invariant operation 1is desired). Then a pure amplitude
spatial filter can alter the relative intensity levels in an
arbitrary way, and combination of the filtered components
produces various nonlinear functions. Both continucus-level
{analog) nonlinear functions and various numerical logic
functions (binary or residue) are possible. This method relies
on the behavior of variable-grating mode (VGM) liquid crystal
real-time devi:es which have been developed under this AFOSR
program. Section 1.3 of this report describes work on physical
modeling and measurements of VGM liquid crystal devices. The
goal of this work 1s to improve their temporal response,
uniformity, lifetime, etc. Several new types of electrically and
optically activated VGM devices have been constructed and

evaluated.

This program has been very productive; a number of oral




presentations have been made and many written papers have been
published describing research results. Some of the most

significant of these papers are reprinted as part of this report.

The overall program has been a joint cooperative effort
between the University of Southern California (USC) group and the
Hughes Research Laboratories (HRL) in Malibu, California. Each
group has participated 1in the project together and a separate
progress report 1s being submitted by HRL as a comparison to this
report. Both groups have worked <closely together in their

particular areas of expertise toward the project goals.




1.2 Digital Optical Computing

1.2.1 Introduction

There has been considerable work in recent vyears in
developing optical systsms that perform essentially digital
processing functions. Th2 reasons for this interest 1inciude
extending the flexibilizy of optical processing systems and the
possibility of using the parai:lel capabilities of optical svstems
for digital signal processing. The first steps in this digi
optical computing researc: have inc.uded parallel A/D conversio
and optical combinatorial logic implementation. Both of these

have been demonstrated in real-time systems at USC [1]-(3].

The next step in this progression of experiments 1s to
demonstrate the feasibility of optical sequential logic. Here
the basic logic gates are 1interconnected in a circuit which
generally 1includes some form of feedback. In this system the
temporal response characteristics of the system become very
important. We have developed an optical system which
demonstrates the feasibility of optical sequential logic. in
particular we have implemented a totally optical system which
includes a clock driving a master-slave flip-flop. The basic
elements of a sequential logic system are a ncnlinear element
that performs the desired logic function and an 1nterconnection
system to route the outputs of the nonlinear device to the

appropriate inputs.




Four recent papers that contain the details of this work are
reprinted here, The first paper is "Sequential Optical Lcgiz
Implementation”, by B.K. Jenkins, A.A. Sawchuk, T.C. Strandg,
R. Forchheimer and B.H. Soffer. This paper recently appearec in

Applied Optics and concentrates on experimental resuits from =-ne

sixteen gate clocked master-slave optical flip-flop.

A second paper "Architectural Implications of Digi-a.

Cptical Processors" by P. Chavel, R. Forchheimer, B.K. Jenkins,

A.A. Sawchuk and T.C. Strand, has just been published in Appi.ec
Jptics. It describes wvarious Interconnection techniques Icr
optical sequential logic systems, including space-varian:z,

space-1nvariant and hybrid computer-generated holograms,

A third paper, "Computer-Generated Hdolograms Zor
Space-Variant Interconnections in Optical Logic Systems," by
3.K, Jenkins and T.C. Strand was published 1in SPIE Proceedings
vol. 437 for the Internaticnal Conference on Computer-Genera-ed
Holography held in August 1983 1in San Diego. This paper
describes details of space-variant computer hologram

interconnection schemes for optical logic and computing systems.

Another paper, "Digital Optical Computing," by A.A. Sawchux
and T.C. Strand appeared 1in the July 1984 Proceedings [EEE
Special Issue on Optical Computing. This paper 1s 3
comprehensive overview of binary combinatorial and sequent:al
logic with individual devices and arrays of devices. The paper

discusses communication, interconnection and input-output

i .




problems of digital electronic computers at the gate, chip and
processor leveli., Some architectural techniques for avoiding some
of the interconnection problems of electronic VLS! are presented.
The possibility of non Vvon Neumann parallel digital processors,
simitat.ons and Iuture needs of optical logic devices and digital

cpzizal computing systems are discussed.




v e

Sequential opfical logic implementation

B. K. Jenkins, A. A. Sawchuk, T. C. Strand, R. Forchheimer, and B. H. Soffer

An optical system that performs sequential binary logic operationy is described.  The svstem consisis of 4
spatial light modulator (SLM) used to provide a nonlinear threshold response and a computer-sener:ted
hologram to provide interconnections hetween logic gates. A 2-Darray of logic gates with binary inputs and
vutputs is formed on the active surface of the SLM. These gates are interconnected by a 2-D arrayv ot subho-
lugrams, one for each gate.  Arbitrary logic circuits consisting of NOR gates and inverters can be imple:.ent-
ed, and the system can be reconfigured by changing a single holographic element. The system s demon-
strated using a twisted-nematic liquid crystal light valve as the SLM. A test circuit is implemented that in-
cludes a synchronous master-slave flip-flop and an oscillator consisting of five inverters in a feedback lcop.
Experimental results of this test circuit are presented.

I.  Introduction

The vast majority of uptical processing systems to
date have operated with analog signal levels. While
many ol Lhese systems can perform specific operations
with extremely high throughput rates, at the same time
they suffer from two basic limitations: the variety of
operations that can be performed and the accuracy of
the results. These limitations preclude the use of op-
ticad processing systems in certain application areas that
could otherwise benefit from some of the inherent ad-
vantages of optics. These advantages include a high
degree of parallelism, both in processing and input/
vutput, and a high density and number of intercon-
nections. Two approaches have been taken 10 eliminate
or at least substantially reduce these limitations. Both
approaches utilize discrete, instead of analog, signal
levels. One approach is based on residue arithmetic
operations, and optical systems utilizing this principle
have been studied.!-? The other approach is based or
binary logic operations, such as used in conventional
electronic computers.

The first step in the binary approach has been to
demonstrate Boolean operations optically. Two-

B. H. Soffer is with Hughes Research Laboratories, Malibu, Cali-
fornin 90265. ‘Ahen this work was done the other authors were with
University of Southern California, Department of Electrical Engi-
neering, Los Angeles, California 90089; T. C. Strand is now with IBM
Corp., San Jose, California 95193 and R. Forchheimer is now with
Linkoping University, Linkoping, Sweden.
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dimensional arrays of some of these operations such as
OR, NOR, AND, NAND, XOR, and XNOR have been
demonstrated using a variety of optically addressed 2-D
spatial light modulators (SLMs). These include the
Pockels readout optical modulator (PROM),3? the
microchannel spatial light modulator (MSLM), 101! the
Hughes liquid crystal light valve (LCLV),!2-14 and 2
segmented liquid crystal light valve used as an optica:
parallel logic (OPAL) device.!316 These uperaticns
have also been demonstrated using light-emiiting
dicdes with optical masks.!? Other schemes, too nu-
merous to mention, have alsc Leen used to implement
logic gates optically. A review of optical computing
systems, including these combinatorial operations, is
given in Ref. 18. Recently, individual all-optical logic
gates have been demonstrated in InSb (Ref. 19) ana
GaAs.20

Although these operations form the basic building
blocks for combinatorial logic, to build a sequentiai
circuit or an optical computer, memory is also needed.
This can be achieved using optical feedback. Anarray
of optical flip-flops has been demonstrated using an
LCLV in an optical system with feedback,?!-?2 and an
array of optical latches has been demonstrated by using
an OPAL device with optical feedback.?3 Fast indi-
vidual bistable elements have also been demonstrated
in many materials using feedback by means of a
Fabry-Perot cavity.?4

These elements, however, have not been combined
to form an all-optical logic circuit. Such a circuit may
have the potential of combining the high degree of
parallelism and interconnection density found in optical
processors with the flexibility and accuracy of digital
electronic computers. A method for combining these
binary elements using fiber optics has been descril>ed 5
but a complete system has not been demonstrated ex-

1 October 1984 / Vol. 23, No. 19 / APPLIED OPTICS 3455
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perimentally. Other digital optical processing systems
have also been described.?6-7 A system with an array
of optical gates and some optical memories, under

electronic control, has been demonstrated.”8 This
system is particularly useful for operations requiring
only local communication, as is the case for many image
processing operations, e.g., cellular logic machines.

In this paper a system is presented which intercon-
nects optical logic elements to form a sequential logic
circuit. Every signal in this system is represented op-
tically, and at the same time the system permits im-
plementation of arbitrary connections between the in-
dividual logic gates. Because this system is digital, the
accuracy limitation mentioned above can be overcome
by selecting the number of bits per data element to yield
the desired accuracy. In addition, the arbitrary inter-
connections of the system presented here permit im-
plementation of a very large variety of processing op-
erations. Finally, the advantages of parallelism and
interggonnection density are retained to a large de-
gree.”

In the system presented here, an SLM is used as a 2-D
array of independently acting logic gates. These gates
are interconnected via an optical system that utilizes a
computer-generated hologram. In this paper we dis-
cuss the SLM implementation of logic gates in Sec. I,
the interconnection system in Sec. III, and sonte ex-
perimental results of the implementation of a test cir-
cuit to demonstrate the feasibility of the optical logic
system in Secs. IV and V. Finally, in Sec. VI we point
out some of the fundamental limitations involved in
using optical devices as arrays of logic gates and discuss
the relevance of these limitations to the system pre-
sented here.

Il. Logic Gates

Binary logic gates may be implemented optically
through the use of a point nonlinearity. The general
scheme used for each gate in our system is depicted in
Fig. 1. First, the two binary input lines to the gate are
added to yield a single three-level signal. The value of
this three-level signal [or (N + 1) — level signal for the
case of N-input gates] is then equal to the number of
input lines that are true (i.e., that have a value of 1).
This signal is then operated on by a nonlinear function
with a binary-valued output. As will be shown below,
any logic operation can he performed in this manner by
choosing the appropriate nonlinear function. Figure
2 shows the extension of this method to N-input gates.
To implement this scheme optically, the binary values
are represented by intensity levels with a high intensity
level representing a 1 and a low intensity level repre-
senting a 0. The addition is done merely by optically
superimposing the input line signals. With a detector
that integrates the signal over the input spot, this has
the eftect of adding the intensity levels regardless of the
coherence properties of the light (see Sec. I1I). In this
paper, the term gate input will refer to this superim-
posed signal (i.e., the input to the nonlinearity), and the
term input lines will refer to the hinary inputs before
superposition.

3456 APPLIED OPTICS / Voi. 23, No. 19 / 1 October 1984
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Fig. 2. Generalization of Fig. 1 to N-input gates.
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Fig. 3. Nonlinearities for implementation of logic operations: (3}
one-input gates; (b) two-input gates; (c) N-imput gates. (V is as-
sumed to be even in the XNOR case.)

Possible choices of the nonlinear functions for some
of the common logic operations are shown in Fig. 3. In
the case of two-input gates, there are a total of sixteen
possible operations. The operations AND, NAND, OR,
NOR, XOR, XNOR, TRUE, and FALSE may be im-
plemented with this scheme directly [Table I(a)]. The
remaining logic functions require the ability to distin-
guish between the two input lines A and B. These op-
erationsare A,B,A,B,A-B,A-B,A+ B,and A + B.
These operations can be implemented with a single gate
by doubling the signal level of one of the input lines, say,
A [Table I(b)]; this is conceptually equivalent to using
f three-input gate with A going into two of the input

ines,

However, several subsets of the operations which are
realizable with a single gate form logically complete sets,
obviating the need for these asymmetric functions. For
example, all logic operations can be built out of NOR
gates.

The nonlinearity required for optical logic may be
implemented with any of a variety of optical devices.
Fast switching times (<1 nsec) may be obtained by
using a bistable optical device. 19202830 T'his prospect
is discussed in Sec. VI.  While in principle these devices
can be huilt as 2-D spatial light modulators., at present

e e ——————————————————el]
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10
Table!. Desiced Vaiues ot the Nontinearity for the 16 Possible Logic Operations on Two Binary Inputs
Input Gate
lines input Qutputs
A B 1A +R AND  NAND OR NOR XOR XNOR TRUE  FALSE
(V] 0 [ i [} 1 0 1 1 0
0 1 1 0 1 1 V] 1 0 1 0
1 9 1 [} i 1 0 1 0 1 0
1 1 2 1 4 1 0 0 1 1 1]
. (a}
Input Gate
lines input Outputs _
A B 2a+A A B a B A.B 4.8 A+B  A+8
9 90 [\] 0 0 1 1 0 0 1 1
0 1 1 0 1 1 0 0 i 0 1
1 0 2 1 0 0 1 1 0 1 0
1 1 3 1 1 0 0 0 0 1 1
(b)
Note: Also listed are the gate inputs. The inputs to the adder are A and B in (a) and are 2A and
Bin (b).

they are not available. Other optically addressed SLMs
are presently available. While their characteristically
slow response times may appear to be a major drawback,
they provide a practical means for demonstrating the
system concept. The same sequential optical logic
system described and demonstrated here may be used
with other SLMs, including much faster ones, so long
as they can provide a suitable nonlinearity, and satisfy
the following requirements. First, the inputs and
outputs of the gates must be the same wavelength. This
eliminates such devices as the PROM,? with which the

write illumination must be a different wavelength than .

the read illumination. Second, we assume the device
has no memory, although in some cases devices with
memory could also be used. Finally, we assume here
that the gate inputs and outputs appear on opposite
sides of the SLM, although it is worth noting that with
a slight rearrangement of the system components, SLMs
with gate inputs and outputs on the same side can also
be accommodated.

Given these requirements, there are still a variety of
SLMs that can be used. The microchannel spatial light
modulator!! could be used in this system, as could
various types of LCLV.i2-14 For the demonstration of
the system presented in this paper, a Hughes LCLV was
used. An LCLV with liquid crystal molecules exhib-
iting a uniform parallel alignment in the off state may
be used to implement nonmonotonic nonlinearities,
which are needed for such operations as XOR.!4 In this
system, NOR gates were used, and LCLVs with liquid
crystal molecules in a variety of configurations can
provide the appropriate nonlinearity. For example,
Fig. 4 shows the steady-state response for an LCLV with
a twisted nematic liquid crystal layer biased to imple-
ment the NOR operation. The horizontal and vertical
axes in Fig. 4, respectively, represent relative writing
and reading inten: ities, and these quantities are non-
negative. For clarity, physical units are omitted in Fig.
4. TheOand 1 labels on the axes of Fig. 4 denote writ-
ing and reading signal levels corresponding to various
binary logic levels.

Tagao
(OUTPUT)

0

INPUT
INPUT 2

-t

o

[}

Fig. 4. LCLV imput-output characteristic used to implement the

NOR operation, expressed as a function of relative writing and reading

intensities. (Physical units are omitted for clarity.) TheOand 1

labels denote signal levels corresponding to various binary logic
levels.

The input/output characteristic of an SLM, when
used in this system, essentially serves as an approxi-
mation to the corresponding ideal nonlinearity (e.g., Fig.
3). An important criterion in determining whether a
particular nonlinearity is a sufficiently accurate ap-
proximation is the regeneration or restandardization
of the signal level at each pass through a gate. The
general requirement is that a signal should not degen-
erate in passing through a large number of gates in se-
ries. Assuming a transition time of zero, the signal level
at each pass through a gate may be read off the SLM
input/output curve. If f(x) represents this curve and
x is the signal level at the gate input, for the case of a
simple inverter, the following requirement ensures that
the signal will not degenerate (Fig. 5):

ay-; < kf(x) < by~ for all xe(a,.b;), i=01,

where k& is the gain from the output of one gate to the
input of the next, and a; < x < b; defines the range of
gate input signal levels interpreted as the discrete level
i. Thus a gate input x¢¢(ay,b;) will have an output y¢
= f(xp) in the shaded region, and the input to the next
gate will be x; = kyg on the x axis and in the shaded

1 October 1984 / Vol. 23, No. 19 / APPLIED OPTICS 3457
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Fig.5. Gate output y vs gate output x for an inverter that satisfies
the regeneration criterion. The shaded region shows the criterion
for a 1 input and a 0 output.

region. The above requirement states that x, will be
interpreted as an input level of 0, i.e., that xe(ag,bo).
This can be generalized to include the other Boolean
operations by defining output intervals as the (union
of the) mapping through f of the corresponding gate
input intervals. One then requires appropriate com-
binations of output intervals (i.e., all possible sums of
the elements) to map into the corresponding gate input

“intervals. The input/output curve of the LCLV used
in the axperiment does satisfy these criteria for the NOR
and NOT operations.

). Interconnections

The previous section deait with optical implemen-
tation of logic gates, and in this section we address the
problem of interconnecting these gates optically. The
general problem is to be able to implement an arbitrary
connection pattern between gate outputs and gate in-
puts. Since gate outputs correspond to inputs of the
interconnection system and outputs of the intercon-
nection system become gate inputs, for the remainder
of this section the words input and output will refer to
the interconnection system unless explicitly stated
otherwise.

In direct analogy to the use of wires in an electrical
circuit, optical fibers could be used for the intercon-
nections. Although the idea is simple when there is a
one-to-one correspondence between inputs and outputs,
the method is less obvious when there is not. A possible
scheme is described here. Assuming each input illu-
minates enough fibers, the fibers that are illuminated
by an input j that addresses more than one output can
be split so thai an equal number of fibers P, go to each
output. Since all outputs may not have the same
number of fibers, a mask is needed at the input plane
with an intensity transmittance at each input that is
inversely proportional to P;.  Alternatively, the same
(albeit small, perhaps) number of fibers could be used
to address all outputs making P; independent of j. The
problem of fabricating fiber optic bundles for large ar-
bitrary interconnection patterns, however, is a serious
drawback unless one has an automated system to do
so.

The interconnections in the system presented here
are implemented with a holographic element instead of
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Fig. 6. System schematic for interconnecting gates. Each pixel of
the input and output arrays corresponds to a gate. The input array
is the SLM output (gate output array), and the output array is the
SLM input (gate input array). 1In general the hologram produces
multiple diffraction orders, only one of which is used. (The rays
shown in this perspective sketch are a general indication of the path
of propagation and are distorted for clarity. They should not he in-
terpreted as an exact indication of ray paths.)

the fiber optic assembly. The holographic element
consists of an array of subholograms in a one-to-one
correspondence with the gates or pixels of the input
array. The interconnection system is shown sche-
matically in Fig. 6. This is only one of several holo-
graphic systems that could be used to interconnect the
gates.?? Inthissystem, the input array is immaged onto
the subhologram array. The hologram is encoded in the
Fourier domain. A Fourier transform is then taken
optically to obtain the output array. Each subhologram
reconstructs a set of dots, one dot for each connecticn
to a pixel of the output array. Because of the Fourier
transform relationship, the coherence area of the illu-
mination at the hologram must be larger than or equal
to the subhologram size. If the coherence area is much
larger, fringe patterns will appear in each pixel in the
reconstruction plane. This occurs when different
subholograms, whose separation is less than the co-
herence area, reconstruct dots at the same location in
the output array. Spatial averaging over each element
in the output array then results in an effective intensity
summation, as desired for gate inputs (IMigs. 1 and 2).
Obviously, there must be at least one complete fringe
cycle within the reconstructed pixel area for spatial
average to be indicative of the sum of intensities. This
will be the case so long as the subholograms do not
overlap; defining the pixel area as the area of the main
lobe of the reconstructed dot, it will include at least two
fringe cycles. (The number of tringes per reconstructed
pixel depends on the spacing of the contributing sub-
holograms relative to the subhologram size but is in-
dependent of uniform scaling factors, lens focal lengths,
and propagation distances.)

This interconnection system is essentially a space-
variant filter providiug a different point-spread function
for each input pixel. Because of the Fourier transform
relationship, each subhologram stores the absolute
position of the output pixels it addresses. This absolute
addressing scheme implies that the system does not
distinguish between global and local interconnections
but discriminates only on the basis of the position of the
output array pixels relative to the origin of the cutput
array.

—



To avoid a manufacturing problem similar to that of
the fiber optic system, the hologram can be recorded
optically using an automated system under computer
controlt32 or can be generated entirely by computer.
[n this experiment the hologram was generated by
computer. Many types of computer-generated Fou-
rier-transform hologram have been demonstrated,® and
many of them would suffice for this application. To
demonstrate the operation of the sequential logic sys-
tem we used a binary version of the hologram proposed
by Lee in 19707 for reasons of simplicity, diffraction
efficiency, and SNR in the reconstruction.’® Because
of the coding process used in the hologram, the desired
oulput array appears in the (1,0) diffracted order ir: the
reconstruction plane leaving the spatially inverted
(—1,0) order available for probing the system.

The effect of the hologram on the input array may be
represented by the matrix equation

O0=ML 2)

Here I is a vector representing the 2-D input array,
lexicographically ordered. This input array is actually
the gate output array augmented by the system inputs.
Similarly, O is a vector representing the lexicographi-
cally ordered output array (which is the gate input array
augmented by the system outputs). Each element of
the vector I is binary valued and represents the signal
of the corresponaing pixel in the input array. Each
element of O is a non-negative integer representing the
signal level of the corresponding output array pixel.
This integer is between 0 and V if the output pixel

represents a gate with N input lines and is binary if the |

output pixel represents a system output. M is a matrix
representation of the interconnect pattern—each ma-
trix element m;; is nonzero if and only if there is a con-
nection between pixel j of the input array and pixel i of
the output array, m;; is an integer equal to the signal
level created at output pixel { due to a signal level of 1
at input pixel j.

Using this notation, the fan-in to gate i (or number
of input lines to gate i) is equal to the sum of the ele-
ments in row i of M. The fan-out of gate j (or number
of gate input lines, plus the number of system outputs,
that come from the output of gate j) is equal to the sum
of the elements in column j of M. The fan-out is lim-
ited only by such parameters as the power of the illu-
mination source, hologram efficiency, and SLLM input
sensitivity. The maximum fan-in is a function of the
SLM intensity input/output characteristic.

With this interconnection technique, the hologram,
or equivalently the elements of M, completely defines
the circuit. Within the limit of the number of gates and
the maximum power available, any operation that can
be represented by a digital circuit can be implemented
optically with this system by encoding the appropriate
interconnection pattern into the hologram.

IV. Experimental Demonstration

For the experimental demonstration of this system,
an LCLV with liquid crystal molecules in a 45° twisted
nematic configuration was used as the SLM. The light
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Fig.7. Steady-state output vs input relationship for LCLV used to
implement the NOR operation in the experimental system.
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Fig. 8. Resolution cell of the 1970 Lee computer-generated holugram
with binary-valued transmittance. Usuallyd = d".

valve is read out between crossed polarizers and is bi-
ased to implement a NOR operation. Itssteady-state
input/output relationship is shown in Fig. 7. This re-
sponse, together with the attenuation of the intercon-
nection system, satisfies the regeneration criteria stated
in Sec. II.

The gates are interconnected with a binary version
of the Lee (1970) computer-generated hologram.’* [n
a Lee hologram, each complex-valued sample is de-
scribed by a linear combination of four real non-nega-
tive numbers (x1,x9,x3,x4), i.e., is decomposed into its
components along each of the four half-axes in the
complex plane. Each cell of the hologram is divided
into four subcells, one subcell for each of these four
components. One complex-valued sample is taken at
the center of each subcell. Stored in each subcell is the
corresponding component x, of its complex-valted
sample. Because of the locations of these subcells, upon
taking the optical Fourier transform, these four com-
ponents are added with the correct phases to obtain the
reconstruction in the (1,0) diffracted order. If the
transmittance of the hologram is binary valued, each
subcell actually contains a rectangle whose width is
equal to the subcell width and whose height Fy is pro-
portional to the value of the corresponding sample
component x (Fig. 8).

For the hologram used in this experiment, the
transmittance is binary valued and these values are
represented by different optical path lengths, i.e., a
phase hologram. If the optical path lengths differ by
a phase of 7, the theoretical efficiency of the hologram
is four times that of the equivalent absorption holo-

1 October 1984 / Vol. 23, No. 19 / APPLIED OPTICS 3459




o

gram.3¥ A possible trade-off is that the (0,0)-order in-
tensity may increase by more than a factor of 4.

The hologram was written onto photoresist via elec-
tron-beam lithography. Surface relief of the photo-
resist provides the optical path length difference in the
hologram. The electron-beam machine used has a step
size of 0.125 um and has written patterns with line-
widths as small as 0.5 um. It writes 1.024- X 1.024-mm
fields and can stitch them together to cover a maximum
area of 102 X 102 mm. The machine provides a far
greater space-bandwidth product than was needed for
our test circuit.

Our test circuit comprises 16 gates so the hologram
comprises 16 subholograms, which are laid outina 4 X
4 array. Each subhologram covers a circular area and
has a diameter of ~1.04 mm. Each cell is a square 62.5
um on a side, and there are 17 cells (68 subcells) along
the horizontal diameter of each subhologram. Each
subcell has a width of ~15.6 um, or 125 steps of the
electron-beam system, and has a height of 500 steps;
both dimensions have more steps than were needed; 251
quantization levels were used for each subcell sample,
keeping the apertures centered in each subcell.

Figure 9 shows pictures of one subhologram taken
with a scanning electron microscope. Figure 9(a) shows
nearly the entire subhologram. The rectangles are pits,
the exteriors of which are photoresist, and the interiors
of which are just glass substrate. Figure 9(b) shows a
close-up of the top edges of two rectangles. The rec-
tangle interiors (no photoresist) are located below these
edges. The thickness of the photoresist is 1.25 um, and
the edges are inclined at ~32° with respect to the sub-
strate normal. The pictures reveal that the photoresist
is slightly rough near the edges but otherwise quite
smooth (except for an occasional defect). Defects are
apparent on the glass but are too small to affect the
optical quality. Linewidths down to ~1 um were ob-
tained.

Defining efficiency as the power in the desired re-
construction pixels due to one subhologram divided by
the power incident on that subhologram, the maximum
efficiency over all subholograms was measured to be 5%.
The other subholograms were intentionally generated
to have lower efficiencies to normalize the intensities
in the reconstruction plane. This measurement was
taken using an illumination wavelength of 514.5 nm, the
wavelength used in the sequential logic system. This
is close to the optimum wavelength for this hologram.
Aside from efficiency, we must consider the noise ap-
pearing in the desired reconstruction order, of which
there are three sources: (1) the encoding process used
to represent the complex-valued function on the holo-
gram; (2) scattering from the photoresist and glass
substrate; and (3) the tail of the (0,0) order. The pic-
tures of Fig. 9 indicate that the contribution due to
scattering should be small, and this is verified by ex-
periment. The effect of the (0,0) order could be sub-
stantial with some phase computer-generated holo-
grams. This effect can be prevented by an appropriate
choice of the hologram encoding method or can be
remedied by choosing the location of the limiting ap-
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Fig. 9. Scanning electron microscope pictures of the interconnection
hologram.

erture appropriately and filtering out its diffraction
effects spatially. This leaves the encoding process as
the major source of noise. The effect of the encoding
process on noise is discussed in Refs. 35 and 36. For the
case of an interconnection hologram, we can define the
SNR in each reconstruction pixel as the ratio of the
power in the reconstruction pixel when it represents a
maximum signal level to the maximum power in the
same reconstruction pixel when it represents a signal
level of 0. Measurements on our test hologram indicate
a typical SNR of ~60.

A diagram of the main components of the sequential
logic system is shown in Fig. 10. An expanded Ar laser
beam is incident on the readout side of the LCLV (gate
output plane). It is reflected off the internal mirror of
the LCLV and is imaged from the liquid crystal (gate
output) plane to the hologram via La. 'The liguid
crystal plane is situated between crossed polarizers.
The Fourier transform of the tield transmitted by the
hologram appears at the write side of the LCLV (gate
input plane) via L;. The phase of the illumination at
the gate input plane is not correct, but only the intensity
is of interest. Note that the Fourier transtorm rela-
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Fig. 10. Experimental system. Lens L, images from the LCLV gate

output plane (liquid crystal plane) to the hologram plane. Lens La

provides a Fourter transform from the hologram plane to the LCLV

gate input plane. The holugram comprises an array of
subholograms.
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Fig. 11. ‘Test circuit consisting of a synchronous master-slave flip-

flop with driving clock.

tionship provides for complete regeneration of spot lo-
cation during each pass through the feedback loop. In
addition, since the subholograms are not contiguous, a
mask is effectively incorporated into the hologram.
This provides regeneration of the size and shape of each
pixel and also facilitates alignment.

A diffuser is placed just in front of the LCLV gate
input plane to average over the fringe patterns men-
tioned in Sec. ITI. This is not necessary when the pixels
are small enough for the fringe patterns to be beyond
the resolution limit of the device. Since a Lee phase
hologram was used, and the effects of the (0,0) diffracted
order were of concern, an aperture was used as a spatial
filter at P, to filter out diffraction effects from the lim-
iting aperture. This spatial filtering could be obviated
by using a hologram encoding method that puts less
power into the (0,0) order (e.g., Hseuh-Sawchuk holo-
gram??). The (—1,0) diffracted order in the hologram
reconstruction can be used to monitor the gate inputs
during system operation. The gate outputs can also be
probed by using a reflection off of the analyzer or the
hologram.

For purposes of demons’ ration, a test circuit was se-
lected. A gate may be used in a circuit with feedback,
e.g. to achieve oscillation or memory, or in a circuit
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Fig. 12. (a) Layout of test-circuit gates on the hologram. b) In-

terconnection patterns stored in each subhologram. Each urdered
pair represents the relative ¢ and v courdinates of a pixel, or gute
input, that is addressed.

without feedback. A test circuit was chosen that in-
cludes both classes of circuit {Fig. 11), and a holngram
with the appropriate interconnection pattern was gen-
erated (Fig. 12). The test circuit includes a synchro-
nous master-slave flip-flop and a driving clock. The
clock circuit is a ring oscillator consisting of an odd-
number of inverters. Clock circuits with three gates
and with five gates have been implemented. The flip-
flop functions as a frequency divider and outputs a
signal whose frequency is half of that of the clock and
whose duty cycle is close to 50%. The outputs of some

~ of the gates in the test circuit are shown in Figs. 13 and

14. A discussion of them follows.

V. Discussion of Results

The clock circuit, consisting of five gates in a feedback
loop, will be considered first. The phase delay of the
signal in passing through one gate is expected to be 130°
(for inverting gates) plus an additional 36° + 72°n, n
= jnteger, to insure that the total delay through all five
gates is a multiple of 360°. The phase delay in passing
through gate 12 is measured to be 216° (Fig. 13) within
experimental error. An oscillator has also been con-
structed out of three gates, in which case the expected
phase delay through each is 240° + 120°n, and was
measured to be close to 240°. Although nonuniformi-
ties across the spatial extent of the LCLV caused vari-
ations in characteristics from one gate to another
yielding a slightly different phase delay through each
gate, the sum of the three phase delays was 720° to
within the accuracy of the measurement, as expected.

The frequency of oscillation of the clock circuit can
be changed by changing the number of gates in the
feedback loop. The five-gate clock circuit oscillated at
a frequency of 2.64 + 0.07 Hz (measurement error).
(Speed is device-dependent and is discussed in Secs. 11
and V1) If we assume the temporal behavior of the
LCLYV can be modeled by a simple RC circuit (consist-
ing of a series resistor followed by a shunt capacitor),
this measurement implies that the three-gate clock
should oscillate at a frequency of 6.32 Hz. We observed
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Fig. 13. Input and output of one of the five gates in the clock circuit
(gate 12). Each trace represents intensity vs time. The period is b,
and the phase delay is 360° - a/b.
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Fig. 14.

6.40 £ 0.12 Hz. No attempt to measure the frequency
stability was macde. The system did, however, sustain
oscillations for periods lasting 8 h. (The system was
turned off after 8 h.) Given the number of gates in the
clock circuit, the frequency of oscillation is determined
solely by the temporal characteristics of the LCLV. For
sufficiently fast SLMs, the optical path length of the
interconnection system will also have an effect.
Measurements we have taken indicate that the LCLV
response time is limited by the photoconductor and that
the respounse time of the liquid crystal is much faster.!4
Improvements in LCLV photoconductor response
times?® should vield higher clock frequencies. Use of
optical bistable devices could improve clock frequencies
by many orders of magnitude (see Secs. I and VI).
The test circuit (which has five gates in its clock cir-
cuit) functions correctly. The output waveforms (Figs.
13 and 14) are not expected to be square. The gates are
operating near their maximum speed, so their rise and
fall times are substantial in comparison with their pulse
widths. With one minor exception, all gates in the test
circuit output the expected waveforms. The exception
is that the pulse widths of the outputs of gates 5and 6
are less than those of the outputs of gates 1 and 2. They
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were expected to be the same. This is a result of un-
equal interconnection losses among different gates in
the clock circuit, due to an error in the hologramn, which
caused gate 11 to output larger pulse widths than gate
12.

Vi. Device Limitations

We have mentioned in Sec. II the possibility of using
much faster devices in place of the LCLV, for example,
an optical bistable device. We must consider the fun-
damental potentials and limitations involved in using
such devices as optical logic gates, as wel' as how they
might comapre with their electrical counterparts. A
number of people have studied this subject.3%-46

A very important consideration is power dissipation
of these devices. This takes the form of heat which
must be removed from the device to keep its tempera-
ture within operating bounds. Earlier works have in-
dicated that optical logic gates may suffer from a higher
power dissipation than electronic gates and in particular
noted the unfavorable trend on fundamental limits in
optical logic of increasing power dissipation with de-
creasing delay time vs a fundamental limit of power
dissipation that is independent of delay time in the case
of semiconductor electronic devices.®*4! More recently
it has become evident that most of the power dissipation
in a practical integrated circuit is due to the on-chip
interconnections instead of the transistors themselves
and that the lower limit on this power dissipation also
increases with decreasing delay time.#* This limit is
essentially the same, when plotted on a power vs delay
time graph, as the lower limit on power of an optical
switching device using an ahsorptive nonlinearity given
in Ref. 45. Furthermore, the limit on power in the case
of an optical switch using a reactive nonlinearity in-
creases more slowly (than the optical absorptive and
electrical cases) with decreasing delay, although its
power level is higher in the region of common delay
times (>1 psec). While lowering the operating tem-
perature of semiconductor logic will lower its power
dissipation limit to a point,* use of an optical resonator
can, in some cases, reduce the limits on the power dis-
sipation of the optical switch.+*% Finally, we point out
that in the optical case much of the power can poten-
tially be dissipated external to the device, permitting
the operation of switches at significantly higher power
levels than would otherwise be possible.

While these fundamental limits on optical switches
can be approached with known materials,* significant
pingress, some of a relatively fundamental nature, will
have to be made for these switching devices to become
competitive with electronics.*546  Qptical gates will
probably not replace electronic gates for use in gen-
eral-purpose computers in the near future, but their use
in an optical special-purpose computer could permit
realization of a number of architectural advantages over
semiconductor electronics.?® These advantages include
parallel input/output, global as well as local intercon-
nections, and implementation of interconnection-in-
tensive circuits and processors without reducing the
active device area available for gates.

—




m

Vil. Conclusions

We have presented an all-optical cequential logic
svstem. [t i< all optical in that every signal is repre-
sented optically, und it is sequential in that it can in-
clude memory elements and clocks. We demonstrated
the operation of the system using a test circuit consist-
ing of a synchronous master-slave tlip-flop and its
driving clock. The circuit functioned properly, and the
output of each gate was as expected tor the given in-
terconnection hologram.

Oun this system, any digital circuit can be imple-
mented up to limitations in the total number of gates.
The circuit is encoded in the hologram. Since the ho-
logram represents a fixed interconnection pattern, the
circuit or processor is not reconfigurable in real time.
This does not eliminate the possibility of software
control, however, as can be seen by notiny that the in-
terconnections between gates in a general-purpose
electronic computer are also tfixed. As in an electronic
sequential circuit, software control is obtained by
changing the inputs to appropriate control lines.

The speed of operation of the processor depends on
the device. While an LCLV was used to demonstrate
the system concept, much faster SLMs in the same
system will yield much faster processors. Recent
progress in optical bistability provides hopefor a fast
optical logic system.

The maximum number of gates that can be imple-
mented is limited by the space-bandwidth product of
the nologram.*® However, this restriction can be alle-
viated by using a different interconnection tech-
nique.29

Aside from the question of speed and number of
gates, this optical system has some architectural ad-
vantages over conventional digital electronic systems.
First, parallel inputs (and outputs) can easily be in-
corporated into the system. This permits large
amonunts of parallel data to be input to and output from
the system, alleviating the pin-out constraints found in
semiconductor electronics. Second, communication
intensive operations may be performed easily with the
optical system. And finally, the optical system cannot
tell the difference between global and local intercon-
nections. It is the lack of these features that is be-
coming a substantial limiting factor in the design and
development of state-of-the-art semiconductor elec-
tronic systems. These points are treated more fully in
the subsequent paper.??

‘The authors thank P. Chavel for many helpful tech-
nical discussions. The holograms used in this work
were fabricated at the Microelectronics Research and
Development Center of Rockwell International by R.
Imerson and A. B. Jones. The authors gratefuily ac-
knowledge their assistance. This work was supported
by the Air Force Office of Scientific Research under
grant AFOSR-81-0182. Portions of this paper were
presented at the 1982 Annual Meeting of the Optical
Society of America, Tucson, Ariz., Oct. 1982.47
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Polar Duke Replaces Hero

The NSF has acquired the services of an ice-strengthened
research ship to support the U. S. Antarctic Program for
three years [with possible extension of an additivnal two
years] beginning in Dec. 1984. The ship will be used exclu-
sively in Antarctica each austral summer (Nov. through
Apt. ], but may be avadable for other programs during the
austral winters {(May through Sept.), beginning in May
1985

Polur Duke, whose 219-foot hull is classified as strong
as that of an we-breaker, will replace the 125-foot wooden-
hulled Hero, the NSF ship which has supported antarctic
research since 1908 Built in 1083 in Norway. Polar Duke
has a 43-foot beam. two main engines that give it 4 razi-
mum speed of 15 knots, and 2 helicopter deck, it currently
accommodates up to 27 science personnel It was designed
to support scientific and transport expeditions in arctic
and antarctic waters

Like the Hero, the Polar Duke will operate between the
southern tip of South America and the Antarctic Peninsula
where NS tunds research in biology. oceanography, and
geology The Hero will continue work in couthern Chilean
coastal waters until Sept 1981 when it will retuen to the
Us
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Architectural implications of a digital optical processor

B. K. Jenkins, P. Chavel, R. Forchheimer, A. A. Sawchuk, and T. C. Strand

A general technique is described for implementing sequential logic circuits opticallv.  In contrast with semi-
conductor integrated circuitry, optical logic systems allow very flexible interconnedtions between gates and
between subDsystems. Because of this, certain processing algorithins which do not map well onto semicon-
ductor architectures can be implemented on the optical structure. The algorithms and processor arcni-
tectures which can be implemented on the optical system depend on the interconnection technique. Ve
describe three interconnection methods and analyze their advantages and limitations.

I. Introduction

There has recently been considerable research in’

optical systems fot parallel computing with applications
in signal processing. The advantages of optical and
hybrid vptical-electronic systems for high throughput
parallel multidimensional processing on signals with
large time-bandwidth and space-bandwidth products
are well known. Nearly all these systems to date are

basically analog and have severe limitations in accuracy,

programmability, and flexibility compared with elec-
tronic digital systems.

Our recent research concentrated on optical combi-
natorial and sequential logic systems for parallel digital
processing. Some of this work included parallel ana-
log-to-digital conversion! and two different imple-
mentations of optical combinatorial logic.23 Other
implementations of parallel optical combinatorial logic
have also been reported.*2® In addition, a few systems
of varying degrees of flexibility using optical logic op-
erations as the primary data processing element have
been reported.®13 Recently, we implemented an op-
tical sequential logic circuit including a clock and a
master-slave flip-flop used as a frequency divider.!14
This sequential logic system provides an advantageous
combination of a very high degree of flexibility along
with all signals (including data and control signals)
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being optical. The main components of the sequeniial
logic system are a nonlinear spatial light modulator
(SLM) (ideally baving a threshold response function:
and a computer generated hologram (CGH) used as a
beam-steering element for interconnections. The SLN
functions as a 2-D array of independent logic gutes, arnd
the CGH (or set of them) generally consists of a 2-1)
array of subholograms that interconnect the gates to
form a circuit. In the current system the nonlinear el-
ement is a Hughes liquid crystal light valve (LCLV)
with a 45° twisted orientation of the nematic liquid
crystal molecules.’® Although a major limitation of this
current SLM is its slow response time (10-100 msec),
we feel that recent improvements in both LCLV tech-
nology!6 and the exploration of new technolasgies such
as all-optical bistability!?-20 will significantly improve
response times. We will not directly consider the
question of device speed in this paper: it is discussed in
Ref. 14.

The main emphasis in this paper is on processor ar-
chitectures for optical sequential logic. Section II
briefly reviews the fundamentals of optical sequentiai
logic. Section III describes basic design considerations,
which are considerably differant from those used in ve:y
large sale integration (VLSI) in digital electronics.
Sections IV-VI describe details of CGHs used as in-
terconnection elements. Two basic interconnection
methods, space-variant and space-invariant, are de-
scribed. The main limitation on the number of gates
is due to space-bandwidth limitations cf the CGH and
SLM. A hybrid interconnection system having both
space-variant and space-invariant elements is described
in Sec. VI, and various processor architectures that take
advantage of each interconnection method are de-
scribed.

fl. Fundamentais of 2-D Opticat Sequential Logic

To implement any logic system, we require two fun-
damental elements: a nonlinear device to provide the
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Fig. 1. Functional block diagram of sequential optical logic.
gate function or basic combinatorial operations and an
interconnection element (Fig. 1). Furthermore, if we
want to provide for sequential logic, the interconnection
path must include feedback paths for generating clock
signals and for obtaining memory elements. The in-
troduction of optical feedback and optical timing signals
makes this work significantly different from previous
work, because the dynamic behavior of the nonlinear
device now plays a critical role in operation of the cir-
cuit.

We use the Hughes LCLV as the nonlirear compo-
nent, although other nonlinear devices could also be
used. This device produces a pointwise nonlinear be-
havior, which to some extent can be modified and in
particular can take a shape adequate for our present
needs. For example, Fig. 2 depicts a response function
for a 45° twisted nematic device operated in the back-
slope mode. We used the device in this mode to im-
plement the NOR function. If we consider the total
input to the device (gate input) as the sum of two binary
inputs (input lines), the output will be a binary valued
NOR of the input lines. Other binary operations can be
performed by altering the characteristic curve of the
device.® Possible input and output values are indicated
in Fig. 2.

The nonlinearity is applied to all points on the device
simultaneously. Thus each resolution element or pixel
on the light valve acts as an independent gate. Using
resolution figures quoted for current S1.Ms,'6 arrays of
10%-108 pixels can be anticipated.

‘The remaining problem is how to interconnect the
gates. Although several techniques are possible, CGHs
seem to offer the best solution. By using CGHs in an
optical feedback system, the output from any gate can
%2 directed to the input of any other gate or combination
of gates. Given that CGHs are to be used for inter-
connections, there are still a multitude of possible sys-
tems for achieving the desired circuit. In the following
sections we describe three basic interconnection
methods. Naturally, each method offers certain design
trade-offs and limitations. It is the purpose of this
paper to examine those trade-offs and describe how they
affect system design.

. Processor Design Considerations

The rapid evolution in semiconductor fabrication
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technology has brought with it significant changes in th
design criteria for digital systems. The technology cf
optical logic further alters the ground rules of circuit
design. Because the desngn limitations also determine
the architectures appropriate for a gnen technology, we
will briefly consider the evolution in these critical fac-
tors.

From the earliest digital electronic svstems, up
through the stages of small and medium scale integra-
tion, the gate count, or total number of gates required
to implement a given circuit, has been the overriding
design criterion. Circuit design was an exercise in
Boolean algebra utilizing Karnaugh maps and related
techniques to minimize the total gate count while still
performing the desired function.

With the development of large scale integration (LSI1)
and very large scale integration (VLSI), the cost of in-
dividual gates plummeted to the point where it consti-
tutes only a minor factor in the overall system cost
function. The major concern in VLSI systems has be-
come internal and external communications.*'*2 The
internal wiring network affects the amount of active
chip area available for gates and also imposes several
timing restrictions on the systems. In current systems
it is common for as much as 70% or more of the chip area
to be devoted to interconnections.? The speed of the
system is a function of propagation delay and gate delay.
Except for very short wires, propagation is a diffusion
process, and the propagation delay is determined by the
length, resistivity, and parasitic capacitance associated
with the wire.?* The gate delay is also affected by
parasitic capacitance of the wire. Although the prop-
agation delays can be reduced by process technologv
(e.g., using thick metal layers), it appears they will still
be a limiting factor in the system timing consider-
ations.?> The same propagation delay considerations
lead us to the conclusion that any attempt to distribute
synchronizing clock signals over an entire chip will in-
evitably introduce serious clock skew.24.28 The wire
length also has a direct effect on the power consumption
within the chip. Another restriction in the intercon-
nection network is that the VLSI circuit is essentially
a 2-D structure. Although wires can cross over one
another in a multilayer structure, the maximum feasible
number of overlapping wires or conductiny lavers is very
small. A final VLSI limitation related to wires and




communication s the problem ol pin-outs. The num-
her of pins available tor communication hetween the
chnp and the rest of the system i severely limited. In
VST svstems there is a great deal of interest in systolic
arrays and related architectures that achieve high
processing throughput rates for certain alyorithms by
exploiting concurrency and pipelining.-1-* However,
highly parallel systems usually require a larze number
of input or vutput data channels, and highly pipelined
systems frequently require & large number of input
control lines. Thus the extent of concurrency and pi-
pelining which can be achieved is directly limited by the
aumber of pin connections to the chip.”® Pin-out
constraints will similarly limit the efticiency of other
VLS precessors.

One etfect of these communication limitations is the
emphasis on highly structured and regular intercon-
nection patterns. Modular building blocks such as
programmable logic arrays {PLAs), read-only memories
{ROMs), and standard cells are heavily relied upon to
produce VLSI chips. Another effect is the close scru-
tiny of data tlow by VLSI designers to find ways in
which pipelining can be maximized and to find ways of
eliminating synchronization requirements.*8 All this
has led to a concentration of interest in special purpose
processors such as wave front array processors and
systolic arrays.26.28.29

For the optical logic system described here, the major
design considerations are admittedly not so well defined
as for VLST at this point. However, it is clear that the
cost function is much different than for the integrated
circuit systems. [n particular, most of the communi-
cation costs affecting VLSI design are not associated
with the optical system. For the systems described
here, all interconnections have the same length to first
order due to their optical imaging or Fourier transform
nature. Thus synchronization problems due to clock
skew should be eliminated, making large syncrhonized
systems more feasible. Being able to synchronize the
circuits eliminates the need for handshaking or other
asynchronous techniques which introduce various
amounts of waiting time for individual circuit elements.
Although an interconnection path length would still
ultimately affect the speed of the optical system, since
the path length is constant, it is not a design variable
that affects architectural decisions. The other prob-
lems associated with wire length, namely, power con-
sumption and device area utilization, are not relevant
to the optical logic system. With the optical systems,
none of the active device area is occupied by intercon-
nections. Also the power consumption of the system
is independent of the interconnection path length.

A striking feature of the optical system is the inter-
connection flexibility. As we pointed out, wire length
is not a problem for an optical system. Thus, for ex-
ample, a gate may be connected t the most distant
gates on the device as easily as it is connected to its
nearest neighbors. With VLSI, even if such intercon-
nections were not impractical due to wire length re-
strictions, they would he impractical due to the inevi-
table problems of wires crossing over one another in
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conjunction with the reduction in device area utilization.
This restriction makes many interesting urchitectures
such as celluliar pyramids very ditficult to implemant
in VILSL9 The optical system, on the other hand, his
no such restriction. Thus pyramid structures and otier
architectures requiring complex interconnections weuld
merit consideration for an optical logic system.

Finally, the problem of pin-outs is aiso alleviated by
the optical logic system described here. The optical
system naturaily can accept a large number of paruilel
inputs and at the same time generate a large number of
parallel outputs. Thus the problem of communication
between separate devices is eliminated as is the limi-
tation on concurrent/pipelined processing mentioned
above.

Having shown that the communication restrictions
which dictate design criteria for VL3I do not apply to
the optical logic system, what are the major limiting
factors for the optical system? Given that we are iy-
noring the important question of gate switching times
at this point, with the expectation that future devel-
opments will improve this parameter, the most impor-
tant factor seems to be the space-bandwidth product
{SBWP) of the holograms which form the intercon-
nections. This is, we should point out, loosely con-
nected to the question of wire lengths, although it is
more appropriately associated with a measure ot the
interconnection complexity and regularity. In the
following sections we describe three different inter-
connection schemes which differ in their interconnec-
tion complexity: aspace-invariant system with a per-
fectly regular structure with minimal space-bandwidth
requirements; a space-variant structure with severe
space-bandwidth requirements; and a hvbrid system.
The constraints associated with these systems will de-
termine the architectures which are most appropriate
for implementation with the optical logic system.

Since there are significant differences between the
factors which limit VLSI and our optical logic system,
one might ask if there are application areas specitically
well suited to one or the other. Due to the restrictions
on communications, VLSI systems are being particu-
larly considered for applications which involve very
regular structures and simple data flow that can be
handled with only local communications. This has led
to the development of systolic array architectures.?2%
These structures are well suited to many vector-matrix
and matrix-matrix operations.

However, there are many common algorithms which
inherently require global communications. These
cannot be conveniently handled by VLSI but could, ir
principle, be implemented with the optical logic sys-
tem.3! For example, although the discrete Fourier
transform (DFT) can be expressed as a problem in-
volving only local communications, the fast Fourier
transform (FFT) algorithms inherently require global
communications due to their pyramidlike butterfly
structure. Thus by going to an optical logic system, one
might be able to take advantage of the FFT structure
and speed at the hardware level. Other examples of
communication-limited operations are value counting
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Fig. 3. Space-variant interconnection system. In general the ho-
logram produces multiple ditfraction orders, only one of which is
used.

or histogramming and regional property computation,
both of which require global summing operations.30
Additional thoughts on parallel optical digital com-
puters and applications to symbolic substitution are
given in Ref. 11.

IV. Space-variant Interconnection Method

The most general intercennection system is one in
which any gate output can be connected to the input of
any gate or combination of gates. If we think of the
interconnection systermn as imaging the gate output array
plane onto the gate input array plane, this approach
represents a space-variant imaging system. The image
of a gate output consists of a collection of spots (the
impulse response of the system for that particular point)
that illuminate the appropriate gate inputs and form
the circuit interconnections. Because each object point
{gate output) sees a different impulse response (inter-
connection pattern) this represents a general space-
variant svatemn. A space-variant system has been built
to demonstrate the concept of sequential optical logic.
The demonstration circuit that was implemented
comprises a ring oscillator which generates a clock signal
and a master-slave flip-flop driven by the clock. This
system is operational and described in another
paper.!t

A schematic diagram of the optical system used for
the space-variant interconnections is shown in Fig. 3.
First, the gate outputs are imaged onto the intercon-
nection hologram. This CGH consists of an array of
subholograms, one subhologram for each gate. When
illuminated by its corresponding gate output, a subho-
logram will reconstruct an image on the write side, or
gate input side, of the light valve. The reconstructed
images are simple dot patterns, each bright dot illumi-
nating a gate input. Because the reconstructed images
can be designed to illuminate any combination of gate
inputs, arbitrary interconnections are possible. As
shown in Fig. 3, the desired interconnections are formed
in one particular diffraction order. Typically, a con-
jugate image will also be produced, in which case it can
be used to probe the system without affecting system
operation or to access the system outputs.

While this interconnection scheme allows complete
generality, a price is paid in terms of the space-band-
width product requirements on the CGH. Let there be
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an.N X N array of subholograms on the CGH and un .V
X .V array of gates on the nonlinear device. Eachsub-
hologram must be capable of uddressing any of the N
gate inputs. The number of addressable points is equal
to the number of complex-valued sainples in a subho-
logram assuming a Fourier hologram. Thus the actual
SBWP of each subhologram is

Ss = pgiNT, 1

where p? is the number of resolution elements in the
hologram used to represent one complex-valued sample,
and g2 is a factor representing the amount of over-
sampling in the hologram plane. Generally p* > 1 be-
cause the complex sample values must be encoded into
the hologram, e.g., as real values. Also we generally
have g2 > 1 to avoid cross talk. These problems are
discussea below.

The entire interconnection hologram consists of N>
subholograms, one for each gate. Thus the total SBWP
of the hologram is S+ where

Sr = N2Ss = pigiNe, 2

Because St « .V4, we expect that the hologram SBWP
St will quickly become the limiting factor as NV in-
creases. We will verify that below, but first we need to
study the cross talk in the gate-input plane to get a
feeling for the expected values of g=. :

The cross talk can be represented by a, the ratio be-
tween gate inputs of the worst-case (largest) zero value
o and the worst-case (smallest) one value {y:

= ly/ly. 3

We require « < 1 to distinguish all possible zero and one
states. Assume that the intensity profile of a single gate
input reconstructed fromn a subhologram is F(x,y).
[The reconstruction of a subhologram can be repre-
sented by a set of Dirac delta functions (one for each
addressed gate input) convolved with the Fourier
transform W(x,y) of the aperture function of the sub-
hologram. Then F{x,y} = [W(x,»}|%2] Thus the
worst-case one value is the integral of F over the defined
area a of the gate input:

1= ff F(xa)dxdy. )

The worst-case zero level occurs when all gates have
their maximum input levels except for the gate in
question which has a zero input level. If each gate has
m input lines (a tan-in of m) and gates are contiguous,
the worst-case zero can he shown to be

lo=m{ff F(x,y)d.tdy-ff l-'(x._\)d.rd_\]- ()
A a

where A is the area of the entire gate array. This as-
sumes that the spatially integrated sum of gate input
lines from different subholograms is effectively an in-
coherent sum. Note that such inputs actually add co-
herently but that they produce interference fringes.
Spatial integration over these fringes results in the ef-
fective incoherent summation. Similarly, the above
equation assumes that the gate inputs reconstructed
from a single subhulogram also can be modeled as
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adding incoherently. This will be essentially true if a
pseudorandom phase is applied to the n distinct gate
inputs, where n is the fan-out. Combining the above
equations we get

d=’n(1/Eo— i) (6)

where £ is the {raction of the single-zate input inten-
sity profile which falls within the defined area of that

gate'
f.) = Flxydxdy / ’f Fix vidxdy. (%)
fj; ( ¢ / y

We detine the minimum gate area as ag = 1/L3y, where
L3y is the width of each (square) subhologram. Al-
lowing for N? contiguous gates implies a Nyquist fre-
quency [xvq = V/Lsh. The actual gate area is

a = q2ay, (8)

where ¢ is the oversampling factor defined by famp =
qfNyq a0d foamp is the sampling rate. Obviously, as ¢
increases Lo approaches unity and « approaches
zero.

We now consider an example. If we use a triangle
function in x and y for the aperture (window) function
of each subhologram, its Fourier transform is a 2-D sinc?
function,

Flx,y) = sinc*(x/2) sinc*(y/2). (9)

Choosing q = 2 yields a cross talk « = (0.11)m, so that
3-input gates cause a cross talk of 0.33. Thus for NOR
gates the thresholding of the nonlinear device could be
performed anywhere between relative gate input levels
of 0.33 and 1.0. In this case the sampling rate is twice
the Nyquist rate. Increasing g permits a larger fan-in,
e.g.,q = 3 implies « = (0.0082)m, and a cross talk of 0.33
permits 40-input gates to be used. Also note that use
of a more appropriate aperture function could permit
smaller values of q.

To estimate the SBWP that can be writtan onto a
CGH, we assume the CGH is written using electron-
beam lithography, as was the case for the experimental
demonstration of the optical logic system.!* This
electron-beam system has written linewidths down to
0.5 um and has a maximum file size of 1.024 mm on a
side. Files can be stitched together to yield a maximum
size of 10 cm on a side. If we minimize the effect of the
stitch error by making the file boundaries coincident
with subhologram boundaries, an effective SBWP of
4 X 1019 is attainable.

Fig. 5.
Nodes

Example of a space-mvariant interconnection netaork.
represent  gates, and arrows are the {(optical)
interconnections.

The hologram coding parameter p, defined in Eq. (1),
for the case of a Burckhardt hologram,? has a minimum
value of 3 assuming square ceils. Having found that g
will typically be in the range of 2-3, we conclude that the
maximum feasibie number of gates corresponds to a
value of pg of the order of 10. From Eq. (2) and the
above SBWP, we find that the gate array dimension is
N X N where

N = 100-200

for space-variant interconnections. Becausz this is less
than the SBWP capabilities of some spatial light mod-
ulators, the CGH is the limiting element.

Since the space-variant system allows arbitrary in-
terconnections, the only other possible limitation on the
circuits that can be implemented is the requirement
that all gates must perform the same binary operation,
e.g., NOR in this case. However, since all the Boolean
operations may be constructed out of NOR gates, this
does not limit the types of processing operations that
can be perfurmed. Another feature is that circuits with
any degree of inherent pa illelism, or lack thereof, can
be implemented with approximately equal ease.

V. Space-invariant Interconnaction Method

If one is willing to compromise on the arbitrariress
of the gate interconnections, a substantial increase in
the possible number of gates results. The extreme case
is a totally space-invariant interconnection. This is the
idea behind the interconnections of the processor sug-
gested by Huang.'2 We implement this interconnectinn
method optically via an imaging system with a space-
invariant filter using one simple hologram for the entire
circuit (Fig. 4). The filter has an impulse response
consisting of a series of spots which illuminate the ap-
propriate gate inputs as in the space-variant case.
However, in this case, the impulse response (intercon-
nection pattern) is the same for every gate output, and
the gate inputs are addressed relative to the position of
the gate output. The space-variant method workad on
the basis of absolute addressing.

An example of a space-invariant interconnection
pattern is shown in Fig. 5. Each dot in the figure rep-
resents a (NOR) gate, and each arrow represents an in-
terconnection from the output of one gate (dot) to the
input of another. Each gate is considered to have one
additional unconnected input line for an enable/disable
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signal. A particular circuit is implemented by disabling
the appropriate gates. In the NOR case, a gate is dis-
abled by projecting light onto it (i.e., putting a 1 onto the
unconnected input line). With the illustrated inter-
connection pattern it is possible to transfer data in
various directions without getting unintended feedback
loops. The major limitation of this interconnection
method is that the implementation of many circuits will
require a large number of gates to be disabled. Ob-
viously, some circuits can utilize the gates more effi-
ciently than others.

As an example, a good utilization of gates can be
achieved for some digital systems that perform parallel
image processing operations over an array of image
points. In this discussion, we define image point as a
resolution element of an image to be processed, while
we use the term pixel to refer to a resolution element on
the nonlinear device that forms one gate. Parallel
image processing systems generally require several gates
per image point. We refer to the set of gates associated
with an image point as a logic element. Here we con-
sider the important case of identical logic elements. Let
the number of gates per logic element be denoted by
r.

When r is equal to three, each logic element has three
gates, and we label these gates x,y,and z. A possible
physical layout for all the individual gates in the pro-
cessor is shown in Fig. 6, where each gate is denoted by
a biack dot. The active device area contains three
identical subarrays of gates. The x subarray is a col-
lection of every gate in the processor labeled x, one from
each logic element. Similarly, the y and z subarrays are
composed of all the y and z gates, respectively. Thus
the number of gates in each subarray is equal to the total
number of logic elements (which is equal to the total
number of image points to be processed in parallel).
The number of subarrays is equal to r. All gates are
identical and communicate with each other in a space-
invariant manner. With up to three gates per image
point, interconnections within a logic element can be
chosen arbitrarily, and interconnections to and from a
logic element can be chosen almost arbitrarily. Once
these interconnections are chosen, all logic elements are
connected identically.

Figure 6 shows a (space-invariant) point spread
function that connects the output of an x gate to the
input of the corresponding z gate (within-logic element
connection) and also to the input of the y gate of the
logic element located two positions down in the array
(between-logic element connection). PBecause of the
locations of the gates on the device, this point spread
function connects the outputs of the y and z gates to
puoints that are either off the device or in an unused area
of the device; thus these connections have no effect.

One restriction on the hetween-logic element inter-
connections is that the output of one gate cannot be
connected to the same gate of a different logic element,
e.g., x gate to x gate, without also connecting the y gate
toy gate and z gate to z gate. The only other require-
ment is on the directions of long hetween-logic element
interconnections. Because of houndary effects, there
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ACTIVE DEVICE AREA

Fig. 6. Example of a system with space-invariant interconnections
for parallel image processing operations. The system has three gates
per image point: x,y,and z. These three gates are called a logic ele-
ment. The gates are represented by dots in the figure, and their
physical layout on the active device area is shown. The x subarray
is composed of all the x gates in the processor with similar subarrays
for the v and z gates. This configuration allows arbitrary intercon-
nections within logic elements and also achieves a high gate
utilization.

must be an unused area, or buffer zone, separating the
x,¥,and z subarrays. This buffer zone is small when
connections between logic elements in certain directions
are limited in length (one gate distance for nearest
neighbor connections) but can become quite large when
distant logic elements are connected in certain direc-
tions. Distant logic elements can be connected in other
directions, however, without requiring large buffer
zones. With four or more gates per logic element (r 2
4) some restrictions apply on the interconnections both
within and between logic elements. A set of intercon-
nection rules can be enumerated for a givenr 2 4. We
also note that the subarrays in Fig. 6 need not be square
but can be other shapes to better fill the active device
area.

These ideas are further illustrated with a simple ex-
ample that uses three gates per image point as shown
in Fig. 7. Each image point is labeled E, and each is
connected to its four nearest neighbors: A, B, C, and
D. This circuit implements a binary version of a La-
placian edge detector—if the value of image point E is
1, and at least one of its nearest neighbors is 0, 1 is out-
put at image point £. Otherwise, zero isoutput. The
point spread function (PSF) that implements this cir-
cuit is depicted in Fig. 8. As this PSF is convolved with
the gate array, all interconnections are accounted for.

Since the holographic element used in this inter-
connection system is simple, a very large number of
gates can be interconnected. Even allowing the PSF
to address sitnultaneously any set of zates in the array.
the space-handwidth product required of the hologram
is of the order of p2g2N? [see Ey. (1)]. Thus if the full
SBWP available with the CGH could be exploited in
this system and it p°g2~ 100, ~4 X 10" gates could be
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Fig. 7. Example of a circuit with three gates per image point which

could be implemented with the space-invariant arrangement of Fig.

6. This circuit implements a binary Laplacian edge detector on an

image. Allimage points are processed in parailel. Each image point

is denoted by £, and each is connected to its four nearest neighbors:
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Fig. 8. Space-invariant interconnection pattern required for the
binary Laplacian edge detector of Fig. 7.

interconnected. The hologram for this system could
also be recorded optically. In either case, the number
of gates with the space-invariant interconnection
method is limited by the SBWP of the spatial light
modulator.

As mentioned above, the method of disabling gates
to implement circuits decreases the number of gates
that are actually used and, therefore, severely restricts
the variety of operations that can be performed effi-
ciently, It also adds a degree of complexity to the sys-
tem. However, this method of optically disabling gates
also provides a potential advantage—it provides a
means of easily rewiring the system in real time by
changing the disable signals, This could offer consid-
erable flexibility in making an adaptive system.

VI. Hybrid interconnection Method

At this point we have seen two approaches to inter-
connecting gates. In the space-invariant case there is
only one interconnection patiern which is applied to all
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Fig. 9. Hybrid interconnection system. The first hologram is a
space-variant element 8s in Fig. 3. The second hologram is an array
of space-invariant filters.

gates, whereas in the space-variant case the number of
distinct interconnection patterns is in general large and
potentially equal to the number of gates. These two
approaches represent the extreme cases in terms of the
space-bandwidth requirements they place on the CGH.
The trade-offs between these two is increased flexibility
at the cost of increased hologram complexity. Since the
space-invariant case generally sutfers from inefficient
gate utilization and the space-variant system is limited
by the hclogram to the number of gates it can address,
it is worthwhile considering if there is a combination of
techniques which can achieve high gate utilization ¢f-
ficiency and at the same time be limited in gate count
only by the space-bandwidth product limitations of the
spatial light modulator.

Our approach to this has been to consider a hybrid
system which combines space-variant and space-in-

" variant interconnections. The idea is to define a {inite

number M of distinct interconnection patterns. We
then assemble our circuit using only these M intercon-
nection patterns. If the total number of gates is N2, we
assume

1< MK N? (10}

so that this system is truly intermediate between the
space-variant and space-invariant cases. If M is large,
we anticipate that we have almost complete flexibility
in designing our circuit.

The optical implementation of this system is sche-
matically diagrammed in Fig. 9. Here the gate cutput
array is imaged onto a space-variant filter element as
in Fig. 3. The purpose of this element is to deflect the
light from each gate output through one of M subholo-
grams in the second CGH (Fig. 9). These subholograms
act as space-invariant filter elements which produce the
h{ different interconnection patterns in the gate input
plane,

Although the space-variant element would appear to
have the same space-bandwidth limitations as in the
simple space-variant case, we note that the SBWP of
each subhologram in this plane is now of the order of M
rather than of the order of N2. Thus the total SBWP
requirement in this element is much less than in the
previous space-variant case. The subholograms in the
space-invariant element generally have a relatively low
SBWP.

The SBWP Sg, of a subhologram in the first holo-
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gram Hy is
Ss, = piqiM, (n

where M is the number of subholograms in the second
hologram H-, and pj and g7 represent coding and ov-
ersampling factors, respectively, as in the space-variant
interconnection section. Similarly, the SBWP of a
subhologram of H. is in the worst case

Ss, = piqiN®, (12)

where N2 = number of gates. This worst case allows the
H, subhologram to address any n gates in the array. If
the gates it addresses are localized, i.e., are all contained
in the same portion of the array, its SBWP can be sig-
nificantly reduced by introduction of a carrier fre-
quency.3 Since H; consists of N2 subholograms and
H ; consists of M subholograms, their total SBWPs are
given by

Sr, = p}g}MN?  Sr,= piqiMN?, (13)

and here again Sr, is a worst-case estimate. If we as-
sume both holograms are written in the same manner,
S, =St,=Srand p; = py = p, from which it follows
that ¢1 = q2 = g; thus

St = p2q?MN?. A14)

As in the space-variant case, we need to analyze the
cross talk to estimate gq.

For the hybrid interconnection scheme, two sources
of cross talk exist. Interpixel cross talk occurs between
pixels in the gate-input plane and is analogous to the
cross talk treated in the space-variant interconnections
section. Intrahologram cross talk occurs between
subholograms in the second hologram and also con-
tributes to noise in the gate-input plane. (We assume
negligible cross talk at the first hologram because it is
in the image plane of the gate-output array.)

The interpixel cross talk is completely analogous to
the cross talk in the space-variant interconnection case
when applied to H3 and the gate-input array, and the
same equations apply.

To analyze the intrahologram cross talk, we have to
find the effect of this cross talk in the gate-input plane.
We assume that each H subhologram addresses only
one H subhologram and that all H; subholograms have
the same fan-out n. Through a given H, subhologram
k. there are only n subholograms of H, that can address
a given gate input p. Any unintentional illumination
of k from one of these H subholograms will contribute
cross talk to gate p. The worst-case (maximum) zero
input to p then occurs when all n of these H subholo-
grams illuminate the nearest-neighbor subholograms
of k. We then sum this result over all H; subholograms
k to obtain the worst-case zero-level input,

M
0. . .
I .Z_'.. n “Im‘n(xo )dxdy, (15)

where g(x,y) is the intensity profile divided by n in the
H, plane due to the illumination of one H; subhologram
by one H subhologram and is analogous to F(x,y) in our
previous derivation. oxy is a nearest-neighbor sub-
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hologram t» the illuminated H ., subhologram. All ud-
ditions here are incoherent because we are effectively
averaging over fringe patterns again. The worst case
one-level gate input is simply the integral of ¢(x,y) uver
the illuminated subhologram g, thus the intrahologram
cross talk ay is

o "M ﬂ:mgu,ymmy

ay l_'”’ =
{
ﬂ gix,y)dxdy

The total cross talk « is the sum of contributions to the
worst-case zero-level gate input from both sources of
cross talk divided by the worst-case one-level gate input.
To first order in ap and ay it is given by

(16)

a=ap+ay, (17}

where ap is the interpixel cross talk.

Now we look at an example. Again taking a 2-D
triangle function as the subhologram aperture function
in the A plane, g(x,y) in the i plane is given by F(x,y)
of Eq. (9). Now the intensity profile F(x,y} in the gate
input plane is the squared modulus of the convolution
of this triangle aperture function with the sinc function
resulting from the rect aperture function in the /72
plane. Taking, for example, g = 3 and calculating ap
from Eq. (6) and ay from Eq. (16), Eq. (17) yields

a = m(0.0025) + nM(0.0018). (15}

where m is the fan-in to each gate. For example, if
eight-input gates are used and we allow o« = 0.50, we can
have fifty-three different interconnection patterns each
with a fan-out of five. These numbers are strongly
dependent on the aperture function. Since no attempt
to optimize, or even improve on, the aperture function
was made, one can expect a significant improvement in
these numbers by using a more appropriate aperture
function.

Thus, as in the space-variant case, we conclude that
the maximum number of gates corresponds to a value
of pq of the order of 10. Again using St = 4 X 10'° (see
Sec. IV), from Eq. (14) we get MN2 =~ 4 X 103, and thus
for M =~ 50 different interconnection patterns, we get
of the order of 107 gates or an N X N array with N =
2000-3000, which is above the SBWP capabilities of
presently available spatial light modulators.

To implement an arbitrary circuit with the hybrid
interconnection method, the M interconnection pat-
terns may be considered a basis set from which one
constructs the desired interconnections. With a large
enough M, any circuit can be implemented. However,
the potential of this architecture can be exploited more
fully by implementing circuits with a high degree of
regularity or symmetrv. Examples include parallel
arrays, such as systolic arrays and cellular automata.
As mentioned earlier, the principal motivation behind
the systolic array concept is the adaption to the limi-
tations of VLSI structures.

A more appropriate application of our hybrid inter-
connection scheme is that of 2-D, or more generally
N-dimensional, processor arrays. A conceptual di-

y



Fig. 10. Two-dimensional processor array as an example of the use

of the hybrid interconnection system of Fig. 9. Connections within

each block are space-variant. and connections between blocks are
space-invariant.

agram of a 2-D array is shown in Fig. 10. Each block
represents a processing element made up of a number
of gates connected in some arbitrary manner. Each
block may be identical to the others or different, al-
though the more similarities there are between blocks
the fewer interconnection patterns are needed. The
connections between blocks will typically be space-
invariant. Although the figure depicts only nearest-
neighbor connections between blocks, much more
complicated interconnection patterns, without regard
to the physical distance between connected blocks, may
be made almost as easily, permitting implementation
of N-dimensional arrays. Thus we have a processor
array with global as well as local interconnections.

This concept may also be applied to computational .

algorithms that require global interconnections, which
are often difficult or inefficient to implement using
VLSI. In this case, the blocks in the figure are often
identical, but the interconnections between the blocks
are space-variant. Frequently, however, as in the case
of the FFT mentioned earlier, there is 5till a high degree
of symmetry among the connections between blocks.
‘Thus this class of algorithms is also particularly well
suited to the hybrid interconnection scheme.

Vil. Conclusion

We have described some of the architecture and de-
sign considerations which affect the implementation of
sequential logic in an optical system.

Whereas in VLSI systems, communication costs are
the major limiting design factor, in the optical system,
the communication costs are much less severe. Thus
many architectures which may be impractical in VLSI
due to communication problems may be implemented
easily in an optical system.

The interconnection network can be produced in
several different ways. We discussed three methods:
a space-variant technique whict. allows arbitrary in-
terconnections but is limited by the SBWP of the CGH;
a space-invariant system which requires only simple
CGHs but suffers from low gate-utilization rates; and
a hybrid of these two techniques which provides large
gate counts with high gate-utilization rates.

The major limitations of the system at this point re-
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late to the device used as a gate array. In particular, the
speed of current devices is a major hottleneck. Current
work in optical bistability may alleviate thut restriction,
although significant progress will have to be made he-
fore that technology develops into functional devices.

We thank B. H. Soffer and S.-Y. Kung for many
useful discussions in connection with this research.
This work was supported by the Air Force Office of
Scientific Research under grant AFOSR-381-0182.

Portions of this paper were presented at the Tenth
International Optical Computing Conference.?!
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Computer-generated hnlograms £or space-variant interconnectisns in optical lngic systems
B.K. Jenkins and T.C. Strand*
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Abstract

Interest in optical loglc systems has been revived recently for several reasons. Cne
major reason is that optics provides a means for overcoming the communication bottlenecks
which are beginning to limit the development of electronic systems both at the chip level
and at higher levels. This stems from the fact that an optical system in ecffect processes a
large number of independent parallel channels. However, in attempting to impiement optical
Interconnection networks, one is quickly faced with the need to rezlize space-variant
:nterconnections. In this paper we describe various means of achieving space-variant
interconnections for optical 1logic systems. All of the techniques use computer-generated
holograms (CGH) as combination beam-splitting and beam directing elements. The
space-variance can be obtained with either a direct approach where a separate CGH eclement
forms the interconnections for each logic element, or with a basis set approach which
praovides significant reductions in the CGH storage requirements. Examples of the different
apprnaches are discussed.

Introduction

There is a recurring interest 1n the subject of space-variant optlcal processing.
Thera are two major Qquestloans to be asked on this subject: a) How can you implement A
space-variant system? and, b) What do you dn with a space-variant system? In this paper we
address both questions - and indicate how computer-generated holograms play a r»le 1n ths
problem.

We will address the second question first by describhing an exampie where space-variant
imaging is required. An increasingly i1mportant problem today is making interconnectlons 1in
digital logic systems. This 1s a particularly acute probiem at the gate level of digitas
logic systems, Interconnection c¢osts comprise the major factor in the design of
very-large-scale integrated (VLSI) circuits ([l]. Interconnections between chips ~nd between
subsystems are alsn» an increasing problem due to the need for large numbers of
high-bandwidth lines. Optics offers some potential advantages for making such
interconnections. Fiber optic systems are useful where relatively small numbers of very
high-bandwidth lines are required, such as between computers. When a large number of
interconnectiaons must be made, for example on a VLSI chip, other techniques must be found.
Since an optical imaging system can be thought of as consisting of a iarge number of
parallel communication channels, we might consider 1f 1t couid be wused for such
interconnections. 1In fact if we want a fixed interconnection netwnrk crnnecting one Array
nf nodes to another array 1in a one-to-one fashion, this can be accomplished by a simple
imaging system. Gate level interconnections on a chip are nnat one-to-one however since
typically one gate nutput will feed many nther gates (fan-out) and a gate will generally
have several 1nputs (fan-in). Furthermore, each gate will have a different 1nterconnection
pattern than its neighbors. 1If we consider the array of gate output nndes as nbject po1nts
and the gate input nodes as 1mage points, then an aptical lnterconnectlon system can he
implemented via a space-variant 1maging system where the point spread-function (psf)
associated with a given object print is simply the desired interconnection pattern for the
corresponding qgate (see Fig. 1l). Thus, any techniques developed for space-variant 1maginjg
are potentially applicable to the 1interconnection problem.

Before we discuss space-variant 1maging technigues, 1t 1s worth noting the specilal
features of the intercennection probiem which may i1mpact the choice of 1mplementation for
the space-variant system. The most striking feature of the 1ntarconnectinn problem is that
the object and the image planes comprise dlscrete arrays of 1snlated pyints, the gate 1nput
and onutput nndes. Thus, we need oniy implement a discrete and finite set of psfs or
interconnection patterns. Obvinusly, each psf alsh simply consists nf a discrete set of
prints. As we will explain later, one implication of this restricti»n 1s the psfs can be
conveniently encoded 1n a multi-facet halagraphtc eiement (2], 1.e., a discrete array 734
small hnlograms. Annther imprrtant fact 1s that each psf nust be exactly reproduced. This
eliminates from consideratinn space-variant techniques which, 1n order ts minimize Storaje
requirements, anpraximate the psé€.

*present adlress: IAM Corp., ¥-45/282, 5600 Cortle Rauad, San Jorse, CA 95193,
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Fig. 1. (a) Cptical interconnecticns i1mplemented via a space-variant imaging
system; (b) and (c¢) interccnnection patterns, or psfs h(u-x;x) vs. u,
(b) for x=0, and (¢) for x=1,

The storage question 1s a major aspect of any space-varlant system. In essence, one
needs to store a separate psf for every point in the object. Thus for objects with a
reasonably large space-bandwidth product (SBWP), the filter stirage problems are severe.
Most of the work in space-variant 1mag1l.g consists of expioring methods of reducing the
information storage requirements. In general there are three different problems to soive.
First and foremost, one must reduce the 1nformation storage requirements toy a minimun.
Secondly, since there will still generally be a iarge number of filters to store, one ne=ds
an effective multipiexing scheme. Finally, a related problem 1s that of demultiplexing, >r
addressing of the stored 1information. Several Adifferent techniques have been developed t9
address these problems.

Past work 1n space-variant imaging has been described in two excellent reviews [3,4] t.
which the reader is referred for full details and extensive biblingraphies. 1In the crntext
of digital image processing, space variant imaging has been treated by Sawchuk [5], who used
a coordinate transformation technigue 'to turn certaln space-variant problems 1int.:
space-invariant probliems, and by Robbins and Huang [5). An early discussion of the probiem
in optical processing terms was given by Lohmann and Paris [7]. A considerable body of work
has evolved concerning the wuse of holographic techniques for filter storage (e.q.,
references (31-(101). More recently, some new approaches have been suggested £-or¢
one-dimensional or separable space-variance [(1l1] and for two~dimensional space-vari:ant
processing (12].

In this paper we describe three different approaches to space-variant imaging for oug
speclial problem of digital logic interconnections. The first approach 1s a brute fsrza2
technique, where a separate filter 1s stored for each point in the image. This
straightforward approach is identical in concept to earlier work [e.g. [8]) although th=
implementatinn 1s different and the interconnection problem 1S a new context. Then we

introduce the concept of a basis function approach which allows us to considerably reduce
the storage requirements for the system [13]). Two basis set approaches are discussed. The
ficst (s very straightforward to implement but yields a suboptimal solution in terms of
reducing the 1nformatinn storage requirements. We finally discuss an approach that 1s
optimal in terms of storage requirements.

Space-vaciant imaging: direct i1mplementation

As described above we will be discussing space-variant 1maging in the context Of
interconnections in a digital logic systems. Although the logic system c¢ould be electronic,
it could alsn be optical. Since we have been developing optical logic systems {14], we will
use those systems as our bhasis for discussion.

Since again we are dealing with a discrete and finite number of object points, 1t 1s a
simple matter to determine the psf for each point and store a separate filter for each
point. Thlis we refer to as che direct implementation.

In this paper, when used in the context of an interconnection network, the terms gate
outputs, object pnints, and (interconnection network) input nodes are synonymcus.
Similarly, the terms gate inputs, image points, and output nodes are synonymous. The dicrect
implementatinn of a space-variant interconnection network utilizes one multi-faceted
hologram. Each facet, or subhnlogram, 1s used to store one psf. A schematic diagram of the
optical system wused for the direct implementation is shown in Fig. 2. First, the gate.
outputs are imaged onto the interconnection hologram. This hologram consists of an array of
subhnlograms, one subhologram for each gate output. Since the hologram is encoded 1n the
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Fourier transfnorm plane, a Fouriler transform 1s taken optically to obtain the gate 1nputs 1in
the 1mage plane. When 1illuminated by its corresponding gate output, a subholoagran wi..
reconstruct an 1mage consisting of a simple dot pattern, each bright dot 1lluminating a gate
input. Because the reconstructed 1mages can be designed to 1iluminate any combinatinn of
gate inputs, arbitrary interconnections are possible. If these interconnectisn netwnrks ara
t? be used as part of an optical logic system, then the gate inputs can be used as inputs to
a spatial light modulator, and the outputs of the spatial light moduiator become the gate
outputs. As shown in Fig. 2, the desired interconnections are formed 1n one particular
diffraction order. Typically, a conjugate image will also be produced, 1n which case it can
be used to probe the system without affectling system operation or t»s access the system
outputs. Note that because we have a discrete array of gates we were able to form the
connections with a discrete array of subholograms, or what is sometimes referred tn as a
multi-facet hologram (2]}.

e IMAGING can F.T. Sed

5 A
P _

GATE HOLOGRAM

QUTPUT

ARRAY GATE
INPUT
ARRAY

Fig. 2. Optical system for the direct implementation of space~variant interconnect-

ions. In general, the hologram produces multiple diffraction orders, only
one of which is used.

As mentinned above, the storage requirements for the direct implementation are severe,
as 1is revealed by the SBWP requirements on the hologram. Assuming an array of N gate
outputs and an array of N gate inputs, there are N subholograms, and the total SBWP of tLhe
hologram is [(14]

Sp = Pa W ()

where, in the case of a computer-generated hologram, p2 1s the number of resolution elements
in the hologram used to represent one complex-valued sample and q2 is a factor representing
the amount n€ oversampling in the hnlogram plane. Generally p2>1 because the complex sample
values must be encoded 1into the hologram, e.g., as real values. Also we generally have_q<>l
to avoid crosstalk. It has also been shown [14] that the minimum feasible value of pzq2 s
on the order of 100. The severity of the storage requirements can be seen just by noting
shat the SBWP 1s praportional to the square of the number of elements.

We will now illustrate the direct 1implementation of space-variant interconnectlons
through the wuse of a simple example. A circuit consisting of NOR gates that form a
master-slave flip-flop and a driving clock is shown in Fig. 3. A similar circuit has been
implemented optically to demonstrate the operatlon of an optical sequential leogic sysceT
[{15]. Since this circuit has 16 gates, it can be laid out as a 4 x % array. A layout O:
the psfs onto the hologram 1s shown 1n Fig. 4(a), with each number representing the gate
output that is 1maged onto that subhologram. The array of gate nutputs (object points) ‘:
the spatial 1inversion nf this, because of the imaging relationship. The psf stqred 1 eﬂ;
subholagram 1s shown in Fig. 4(h), with the ordered pairs representing the locations of tl:
image points that each subhologram addresses. In this example, we have a 16-gate c1rcu
and therefore must have 16 psfs and 16 subholograms.

patcefn

We have generated a hologram, by computer, that implements the interconnection Sgrams

and laynut of Figs. 3 and 4. Many types of computer-generated Frurier transform hol e
have been demonstrated [16) and many ~f them would suffice for this application. Here Lon
used a holngram of the type propnsad by Lee [17] for reasons of simplicity, diffract
efficiency. and signal-to-noise ratin 1n the reconstcuction.

The hoiogram may be written onto £1lm using a Dicomed fi1lm recorder or similar tge;‘g:g
nr may he written ontn photoresist using electron-beam lithngraphy. The latter mece% oas
weite hningrams with a much larger space-bandwidth product. An electron-beam SYSte g1 2e
used tn create the holagram for this demonstration circuit. The device used has a step
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Fig. 3. Master-slave flip-flop and driving Fig. 4. Direct implementation of the inter-
qlock as an exanmple of space-variant connections of Fig. 3. (a) Layout of
interconnecticns. the psfs onto the holcgram. ib) psf

stored in each subhclogram. The
ordered pairs represent the iccaticns
of the image points addressed (rela-
tive to the subhologram lccation).

of 0.125 um and has written patterns with linewlidths as smali as 0.Sum. It writes

1.024x%x1.024mm fieids and can stitch them together to cover a maximum area of 102xlC02mm. The

device provides a far jreater space-bandwidth product than was needed for this demonstrati-n
cirtcurtr,

One absorption and twn phase holngrams of our demonstration circulrt were made. Th1s
discussion will focus on the phase holograms, which uSe surface rellef »f the photoresist to
nbtain the optical path length difference. Figure 5 shows pictures of one subholngrzn,
taken with a scanning electron micrascope (SEM). Figure 5(a) shows an entire subhologram,
whnse diameter 1s 1,04mm, and Fig. S(b) shows a close-up of a rectangle edge. The liower and
right portinns of Fig. S(b) are rectangle interiors, which are just giass substrate. The
rectangle exteriors consist nf @ layer of photoresist on thp of the substrate. The
thickness »f the photoresist 15 1.25um and the edges are inclines at approaximateiy 32
deqgrees with respect to the substrate normal. The pictures reveai that the phnotoresist 1s
sliqhtly rough near the edges but 15 otherwise guite smooth (except for an »ccasiona.
defect). Defects ar2 apparent on the glass but are too small to affect the optical guaiity.
Linewidths down to approximately 1 micrnn we2re obtained.
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(a) . (b)

Fig. 5. Scanning electron microscope pictures of a phase CGH that directly implerents
the interconnections of Figs. 3 and 4.
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Cefining efficienty as the prwer 1n  the desired reconstruction pixeis dus ts one
suhhrivgram Jdivided by the phwer inc:ident dn that subhoa.idgram, the maximun efficiency sver
3. Subha.~1rIms was measured to be 5%, The e2fficiencies Af the onther subholagrams  were
tntentisnaliy ceduced 1n order tn normallze the 1ntensities in the reconstiuctlon piane.
This measurement was taken us1ng an 1liumination wavelenijth of S14.5 nm which 15 cio8e %)
the optimum waveliength for this holngram. Besides efficiency, we must consider the Ao1lse
app=2aring in the desired reconstruction order, 2f which there ace three snurces: (1) the
encading  process used to represent the complex-vaiued function on  the hoingram, (2)
scattering from the phontoresist and glass substrate, and (3) the tail of the (0,0} arder
The ptcotures of Fig. S 1ndicate that the contribution due to scattering should be smal., ane
this 1s veriiied by exveriment. The effect of the (0,0) nrder could be substantial with
phase hologram, but can be filtered out spatlally 1f the location of the limiting apertur
:s chosen appropriately. This leaves the encoding process as the major source of noise.
The effect of the encoding process on noise 1S discussed 1n Ref.[18]., Measurement ~n sur
test hnlogram indicate a signal-to-nolse ratin of approximately 60.

O G

Basis set approach

The concept of basis functions for space-variant processing has been put forth by Marxs
and Krile (9] where a basis set decompositicn was applied to the 1nput signal. In a reiated
apprnrach, we chose tn look at the space of point-spread functions which our system nuse
impiement, and then find a basis set for thac space. We assume that the basis set wiili Ze
€irite, e.n., for systems with finite SBWP and limited wvariatinon such that a sampi:ing
thenrem can be applied {19], ar that all elements nf interest can be adequataly approximataed
with a finite basis set. The 1mpulse response at any polnt 1s a weighted sum O0f the Das:c
functians. The entire 1maging system output 1is effectively a sum of space-invar:int
sutputs, one £ar each basis element. The space-variance comes 1n through the spatia.iy
varying basis function cnefficients. Thus, 3 space-variant system can be 1mpiementad using
a limited number f filters without requiring any 1sopianaticity {13]. The prubi=ms 2t hand
involve storing the hasis filters and encoding the basis function welghting cocfficianis 1a
an object plane mask such that each coefficient effectively sees only the appropriate
filter. These are essentially multiplexing/demultiplexing problems. Althaugzh there are
several different multiplexing schemes availablie, we have chosen to use spatial muitipiexing
nof the basis filters and spatial frequency encnding nof the coefficients. These techniqu-:s
w1ll be described iater.

At this point the questinn arises of how to aobtain the basis set. For the inq1c
clrsult 1ntecrconnectinons there 15 a simple technique which consists of enumerating the
unique psfs nr 1nterconnectinn patterns and taking this as the bhasis set. This generaiiy
results 1n a suboptimal set. A minimum basis set can also be f{ound. We discuss bntn

techniques in the fnllowing subsectinns.

t-(——F.T.——;-'
e F. T, ——>4 4
Yt IMAGING —
]
A i
17— :
, I
GATE FIRST
OUTPUT HOLOGRAM
ARRAY
SECOND GATE
HOLOGRAM | INPUT
ARRAY

Fig. 6. Optical implermentation of the basis set approach to space-variant
xnter;onnectlons. The second hologram stores the basis filters and
the first hologram stores their coefficients for each gate output.

The optical implementation of each of these basis set techniques wuses twn holngrams.
8,5th techniques are 1mplemented wvia the same oaptica, system, which 1s diagrammed
schematically 1n Fig. A, The basis functions are spatialiy multipiexed onto the second
holngram, Fach facet, or subhnlngram, nf the second hhingram stores ..ne basis element and
functions as a space-invariant filter. The first holagram 1s als: divided 1nto an array of
subholagrans, »2ne  far  each gate output. Each of these subhslagrams stores the welghting
creffizients nf the basis eltements for the corresponding gate outpat,
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A3 stated abtove, 31 C nuenlent subogtinal Mabli et 13 ntained Ly YoM gt o0
antjue jate Int=rc naestion parttacns, Thus, tre tirst basis 2.ement 1 e Lot
pattern fHr the frean jare, £ cne secnd jate has 3 i1fterent tnterTonne TNl
that pattarn Decimes e selsnd bases eilement and 5o 0 thr.ougn al. the jates,

n this simpese yubontimal tase, 210 rhe weljhting crefficients f2r 3 g1ven
1ce ) exceprt RN ¢ e cowefficient, whlch has A vagage o f 1, Thus, wach sabh .
frese Molgram dicects *ne (1ght from a jate ytput o tnrough ne vt ke Dol

fritaers.

[n this «<ase, the Mmaximum 2otal SBWP >f each "o, jram 135 3iven sy (19)

2.2
S.. = p MN [
T b g
<here N OU3 agatn the number Of gates that iare belng :atacs nnet=ad 3ad M 13 rne aoncer Sl
Dasis  ~2.ements, n and 3 are defined above. Thus, the WP 13 directuay prog oo oaa 2
number :f 2ilements 1n the Hasls set. In the L(i1miting <ase H»{ the nuniter f  Sas

ber1ay  equal to  the number »f gates, the SABWP using the tasis set appruach 1
S3WP 15113 the dicect 1mplementation.

The use >f the suboptimal basis set approach can be 1l.listrc d using the san2  exanp.e
s. 3 3and 4)., as

) w
=
v

that was used itn Jdiscussing the direct 1mplementitinon (shown 1n Fi13S. shown D0
Fig. 4(bY, there are .5 psfs using the direct 1mpiementitisn. Scme »f these, =» wev2r, are
redundant, The psf that addresses (J,-1) appears in three piaces, and the gs3f <has
addra2sses (1,0) appears 1n two places. (ALl »ther 2sfs are anigue.) In the sab ptimas 2as:s
ser  apprach we use a different subholeogram  $or each different gsé, thus reguiring 13
subholorgrams {(basis eiements) 1nstead of 145, In this zase, three different sabnol:grams Pl
the first holngram  wouid address the same (-1,2) @rement 11 the sgecond houzgram, for
axample, [n many larje clrcults we aexpect this sSuboptimal "asis set apgrorach ty  provile >
sitgyni1ficant reduction in the required SBWP of the hnisgrams when compared to the direcn:

Impiementitinn,

As an example of the application of this appriach tn the interconnectians 11 3 i
circuit, we consider the case of the fast Fourtec Transform (FFT) asjorithm. As sne augcns
expact, the butrterfliy structure seen 1n FFT sijnal fi>w graphs 1mpiles a hijh J23cen
interconnection redundancy. Here, we <consider 1mpiementing the base I Cioi2y-T.<>»
Aigorithm using the suboptimal »as1s set approach. We 1ay »ut the cilrcult as the sS.3I%a.
flow graph 13 typicaliy dcawn (e.g. Ref. {201}, only i1n pliace af each node we have 3 - T«
2€ gates which perform a muiltipiy 5n one of the 1nputs ta the biock and 3dd the resu.z -
the other tnput., In this way, all the blaocks can be 1dentical. Let r be the numier 4
di1fferent psfs 1nside o>ne 72f these bincks. In the worst c¢ase, 1.e., no redundancy :

tntetconnections within each block, r will be equal to the number »f gates per S. ok .7
one., Ntherwise, r will be smaller. Thus, we need r psfs tn represent the intecconnestc: "
within ail blocks. In order tn connect the blocks (nodes) to each other, we note that =a
stage of the FFT requires only two different psfs. Since an n-point base 2 FFT aijorith
has  logp nstages, we need 2loqy npsfs to connect all the blocks tn each other, and thus n
total number of psfs requicred 1s

Ui

T
T3 T

B=1r + 2 log2 n :

Where B 1s the number of elements 1n thils basis set. In this exampie, the <cemputaticn H
different stages 15 pipelined rather than done "1in place.” Thus, all nodes (bi>cks' in +*n»
s1gnal flow graph are computed 1n parallel. For the purpose of comparison, we Can ca.culif>
the number of psfs that would be required 1f we were tn use the direct i1mplementatinn. I~
this case we need one pst for each gate output, Let s be the number of gates per bi-ox
Since there are n  1logypn blocks (nodes), .me number of psfs required for the direct
tmplementation 1s

B =s(n loqzn), s>

In the case nf the FFT algnrithin, we thus see a major reduction 1n the number 2f psfs, 313
therefore 1n the holngranm SBWP required, by gqoing tn a basis set approach.

Optimal basts set

The dimension of a space spanned by a set of vectors (1n our casa the vectors beiny the
desired psfs), will be equal tn, or less than the number of vectHrs 1n the nriginal set. A
baslts set must exist where the number »f basis elements 1s equal to the dimension of ‘the
space. Such a basis set represents a minimum spanning set for the space and as such 15 40
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pernal basis set from the standpoint of having the fewest elements to Store. Glven o 517
spana=d by a finite set »f desired psfs, 1t 15 passihble to find a (orthonormas) min:
spanning set by applying a Gram-Schmidt arthonormalizatinon  procedure tn  the 1nitia.

2. If, however, one wishes tn utilize an 1ncoherent system, ane has to add a pDesie1vit
constralnt when searching for the spanning set. E posltivity constraint qeneraily‘pre:‘udwl
one  frem obtaining  the minimum dimension spanning set but 1t stiii shauld be PoS3ihae to
r2duce the number of required basis elements from the oariginal number of psfs. Thnas  *loe
dimension  of the interconnectian space shouid always bhe determined to ascertain the
teduction one might obtain by searching for a (coanstratned) optimal basis set.

The optical 1mplementation of the nptimal basis sec apprnach uses the same system as 1n
the suboptimal case (Fig. 6), only the ©0sfs are, 1n general, different. Tha GBWP
reguirements re given by Eg. (2}, and thus any reduction in the number of sfs  used as
compared to  the suboptimal <case 1s accompanied by a carresponding reduction in the SHWP
requtirem2nts on the halograms.

Table 1. Elerents aj of the optimal basis set Fo==-- R Rttt [iaieiids St A
for the interconnections of Figs. 3 ] | ' :
and 4. Notation for the ordered ' 1 tel 2 w3
pairs 1s the same as in Fig. 4. f
0y: (2,0),(1,-1),(1,-2) o, o o o
02: (O:l)
a o
az: (LD A IR B I
GS 05
Q,: (1,0}
o o %2 a
ag: (0,-1 I A N
ag: (0,-2) NN EDR
9 11
0
a7: (0,2) N %
Qg: (-1,-1) : X
Fig. 7. Optimal basis set implerentatico:n
Qg: (2,1,2,2) the interconnections of Fio. 3.
. layout is given in Fiqg. 4tuer andl o cne
01p¢ (0,3),(-L,2) desired psfs are civen in i3, 4
Gll: (013)‘(_]‘0)'(_211) The basis elarents (enumerated i

1) used for each subhologramare shn

We can 1llustrate the applicatinon of the aptinal basis =2t apn: 2 with, ajqrn, the
example of the ciccurt of Fig. 3. Instead of merely eliminating the redundans ot o f
Fi13. 4(b), w2 define a new set of psfs that 1is the smallest set that caen be
implement Aall the 1nterconnections. The resultant set of psfs 1s enunerated 1a Tib.:
and the combinatinn ~f these basis set elements that 1s wused t» implement  each f e

interconnecti.n  patterns 1s shown 1n Fig. 7. We see that 11 psfs are required o i:n1 ..«
optimal approach. 1In this particular example, the numnber of elements of the mn1o LD

sganning set under the positivity constraint 1s the same as that »f the mintmun spinning oot
wlthnhut any constraints. (The set of psfs given satisfy the opositivity constraint, since
the interconnection patterns are formed by adding, but never subtracting, osfs.)

Discussion

We have discussed three methnds of 1mplementing space-variant interc-onnectiang irng

conaputer~generataed holograms. As a means of comparing these techniques, we consider some
cxamples. One example, that of the circuit of Fiq. 3, has been studied above. The caroute
consists nf 16 gates. We saw that a direct space-variant 1mp,ementation of the

interconnections requires 15 psfs, whereas the suboptimal basis set 1mplenentatian  requires
13 psts, and the optimal basis set ampleuentation  firther reduces the number of psis
required to 11, As an example of a large cir:uit, we discussed the case of the Conley-Tukey
FET algorithm, and found a major reduction 1a the number ~f psfs reqguired 1n going from the
direct implementatinan to the suhoptimal basis set approach. In the optimal case, ns furthe:
teduction  in the number of psfs required for the 1nternade connectisns wili be achieved.
For the interconnectinns within each nnode (block), the amrunt »f reduction abtained, 1f any,
will depend oan the particular circuilt and layout that 1s used to 1mplement the muitipiy an’?
ad<d operatians.

Since the gain obtained 1n each successively more complex 1mplenentation  techntgie 18
¢rmpletely circutt (and layaut) dependent, we compire the resuits of one more exanpie.  T%ic
time we use a3 practical, medium-size circuit - that of a 4-bit arithnetie loagie unit (rriny,
manufactured  an integrated circurt farm by Toxas Instromentss, typo Anmber GNTAN G (D0
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Tl exanpPie ises the Tiroult schenatic given n the reference except foar two ainar changel:

rlrst,  She J10Cul o os inpienented so ouy wlnh NCR O jates, and secosnd, the fan- Lyt is o Linined
cy LD, The culrlurt onsists ot 112 gaces (ard ocuto1noa 4x28 array., IUS of the ;aLe s neava
satputs  that e Sonnected  ty cther qares.  Tiace the sther 7 o3ates furnish the Tirzoos
autputs, thelr Inf2rInnnectlnn Pantt=rns Are  un4iown and are therefsre  omitred N thll
discussion. Thus, the diract lapiementition would require rthe ase ~f 1175 psfs., Miy<ing use
1€ the int2reonnecoion redundanciles | owers this regulrement to 33 psfs  for  the sahontima.

set tmplementition, Jotimizing this basi1s set reduces <he number Hf Hasis 2.ements Dy
nne, ra2ygairing 37 psfs. In this exampie, this 15  the minimum  5asis  set  both with  and

wlithout pAsSlZlvity constraints.

Frr 3 jiven circult and a given iayoaut, the reduction in the SBWP obtained 1n  39:03
€rom  a direct impiementation to the subaptimal 2as1s set approach can be ascertatned falr.y
aasily by =numerating the psfs and counting the redundancies. Ne expect that f£,r Large
sircults, the reductlnan 1n many cases will be sijnificant ‘as i1n the ALU examp.e), and 1in
some cases will Ybe dramatic (as 1n the 7FT example). Wwhether the npt:imai Has1ls sew approach
wiil provide a significant reduction sver the suboptimal appraach 15 net 30 easily answerad.
Sxampi2s tan be concacted 1n which the °ptimal hasis set 15 ¢onslderabuiy smailer than  tne
subhptimal  basis set, bdut 1n the exampies constdered 1n this paper »niy Minnr reductinns
ware obrained.

Conclusion

In  =~nciusion, we have discussed three methnds of unpiementing space-variant
lntercannectlans  1n optical  legic proacessors via computer-generated holograms. The £i1rst
merhad (s a direct implementatinn that 1S conceptually simpie but 1nefficient 1n terms ¢
€3NP utiiization of the holagram, The-second methad 1S 3 suboptimal basis set approach tha:
urtitzes redundancles in the interconnection patteras to reduce the SBWP requirenents. It
1S raiatively easy to 1implement and, depending on the cirzult and 1ts laysut, can make
st3nifizantly Hetter use 2f the Yologram SBWP. Finally, the suboptimal basis set <can be
ontimized. This technigque 1S significantly more difficust to 1mplement at this point but
does minimize the SBWP of the holograms given the basils set approach.
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Digital Optical Computing
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This puper concerms Sinary Jigatal computing svetems i which
he TOEMGLON Catmy g edium contssts enteelo o pomaniv oot
photens The paoer Cogins wirll g coview ot analog, discrete. and
binary awthods of ptpresenNti1g ntormdaion i g ('om/)u{«‘r, I'ul-
lowed Dy 2 sarves o any ccctinques for anplementing binary
Comdbingtond ind sequendl ogic tunctoas with ondiadual optical
deviees and Jeedvs 0t devices. Next s @ discusston of communic g
Hon nterconnecnen aed  aout-output previcms of digital elec
frernc g DPHCH ComOut s 3 e g e chyy, and processor ievel
\ Darticuian srchitectare for imeiementg general sequential opte-
cal Jugte Sastems indiud Ng g sl opticdt Proceseors oy Jescebed.
T archrecrure noigs seme of the antorconnection protlems ot
elCCtronic antegrated  crcuits ind VLSE svstems. and otlers the
potennal of non Lo Neumann parale! digital processors Finallv,
the current imitations and "uture needs of optical logic devices and
IgUan CpUCA Computing svsiems Jre vuthned.

I. INTRODUCTICN

Cver the last wenty vears there has been considerable
research effort in the general arca of information processing
by optical techmques {1]-{8]. More recently, the term opts-
cal computing has been applied to parts of this werk. We
detine optical computing as “the use of optical systems to
perform numerical computations on one-dimensional or
multidimensional data that are generally not images.” In a
broad sense, optical computing could include systems that
use optics to form rmages (the most common application of
optical components and systems) or even the use of a
computer to design, simulate, or anatyze optical systems,

There are manv potential advantages of optical comput-
ing systems, and also many disadvantages. Optical systems
can have high space-bandwidth and time-bandwidth
products; hence, many independent channels (degrees of
freedom) that could be exploited for demanding computa-
tons. Optical processors are inherently two-dimensional
and parallel. Optical signals can propagate through each
other in separate channels with essentially no interaction,
and can propagate in parailel channels without interference
and crosstaik. Optical signals can also interact on a subpico-
second time scale via an intermediary medium, offering the
potential for high throughput. In addition, optical systems
may be cheaper than equivalent digital systems for certain
signal processing applications. As described later in this
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paper, these advantagres have ven promisieg my
for manv traditional signal processing prothams o
digital electronic hardware is madequate  Seme e s
drgital computing that currently overburden existing ©
nologies include image processing, radar ~ignal Hroce -
image analysis, machine vision, and artificaal inte st
This paper discusses these advantages i Jetal along
disadvantages and limitations of varous optical compu:
methods.

The eventual goal of the work described here s
perform binary digital computing with opt:cal svstems
ing photons as the primary information-carrving e 2iui
avouding electronic logic. and having as few photon-=iv. -
tron and electron-photon conversions as pos<dle. Ve i~
to such systems as digital optical processors (DCPs) ~'-
though DOPs may never be as universal in their appiication
as electronic digital computers, we will descripe resein
results and design concepts for DOPs that are pregrammyg
ble and reconfigurable to be usable v a large arcty
optical computing applications.

This paper is intended as a review of the current ~tate (1
the art in digital optical computing, with the emphas.s n
recent work at USC. Section i1 reviews previous waork on
optical computing with analog and muitilevel procesenrs
Some advantages and limitations of these svstems ar» given
Section Il discusses individual binary logic devicis (gai <.
and arrays of devices needed for DOPs. VWe mane 2 © -
parison with electronic digitai devices and integratad ¢t o -
We describe several techniques for achieving opt. :
combinatorial binary logic functions. Section IV is concerne ¢
with communications and input-output problems of digt
processors, both within the processor (on-chip) and an~r 2
various processors (off-chip). Recent 1osearch on a sequan-
tial optical digital processor with a non von Neumarn
free-interconnection architecture is descnibed. seciien
describes new types of computing architectures and alge
rithms made possible with gptical processors. Section !
describes physical and technological limitations of 2l
rronic and optical computers. Section Vil oriefly Jiscu:sos
future needs of optical computers.

i, Optmicat COMPUTING ¢ ALOC AND MutTILEVEL
TeCHNIQUES

In this section, we briefly review analog and mu'tifeyvu!
optical computing. This short review is not intended to °
an exhaustive account of past research and the rcader <
referred to the literature for more complete surveys [31-1 7
The paper by Jahns [10] has particularly good 2<amipics that

compare analog, multilevel, and binary arithmetic and a-~:
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discusses tradeotts in computational o uracy versus paral-
iel.sm and other 1actors.

A Optical Anglog Computing

\We can think of a general computaron as an operation,
¢. apphed to a set of input functions, £ =1-- N 1o
produce a et ot output functions, g = 1.--- vt the
form

OLF () () 1 (0)]
=[a(n).g(y) - gutn]. ()

tere v and y are the sets of indepenuent vanables assoa-
ated with the input and output functicns, respectively.

We detine an analog system as one wnere the dependent
vaniables f and g, can assume any of a continuum of
values. It the dz aendent vaniables are restricted to a specific
set of discrete values, the system will be called dignal. The
independent vanables x and y can, i course, also be
analog n that they may take on any one of a continuum of
values, in which case the system wiil be referred to as
continuous. It only discrete values ot the independent
vanables are allowed, we say that the svetem is sampled.

Historically, most of the work in optical computing has
teen in the analog, continuous domain. Typically, 1n optical
svstems, the dependent vanables are eviher complex ampli-
tudes or intensities. In order to utilize *he parallel process-
ing capabilities of optics, the independent vanables are
generally two orthogonal spatial coordinates. The simplest
and most common example of this type 3t common opera-
tion is optical imaging where a two-dimensional intensity
(or amplitude) pattern is in essence transmitted from one
location in space to another. Operations of the analog,
continuous variety have been widely developed over the
last twenty years. There exists a fairly well-defined reper-
ioire of operations which can be performed, including such
important operations 4s addition, subtraction, and multipli-
cation of images, two-dimensional four:er transformation,
correlation, convolution, and other ogerations derivable
from these. For a further exposition of these operations the
interested reader is referred to the literature {1}, [3]~{6), [9),
[10].

There are four major drawbacks to optical analog process-
ing. These drawbacks are limited flexibilitv, noise accumula-
tion, deterministic noise, and input-output device lim-
itations. The first three problems are peculiar to analog
systems and can be circumvented by zoing to a digital
system. The problem of devices is shared with both analog
and digital systems although the canstraints are very differ-
ent in the two cases. In the following, we will briefly
expand upon these problems of analog systems to em-
phasize the interest in developing DOPs. The first difficulty
is the limited flexibility provided by the available optical
analog computing software [6), {9], [11). As mentioned above,
the available operations are primarily sorne simple arith-
metic operations and Fourier transformation. These are cer-
tainly powerful operations, and particularly in the case of
the Fourier transformation, have much higher throughputs
in optical implementations than is possible electronically.
However, these operations are inadequate for many desir-
able computations. Although consideratle work is being
done to extend the range of available operations (sce for
example {5]) the extensions will not leas to the general
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procesang capabiditios gvadable with digit s sosren
Hexbility of digiial svstems ooy magor factor bonaney
interest in developing digital optical computing tectia g

The second major drawback assovated with opticsi o
log systems s then noise susceptitaiity Although the o
advantages of a digital svstem over an analog sy ten
perhaps intutively apparent, the tollowing discusson 0o
vides a more quantitative companson 1t also ponite ut o0t
the important consideration is nome propagation thiougs
tascade of operations rather than noise 10 1 wingle apia
HONn.

We wish to compare two equinalent (sampled) systomns
one analog and one digital. The basic unit of the unaicg
system s shown in Fig. 1. It consists of an amplhiticr sa- -
tve noise n, and a quantizer Q. The basic umt can e
cascaded into @ multistage unit as shown in fig 2. Hure the

Xg Xy

33—

Y1

Fig. 1. Basic unit of an analog syetem Goois g gam and 9 s
a quantizer.

X X
‘%—@j‘—v « . “@_—GF—.’N—.
} }
n n

vy I

Fig. 2. Cascade of basic analog svstem units shown n
fig. 1.

x’s and y's represent signal amplitudes. The amplificatica
operation was chosen because 1t 1s the simplest operation
one might utilize. In terms of optical svstems, this “ould bo
a model of an ideal imaging system. We want 10 ~tudv the
effects of noise in this cascaded system. We assume that
the gain G, is unity for all amplificrs. All the noise contribu-
tions are assumed identically distnbuted Caussian randem
variables which are mutually independent. finally, the out-
put of the quantizer y, is defined as

v, ™ Xg, if {x, = xo)] < &x,%,---,i,--- N. (3
We will not explicitly define Q outside the region defired
by the quantization step 5x, but merely state that O a.:-
like a quantizer function. Without loss ot generality, the
initial input is assumed to be quantized to a positive value
xo which is > §x. Note that in the system of Figs 1 and 2.
Q essentially acts as a measurement device witich does not
affect the value transmitted from one stage o e next
With this arrangement

X, = x5+ n ()
where
]
n,-Zn-n-:. (H
[T

Since the n, are assumed mutually independent, the prota-
bility density function (PDF) of n,, denoted by p(n)). « the




(th-order convoiution uf the PDF of n in the torm

p(n)=p(M@®p(n)@ - ©p(n) (5)

L p(m @ (6)

where (& denotes convolution Giverr that p(n) s Gaus-
stan w.th vanarce o) then pin) s also Gaussian with
SR TR A TS

0t = i )

In this case, the probabtlity of one or more of the y, outputs
in the analog system being incorrect (# x,) is given by

N
A== [T[2erf (2)] (8)
where
z =8x/0 =8x/(i"ay) 9)
and
erf (t) = (27)° '”f'e-r‘/z dr. (10)
o}

The function erf (t) varies from zero to 0.5 as ¢ varies from
zero to infimity. Thus as N increases, P, approaches unity,
implying that an error becomes a near certainty.

For the digital case, the system is very similar—the only
drfference being that the quantizer Q acts on the value
being transmitted from one stage to the next. This is shown
in Figs. 3 and 4. Where the quantizer funtion output y, i =
1,- -+, N s both measured or observed and passed on to the
next stage In order to calculate the probability of getting

xg ® Xq
[ !
n

Y1

Fig. 3. Basic unit of a digital system. G, isa gainand Qs a
quanuzer

*o @ il ees @ N
_{>>*r*qr. ¢B>*?_1?*
" v Ya

fig. 4. Cascade of bawc digital system units shown in
fig 3

one or mare errors as above, we first find the complemen-
tary probability of no errors. in computing this we note that
when there are no errors the value x, at the input of the /th
quantizer stage is x,. the correct value. Thus the ith stage
looks just like the first stage and all stages individually have
the same error probability This is another way of saying
that crrors do not accumulate in a cascaded digital system
a~ they doin a cascaded analog system. From this it can be
shown that the probability of making one or more errors in
the digital system s

Pp= - ﬁ[ZCrf(zk)] =1 =[2ert (2] (1)

v
with
z, = b8x/a, (12)
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Comparing (11) with (8) and noting *hat 3

0< erf(z) < erf(z), Voo d

N (12)
we conclude that the probability »f making an error 1s
much greater for the analog case trun for the digital case

The above result for digital sysiems can he casily ex-
tended to general computations ~hich might be char-
acterized as having M parailel chanrels, each with N <stages.
Since errors do not accumulate in ciscaded digital systems,
the probabiity of no errors occurring depends only upon
the total number of stages involved, -, the product N X M,
not on the relative sizes of N and Vi (assuming the quan-
tizer and noise properties are indevendent of the relative
sizes of N and M),

For the sampled analog case, the tradeoff between the
number of channels and the number of stages per channe!
is not so clear. However, the fact that errors accumulate in a
cascaded analog system would seem to favor a system that
reduces the cascading.

The third problem with analog svstems is one of de-
terministic noise or approximation arror. In oider to per-
form a given operation it is necessary to configure an
analog system with the appropriate response function. This
response function is invariably an appioximation to the
desired function. For example, the simple process of ampli-
fication is obtained by a device whose response can only be
(approximately) linear over a finite range. A digital system
may also only approximate a desirea function, but in this
case the accuracy and the valid range of the approximation
can be set at any desired level.

The final problem with analog systems is the lack of
adequate devices. The primary goals in developing analog
devices, either optical or electronic, are high speed, high
accuracy, and good repeatability. For optical systems one
generally wants to exploit parallel processing. In this case,
additional important device parameters are space-band-
width product (SBWP), which determines how many chan-
nels can be processed in parallel, and uniformity. Single-
channel devices are generally difficuit to develop with the
desired characteristics, especially accuracy and repeatabihity,
and the difficulty in general increases rapidly with the
SBWP for multichannel devices.

As mentioned at the beginning of :his section, the prob-
lems of flexibility, of stochastic noise, and of determimistic
noise can be circumvented by going ‘o digital systems Al<o
as will be discussed in Section I, the device requirements
are easier to meet for binary digital cevices than for analog
devices. These are the basic reasons for the interest in
optical digital computing.

One might include limited accuracv or dynamic range
a list of problems associated with anaiog systems and point
out that digital systems are not fumited 1n this respect
However, one should realize that th iugh accuracy or large
dynamic range of a digital system is achieved by encoding
the problem onto multiple channeis. This concept can also
be applied to analog svstems although the methodology 1<
not as well developed as it 15 for Jigital systems. One
simple example of an analog system which uses multiple
channels to increase the usable dynaruc range is descnbed
by Goodman and Strisbin [12] Another example 1s an opti-
cal Fourier transform system where sp.ice-bandwidth prod-
uct in one domain can be traded for Jdynamic range 1n the
transform domain

Before proceeding 1o a discussien of digital optcal
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processing work, there is one area of optical analog com-
piting which deserves mention here. There has been con-
siderable interest in the past decade in optical systems
which incarporate feedback (see, for example, [13]). This
work 1s of interest for two reasons. First of all, it is utilized
to overcome some of the drawbacks of analog systems,
particularly dynamic range and accuracy limitations and also
some of the flexibility limitations. Secondly, feedback has
been applied to sampled analog systems to improve they
accuracy in vector-matrix computations [14]-{17]. Finally,
teedback has been utilized to achieve binary optical switch-
ing devices and bistable devic2s. Some deteils of feedback
systems for these applications are given in Section ill.

B. Optical Discrete Multilevel Computing

Another approach to optical computing is to perform
computations with data stored as a set of two or more
discrete numerical values. The most significant example of
this technique is in optical residue arithmetic processors.

Residue optical processors rely on encoding the sampled
and quantized data and performing arithmetic operations in
a residue number svstem. The residue number system is
based on a K-tuple of integers (/m,,- - -, m,), each of which
is called a modulus. The moduli are integers of any size and
must have no common factors (i.e., they must be relatively
prime). A number in a residue processor must be scaled to
be a nonnegative integer x satisfying

Os,rs(l_lm,.)—1 (14)
oy

to be uniquely represented: thus (14) defines the effective

dynamic range of the processor. The number x is actually-

stored as a set of residues (or remainders) (r,,- -
fined by

-, ry) de-

= {x]m=xmodm,, k=1,.--,k (15)

where r, denotes the least positive integer remainder of the
division of x by m,. Thus each of the r, also satisfies

0O, sm -1, (76)

The basic integer arithmetic operations of addition, subtrac-
tion, and multiplication of two numbers x and y are per-
formed according to

[xeylm = [[¥]m oY) o] s (17)

for each of the K moduli, where » represents either +, —,
or X. Thus K parallel operators in modular arithmetic are
performed over the K different moduli.

Residue arithmetic can be illustrated with the following
example for the addition of 78 and 35. Choose three moduls
as 5,7, and 9. Their product is 315, thus the calculations are
unique only between 0 and 314. We arrange the residues as
follows

5 7 9

7813 1 6

+ 35|10 0 8
11313 1 5§

Here 78 15 converted to the 3-tuple (5, 1,6) in the residuc
sostem, and 35 s converted to (0,0,8). Each column of
moluli are independently added in modular fashion As a
check, the result of 113 can be expressed by the unique
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3-tuple (3.1,5). The conversion of a set of moduli back to 1
decimal representation is somewhat involved and will not
be treated in detail. There are two basic procedures. the
Chinese Remainder Theorem and the Mixed Radix tech-
nigue (18}-{20).

An important feature of residue arithmetic in comparisun
to binary or decimal arithmetic is that no carnes occur
between computations in the various bases. Thus all modu-
lar computations can take place in parallel without waiting
for previgus computations and their inherent propagat.on
delay. The drawback of residue processing is that the input
data (analog or binary digital) must be converted to residue
form, and that the output residue must also be decoded.
Division of two numbers is also a problem because the
quatient may not be an integer and thus may not have a
residue representation. All input data and arithmetic results
must be scaled to be in the dynamic range of the processor.
Because the residue representation is cyclic, any number
that is generated which lies outside the dynamic range will
“wrap around” and produce errors. Other difficulties are
that sign testing or relative magnitude comparisons cannot
be easily accomplished without conversion to decimal or
binary form. Thus conditional tests on intermediate results
are difficult. Although these problems are not easy to solve,
several theoretical and experimental residue-based proc-
essors have been described which we now review.

Several different types of pnysical phenomena have becn
proposed for the implementation of residue processore.
These phenomena must have a relatively small number of
discrete repeatable levels equal to the maximum of the
moduli chosen. Two major techniques are used: lable
lookup of results based on input operands; and the use of
phase, polarization, and spatial position in crcumstances
where they provide an inherent cyclic response characteris:
tic. Particular hardware reaiizations include coherent opti-
cal, electrooptical, and integrated-optical methods.

Huang (21] proposed several electrooptical techniques for
residue encoding, processing, and decoding based on cvdlic
optical polarization and phase phenomena. Collins {22} de-
scribed a residue processor based on a liquid-crystal spatial
light modulator (SLM). In this system, arithmetic 1s per-
formed by repeated accumulation of polarization rotations
(differential phase delays) in the birefringent SLM. Addi-
tional related work in this area was described by Collins et
al. [23], [24]. Psaltis and Casasent [25] described systems for
decimal-to-residue conversion, residue processing, and re-
sidue-to-decimal conversion in which numerical values arce
represented by spatial position. The processors contam mul-
tiple diffraction gratings and rely on the cyclic nature of the
coherent diffraction patterns of the gratings.

Horrigan and Stoner [26] described a number ol cyche
and lookup table residue processors based on vanous clec-
trooptical technologies. The comprehensive paper by Huang
et al. [27] concentrates on table lookup techmiques for
residue processing and describes details of an optical re-
sidue matrix-vector multiplier. In this paper, the prnimary
mcthod of numerical encoding is spatial position Both
electrooptics and integrated-optics technologies are consid-
ered. The paper also contains ¢stimates of processing <peed
and hardware complexity. Additional details of the procecso
and descriptions of a system for binary input and output are
contained 1n (28] Tar et 4/ [29]) descnibed a readue processor
based on integrated-optics directional coupler waveguide
switches, The programmable system reties on a spatial pos
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non representation of numerical values and table lookup
processing. Guest and Gaylord [30] have described a coher-
ent optical lookup table numerical processor for binary of
residue computing that uses content addressable optical
holographic memories.

It is interesting to note that residue computations have
been used in electronic digital systems for fast numerical
computations. Hughes Research Labaratories has built a
system called RADIUS (residue arithmetic digital image
understanding system) that performs a 5 X 5 pixel gener-
alized convolytion operation of the form

25
y= 1 £(x) (8)
je=
on raster image data (31}, [32]. Here y is an 8-bit output
pixel, x, represents 8-bit input pixels in the 5 X 5 kernel,
and f represents a pclynomial function of the correspond-
ing x,. Each { is arbitrary and independently programmable
to produce one- or two-dimensional convolution opera-
tions or transforms. The system operates at rates to 10
Mbits /s and interfaces to standard computer buses such as
UNIBUS™. All numerical computations are performed by
residue arithmetic using the bases 31, 29, 23, and 19, which
are the four largest primes less than 2° = 32. This allows the
additions and muitiplications to be done by tabie lookup of
residues for each base in random-access memories with 32
locations and 5 stored bits per location. Conversion from
binary-to-residue and from residue-to-binary (via the
mixed-radix method) is also accomplished using table
lookup. The high speed of the processor is possible because
of the table lookup arithmetic.
Accuracy and noise immunity remain an important issue

in multilevel systems, since the signals must maintain an .

adequate signal-to-noise ratio (SNR) to be able to unam-
biguously distinguish the different allowable levels [10].
Thus the transducers in a multilevel system must have good
SNR characteristics and perhaps more importantly, must be
immune to variation in the bias and gain parameters of the
input-output characteristics.

. BinARY DIGITAL LOCIC

Although the multilevel residue systems described in the
preceding sections offer several advantages over analog
systems, they still suffer from some of the same shortcom-
ings. In this section, we concentrate on various techniques
for binary optical logic that have been proposed over the
past few years and describe current work at usC and
elsewhere on developing and extending this technology to
arrays of devices and ~-stems, Section l1}-A begins with a
discussion of the advantages of binary optical logic and the
requirements necessary for any binary logic technology tu
be effective in computing systems. We also refer to prob-
lems in interconnection, communication, and architecture
as discussed later in this paper. Section II-B briefly de-
scribes current technology in integrated optics binary logic
and switching. Section (11-C discusses binary optical combi-
natorial logic devices and arrays. Sections III-D and 111-E
summarize USC work on combinatorial logic with liquid-
crystal light valves (LCLVs) and variable grating mode (VGM)
quid-crystal  devices, respectively, as the nonlincar
thresholding element. Finally, Section M-F describes de-
vices that combine a thresholding element with electronic
or optical feedback to achieve bistabihity (memory).

76?

41

A. Advantages and Needs of Binary Processors

A wide variety of physical phenomena have been
proposed and utilized to implement binary logic. memory.
and computational systems. At the fundamental device level,
all these phenomena have similar characteristic curves that
describe the input-output relationships of the device. In
this subsection, we examine these fundamental properties
and describe important parameters to be considered in
binary computing technology.

Binary digital combinatorial logic functions can be imple-
mented optically using a point nontinear function. The
general techniques used for each logic gate are illustrated
in Figs. 5 and 6. The two binary input fines 1o the gate are

o OoR

INPUT 1 ~ 0.1, OR2 BINARY
>+ — NONLINEARITY
O OR 1 \F ouTPUT
1

INPUT 2

Fig. 5. Implementation of a two-input binary logic gale
QuTt NOT/NOR out AND
T 1)
0= N /=2 IN
ouT OR our | XOR
1 1 t D
0=~ N T
Fig. 6. Nonlinearities for tmplementation of two-input
binary logic operations.

summed to vield a single three-level signal whose value is
equal to the number of input lines with binary value 1. This
signal then goes to the nonlinear function which produces
a binary output. In an optical implementation, the binary
value O is represented by a low intensity and the value 1 1s
represented by a high intensity. The addition can be accom-
plished by optically superimposing the signals on the input
lines. With a detector that integrates the signal over the
input spot, this can have the effect of adding the intensity
levels regardless of the coherence properties of the light.
There are 16 different possible binary funchions of two
binary inputs, 8 of these are commutative functions Possi-
ble choices of the nonlinear functions for some common
commutative logic operations are shown in Fig 6. Note that
the nonlinear functions consist ideally of thresholds located
at various input values. The remaining 8 binary logic func-
tions that are not commutative require the ability to dis-
tinguish between the two binary inputs. Several methods of
implementing these noncommutative functions are given in
(331 :
This basic principle tor implementing logic functions can
be extended to N-input gates as shown in Figs. 7 and 3
Here the signal on the input line to the nonlinearity can
take on one of N + 1 possible values. Physical quantities
other than light intensity have been exploted for optical
logic Optical logic systems based on compiex amplitude.
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NPT 8

INPUT 2

BINARY
QUTPUT

NONLINEARITY

INPUT N

BINARY
INPUTS

fig. 7. Implementation of an N-input binary logic gate.

ouT AND OouT A NAND
14 —— !
o) R B O =+ - —hp—D
Q 1t 2 --- N~t+ N 01t 2--N-1 N IN
out QR our NOR
V1 — o — 1
0 o —+>= 0 “nr———e

0 ¢ 2--N-tN O 1 2--N'N N
fig. 8. Nonlinearities for implementation of N-input binary
logic operations.

phase, and polarization have been suggested; some of these
techniques are reviewed here. : ’
AltHough no physical mechanism will achieve the ideal
threshold switching characteristics of Figs. & and 8, useful
optical logic can be implemented with a physical device
having an input-output characteristic of the type shown in
Fig. 9 This curve can be roughly divided into three regions

as indicated. In the subthreshold region (A) the device -

produces little or no response to an input. In the analog
operation region (8), the output is typicaily a linear func-
tion of the input. In the saturation region (C) the device
output is only weakly dependent upon the input. For multi-
level systems, the inherent deterministic and stochastic
noise properties of the device are such that the analog
operation region is divided up into N distinguishable levels.
Changes in the characteristic curves with environment and
errors due to noise produce an output uncertainty indicated
by the dotted lines above and below the solid line repre-
senting the nominal characteristic curve in Fig. 9.

Although these devices may be utilized in both multi-
level and binary numerical processing systems, for stability

Fig. 9. Tvpical transducer input-output charactenstic. Re-
gion A s the subthreshold region and region C 15 the
situration region. In both these regions. input vanations
e hittle or no output variation Regron B is the operating
e ior for analog devices. The dotted curves indicate the
4030 ot variability 1n the curve due either to stochastic or
deterriimistic vaniations: This variation determines the num-
ber of distinguishable levels in the operating r-gon
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reasons, they are generally more suited to binary operation.
Because the outputs in the subthreshold and saturaton
regions are insensitive to changes in the input, they are
generally also only slightly affected by variations in the
device operating parameters. However, the analog opera-
tion region is often very sensitive to device parameters. This
is true for electronic devices as well as optical devices. Thus
while the gain of an electronic amplifier tircuit may be very
sensitive to temperature variations, the threshold and
saturation voltage levels will be relatively unaffected by
temperature variations. Furthermore, the inherent noise in 3
transducer is generally signal dependent and will often te
most severe in the operating range. This is related to the
fact that the subthreshold and the saturation levels are
physically weil-defined states. For example, in photographic
film, below threshold no grains are exposed so that the only
noise contribution comes from background fog. When the
film is exposed into saturation essentially all grains are
developed and the anly noise is the variation in the number
of grains present in the field. In between (hese extremes
one has the added noise contribution that the number of
grains exposed is a stochastic function.

in searching for hetter logic devices there are several
parameters to be optimized, incfuding slope of the device
input-output curve, and shape of the device subthreshold
and saturation regions, Current iesearch is aimed at de-
termining necessary and sufficient conditions for optical
devices to serve as useful switching elements. Generally,
the device input~gutput curve should have a large slope in
the region of analog operation, and a threshold saturation
characteristic. The threshold should be repeatable and
well-defined. As described later in Section 111-B, this is the
fundamental characteristic necessary 10 construct gates and
various logic functions. We emphasize that devices with a
physical bistable characteristic having 1wo memory states
are not needed. As discussed further in Section 1l1-F, bista-
bility results from feedback combined with a device having
a general characteristic curve like that shown in Tig. 9. At
the end of this paper, we summarize additional desirable
properties for digital optical logic systems.

Some of the most important device parameters arc
switching time, delay time, and power consumption. lde-
ally, all of these parameters should be minimized. For many
families of logic devices, the product of the power
consumption and the delay time is approximately constant
within the family, i.e., increased speed can be obtained at
the expense of increased power consumption [34], [35].
Thus this power~delay product is often used to characterize
logic devices. The power—delay product is cquivalent to the
device switching energy.

It is desirable to have input and oulput signals in binary
logic represented by the same information-carrying medium
so that signals may be propagaled and cascaded without
too many changes of state. Thus logic based on electromc
signals generally needs electronic output; logic based on
optical signals of a certain wavelength should have an
optical output at the same wavelength. Logic systems con-
taining a hybrid of media (i.c., electronic control of optical
signals or vice versa) are generally undesirable. However,
this hybrid of media is important for input or output trans-
ducers that must interface with external sensors and tradi-
tional el~ctromc digital computing svstems. Within a given
logic gate, it is also important to avoid internal changes of
state, such as photon-electron -photon conversions present

763




m

in many real-time electroopthical devices, His these comer-
sions that generally reduce speed and energy ethaency,
and also increase noise.

A set of elementary logic functions 1s <aid to be complete
it any combinatonal circuit can be constructed from them
for the binary number svstem. either the combination of
‘ogical NOT (an imverter) with logical OR, or the combina-
tnon of logical NOT with fogical aND is a complete et
These operations can be combtined in one device which
performs either the logical SGr or logical NaND. From these
combined functions the NOT 15 achieved by fiing one input
a0 orlstate In fact, the hgh-speed CRAY-1 processor is
constructed almost entirely of ~OR gates [36] Another im-
portant element of any computer system 1s a2 tinary mems-
ory element. These can be constructed trom simple logrc
elements or bistable devices can be wused to implement
memory elements directly.

As we noted eartier, residue muitidlevel processors cannot
do logical compansons of numbers without comversion to
binary, deamal, or some more traditional number system. It
might be poswible to develop and implement a complete
set of multivalued logic functions in order to make a
general-purpose processor, however, this could require
many ditferent fundamental functions and would lead to
very complicaled, clumsy design rules.

Another important consideration s the fabrication of
paratlel arrays of logic devices. Ideally, these devices should
be easilv and cheaply fabncated in large arravs with a high
packing density so that the overall physical dimensions of
the system are small.

A final goal is to choouse devices that allow easy intercon-
nections within the device array (on-chip) and easy com-
munications from the device arrays to external systems
(off-chip). These factors greatly influence system architec-
ture and software. Some of these considerations are dis-
cussed in Sections IV and V of this paper.

Obviously, it is impossible to improve on all of these
tactors simultaneously. One typically finds that a device or
technology which is particularly strong in one area will be
weak in other areas.

The standards by which any new technology is judged
are set by current and projected electronic systems. Current
systems have switching energies in the picojoule range {35].
Minimum feature sizes on current integrated circuitry is in
the micrometer range with the average linear dimensions of
logic gates bieing a factor of ten larger. The gate density is
limited by interconnection requirements as will be dis-
cussed later. For memories, where the gate density is highest,
gates occupy about half the chip area whereas for more
general circuitry, gates may occupy one-tenth the chip area.
Projected electronic systems may have femtojoule switch-
ing energies, minimum feature size of a few tenths of a
micrometer, and clock periods of a few nanoseconds [37).

Optics research has afforded several approaches to imple-
menting binary logic elements and logic circuits. These
range from integrated optics, which is a planar optical
analog of electronic integrated circuits, lo three-dimen-
sional systems in which a two-dimensional array of logic
elements are interconnected using the third dimension.
Section 111-B discusses current binary integrated optical
switching and logic technology. Section 11-C reviews other
approaches to optical logic technology, particularly those
producing arrays of gates.

764

43

3 Integrated Cptics

Integrated optics technology s capabie ot o,
guided-wave structures, electrooptic devices, sour
detedtors ina planar array 28] Integrated optics
have many of the same logie and signal processing i
tes as semiconductor chips Integrated optics s oatte -
due to its potential for tigh switching specds o
compatibility with fiber-optic communication finks

Tavlor has proposed a syvstem for implementing
functions with ntegrated optics [29] As he puints oul
hmuting element in such systems s the photodetecteo:
svstems can be built where several processing <teps car
executed between detection steps, these systems <an .
very fast, e g, a predicted 4 ns for a complete Se-tit 3
tion. Goldberg and tee have demonstrated an ntegrate
optical half-adder [40]. Integrated ophical interconnect.
networks have 1lso been discussed [31], [42] Verber {4316 -
descrnibed many integrated optical systems for logre ar
anthmetic vperations.

C. Optical Combinatorial Logic Devices and Arravs

mnterest in developing optical binary logic and computirg
svstems goes back to at least the 1950s. A patent granted to
von Neumann in 1957 proposed the use of <ignals at nucro-
wave wavelengths, He described how switching, ampliy-
ing, and memory functions could be achieved when the
signals are combined using a nonlinear element. A <iaslar
technique was descnibed by Goto [45]. In the late 1950
Diemer and Van Santen [46] described techniques ot -
tegrated optical logic utilizing photaconductiors combin
with neon bulbs and electroluminescent devices.

Work on optical logic continued into the early 19%0s Th»
general approach was to use optical nonlineanties such as
gain quenching in injection lasers and saturadle absorption
10 obtain optical logic circuit elements such as gates ond
flip-flops {47]-[51]. The goal was to obtain ultra fast switch-
ing by circumventing the RC time constants and caiicr
delay times of semiconductor electronic fogic. Several re-
view articles summarize the results of this work [52]-{57%]
This goal was attained in some cases (switching times vn
the order of 0.1 ns) but at the expense of very low energy
efficiency [34], {35], (53], [56] The energy efficiency or these
techniques suffered due to photon-electron-photon con:
versions, and it was difficult to envision such system w.th
a large (> 10%) number of gates in a two-dimersional
array.

Although interest in ophical logic elements waned n
the late 1960s, interest in optical memory and sturage
techniques remained strong [52], 53], [55), [57], (58] thus
maintaining the connection between optics and brnary
computing systems. Beginning in the mid-1970s interest in
developing arrays ot high-speed optical logic gates was
revived as new matenals and techniques provided more
energy efficient solutions. At the same time, the studv o1
optical logic expanded from the level of single gates to the
level of circuits and systems These systems require large
parallel two-dimenswonal atrays of gates (with minunum
size on the order of 10°-10° gates) and several eftorts were
concerned with increasing the size of gate arravs from a feu
to several hundred (8), {57]. [S8] Also tnere were continuiry
etforts to improve the switching speed
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[he throughput ut 3 system can be incedsed erher by
increasing  device speed or by introducing  paratlelism.
Several systems that we describe here have been proposed
which exploit parallelism to obtain a high performance
optical logic system. Most of these systems would be clas-
sified as optoelectronic in that they have efectronic controls
and they generally require a photodetection to mediate the
‘ugic operation. These systems differ significantly, each hav-
wig s own particular advantages. We summarize them n
the remainder of Section 1-C and describe our own work
in this area i Sections 1i-D and Hi-E.

Seko and Nishikata {59] have described an optical parallel
threshold array. The system consists of an extremely thin
(5-um) CaAs crystal wafer that is pumped at 591.0 nm by a
dve laser An image (consisting of many resolution cells or
gates) is impressed on the wafer and a single-mode laser
oscillation at 8340 nm is observed over the output array.
The input-output curve of the system shows a threshold at
1 MWv/em?. One shortcoming of this system is the change
in wavelength from input to output.

Seko and Sasamon [60] and Seko [61] have reported an
optical logic array that demonstrates thresholding, logical
AanD. and logical OrR operations. The system consists of a
Fabry-Perot laser resonator plate with an Nd: glass core and
an input array of 2500 hibers. Pumnp images corresponding to
an input logic array are superimposed on the fiber plate.
The input-output curve of the device exhibits a sharp
threshold at the onset of lasing, thus producing various
togical operations by thresholding. Unfortunately, this sys-
tem also produces a change of wavelength from input to
vutput.

Seko, Kobayashi, and Shimizu (62] have described the use

of a channel plate image intensifier as parallel logic device.

By sequentially applying two logical array inputs and con-
trolling the time sequence of the final acceleration voltage
to the phosphor screen, the two inputs can be made to sum
or subtract. Multiplication can be achieved with a cascade
of two systems and binary logical operations can be derived
from these algebraic functions. Processing times as low as
20 ns were reported, but the technique has the drawbacks
of requiring high voltage (10 kv), relatively low spatial
resolution (50 um/gate), and temporal memory characteris-
tics. This technology also fundamentally relies on photon-
electron-photon conversions.

Watrasiewicz [63] described optical logic systems that
encode binary data as spatial regions with orthogonal
polarizations. He showed that various binary logic opera-
tions could be achieved with this type of encoding and
considered the application of various real-time spatial light
modulators for experimental implementation.

Tsvetkov, Morozov, and Elinson {64] envisioned a logic
scheme very similar to that of Watrasiewicz. They described
several types of electronically and optically controlled
liquid-crystal (LC) cells that contain arrays of binary ele-
ments. They show that many different Boolean logic func-
tions and pixel shifting can be implemented by cascading
celis and altering polarizers placed between them. A short-
coming of this system as with many other LC systems is the
slow response time. For twisted nematic LC systems the
turn-on time is estimated at 0.2-10 ms, with a turn-off time
of 15-200 ms.

Schaefer and Strong [65] have described a binary optical
computer architecture called the TSE computer consisting
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ot electrooptical binary logic arrdys combined with Lier
optic bundles and components for interconnections. Several
devices were considered to provide the logic gates, among
them thin-film field-etfect transistor arrays An array of
128 X 128 devices for the optical ~NOTF funchion was con-
structed, and some of the fiber-optics components such as
array combiners, interleavers, fan-in and fan-out Jewvices
were constructed. Two shortcomings of the TSE computer
are the need for photon-electron conversion and reconver-
sion at each stage and the difficulty of fabrnicating large
parallel fiber-optics interconnections.

Lee [06] and Athale and Lee [67] described the construc-
tion of a planar electron-optical light modulatiun device
(OPAL—for Optical Parallel togic) that can perform
thresholding and logic on data arrays. The device has a
segmented structure consisting of opaque CdS photocon-
ductor cells paired with transmissive cells contariming 3
twisted nematic LC material as the electrooptical medium.
The device is arranged so that input light striking the
photoconductor alters the electric field across the LC
material, in turn altering the polarization and transmission
properties of each cefl. The device can perform logical anp,
OR, and NOT, and an 8 X & array of devices has been
constructed. They have descnibed an interconnect.on of
two OPAL devices to produce Jogical sum and cariy outputs
in a binary half-adder. The switching time for one gate in
the device is approximately 68 ms. More recently, Athale
and lLee [68] have reported an improved version of this
device with a sharper threshold and an improved ON-Ctf
transmission ratio of 50:1. Placing an optical feedback loop
around the device gives it bistable characteristics, as de-
scribed in Section lI-F. Michaelson {69] described and ex-
perimentally verified the use of an externai optical positive
feedback loop placed around a Hughes LC light vaive
(LCLV) to increase the slope of the threshold for optical
logic and image processing applications. The LCLV device is
described in detail in the next saction.

Warde et al. (70] have described an optically addressea
microchannel spatial light modulator (MSLM) that can per-
form contrast reversal, image addition and subtraction,
thresholding, and the aND, OR, xOR, and NOR binary logic
functions. The device uses a photocathode and microchan-
nel plate to detect and amplify illuminating signals and
impress them on a plate of electrooptic material such as
LiTaO, and LINbO,. The threshold characteristics of the
device are enhanced by coating the material to form an
array of high finesse Fabry-Perot cavities.

Fatehi, Wasmundt, and Collins [71] have descrived svs-
tems that perform ail 16 binary functions of two binary
input variables. Their system used Hughes LCLV devices
combined with various orientations of polarizers to change
the operating curves of the system. The system is com-
plicated by the need to replicate some signals and the need
to make two passes through a light valve to achieve :ome
functions. As discussed earlier, most binary processors are
designed using no more than three or four basic logic
functions, so that in practical applications the system could
Le simplified.

Recently, Bartelt and Lohmann {72] described a parallel
optical logic scheme involving spatial encoding and coher-
ent optical spatial filtering. The input data arrays are en-
coded with a transmittance grating wnosc angular onenta-
tion varies with level. This encodirg is known as theta




modulation [73]. Several ways to achieve the encoding are
available, but this necessary preprocessing is generally slow
by current technologies. A system for coherent spatial filter-
ing with two input arrays 1s shown 1o produce various logic
functions.

Tanida and Ichioka (74]-[T6] have caonstructed a paratiel
optical combinatorial logic array processor that can also
perform all 16 binary functions of two-mnput binary vana-
bles. The system uses a lensless shadow-casting system with
an incoherent LED light source. The vanous functions are
selected by changing the illuminetion through the LEDs.
Fhey demonstrate various binary picture processing opera-
tions such as shifting, binary differentiation, etc., and de-
scribe extensions to parallel gray-level picture processing
One limitation of the system s that it requires an encoding
of input binary arrays before they can be processed. A
recent paper [76] describes an off-line coding scheme using
a computer generated holographic filter.

D. Combinatorial Logic with Liquid-Crystal Light Valves

As described earlier, an optical device or array of devices
with a nonlinear threshold characteristic is necessary to
implement logic functions. We have constructed a combi-
natonal logic system that uses a Hughes LCLV as the nonhin-
ear element {33}, (771, (78].

The Hughes LCLV 1s an opuical image transducer that
accepts a low-intensity input spatial image and converts 1t
to an output image with readout light from another source
{79]-{81]. The device operates at room temperature at ap-
proximately television frarme rates (30 ms), with re<olution
similar to that of photographic film (approximately 30
cycles/mm). The device has aperture sizes up to SO mm by
50 mm, and requires only a single 5-10 V ims audio
frequency power supply.

rhe LCLV device (fig. 10) consists of a sandwich of
several thin-tilm layers on either side of a cell tiled with tC
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fig. 10. Cross section of a Hughes photoactivated hqu:d-
crystal light valve (LCLV)

matenal. The device has a CdS photocounducting layer, a
CdTe hght blocking layer. a dielectnic murror, and a biphenyl
LC layer placed between indwum-tin-oade transparent
condurting electrodes placed on opticaliy flat glass sub-
strates An ac bias voltage 1s inpressed across the electrodes
to activate the device An input image spatally modulates
the input impedance of the photoconductor, thus altenng
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the vortage drop across the LC matenal and var.or
clectrooptical propertie s The alignment of the LC o
cules with the substrate can be arrangcd 0 several wa. +
take advantage of polanzation rotation etfects (st
optical buefningence

The particular LCLV used i our combinatorial g
perimentss called a 45 degree twisted nematic deviee
LC molecules at the electrodes are aligned witiv thew 5 o
axes paratlel to the electrode surface and onented win
tixed preferred direction The orientation i~ accompl~t
by mecharical rubbing or 1on-beam etching.

The LCLV device is operated between crossed pelare -
as shown in Fig. 11. 2, and P. in Fig. 11 are polanzer o
analvzer, respectively, white 8S, 15 a beamsphitter. A v
input-output charactenstic curve 1s shown in fig 12 1+
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v —
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1P,
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Fig. 11 Suvaem for medasunng the input-ou'put respenee

At the LCLY device in fg 'O PO s 3 polanizer Posoan
analvzee and 8%, s a beamsphtter
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Fig. 120 LCLV input-output characternstic used to mple-
ment the NOR operation

binary states 0 or 1 corresponding to logic gate outputs are
represented by the two intensity levels marked on the
vertical (output) axis. The inputs to each logic gate are
optically superimposed to vield 0, 1, or 2 in the case of two
input gates, and these inputs can produce various binary
logic operations as shown in Fig. b Fig. 6 shows ideal
input-output charactenstic curves needed to achieve ~.(1
NOR, AND, OR, and xOR functions. By appropriate chowe ot
bias and scaling, the curve of Fig. 12 can be utihzed for the
~NOR and NAND operations, even though it does not hawe
sharp threshold

An LCLV with a nematic LC matenal and zero degrees of
twist 1s calied a parallel-aligned LCLV The«e devices bave a
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cuasi-penodic oscillatory output as 3 function of the input
intensity [33), {80]. Typical parallel aligned LCLVS can also be
used tor NOR and xOR functions as shown in Fig. 6 Note
that an osallatory LCLV charactenistic is needed for the xOr
"peration and WNCR operation (not shown in Fig. 6), while a
monotonic behavior over the selected dynamic range s
needed for the other operations. Either a twisted-nematic or
parallel-aligned LCLY with an appropriate LC thickness may
he used to obtain :ne monotonic characteristic. The accu-
racy necessary to approximate the ideal logic function curves
15 discussed in [33], dynamic effects that must be consid-
ered are discussed in Section IV-B where the combinatcrial
Ingic aircuit is combined with feedback to form a sequen-
Lial processor.

Several combinatorial logic operations have been demon-
strated using a parallel-aligned LCLV device. In this test,
ncoherent light sources were used for both input and
output beams. The test inputs are shown in Fig. 13. in this
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Fig. 13, Combinatonal fogic inputs to generate truth tables

case, one input was a vertical grating and the other a
honzontal grating so that a replicated two-dimensional grid
of all four pessible input pairs 1s impressed on the photo-
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conductor. fig. 14 shows the expected output patierns for
each logic operation The particular LCLV used in this
expenment had a poor response uniformity, thus each logic
operation could be accurately performed only over a limited
spatial region. Some of the sample outputs of the system
are shown n Fig. 15. The gnd size shown 1s approximately 2
lines/mm at the LCLV surface. Because this was a pre-
liminary experiment, no attempt to determine the [CIV
resotutian limit was made. All the operations AND, NAND,
OR, NOR, and xNOR were performed by adjustment of the
LCLV operating parameters and searching for a region of
uniform response on the LCLV.

As described earlier, only a few elementary logic func-
tions such as NOR are needed to form a logically complete
set. An important practical consideration is the uniformity
and repeatability of this and any other parallel logic array. in
Section IV-B we discuss the use of this combinatorial logic
scheme as part of a sequential logic processor.

£ Combinatorial Logic with Variable Grating Mode (VGM)
LC Devices

A completely different LC image transducer called a vari-
able-grating mode (VGM) device has also been used for
impiementing a parallel array of combinatorial logic gates
(82], [83]). Certain nematic LC mixtures are observed (o {form
a laterally periodic optical phase grating when combired in
a thin cell with transparent electrodes as shown in fig 10.
Fig. 17 shows the typical phase structure when obcenved

NAND

Fig. 14. Expected output patterns for each logic operation
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fig. 16. Schematc duagram ot the vanatie-grating mode
(L GMY) device construction. At present. devi es gre read out
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tor iy insen<-ive,
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Fig. 17. Phase structure of the VGM device viewed through
1 polanzing microscope. Typical spatial frequencies range
tfrom 100 to 300 cycles/mm.

through a polarizing microscope. The local spatial frequency
of the grating is quite high (typically 1C0 to 500 cycles/mm)
and varies linearly with the magnitude of the local voltage
across the LC layer. The grating period can be opticatly
controlled by placing a two-dimensional photoconductive
layer in series with the layer of LC. In the particular device
used 1n our expenments, the photoconductor is sputter-de-
posited ZnS and the LC material is placed in a cell between
indium-tin-oxide (ITO) transparent electrodes deposited
on glass substrates. The device is biased with dc voltage
impressed across the electrodes. A spatial illumination pat-
tern incident on the photoconductor locally modifies the
voltage on the LC material. Thus the device converts an
input intensity distribution into a local variation of the
phase-grating spatial frequency. The high lateral impedance
of the thin photoconductive film prevents significant
spreading of the photoconductivity and (C VCM effect;
thus the device can retain high-resolution images. Fig. 18
schematically ilustrates this mapping of intensity of spatial
frequency. Note that a spatial region of the input image
with a constant gray level is converted to a region with
constant spatial modulation. When iltuminated coherently
and placed in an optical Fourier transform system shown in
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fig. 18, different spatial frequency components ot the e
coded image, corresponding to different input intensig
appear in different locations in the Founer plane S\ thin
the dynamic range of the device, intensities can be mapgd
monotonically into positions along a line 1n Fourier space it
the VOM grating carrier frequency s much higher thin the
spatial frequency of the input gray-level distnbution =1
then it s possible to obtain various nonlinear tran<iomig:
ttons of the nput intensity in the output plane by plee 13
tilters in the Founer filter plane of Fig. 18.

The VCM device can be used 1o implement logr tunc-
nons by inserting appropriate filters in the Founer plana 1o
achieve the nonlinear iput-output curves ot frg & sinee
the nonlinearities associated with optical fogic are binary,
thev can be implemented with simple shit apertures having
Q or 1 transmittance values The Fourier plane fiiter has a
transmuttance vanation in the axis perpendicular 1o the
vanable grating which is essentially a piot of the des.red
nonhinearnity. In additicn, the logic function can be altered
by changing the aperture in the spatial frequency plane.

A series of expenments was conducted to demonstrite
the fundamental logic functions. The exgenmental ~etup ot
Fig. 19 was used. Two input fields were supermposed at
the VGM plane along with a bias Wlumination The total
ilumination intensity on the photccorductor of the & S\
device was thus the sum of the two input intensites an
the bias intensity. The input illuminaticn was 3 niltoed
high-pressure mercury-arc lamp. The bias dHummation was
provided by a tungsten-bulb source. The VGM device was
read out in transmission, using a He-Ne laser. fiiters were
placed in the fourier plane to select the ditiraction crders
required in each case. For these experiments, the inputs
consisted of two rectangular apertures, one vartical and one
horizontal. When these were superimposad along with the
bias, a square image was formed with the four quadrants
having the intensity levels shown in fig. 20. This image
corresponds o the lcgic truth table shown in the tigure
Thus the output images have intensity levels determined bty
the truth table associated with the desired logic function
The logic functions AND. OR, xOR, and their complements
were implemented sequentially, as shown in Fig. 20, by
altering only the Fourier plane filter. Imperiections vicible
in the output-plane data arise from defects in the cel
structure of the VGM device employed in these sxper:-
ments.

The input light to the VGM logic array need not be
coherent, and the spatial coherence on the output side can
be relaxed to only distinguish a small number of distinct
spatial frequencies. Other particular characteristics of the
VGM device make it interesting for use in residue process-
ing systems [77], (82] and for more complex binary combina-
torial logic circuits such as full adders. its drawbacks are
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that current devices are aot spatiaily unmiform and are quite
siow (turn-on times on the order of 100-200 ms). Research
onamprovements i device speed and pixet uniformity is in
l)lf)gfL“S,

F. Optical Bistable Devices and Arrays

A bistable device can he thought of as an optical nonlin-
»anty (to provide a gate or switching function) combined
with teedback (to provide two stable states) [341-{92) A
bistabie device may function as an elecironic flip-flop be-
cause 1t can act as a logical memory unit. Bistable devices
have also demonstrated switching, liriting, ac amplifica-
tion, and modulation [87], [88]. The strong recent interest in
optical bristability has been motivated by the possibility of
very fast switching times (as low as 107'? sy (87}, (88)
combined with switching energies competitive with elec-
tromc systems {87]. In this brief discussion of optical bista-
bility we consider single devices or small arrays of devices
first; then we discuss work on larger arrays of bistable
elements.

Many different types of materials and techniques have
been used to demonstrate optical bistability. The first bista-
ble devices were called “hybrid” because light interacting
with a nonlinear optical material was detected by a photo-
detector and electrically fed back to alter the transmission
of the material [84]-[86). For optical computing, this proce-
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mtansic bistable systems [B71-{31] Many of these bitsbae
devices are Fabry-Perot etalons contaiming a matesnal swhose
refractive index changes with applied hight intenaty Thes
devices are called intrinsic dispersive bistable devices b
cause the feedback occurs internally within the Fabry-Peior
cavity and the optical path length changes with intonsr
rather than the absorption. Fer optical computng, Giesper-
sive histability 15 inherently more interasting because i s
higher energy efficiency. Intrinsic bDistable systems nave
been demonstrated with GaAs-GaAlAs at room tenpors-
ture (300 K) with switching power of 5 x "07° W ane
switching times 0f 10~ 25,

Several groups have comstructed arravs of bistable ele-
ments. These svstems primanly involve external optica!
feedback around an LC <patial light moacistor or simile
device. O'Brnien [23] patented a svstem iy which two <natiy
light madulators (a Hughes LCLV or other device) are von-
nected as istable ilip-tlop, so that the cuiput of e
controls the input of the other and wice verss Sengupts,
Gerlach, and Collins [94]-[9¢] desciibed a similar bitante
system with a Hughes LOLY ueing only one SEAM Hape the
individual logic elements are spatiaily <eparated regrons on
the light valve and one output converts (o 3 spatiin
separate input region of the same SLM. Sengupta of i
have performed a stability analysis of the svstem ana Je-
termined numerical criteria for equilibrium [94] [35]

As described earlier in Section 111-C, Athale and lLee
[68] have constructed an 8 X 8 array of logic gates
segmented LC cell combined with a photcconductor ~uci
as CdS. By placing an optical feedback icop around the
device 50 that a portion of the output signal is surnmed at
the input side, the device shows a sharper threshola and
bistable behavior.

(1)

¢
l
38 a3

V. COMMUNICATIONS

As is evident from work in very large scale integration
(VLSI) of electronic circuits, it 15 not sutficient to produce
fast, reliable gates and logic functions in order to produce
efficient computing hardware [37), [97) There are many
other aspects of the total system that are important ir
determining the overall system performance. One critical
area is that of communication. Communication problems
arise at three distinct levels: the chip level where gates mu«t
be connected to one another, the subsystem level where
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TLEs And discrets (ompaonents must ke interconnected,
and the system iayvel where ditferent functional units such
dy DIOCRSSOIS, Mmemory, and input-output devices must
unmumeate 2] In g progression from the chip level to
smawostem level the number of interconnecaons generally
jecreases This 1s partiv due to the diffrculty of effectively
controlling large networks of high-level sy<tems.

4 second Major concern s system architecture. Histori-
Ly, most computer systems have been designed in the
classic von Neumann architecture in which memory ele-
~ents are accessed one at 4 me using 4.1 address describ-
ng their focation. This structure was well-suited to early
nardware restnictions but is inappropricte given modern
~2rdware constraints. In the remainder of Section IV, we
Jescribe some of these communication difficulties in more
setal and consider the impact of optics on certain aspects
ot the problem. We describe in detail a digital optical
segquentiai logic processor with a very general interconnec-
con strecture, In Section V, we describe new tvpes of
computing architectures and algonthms which are made
possible bv cptical interconnections.

1 Cate-to-Gaie Communications

in electronic VLSI systems, communications from gate to
gaté on a chip are 2 major expense 1n terms of device area
roquired and design time. The costs associated with «nter-
connection networks has led to an emphasis on highly
segular structures where the number and 'engths of inter-
conrection fines 1s minimized. Systolic processors {99}, (100}
and wavefront array processors [101] are examples of
numerical computing systems constructed under these con-
straints. Although these systems are finding a wide range of
applicability, thev sometimes impose a suboptimal structure
on the processor design. Thus, for example, although it is
possible to express a discrete Fourier transform (DFT) as a
matrix-vector multiplication which is easily mapped onto a
systolic-array architecture, a fast Fourier transform (FFT)
algonthm inherently requires global interconnections and is
not converiently implemented in VLSI. Algorithms such as
sorting and routing are also inherently global, generally
requining connechions to widely separated gates on a chip.

The problem of input-output is also significant at the
chip level. This is a problem that has been exacerbated with
the development of VLSI where it is possible to put a large
number of gates (~ 10°-10*) on a chip but the number of
pins to connect the chip to the outside world is severely
limited (~ 10°) Considerable overhead in time and hard-
~vare s often spent incorporating multiplexers /demulti-
olexers in the system to reduce the number of input-out-
put lines. ‘With optical systems it is possibie to have a large
nurmber of parallef inputs and outputs.

An example of a system developed for parailel input to a
digital svstem is the parallel optical analog-to-digital con-
verter [102] This system was designed to take a gray-level
image as an input ane* produce N binary images as outputs,
each image Lieing one bit plane of the binary representation
of the image. These bit planes can then go directly into an
opbical lngic processor. Although outputs can also be paral-
lel with optical systems, the need for paratlelism is not so
great at the output as at the input, because processing
tends to reducs information.

Goodman has recently described a number of optical
techniques tor interconnection of clectromc compaonents at
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the chip and subsystem level [48) The techmques Jescribaed
mnclude guided waves (the use of integrated optics arad
tiber optics) and free-space prog sgation (using fncused o
rmaged interconnections and b deast or unfncused intrr-
connecttons) One particular proposed method tas g et
tton hologram posittoned above a VLS chip sening as un
imaging element connecting a large number of integrate-<
optoelectronic sources and detectors Jain and Snsvder [107]
nave expenmentally demonstrated the distribution of pren-
second pulse optical clock and test <ignals on GaAs FFT
-0gic chips as a method of avoiding differential iming delay
problems in very high speed electronic processors

The optical flip-flops of O'Brien (93] and Sengupta.
Cerlach, and Collins [94]-[9] make use ¢ optical intercon-
nections (of optical gates on an LCLV) although the number
of gates 1s small and the interconnections are arrangements
of multiple mirrors. Some more complex e<tensions of
these tdeas to the design of digital opticai shift registers and
iccumulators have 2lso been proposed by Fatehi et af [104]

Ferrano and Hiuster described an optical feedback svs-
tem in which a TV camera views a monitor displaying the
output of the camera [105], [106] They describe severai
techniques of parallel analog and digital optical signai
processing that can be implemented. For digital processing.
the TV frame is divided in half and a tenslet array is used 1o
define an array of spatially separated pixels. Using simpi
optics and medifications to the TV scanning svstem, an
wrray of independent binary flip-flops s constructed.

A digital sequential iogic system consists of a combina-
torial logic circuit combined with feedback Thus the over-
all system has memory capabiittes and its outpul wili
generally depend on past and current inputs Barr and oo
{(107] bave described a sequential logic system with an
optical arrav of gates and optical interconnections. The
svstem conststs of an optical logic umit, a set of oplical
memory uruts. electrooptic shutters, beam-steering mirrors
and a microprocessor controller The logic and memors
units are constructed as 8 X 8 segmented LC electrooptic
logic arrays, similar to those described in [67). [68) Those
units used as memories have their own feedback loops. The
system functions as a cellular logic processor and performs
parallel binary picture processing operations

In the next section, we desctibe an optical scquential
logic system constructed at USC that alfows arbitrary inter-
connections between gates.

B. Free-Interconnection Sequential Oplical Processor

We described in Section il!-D how spatially parallel opti-
cal threshold functions cou!ld be used to implement binar
fogical operations. In this section we desciihe how such an
array has been combined with a general optical intercon:
nection scheme to produce an optical binary scquential
logic system {33], [108], (109}

A schematic diagram of the system is shown in fig 21
The two main components are a spatially parallel array ot
optically implemented independent binary gates, and an
optical interconnection unit that directs some of the signals
on the output side of the gate array back to the input side
of the gate array. In the particular expenimental system buiit
at USC, the gate arrav 15 the active arca of a Hughes 15
degree twisted nematic LCLV  The hght valve 1 biased <o
that each gate implements a3 NOR operation, which 1y a
complete logical set for the construction of any combsna-
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torigl logic function. The operation of this device for com-
binatoral Togic 1s essentially identical 1o the system Jde-
sanbed 1 Section =D 1t s noteworthy that the same
waveiength ol iliumnation i used at the mput and output
of this LCLY device, i this case 5145 nm.

The optical interconnection unit in Fig. 21 15 a computer-
generated hologram that serves as 2 beam-steening element
10 arbitranly interconnect gate outputs to gate inputs. The
hologram is effectively the wiring pattern interconnecting
gates on the optical chip (the LCLY gate array). Use of the
hologram allows both local and global interconnoctions on
the chip because light beams corresponding to different
wires can propagate through each other without inter-
ference and come 1o a focus on the input side of the LCLV.
This fach of interference is a distinct advantage over inter-
connections with metallic wiring for electronic chins and
optical-tiber winng for optical chips. Another advantage ot
the system in fig. 21 s that parallel input-output to the
processor 1s possible by controlling inputs to the optical
chip and intercepting outputs of the chip. In principle, a
very large array of optical gates (more than '0°) could be
impiemented on the chip, subject to space-bandwidth
constraints of the gate array and interconnection hcologram.
It us irteresting to note that the entire system can be
rewred or recontigured by physically changing the holo-
yrato or by writing the hologram in an cptically or electron-
ically alterable material that can be modified at higher
spreds. As discussed in Section V of this paper, this free-
interconnection flexibility leads to new tvpes of computer
architectures that avoid some existing processing bot-
tienecks.

Experimental System: An experimental sequential opti-
cal system like that in fig. 21 was constructed to demon-
strate the concept. The system has 16 gates arranged on a
Hughes 45 degree twisted nematic LCLV. The light valve is
read out between crossed polanzers and has a steady-state
mput-output relationship shown in Fig. 12. This response
implements a parallel NOR operation and satisfies certain
signal-regeneration criteria discussed in detail elsewhere
33]. :

The gates are interconnected with a binary version of the
Lee computer-generated hologram [110]. In a Lee hologram,
each complex-valued sample is described by a linear combi-
nation of four real nonnegative numbers, i.e., is decom-
posed into its components along each of the four half-axes
in the complex plane. £ach cell of the hologram is divided
into four subcells, one subcell for each of these four com-
ponents. One complex-valued sample is taken at the center
of each subcell. Stored in each subcell is the corresponding
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Functional block dragram of sequentigl optical logic svatem,

componer.. of its complex-valued sample Bocause ot the
focations of these subcells, upon taking the optical Fourier
transform, thewe four components are added with the o or-
rect phases to obtain the reconstruction o the (1,7} it
fracted order. If the transmuttance of the holoeram s finaen
vatued, each subcell actuaily contains g rectangle ahose
width s equat 1o the subcell width and wbose haght o
proportional to the value of the corresponding snpte
component (Fig. 22).

—_—
(.j'
T 1 !
9% 1
VU et Ll
1\ i Fo
|
1

o X

Iy d 1

fig. 22, Resolution cell ¢t the Lee camputer-generated ine-
10gram saith binary-valued transmittance Usuathy of =

For the hologram usad in this experiment. the tran-anut-
tance is binary valued and these values are represented by
different optical path lengths, i.e, a phase hologram. 1t ihe
optical path lengths ditfer by a phase of 7. the theornitical
efficiency of the hologram is four times that ot (he equiva-
fent absorption hologram A possible tradeoff 15 that the
(0, 0)-urder intensity may increase ov more thaa a facior of
tour.

The hologram was written onto photore«ist via electicr-
beam lithography. Surface relief of the photoresist provides
the optical path length difterence in the hologram. The
electron-beam machine used has a step srze of 0125 um
and has writter patterns with linewidths as smail a< 0.5 pum
It writes 1.024 X 1.024 mm fields and can stitch them to-
gether to cover a maximum area of 102 X 1C2 mm The
machine provides a far greater <pace-bandw.dth produc:
than was needed for our test circuit, although its capabili-
ties would eventually be required for a very large-cca
system.

Our test circuit comprises 16 gates so the hologram
comprises 16 subholograms, which are laid out ina 4 by
array. Each subhologram covers a circular area and ha-
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drameter of 1.04 mm. Each cell is a4 square 2.5 pm on a
side, so there are a maximum of 17 cells (68 subcells) across
cach subhologram in the horizontal direction Each subcell
has a width of approximately 156 pm, or 125 steps of the
olectron-beam system, and has a height of 500 steps, both
dimensions have more steps than were needed. 251 o .nti-
zation levels were used for each subcell sample, keeping
the apertures centered in each subceil. References [33] and
[77] contain scanning-electron micrographs of the holo-
grams and details on their theoretical and experimentai SNR
and efficiency.

A diagram of the main components of the sequentigl
logic system is shown in Fig. 23. An expanded Ar-ion laser

fig. 23. Experimental system. Lens L, images from the LCLV
gate output plane (LC plane) to the hologram plane. Lens L
provides a Fourier transtorm from the hologram plane to the
LCLV gate input plane. The hologram comprises an array of
subholograms.

beam is incident on the readout side of the LCLV (gate
output plane). It is reflected from the internal mirror of the
LCLV and is imaged from the LC (gate output) piane to the
hologram via L,. The LC plane is situated between crossed
polarizers. The Fourier transform of the field transmitted by
the hologram appears at the write side of the LCLV (gate
input plane) via L;. The phace of the illumination at the
gate input plane is not correct, but only the intensity is of
interest. Note that the Fourier transform relationship pro-
vides for complete regeneration of spot location during
each pass through the feedback loop. In addition, since the
subholograms are not contiguous, a mask is effectively
incorporated into the hologram. This provides regeneration
of the size and shape of each pixel, and also facilitates
alignment.

A diffuser is placed just in front of the LCLV gate input
plane in order to average over the fringe patterns that may
result from coherent interference. This is not necessary
when the pixels are small enough for the fringe patterns to
be beyond the resolution limit of the device. Since a phase
hologram was used and the effects of the (0,0) diffracted
order were of concern, an aperture was used as a spatial
filter at P to filter out diffraction effects from the limiting
aperture. The (=1,0) diffracted order in the hologram re-
construction can be used to monitor the gate inputs during
system operation. The gate outputs can also be probed by
using a reflection trom the analyzer or the hologram.

for purposes of demonstration, a test circuit (shown in
Fig. 24) was chosen and a hologram with the appropriate

Fig. 24. Test circuit consisting of a synchronous
master-siave flip-fiop with driving clock.

interconnection pattern was then generated. The test circunt
includes a synchronous master-slave flip-flop and a driving
clock. The clock circuit is a ring oscillator consisting of an
odd number of inverters. Clock circuits with three gates and
with five gates have been implemented. The flip-flop func-
tions as a frequency divider and outputs a signal whose
frequency is half that of the clock and whose duty cycle is
close to 50 percent.

Fig. 25 shows the spatial arrangement of the 16 numbercd
gate outputs corresponding to the circuit diagram of Fig. 24.
The circuit cycles among four distinct states which aic
shown in Fig. 25. This figure shows the optical binary
signals at the output side of the LCLV. In this system the
frequency of oscillation of the clock circuit with five gates
was extremely slow—2.55 Hz. The speed is entirely imited
by the temporal characteristics of the LCLV. The particular
LCLV used here was extremely slow, having a characteristic
response time of more than 300 ms, thus accounting for the
very slow oscillation. A similar 3-gate clock oscillated at 6.3
Hz. In principle, the circuit should perform the same logical
operation at a much higher speed by replacing the LCLV
with a faster device based on LC or other technology. For
very fast SLMs, the optical path length of the interconnec-
tion system eventually must be considered. Details of out-
put waveforms and other experimental measurements are
described in [33]. In the next few sections, we discuss
details of particular holographic interconnection methods
that can be used in the free-interconnection sequential
processor.

Space-Variant Interconnection. The sequential optical
logic processor as described previously allows completely
arbitrary interconnections. Each gate has a separate subho-
logram associated with it, and each subhologram cncodes a
different interconnection pattern If the interconnection
pattern associated with a given point or gate is constdered
to be an impulse response or point-spread function (PSI)
then the system can be characterized as a general space-
variant imaging system shown schematically in Fig 26 The
reconstructed images are simple dot patterns, cach il
luminating a gate input. As shown in Fig. 26, the desired
interconnections are formed in one particular diffraction
order. Typically, a conjugate image will also be produced.
and this can be used to probe the system without affecting
its operation or to access the system outputs
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fig. 25. Optical sequential logic output The spatial arrangement of the 16 numbered gate

outputs are shown on the left.
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fig. 26. Space-variant interconnection system. In general
the hologram produces multiple diffraction orders, only one
of which s used.

With the space-variant interconnection approach, the de-
signer has essentially unlimited freedom in choosing an
architecture to suit his needs. The limitation with this
technigue is in the space-variant element. The system de-
scribed here uses a multi-element computer-generated hol-
ogram. The number of subholograms is equal to N,
the number of gates, and each subhologram must have
an SBWP of order N to allow arbitrary addressing, Thus the
SBWP of the hologram is proportional to N2 Since the
SBWP of the hologram is restricted by available recording
devices, this limits the number of gates which can be
implemented. Calculations indicate that with current plot-
ting capabilities, the limit on N is on the order of 10 * gates
(108}, (109]. Additional details on crosstalk and design con-
siderations are described in [111).

Space-invariant Interconnections: A large increasc in the
number of gates is possible at the expense of a fixed, highly
regular interconnection pattern. The extreme case is a to-
talty space-invariant interconnection shown schematically
in Fig. 27. This interconnection is optically implemented
with one simple Fourier plane hologram for the entire
circuit. The PSF of the system is a fixed interconnection
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Fig. 27. Space-invanant interconnection sysiem.

Fig. 28. txample of a gate array with space-invariant inter-
connections. The free inputs are enable inputs.

pattern which is the same for every gate output. Thus the
gate inputs are addressed relative to the position of the gate
output, as compared to the absolute addressing of space-
invariant interconnections.

Fig. 28 shows an example of a space-invariant array of
NAND gates. Each gate is shown with an additional input
1+.at serves as an enable /disable signal, so that a particular
circuit is implemented by disabling the appropriate gate:
For NAND gates, a gate is enabled by projecting an optical
signal onto the enable input. An obvious limitation 1s that
circuits with irregular structure will require many gates to
be disabled. An advantage is that for interconnecting N
gates, only one interconnection pattern is needed, <o that
SBWP of the hologram required is roughly N, or 10” gatis




with current hologram plotting systems. With this type of
interconnection, the SBWP of the parallei-gate array 15 gen-
erally the limiting factor. References [108] and [109] describe
cellular logic [112] and other parallel processing operations
that can be implemented with space-invariant interconnec-
tions.

Hybrid (Basis-Set) Interconnection: in many instances,
neither the direct space-variant nor the space-invariant ap-
proaches may pe well suited for interconnections. For ex-
ample, a system that requires a very large number of gates
which cannot be interconnected in a regular fashion is
difficult to implement with either appioach described
above. In these cases, a hybrid or basis-set apnproach that
combines the sgace-variant and space-invariant techniques
car be used [108], [109), [111]. The idea is to define a finite
number M of distinct interconnection patterns as PSFs, and
then assemble the circuit using only these M patterns. We
generaily expect that M will be much less than N, the
number of gates. If the necessary set of PSFs is derined, it
may be possible to determine a basis set of lower dimen-
sionality that achieves all interconnections. If so, it is easier
to store the set of basis elements rather than store the PSFs
directly. Of course, in this case, the coefficients for each
gate must be stored along with the basis elements.
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Fig. 29. Hybrid (basis-set) interconnection system. The first
hologram is a space-variant element as in Fig. 26 that stores
the coefficients for each gate output. The second hologram
is an array of space-invanant filters that stores the intercon-
nection basis functions.

Fig. 29 schematically depicts an optical system which uses
the basis function approach. Two holograms are used. The
second hologram is a composite hologram consisting of
one subhologram for each basis element. The first hologram
15 also a composite hologram with one subhologram for
each gate in the array. Each subhologram records the basis
function coefficients for the corresponding gates. The sub-
hologram essentially diffracts the light from the gate to all
of the appropriate basis elements with the proper relative
strengths. For this case, if there are approximately Al = 50
basis elements required, then on the order of N = 10" gates
can be implemented with current hologram generation
techmques. As hefore, the limiting factor on the number of
gates is the device implementing the gates rather than the
interconnection elements [108], [109]. Thus with this ap-
proach the designer has some minor limitations on the
interconnections which can be used, but he has a poten-
tially large number of gates at his disposal
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Of course, other interconnection schemes are possibie
and each will present the designer with its own <et of
constraints and freedoms. In the end, one must ik an
approach which is best matched to the problem at hard

C. Chip-to-Chip Communications

At the intermediate level of the communications hierarchy
is the need for high-bandwidth chip-to-chip interconnec-
tions. With advances in VLSI electronic chips, inexpensive
processors are now available. The demand fur increased
processing power has led to the desire to interconnect large
numbers of processors which can work concurrentlv in
these systems, the interconnection network is a critical
element,

There are currently significant limitations on the number
of pins available for input-output on electronic chips To
avoid these difficuities intensive on-chip multiplexers and
demultiplexers are required to compress paralle! signals into
a serial form. This greatly reduces the effective inpul-out-
put bandwidth and takes up valuable gate area on the chip
In effect, a single chip can interconnect with only a small
number of parallel lines even though 1t may be capable nof
highly parallel processing internaily.

Optics offers some parallel techniques of chip-to-chip
interconnection for both optical and electronic logic svs-
tems. One possible approach is illustrated in Fig 30. Here a

Computer generated hologram

interconnection unit

gote arrQy

gote arroy
(chip) {chip)

Fig. 30. Chip-to-chip interconnection of an optical gate
array with a computer-generated hologram

hologram serves as a chip-to-chip interconnection unit simi-
lar to its use in the optical sequential logic processor
described in the previous section. The individual gates on
the chips can be optical, or they can be electionic gates
connected by integrated optical sources. The hologram
directs the parallel set of optical signals 1o another chip
where they are utilized directly in optical logic or dctected
and converted to electronic form for VLSI chips. Here the
input-output s completely parallcl, allowing the transfer of
entire two-dimensional data arrays such as images Vanous
interconnection holograms such as space-variant, space-in-
variant, and hybrid methods can he adapted o this prob-
lem.

Goodman has described a refated set of optical chip-to-
chip interconnection techniques [98] and we also note that
the parallel-gate array celtular logic processing system of
Barr and Lee [107] can be utilized in a similar way

In the next section, we describe some techniques of
interconnection at the processor-to-processor level. AMany
VLSH electronic chips are actually self-contained processors
themselves, so that the distinction between chip and
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Processor is no longer well defined. Many of the processor-
to-processor interconnection schemes described-would also
pe valuable at the chip-to-chip level.

D. Processor-to-Processor Communications

AL this highest level, a relatively smaller number of inter-
connections are required, but they should have a very large
bandwidth. Fiber-optics communication links are already
finding use in connecting computers with each other and
with peripheral equipment. They provide high-bandwidth
links with good interference immunity, although they even-
tually suffer from the limitations of electronic buses in that
only a small number of devices actively communicate at any
time and that processing overhead is required to implement
protocols.

In many instances where the processors perform a single
function tho interconnection network itseif defines the
operation. Thus a tree network (113] is used for sorting
probiems and systolic networks {99}, [100] are used for many
matrix operations. The tree and systolic networks are gener-
ally fixed structures which perform a fixed operation. Ide-
ally, one would like to have a dynamic structure that could
be reconfigured to meet the users’ needs. Such networks
are the subject of considerable research currently.

A general-purpose dynamic network is the crossbar switch
shown in Fig. 31. This switch allows any of N inputs to be

N mpyls

LT e

N oulputs
fig. 31. Crossbar interconnection network.

connected to any of N outputs. Although this is the most
general switch one would normally need, it is seldom
implemented because of the large hardware requirements
(N? switches). Instead, considerable research has been de-
voted to devising simpler networks such as the Baseline
network (114}, the Omega network [115], the binary n-Cube
network {116}, the Banyan network [117), and the shuffle
exchange network {118}, {119). These networks generally
require less hardware than the crossbar network and also
provide less performance. Since the crossbar and other
networks are fixed for a given computation and are only
changed infrequently, the emphasis on implementing these
systems is on parallelism or number of channels, rather than
on speed. Optical approaches to implementing the crossbar
would appear 10 be a viable solution to the interconnection
problem. In fact, optical systems which have been devel-
oped for matrix-vector multiplication [120}~{123] are readily
adapted to function as crossbar switches. The “matrix” for a
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crossbar switch contains only binary entrnies, a 1 represent-
Ing a connection and a O implies no connection. The N
inputs compnse the muluplying vector and the N outputs
constitute the resultant vector. With a real-time device
representing the maltrnix these systems become dyvnamic
crossbar switches,

An optical interconnection network has been nple-
mented by Tapima et af. [124]. They use an optical system to
connect a large number of processing units to a large
number of memory units. They broadcast the signals opti-
cally so that no wiring is required.

V. ARCHITECTURES AND ALCORITHMS

The use of optical systems, in particular highly parallel
systems, leads to certain implications in the design of com-
puting hardware. Some general comments about these 17~
plications follow in this secticn. A similar but somewhat
different perspective is given by Huang [1251.

In the early days of computer development, the hardware
for both gates and for the gate interconnections was expen-
sive. Thus a computer design evolved which minimized the
hardware requirements. These requirements have led to the
classical von Neumann computing system architecture
shown in Fig. 32. In a von Neumann machine, all of the
processing logic is contained in the central processing unit
(CPU) and the memory is located almost entirely in a

MEMORY

=

Address Unit
CPU ]

Y
N
——-

i

inputs outpuls
Fig. 32. Von Neumann computer.

separate unit. Input-output is generally performed by the
CPU or by a system closely coupled to the CPU. The CPU
accesses the memory through a binary addressing unit and
memory contents are returned to the CPU through a single
or small number of lines. This multiplexing scheme reduces
the communications requirements and minimizes the num-
ber of lines. This serial addressing of memory results in a
tradeoff of time for interconnection complexity. The even-
tual fimitatton on computing speed is known as the von
Neumann bottleneck. Current high-performance electronic
computers operate with very short clock cycles, this means
that coaxial electronics with very short physical wire lengths
are needed to avoid electromagnetic interference (EMI),
crosstalk, and clock skew problems. The coaxial electronics
for interconnections requires terminating resistors on the
ends of cables, further reducing systern energy efficiency
With the development of integrated circuitry and ViSt,
the situation has changed considerably. In VLSI, gates are
relatively cheap while communication lines are relatively

775

) . — J



Ao

expensive. Even with this modified cost function, the von
tNeumann structure is stll reasonable; however, aiternative
architectures also become viable if they minimize com-
munication at the expense of adding more gates. An exam-
ple of a non von Neumann architecture is the systolic array
[99], [1C0]. Systolic arrays have a large number of processors
with very little memory at each. The signals flow through a
highly regular two-dimensional array of processors in a
pipelined fashion. An opposite approach is to have numer-
ous local memories, say one for each processor. Here the
total system memory has a large amount of redundancy in
order to minimize communications at the expense of extra
hardware.

With optical systems, the situation is again changed. Here
communications can be considered cheap. Depending upon
the exact implementation, gates can be considered either
cheap or moderately expensive. [n this case. the computer
designer would consider architectures that minimize hard-
ware redundancy by utilizing the freedom to make arbitrary
conrections. Such a processor could consist of a system of
several processors and memory elements interconnected
with a fixed network or dynamic crossbar switch.

Another type of digital optical processor is the non von
Neumann system shown in Fig. 33. in this computer, all
memory elements are accessible in parallel. With the avail-
ability of relatively cheap interconnections, the input-out-
put shown as part of the CPU in Fig. 33 can be separated, as
shown in Fig. 34, allowing direct parallel communication
among all three parts of the computing system. The mem-
ory, CPU, and input~output systems in Fig. 34 themselves
consists of gates and internal interconnections; we redraw
this block diagram to separately emphasize the gates and
interconnections to produce the free-interconnection archi-
tecture realization shown in Fig. 35. Here memory, CPU,

MEMORY
cPu
e e — ]
——d p—————
— 1/ ——
—y P
nputs outputs

fig. 33. A non von Neumann computer

MEMORY
CPU
—_— !/O —
R e | >
inputs oulputs

fig. 33. A frecanterconnectian non vaon Neumann come
puter
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Fig. 35. The free-interconnection non von Neumann com-
puter of Fig. 34 reconfigured as a sequential optical processor.

and input-output subsystems can be considered essentially
indistinguishable portions of a large optical gate array (chip),
while the interconnections provide communication with
and among subsystems. The processor shown in Fig. 35 is
essentially the sequential optical logic system described in
Section IV-B.

Parallel optical computing architectures will strongly in-
fluence algorithms for computationally intensive tasks. Some
particularly interesting applications are in image analy<is
and image understanding, where cellular logic arrays could
be implemented in an optical parallet processor. Another
important application is in artificial intelligence, where
computational demands are extreme. Optical computers
could be used to rapidly implement associative memory
and symbolic substitution operations impcrtant for produc-
tion rule based algorithms.

VI, LIMITATIONS

To complete this paper on optical computing, we brieily
discuss limitations on the technolagy. These limilations can
be addressed at several levels from the fundamental physi-
cal limitations to practical limitations imposed by current
devices or system configurations [34], [35), [55], [Se). {87),
(88]), [126], [127].

The ultimate limits are those imposed by quantum me-
chanics and thermodynamics [88], [126]. These limits are
fixed and unalterable. From a quantum-mecihanical <tand-
point we can say that information about a given logic state
is carried by discrete elements, photons in our case, cach
having energy hy, where h is Planck’s constant and » is the
optical temporal frequency. Because of the statistical nature
of these information carriers, there is a minimum nurmber
required on the average to reliably define a given state or
state transition. The exact number required depends upon
the reliability criterion and the statistical model, however a
minimum of 100 photons would be a typical number to
establish a state reliably. Another quantum himit is that any
stable switching operation necessarily dissipates a mini-
mum energy h/r, where 1 is the switching time. The
thermodynamic limit is set by thermal noise, which will
cause unwanted state transitions unless the transiion en-
ergy is significantly greater than kT, where A is Boltzmann’s
constant and T is the absolute temperature In optical
systems, the quantum limit dominates since the photon
energy hr is ~ 100kT for visible photons

No systems currently approach the quantum linuts and
will not in the foreseeable future, In practice we €an pont
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10 other factors which currently set the limits on the perfor-
mance of optical logic systems. These limuts are closcly
related to current device characteristics. A primary concern
is heat dissipation, which is a severe problem because
energy consumption in practical systems far exceeds the
quantum limits. Heat dissipation becomes a problem when
combined with the requirement of high gate packing densi-
lies. In turn, the need for high gate densities is ultimately
driven by time constraints on the communication intercon-
nections. For optical logic systems based on absorption
nonlinearities, heat dissipation is probably the limiting fac-
tor and optical systems compare unfavorably with elec-
tranic systems [34], [55], [56]. However, the situation may be
different for systems based on reactive nonlinearities and
resonant structures where absorption in the device is low
and heat can be dissipated external to the logic elements
[35], (88], (126], (127]. 1t has been shown in the past few
years that hrvitations in this area are not fundamental, but
rather are technology dependent, thus they can change
dramatically with innovations in the field.

There are also practical limitations which are *ied to the
overall system design. These are primarily communication
limits. The lengths of communication lines i1d the corre-
sponding signal transit times determine the runimum cycle
time. As discussed previously, communication limitations
for optical systems differ significantly from electronic sys-
rems, if one utilizes three-dimensional interconnection net-
works between planar gate arrays. However, the effective
distance between planes still determines th-: minimum cycle
time and should be kept as short as possible. For a given
communication distance, however the optical system has a
faster minimum cycle time because communicating over
electronic lines involves charg:ng and discharging capaci-
tances.

VIl FuTuRE NegDs AND CONCLUSIONS

In this paper we have reviewed optical logic elements
and digital optical computing systems. It is evident that
much more work is needed on basic research and develop-
ment etforts on both the devices and systems.

We summarize here a few thoughts about desirable prop-
erties for optical logic elements. Devices with a fast switch-
ing time and low power consumption per bit are needed to
be competitive with electronic devices. It is desirable to
have input and output signals represented by the same
optical wavelengths to allow cascading of switching stages,
and it is desirable to avoid photon-electron-photon con-
versions to improve switching speed and energy efficiency.
A complete logical set can be achieved with NOR, NAND,
and other types of logical elements [112}; all 16 two-variable
binary logic functions are probably not needed or wanted.
Easy fabrication, high packing density, and room-tempera-
ture operation of arrays of devices is very desirable; these
arrays must also allow easy nonplanar interconnections on-
chip and off-chip. A useful practical system that might be
constructed as an optical computer is a parallel cellular
logic processor for an image with 500 X 500 pixels [112);
such a processor might have 40 gates per pixel, or a total of
107 gates. This number is not an unreasonable goal for a
device array.

At the systems level we have seen that optical computing
systems differ fundamentally from electronic systems. One
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important panaple ss that optical conputers should not e
built by merely replacing electronic devices wiih cptecal
devices. Designing an optical logic system requires 4 new
set of cost functions for trading off gate count and intercon-
nection complexity. These different design cnitenia lead to
new architectures for logic systems and make optical imple-
mentdttons dattractive where electronic implementations
would be impractical. Designs which are interconnection
intensive can often be easily mapped onto relatively simple
optical systems, whereas interconnection linutations are
already severely restricting VLSI design. Optical computing
offers the possibility of non von Neumann parallel architec-
tures with different mechanisms for interconnections and
communications; it remains a challenge to develop optical
devices, architectures, and algorithms that make use of this
potential. The next few years will be a critical and exciting
period for these technologies.

ACKNOWLFDCMENT

The authors wish to thank B. K. Jenkins, P. Chavel, B. H.
Soffer, A. R. Tanguay, Jr.,, and R. Forchheimer fcr therwr
contributions to the research described in this paper.

REFERENCES

{11 ). W. Goodman, Introduction To Fourier Optics. New York:
McGraw-Hill, 1968,

[2] K. Preston, Jr., Coherent Optical Computers. New York:
McCraw-Hill, 1972, Ch. 8.

{3] O. Casasemt, &d.. Optical Data Processing-Applications
(Topics 1n Applied Physics, Vol. 23).  Berlin: Springer-Veilag,
1978.

[4] S. H. Lee, Ed., Optical Information Processing-fundamentals
(Topics in Applied Physics, Vol. 48). Berlin: Springer-Verlag,
1981.

[S] H. Stark, €d., Applications of Optical founer Transforms
New York: Academic Press, 1982.

{6] ). W. Goodman, “Operations achievable with coherent opti-
cal information processing systems,” Proc. 1EEE, vol. &5 po
29-38, 1977.

(7] D. Casasent, “Coherent optical pattern recogmition,” Prcc
IEEE, vol. 67, pp. 813-825, 1979.

[8] E. A Mnatsakanyan, V. N. Morozov, and Yu. M. Popov,
“Digrtal data processing in optoelectronic devices (review),”
Sov. J. Quantum Electron., vol. 9, pp. 665-677, 1979

[9] G. Hausler, “Optical software survey,” Opt. Acta., vol 24,
pp. 965-977, 1977.

{10} 1. jahns, “Concepts of optical digital computing—A sur.cy.”
Optik, vol. 57, pp. 429-449, 1980.

{11] J. W. Coodman, “Architectural development of optical data
processing systems,” | Electrical Electron. Eng., Australag,
vol. 2, pp. 139-149, 1982,

{12} ). w. Goodman and H. B. Striibin, “Increasing the dvnamic
range of coherent optical filters by means of modulating
gratings,” /. Opt. Soc. Amer., vol. 63, pp. 50-58, 1973.

(13] R. P. Akins, R. A. Athale, and S. H. tee, “Feedback in analcg
and digital optical image processing: A review,” Opt. fng.,
vol. 19, pp. 347-358, 1980.

[14] D. Psaltis ¢t al., “Iterative color-multiglexed, electro-optical
processing,” Opt. Lett., vol. 4, pp. 348-350, 1979.

{15] H. ). Caulfield et al., “Eigenvector determination by non-
coherent optical methods,” Appl. Opt., vol 20, pp 2263-
2265, 1981,

{16] ). W. Goodman and M. Song, “Performance hmitations of an
analog method for solving simultancous linear equations.”
Appl. Opt., vol. 21, pp. 502-506, 1982

{171 W. K. Cheng and H. ) Caulfield, “Fully-parallel relaxation
algebraic operations for optical computers,” Opt. Commun,




|
i

(e

Lisl
{0l
(2

[22]

23]

(24]
{25]

§26j

(28}
(291
(301

{31

(32

33
34
(351
136}

371
(381
(39
[30)

(411
(42)

(431

(341
(431

el

vol 43, pp. 251254, 1982,
H. L Carner, " The residue number system ” IRE Trans. Elect
Cump, vol EC-8. pp 140-147, 1959
A dasaki, “Addition and subtraction in the residue number
system,” 1EEE Trans. Elect. Comp., vol. (C-16, pp. 137164,
1%7
N S Szabo and R | Tanaka., Residue Arithmetic and Its
Applications to Computer Technology New York: Mc-
Craw-Hill, 1967
A. Huang. “ The implementation of a residue anthmetic ur.t
w13 optical and other physical phenomena,” in Proc. 1975 Int
Opt Comp. Conf (Washington, OC, Apr 1975), pp. 14-18.
S. A Collins, jr., “Numerncal optical data processor,” Proc.
Soc. Photo-Opt. Inst. Eng.. vol 128, pp. 313-179, 1977
S. A. Collins, Jr., |. Ambuel, and E. K. Damon, “Numencal
optical data processing,” in Proc. 1978 Int. Opt. Comp. Conf.
(London, England, Sept. 1978), pp. 194-197.

, "Optics for numencal calculation,” in Proc. ICO-117
Conf. (Madnd, Spain, 1978), pp. 311=31«.
D. Psaltis and D. Casasent, “Optical residue arithmetic: A
correlation approach,” Appl Opt., vol. 18, pp. 163-171, 1979
F A, Horrngan and W. W. Stoner, “Residue-based optical
processor,” Proc. Soc. Photo-Opt. Inst. Eng., vol. 185, pp.
19-27, 1979,
A, Huang, Y. Tsunoda, J. W. Goodman, and S. Ishihara,
“Optical computation using residue anthmetic.” Appl. Opt.,
vol. 18, pp. 149-162, 1979.
A. Huang and ). W. Goodman, “Number theoretic processors,
optical and electronic,” Proc. Soc. Photo-Opt. Inst. Eng., vol.
185, pp. 28-35, 1979.
A. Tai, 1. Cindrich, |. R. Fienup, and C. C. Aleksoff, “Optical

residye arithmetic computer with programmable computa- -

tion modules,” Appi. Opt., vol. 18, pp. 2812-2923, 1979

C. C. Guest and T. K. Caylord, “ Teuth-table look-up optical
processing utilizing binary and residue arithmetic,” Appl.
Opt., vol. 19, pp. 1201-1207, 1980.

S. D. fouse et a/., "A residue-based image processor for VLSt
implementation,” in Proc. Image Understanding Workshup,
L. Baumann, Ed., DARPA/Science Applications, Inc., Rep.
SAI-82-391-WA, pp. 188-198, Apr. 1981.

S. D. Fouse, G. R. Nudd, and A. D. Cummings, “A VLSI '

architecture for pattern recognition using residue arithmetic,”
in Proc. 6th Int. Conf. on Pattern Recognition (Munich,
Cermany, Qct. 19-22, 1982), 1EEE 82CH1801-0, EEE Comp.
Scc., pp. 262-269.

8 K. Jenkins et al., “Sequential optical logic implementa-
ton,” submitted to Appl. Opt.

R. W. Keyes and J. A. Armstrong, “Thermal limitations in
optical logic,” Appl. Opt.. vol. 8, pp. 2549-2552, 1969.

, “Fundamental limuts in digital information process-
ing” Proc. IEEE, voi. 69, pp. 267-278, 1981.

L. C. West, “Construction of a general purpose digital com-
puter based on optical logic elements,” in CLEO Tech. Dig.,
paper TUGS, Opt. Soc. of America, p. 44, May 1983.

C Mead and L. Conway, Introduction to VLSI Systems.
Rcading, MA: Addison-Wesley, 1980.

T. Tamir, Ed., Integrated Optics, 2nd Ed. ( Topics in Applied
Physics, Vol 7). Berlin: Springer-Verlag, 1981.

H F Taylor, "Guided wave electro-optic devices for logic
ard computation,” Appl Opt, vol 17, pp. 1493-1498, 1978,
L. Coldberg and S. H Lee, “Integrated optical half adder
arcut,” Appl Opt.. vol 18, pp. 2045-2051, 1979.

C. H Buimer, W. K. Burns, and T. G. Giallorenzi, “Pertor-
mance c¢nteria and limitations of electrooptic waveguide
array deflectors,” Appl Opt., vol 18, pp. 3282-3295, 1979

R A Becherand W S C. Chang, "Electrooptical switching in
thin film waveguides for a computer communications bus,”
Appl Opt, vol 18, pp 329-3300, 1979

C. verber, “Integrated Optical Architectures and Imple-
mentation,” Proc. SPIE, vol 456, 1984.

). von Neumann, “Non-linear capacitance or inductance
switching, amplifying and memory organs,” US Patent 2 815
488, 1954,

£ Goto, "The parametron, a digital computing element
which utihizes parametric oscillations,” Proc IRE, vol. 47, pp
1J04-1316, 1959

G Diemer and ). G Van Santen, " Power amplifiers based on
electro-optical etfects,” Phiips Res  Rep . vol 15 pp

(47]
{48
(391

{501
(51

(52

(531
(53]

(56}
[57]

(s8]

{591

(601
{611

(62

(631
{64]

(651
(661
(671

(68}

(69]

(7ol

71

57

368-389, 1960.

A. B Fowler, “Quenching ot galliumiarsen:te tiecion
lasers,” Appl. Phys. Letr, vol 3. p 1 193

, “Cooperative effect in GaAs lasers,” | Appt Phys
vol. 35, pp. 2275-2276, 1964

G. J. Lasher and A B Fowler. “Mutually quenched imection
lasers as bistable devices,” 1BM | Res Develop v =, op
471-475, 1964

G. ). Lasher, “Analysis of 4 proposed bistable injection laser,”
Solid-State Electron . vol 7, pp 707-716, 1964

M. L. Nathan et a/, “GaAS injection laser with novel mode
control and switching properties,” J. Appl Phys  vol 36, pp.
473-480, 1965.

O. A. Riemann and W F Xosonocky, “Progress n oplicai
cgggputer research,” 1EEE Spectrum, vol 2. pp 181-125 Mar
1

W. V. Smuth, “Computer applications of lasers,” Proc. IEEE.
vol. 54, pp. 1295-1300. 196

N. G. Basov, W. H. Culver, and B. Shah. in taser Handbook.
F. T. Arecchi and €. Q. Schulz-DuBois, £ds. Amsterdam
North-Holland, 1972.

R. Landauer, “Optical logic and opuically accessed digital
storage,” in Optical Information Processing. Yu. E. Nesterk-
hin, et al., Eds. New York: Plenum, 1976, pp 219-253.

R. W. Keyes, “Power dissipation in information processing,”
Science, vol. 168, pp. 796-801, 1970.

N. G. Basov et 4/, "Methods of realization of an optical
processor with variable operators,” Sov J. Quantuwn [lec-
tron,, vol. 8, pp. 307-312, 1978

C. C. Guest and T. K. Gaylord, “ Two proposed holograplic
numerical optical processors,” Proc. Soc. Photo-Opt Inst.
Eng., vol. 185, 1979.

A. Seko and M. Nishikata, “tmage emission piatelet laser for
optical information processing,” Appl. Opt, vol. 16, pp
1272-1274, 1977.

A. Seko and A. Sasamon, “Fiber laser plate,” Appl. Opt., vol.
18, pp. 2052-2055, 1979.

A. Seko, “All-optical parallel logic operation using fiber laser
plate for digital image processing,” Appi. Phys_ Lelt, vol. 37,
pp. 260-262, 1980.

A. Seko, H. Kabayashi, and K. Shimizu, “A high-speed image
information preprocessor using a channel plate image in-
tensifier,” Opt. Eng., vol. 19, pp. 229-232, 1980.

B. M. Watrasiewicz, “Optical digital computers,” Oplics
Laser Technol., vol. 7, pp. 213-215, 1975.

V. A. Tsvetkov, N. A, Morozov, and M . Elinson, “Pcture
logic and liquid crystals,” Sov. /. Quant Clectron., vol 3, pp

989-993, 1975.

D. H. Schaefer and J. P. Strong, IH, “Tse compulers ™ frroc

IEEE, vol. 65, pp. 129-138, 1977,

S. H. Lee, “Review of coherent opucal processing.” Appl

Phys., vol. 10, pp. 203-217, 1976.

R. A Athale and S. H. Lee, “Development of an optical
parallel iogic device and a half-adder circuit for digial opti-
cal processing.” Opt. £ng . vol. 18, pp S513-517, 1979,

. “Bistability and thresholding by a new pholoconduc-
tor-twisted nematic liquid crystal device with optical feed-
back,” Appl. Opr., vol. 20, pp. 1424-1432, 1981,

). Michaelson, “Characterization of liquid crystal light valves
and thetr applications to real-ime noniinear optical process-
ing,” Ph.D. dissertation, Dep. Elec. Eng, Umiv. of So Calnt,
Los Angeles, Oct 1979; USCIPI Rep 930, USC Image Process:
ing Inst., Los Angeles, CA 90089, 1979

C. warde, A M. Weiss, A D. fisher, and | | Thackara.
“Optical information processing characteristres of the micro-
channet spatial light modulator.” Appl Opi, vol 20, pp

20066-2074, 1981,

M. T Fatehi, K C Wasmundt, and S A Collins, Jr, “Optwc
logic gates using hquid crvstal hight valve Implementation
and apphcation example ” Appl Upt , vol 20, pp 2250-22%

1981

H. Bartelt and A W Lohmann, “Hybnd logic processing in
parallel.” Appl Opt . vol 22, pp 2519-2510. 143

I D Armitage and A W Lohmann, " Theta modulation in
optics,” Appl Opt  vol 4, p 399, 17%5

I Tanuda and ¥ tchioka, “Optical logic areay processor” in
Proc IEEE 1983 10th Int Opt Comp Conf, pp 18-23 Apr

1983

PROCEEDNNCS OF TR IEEE VOL T2 NO T Uty el




—

(s

rel

(7
(el
el
(vc)

&1

(8
(5]

{85
1e7)

(881

9y

{%al
{91
192}

1931

(24

{951

(%]
(97]
(%8|
(99)

(100)
oy

1. Tamnda and Y. lchioka, “Optical fogic array processor using
<hadowgrams,” [ Opt. Suc. Amer, vol. 73, pp. BO0-809,
1923

. “Image encoding by a computer generated holo-
granie hlter” Proc SPIE vol 332, 1983
A A Sawchuk, T C Strand, and A. R. Tanguav, J¢, “Nonlin-
ear teai-time optical signal processng,  USCIPI Rep 1080,
USC Image Procesang Inst, Los Angeles, CA 92089, 1982,
. UNonhinear eal-time optical signal  processing,”
WHCIPI Rep 1100, 4SC Image Processing Inst., Los Angeles,
CA e, 1aa}
I Ganvets of al, 7 A cew real-time noncoherent to coherent
uphcal imege converter,” Opt Eng., vol 14, pp. 217-275,
1075
1 Guntwrg ot gl.. “Phutoactivated birefringent liquid-crystat
Lieht vaive tor calor symbology display,” IEEE Trans. Electron
Deviees, vol £D-22, pp. 775-783, 1975,
W P Bicha ot af, “Application of the liquid crystal light
velve 10 real-time optical data processing,” Opt. Eng., vol. 17,
pp 371-384, 1978.
8 H. Softer et al., “Variable grating mode liquid crystal
dewice for optical processing and computing,” Mol. Cryst.
Lig Cryst, vol. 70, pp. 145-161, 1981.
P Chavel, A. A. Sawchuk, T. C. Strand, A. R. Tanguay, Jr., and
8. H. Soffer, “Optical logic with variable-grating-mode liquid
crystal devices,” Opt. Lett., vol. 5, pp. 398-400, 1980.
P \W. Smith, E. H. Turner, and P. }. Maloney, “tlectrooptic
nonlinear Fabry-Perot devices,” tEEE J. Quant. Electron., vol.
Qt-14, pp. 207-212, 1978,
€. Garmire, S. D. Allen, and J. Marburger, “Bistable optical
devices for integrated optics and fiber optics applications,”
Opt. Eng., vol. 18, pp. 134-197, 1979.
P \W. Smith, “Hybrid trstable optical devices,” Opt. Eng.,
vol. 9, pp. 456-462, 1980.
H M. Gibbs, S. L. McCall, and T. N. C. venkatesan, “Optical
histable devices: The basic components of all-optical sys-
tems?” Opt. Eng., vol. 19, pp. 463-468, 1980.
P W Smith and W. ). Tomlinson, “Bistable optical devices
promse subpicosecond switching,” 1EEE Spectrum, vol. 18,
no. 6, pp. 26-33, June 1981.
C. A Bowden, M. Ciftan, and H. R Robl, Eds., Optical
Bistabulity. New York: Plenum, 1981,
t. Abraham, C. T. Seaton, and S. D. Smuth, “The optical
computer,” Scientif. Amer., vol. 248, no. 2, pp. 85-93, Feb.
1883
1. L. Jewell, M. C. Rushford, and H. M. Cibbs, “Use of a
single noniinear Fabry-Perot etalon as optical logic gates,”
Appl. Phys. Lett., vol. 44, pp. 172~174, 1984,
Digest of Papers (Topical Meeting on Optical Bistability,
Rochester, NY, june 1983), Opt. Soc. of America, Washing-
ton, DC, 1983.
). A. Q’Brien, “Bi-stable image storage apparatus,” US Patent
3 941 455, Mar. 2, 1976,
U. K. Sengupta, U. H. Gerlach, and S. A. Collins, Jr., “8istable
optical spatial device using direct optical feedback,” Opt.
Letr, vol 3, pp. 199-201, 1978,
U. H. Gerlach, U. K. Sengupta, and S. A. Coilins, r,
" Single-spatial light modulator bistable optical matrix device
using optical feedback,” Opt. Eng., vol. 19, pp. 452-455,
1980.
S. A. Collins, Jr. et al, “Muiti-stable optical system,” US
Patent 4 272 157, june 9, 1981.
D. F. Barbe, Ed., VLSI: Fundamentals and Applications.
Berlin: Springer-Verlag, 1982
J. W. Goodman, “Optical interconnections in microelectron-
1€8,” Proc SPIE, vol. 456, [an. 1984,
H. T.Kung and C. €. Leiserson, “Sy<tolic arrays (for VLS!),” in
Sparse Matrix Proc. 1978 (Suc. for Industrial and Applied
Mathematics), pp. 256-282, 1979.
H. T Kung, “Why systolic architectures, IEEE Computer, vol.
15, pp. 37-46, 1982.
S Y Kung et al, “Wavefront array processor: Language,
architecture, and apphications,” (EEE Trans. Comput., vol.

{102)

(103}
(104}

(105]
(106]

(107]
(108]

(109}
1R
1)

(112}

(113]

[114]
[115]

116}
117}

{118]

(119]
{120}
121]

(22)
{123)

(124

(125)
\
(126)

(27

58

C-31, pp. 1054~ 10k0, 1982

A Armadnd et J4f., ‘Real-time paraflel opticdl analog-to-dig tal
conversion,” Opt. Lett, vol 5, pp. 129-131, 1920

R. K. jain and D. E. Snvder, “Addressing and control of
high-speed logic circuits with picosecond hight pulses, ™ (f
Lett., vol. 8, pp. 85-37, 1983,

M. T tatehi et al., “Sequential logic element arravs tor use -0
opticat digital processors: Applications and linutations,” Prox
SPIE, vol. 241, pp. 139-148, 1980.

G. Ferrano and G. Hdusler, "A bistable TV-optical feeaback
system,” Opt. Commun., vol. 32, pp. 375~379 1080

G. Ferrano and G. Hausler, " TV optical feedhack svstens
Opt. Eng., vol. 19, pp. +32-451, 1980.

H. Barr and S. H Lee, “A digital optical processing system.”
in Proc. 10th int. Optical Computing Conf  pp. 171 377
IFEE Cat. 83CH1880-4, IEFE Computer Soc , Silver Spring, MDD,
1983.

P. Chavel et af., “Architectures for a sequential optical logic
processor,” in Prac. 10th Int. Opticai Computing Conf . pp
6-12, IEEE Cat. 83CH1880-4, iEEE Computer Soc ., Silver Spring,
MD, 1983,

B. K. Jenkins ct af, “Architectural imphcations of digital
optical processors,” submtted to Appl. Opt.

W. H. Lee, “Sampled Fourter transform hologram generated
by computer,” Appl. Opt., vol. 9, p. 639, 1970,

B. K. Jenkins and T. C. Strand, ““Computer generated holo-
grams for space-vanant interconnections in optical logic
systems,” in Proc. Int. Conf. on Computer Generated Holog-
raphy, SPIE Proc., vol. 437, pp. 110-118, 1983,

K. Preston et al., “Basis of cellular logic with some apphca-
tions in medical imaye processing,” Proc. IEEE, vol. 67, np.
826-856, 1979.

L. Snyder, “Introduction to the contigurable, highly parallel
computer,” (E€E Computer, vol. 15, na. 1, pp. 47-58, 1982
C. Wu and T. Feng, “On a class of multi-stage interconnec-
tion networks,” ILEE Trans. Comput., vol. C-29, pp. 634-702,
1980.

D. H. Lawrnie, “Access and alignment of data in an array
processor,” EEE Trans. Comput., voi. C-24, pp. 1145~1155
1975.

M. C. Pease, “The indirect binary n-cube microprocessor
array,” IEEE Trans. Comput., vol. C-26, pp. 458-473, 1977

L. R. Goke and G. ). Lipovshi, “Banyan networks for parti-
tioning multiprocessor systems,” in Proc. Ist Annu. Symp. un
Computer Architecture, pp. 21-28, Dec. 1973,

T. Lang and H. S. Stone, “A shuftle-exchange network with
simplified control,” I1EEE Trans. Comput., vol. C-25, pp. 55-65
197s.

H. S. Stone, “Parailel processing with the perfect shufile.”
IEEE Trans. Comput., vol. C-20, pp. 153-161, 1971,

R. A. Heinz et al., “Matrix multiplication by optical methods, ’
Appl. Opt., vol. 9, pp. 2161-2168, 1970.

R. P. Bocker, “Matrix multiplication using incoherent optical
techniques,” Appl. Opt., vol. 13, pp. 1670-1676, 1974.

I. W. Goodman et al, “High-speed incoherent opticai
method for performing discrete Fourier transforms,” Ot
Lett., vol. 4, pp. 1-3,1978.

R. A. Athale, “Optical matrix algebraic processors: A survey.”
in Proc. 10th Int. Opt. Comput. Conf., IEEE Computer Soc.
Press, pp. 24-31, 1983.

H. Tajima, Y. Okada, and K. Tamura, “A high speed opticai
common bus far a multi-processor systems,” Trans inst
Electron. and Commun. Eng. of Japan, vol. €66, pp 47-33
1983.

A. Huang, “parallel algorithms for optical digital computcrs,
in Proc. 10th int. Opt. Comput. Conf., 1EEE Computer Sac
Press, pp. 13-17, 1983.

P. W. Smitn, “On the physical limits of digital optical switch-
ing and logic elements,” Bell Syst. Tech. ], vol 61, pp
1975-1992, 1982.

R. L. Fork, “Physics of optical switching,” Phys. Rev. A _ vl
26, pp. 2043-2064, 1982.

PO,




1.3 Variable Grating Mode Liquid Crystal Devices

The variable grating mode (VGM) liquid c¢rystal device has
been further studied experimentally [4-16]. This work has been
in conjuncticon with the device development work being done a-=

Hughes Research Laboratcries.

An important area cf research on the Variable Grating Mode
Liquid Crystal Light Valve 1s concerned with a fundamental
understancding of the origin of the "variable grating” effect. A
wide variety of studies have Dbeen performed on electrically
addressed VGM cells (no intervening photoconductive layer}, 1in
which diffraction order polarization and intensity were measured
as a function of input polarization and applied cell voltage and
the results correlated with observations of the VGM structure
under polarized illumination in a polarizing microscope, as well
as the with wvarious theoretical models o¢f the VGM domain

structure.

Three recent papers summarizing these results are included
here. The first paper "Physical Characterization of the Var:able
Grating Mocde Liquid Crystal Devis<e” by A.R. Tanguay, S,

C.S. Wu, P. Chavel, T.C. Strand, A.A. Sawchuk, and B.H. Soffer,

has been published 1in OCptical Engineering, specida. issue
Spatial Light Modulators: Fundamental Chara-rerist ..o,
November/December 1983. This paper summarizes the phys:.-a.

principles of operation of VGM devices and describes work in: o

experimental measurements of the Jones matrix desoribing
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polarized light propagation through the VYGM cell; b) the
thickness dependence of the molecular orientation angles; =)
understanding of the physical constraints on the YGM response

time; and d.) the possibility of a VGM device with ac bias.

A second paper “"Polarization Properties of the Variable
Grating Mode Liquid Crystali Device" by A.R. Tanguay, Jr.,
p. Chavel, T.C. Strand, C.S. Wu, and B.H. Soffer, has been

published 1in Optics Letters and 1is also included here. This

paper contains detailed results on the spatial distribution of
the orientation of liquid crystal molecules in a VGM device.
Experimental measurements of the polarization rroperties of light
diffracted by the liquid crystal birefringent phase grating have

been made as a function of the applied voltage across the cell.

A final paper, "Intensity-to-Spatial frequency
Transformations 1in Optical Signal Processing,” by A.A. Sawchux,
T.C. Strand and B.H. Soffer describes applications of VGM devices
to perform optical nonlinear transformations and locgic

operations.
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Physical characterization of the variable grating mode

liquid crystal device

A. R. Tanguay, Jr. Abstract. The physical principles of operation of the variable grating moge
C.S. Wu (VGM)} hquid crystal device are described. The VGM device 1s capable of per-
P. Chavel® forming a two-dimensionat intensity-to-spatial frequency conversion. which in
T. C. Strandt turn allows the implementation of a wide range of nonlinear optical processing
A. A. Sawchuk and computing functions The device utilizes certain nematic iquid crystai
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mixtures that are observed to form variable frequency diffraction gratings unaer
the influence of an applied bias voltage. Both fundamental and technologicai
limitations to device performance characteristics are discussed

Keywords spatial light modutator. variable grating mode, liquid crystal aevice. optical
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1. INTRODUCTION

A wide variety of one- and two-dimensional operations are necessary
for tull-scale implementation of parallel optical processing and
computing systems. Incoherent-to-coherent conversions are often
required for algonithms involving spectrum analvsis and modifi-
cation. correlation, convolution, and holographic image formation,
particularly when the information to be processed 1s available only in
time-sequential or matrix-addressed raster format. A number of
one- and two-dimensional spatial light modulators capable of this
type of image transduction ar.. described within this special issue of
Optical Engineering,' ~* as well as in several review articles.* *

Other. equalily important processing and computing {unctions,
such as logic operations, programmable matrix addressing. binary
addition, linearity compensation. and tnput-output nonlinearities
(e.g.. exponentials. logarithms, power laws, threshoids, level shices,
and level restoration), have proven particularly difficult to implement.
All of these functions, on the other hand, can be implemented by
means of some form of intensity-to-position encoding in conjunction
with either fixed (single function) or programmable (multifunction)
masks. This general statement follows from the realization that ail of
the functions listed above are special cases of data-dependent multi-
plications, in which the input value (e.g.. pixel intensity) selects the
appropnate multiplier (e.g.. mask location) to obtain the desired
product (e.g.. output intensity).

* Permanent address Institut d'Optique. Universite de Panis sud. BP 43, 91306 Oruan
Cedex. France

*Present address {BM Corporation. 5600 Cottle Rd . San Jose, CA 95191

Invited Paper | M- 104 recerved July 15 1981 revised manuscnipt received Juls O8N (IR
accepted for publication Aug =, 1983 recerved by Managing Editor Aug 29,1983 This
paper is a revision of Paper IR8-12 which was presented at the SPIF conterence on
Advances in Optical Information Processing. Jan 20-21. 1981 L os Angeles, CA The
%apcr presented there appeats (unretereediin SPIE Proceedings Vol xR

1981 Saciety of Photo-Optical Instrumentation Fngineers

information processing, optical devices

Optical Engineering 22(6), 687-634 (November. December 1983/

The vanable grating mode hiquid crystal device (VGM T CD
transforms input intensities to spatial positions when used 1n conune-
tion with a Fourier transform lens. The nature of this ymage trans-
formation can be realized in the tollowing manner. The VGM L.CD
primarily consists of a photoconductive layer in series with a laver ot
nematic hquid crystal mixture. A de bias voltage s applied across the
device to provide a voltage division between the two layers. Withina
given image pixel. the input intensity decayvs the voltage across the
photoconductive laver and correspondingly enhances the voitage
across the hquid crystal layer. The photoconductor thus impiements
an intensity-to-voltage conversion. The nematic iquid cry.ta« mix-
ture emploved in the device has the unusual property that the
alignment of the liquid crystal molecules. which 1s homogeneous in
the guiescent state, exhibits spanally pertodic modulation when a
bias voltage is applied across the laver. This modulation resultsin g
birefringent phase grating'* characterized by aspatial trequency that
depends linearly on the applied voltage. The etfect ot the hquid
crystal laver is thus to 'mplement a voltage-to-spatial frequency
conversion. If both lavers are considered together, the entre device s
thus seen to perform an image-wise intensity-to-spatial frequencs
conversion. which can be moditied to the more general intensity-to-
position transformation by placing a Fourer transform lens behind
the VGM LCD. Collimated readout illumination normally incident
on the device (at a wavelength of photoconducuve insensitivity) s
angle encoded within cach image pixel by diffraction trom each
induced phase grating and subsequently angle-to-position mapped
by the Fourier transtorm lens nto its focal plane.

This type of process 1s shown schematically in Fig. 1. in which the
input image is assumed to consist of two separate regions of differing
intensity. The VGM 1. CD encodes both regions with different spatial
frequencies, resulting in separated diffraction orders in the filter
(Fourner) plane Insertion of an appropriate spatial filter or pro-
grammable mask (notshownin Fig. 11into the Founer plane allows
the separated orders to be selectively modified to implement any
desired data-dependent multiphcation or point nonhneanty In the
reconstructed output image, all regions of equal input intensity are
modified identically, irrespective of their location in the input image
field. Thus, all of the data-dependent multiplications are performed
in paraliel. Functional programmabihty s achieved by replacement
or reprogramming of the Fourier plane mask. which need only be a
low resolution device with a total number of resolution clements
cqual to the number of gray levels required to be processed

The overall input-output charactenstic ot nonlinear tunction

OPTICAL ENGINEERING November December 1983 Vol 22No 6 687
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Fig. 1. Experimental arrangement for demonstration of intensity-to-
position encoding by means ot an intensity-to-spatial frequency conver-
sion in 8 VGM LCD.
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Fig 2. VGM nonlinear processing. The oversll input-output characteris-
tic can be found by stepping through the successive nonlinear transfor-
mations, including (1) the intensity-to-spatial frequency conversion, (2)
spatial tiltering. and {3} intensity detection.

:mplementation utilizing the VGM LCD 1s shown schematically in
Fig. 2 by specitving sequentially the nature of the transformations
from inputintensity to spatial trequency withinthe VGM LCD. from
spatial trequency to spatial tilter amplhitude transmittance in the
Fourer transtorm plane. and from output amplitude to output
intensity fusuzlly by means of square law detection). The overall
nonlinearits achieved can be easily compensated for the functional
dependences ot the separate steps by adjustment of the selected
spatiai tilter transmittance function

The VGM LCD has thus far been uulized to perform a wide
variety ot parallel nonlinear point transformations. including level
shemng 0 hinary logic tunctions {AND, OR, NOR etc.),'" “and
tull binery addition (inputs two addend bit planes and one carry bit
plane. outputs sum bit plane and carry bit plane).'' The purpose of
this paper 1s to describe the physical principles of operation of the
varniable grating mode hquid crystal device, identfy areas of strength
and weakness, and difterentiate limitations to current device per-
tormance thought 1o be tundamental in onigin trom those that are
seemingly technological. Section 2 consists of a more detailed descrip-
tion of the device.its operating mode. and its operational properties
The fundamental ongins of these operational properties are examined
in Sec 3.1n which the natural focus will be the physical mechanism of
the vanabhle grating mode effect in nematic hquid crystal mixtures.
Experimental and theoretical efforts to elucidate the nature of this
mechanism are described in Sec. 4. which concludes with several
important but as vet unanswered questions.

2. DEVICEDESCRIPTION AND OPERATIONALMODE

A number of important aspects of device construction and device
operation are reviewed (n this section. A more complete description
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Fig. 3. Polarization photomicrographs of the liquid crystal domain pat-
tern in an electrically activated cell. In {a). the polarizer was oriented at
90°, and the analyzer at 90°, with respect to the grating wave vector. In
(b}, the polarizer was oriented at 30°, and the analyzer at 10, with
respect to the grating wave vector. The unit vector gx denctes the
direction of quiescent alignment. and kg indicates the direction of the
grating wave vector.

of these concepts has appeared previously ¥~ 12

The cnitical element of the VGM LCD isa thin (4 to 12 umi laver
of nematic hguid crystal mixture' that exhibits a periodic modulation
of the hquid crystal director, and hence of the index ellipsoid. under
application of an electric tield normal to the plane of the laver. By
means of suitable preferential ahignment techniques.” * the quiescent
state of the liquid crystal 1s homogeneous tparallel to the plane of the
laver) As will be discussed in Sec. 4. this peniodic vanation ot the
principal axes of the dielectric tensor gives rise to a birefringent phase
grating charactenized by stniking and unique opucal properties ¢
The grating can be visualized in a polanizing microscope. as shown in
Fig 3. by utilizing the birefringence properties of the pertodic per-
turbation. Distinct polarizer analvzer combinations gise rise to
remarkably different grating images. as can be seen by comparison of
Figs. 3(a) and Xb) (see Sec. 4). Furthermore, the grating period is
observed experimentally to be related inversely to the apphied voitage
across the laver. Above the threshold for domain tormation. there-
fore. the spatial frequency of the grating is a linear function of the
voltage across the layer. as shown for a variety of nematic hiqud
crvstal mixtures in Fig. 4

Thisvoltage-to-spatial frequency transformation can be opticall
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Fig. 4 VGM spatial frequency as a function of applied voitage for various
nematic liquid crystal mixtures.

addressed by means ot a photoconductor placed in series with the
liquid crystai layer. as shownin Fig. 5 and described in the presious
section. The photoconductive laver emploved in devices constructed
thus tar s comprised ot evaporated or 1on-beam sputtered zinc sulfide
(ZnS). chosen to optimize the impedance match with the iquid crystal
laver(p 2+ 10! {1 - cm). The layer thicknesses employed were of order
I $1o 5 um. As shown tn Fig. 5. the photoconductive and liquid
crvstal lavers are sandwiched between indium tin oxide (1 TO)-coated
I 2 ¢m thick glass optical flats. The iquid crystal laver thickness s
determined by a perimeter Mylar spacer.

In operatton. a dc has voltage is applied between the indium un
oxide electrodes. ot order 40 to 150 V. The input image to be spatial
frequency encoded 1s tocused on the ZnS photoconductor, produc-
ing image-wise modulation of the local voltage across the hguid
crystal faver, thus effecting a parallel intensity-to-spatial frequency
conversion The high lateral impedance of the thin film lavers allows
high resolution images to be processed with low pixel-to-pixel cross-
talk The device sensitivity 1s optimized for exposure at blue and
near-ultraviolet waselengths due to the peak photosensitivity of zine
sulfide 1n that spectral region. Quasi-nondestructive readout can be
accomplished at wavelengths bevond the photoconductivity edge.
such as that of the He-Ne laser (6328 A). Image erasure occurs with
removal of the input image. within the dielectric and liquid crystal
relaxation times of the device (see Sec. 3). To date. all VGM L.CDs
that we have constructed i1ave been designed for transmissive read-
out, although reflective readout is possible with incorporation of an
appropriate dielectric merror. Such a configuration would have the
advantage of fully separating the reading and writing tunctions,
allowing for increased effective optical gain

e e e e

e

Fig. 5. Schematic diagram of the VGM liquid crystal device. Current
devices are read out in transmission at a wavelength of photoconductive
insensitivity.

3. FUNDAMENTAL ORIGINS OF THE OPERATIONAL
PROPERTIES

As was mentioned in Sec. 2. the operational properties of the VGM
LCD are pnmanly determined by the vanable grating mode etfect
exhibited by the nematic muxture liguid crystal laver. The current state
of knowledge concerning the physical ongin of this unique etfect iy
summarized 1n Sec. 4. In this section. we outline a number ol key
factors and considerations that affect several important device prop-
erties in order to provide both focus and a frame of reference for the
succeeding section. These device properties include the accessible range
of spatial frequencies, the number of accessible gray levels. the tunc-
tional dependence of diffraction efficiency on applied voltage. maxi-
mum diffraction efficiency. response time. device umiformits, device
input sensitivity. and device operational lifeume.

The accessibie range of spatial frequencies extends from the thresh-
old for grating formation at the low end to the onset of dynamic
scattering induced by high electric fields at the ligh end. as shown in
Fig. 4. For phenyl benzoate mixtures with slightly negative dielectne
anisotropy { < —0.30) such as HRL 2N40.'* this range extends trom
approximately 200 line pairs mm to over 600 line pairs mm. In order
to avord overlap of higher diffracted orders from lower spatial fre-
quencies with lower diffracted orders from higher spaual frequencies.
the maximum range that can be processed (uniquely assigned to spe-
cific gray levels) spans a factor of two in spatial frequency. For exam-
ple. a usable range in HRL 2N40 extends from 200 hine pairs mm to
600 line pairs mm without order overlap. This accessible range can be
extended by an additional factor of two by utilizing the orthogonal
polarization behavior of alternating diffracted orders, as described in
Sec. 4. Hence, the accessible range of spatial frequencies observed in
several of the nematic iquid crystal mixtures tested so far 1s sufficient
for optimized gray scale processing. It should be noted that atthough
the maximum number of resolution elements that can be processed i
linearly proportional to the highest spatial frequency uthzed tor
devices of a given size (see discussion below), use of significantly larger
spatial frequencies begins to place stringent requirements on the
Fourier transform lens due to f-number reduction. For example. to
utilize a spatial frequency range of 600 line pairs mm requires the
output optics to have an tf-number less than 1 2 (or less than 2.6 if the
lens 1s displaced off-axis to accept only the positive diffracted orders)
This 1s primarily a pragmatic imitation rather than a fundamental one.
as VGM effects have been obsenved at spatial frequencies exceeding
1000 line pairs mm.'#

The number of accessible gray lev  « that lead to weli-separated
diffraction orders in the filter plane 1+ . 'maed by the ratio of the
frequency range between VGM harmonics to the object spectrum
bandwidth, as shownin Fig 6 The object spectrum bandwidth isin
turn limited primanidy by two eftects spotsize due ta diffraction trom
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Fig. 6 Gray level resolution. The number of accessible gray levels is

limited by the ratio of the separation between VGM harmonics 1o the

object spectrum bandwidth.

timte-sized pixel apertures. and grating impertections that cause
local deviations trom umtorm spanal frequency. The first etfect s
fundamental and has been treated previousiy. " The principal result
ol this analysis s the ineguahiny

by = 2N th
in which b s the pixel width, »1s the lowest usable VGM spanal
trequency, and N s the desired number of distinguishable gray levels.
This inequality requires that the pixel size contain at least 2N periods
of the lowest grating frequency if N gray levels are to be processed.
For example. a 256 x 256 pixel image could be processed with 32
distinguishable gray levels on a 50 mm square device with v, = 300
line pairs mm. Anadditional restriction arises from scattering etfects
due to grating impertections, which tend to further increase the size
ot the diffracted orders. The most common type of imperfection
observed in these devices s the joiming or splitting of grating lines. as
shown in the photomicrograph in Fig. 7. The origin of these “discli-
nations s not at present understood. although the density of occur-
rence of such imperfections 1s directly related to the quaiity of
substrate preparation.

A typical measurement of the funcuonal dependence of ditfrac-
tion etficiency on the applied voltage across the VGM liguid cryvstal
laverisshownin Fig. 8. Since the apphied voitage is linearly related to
the induced graung spatial trequency, this relationship s diustrative
of the dependence of the ditfraction efficiencs on spatal trequency as
well To first order. the nature of this dependence 1s not important to
the implementation of aptical processing functions since any vara-
nonn ditfracuon etficiency with spatial frequency can be hineanized
by insertion ot an approprniate multiphcative tilter wn the focal plane
ot the Fourter transform lens. In any case, the theoretical functional
dependence can be derived only from knowledge of the relationship
between the induced orientational angles ot the hiquid crvstal direc-
tor and the apphied voltage across the laver This relavonship s
discussed turther in the subsequent section

The maximum diffraction etticiency that can be achieved at a
given spatial trequency and applied voltage depends tundamentally
on the magmitude of the anisotropy in the index of refraction ( An =
n, = n,. with n, the extraordinary retractive index tor polanzation
parallel to the molecular axasand n | the ord aars retractive index for
polarization perpendicular to the molecutar axish. the magnitude of
the periodic angular reonientation ot the hyuid cryvstal director, and
the thickness of the VGM hiquid crvstal laver Full peniodic reorien-
tation of the index elhipsoid trom homogeneous (parallel to the
substrate) alignment to homeotropic (perpendicular) ahgnment for
HRL2N30(An = 0 ISnina6umeceell read out at 6328 A gives rise to
an optical pbase modulation of approxamately 9 rad. Hence. the
maximum diffraction effictency is tundamentally imited to that
expected for a pure sinusoidal phase gratung. '™ In practice, full
reorientation s typically not achieved betore the onset of dynamic
scattening. although reorientation angles of 457 are thought at pres-
ent to be commonly reached (see Sec. 4). As can be seen from Fig. 8,
typical second-order diffraction efficiencies are of arder 207, This
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Fig. 7. Polarization photomicrograph of a VGM liquid crystal layer exhib-
iting a number of grating discontinuities (circled).
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Fig. 8. Diffraction efficiency as a func.ion of applied voitage across a
nematic liquid crystal mixture of phenyl benzoates (HRL 2N4Q) Thelayer
thickness was approximately 6 .m, as defined by a perimeter Mylar
spacer.

order 1s larger than the first diffracted order due to the pecubar
nature of the biretringent phase graung formed by the VGM distor-
tion (details are given for this phenomenon in Sec. $)

The response time of the cell 1s a cntical parameter that directly
affects the achievable overall processing throughput rate. At present
1t s the major factor inhibiting widespread incorporation of VGM
devices in optical processing svstems. The rise time for grating for-
mation from below to above threshold varies from mixture to mix-
ture, but is typically of order one second. The response time tor
grating change in response to a step increase in applied voltage
(corresponding to a step increase in gratung spatial frequency) 1s
tvpically of order a fraction of a second.'* The response time of the
photoconductive voltage division across the hquid crystal laver is not
a sigmificant factor by orders of magnitude relative to the reonen-
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taetion response tme, so that eventual improvements in VGM LCD
response time will accrue only by advances in the state ot understand-
ing of the physical ongin of the VGM effect and the dynamucal nature
ot the graung reonentation process, tollowed by appropnate moditi-
cation of the device operational mode to enhance the rate of molecu-
lar reonentationand orasearch for a nematic hquid crystal mixture
with physical charactensties opumized for dynamic VGM etfects.

The input sensitivity of the VGM LCD. defined as the input
(Writng) Intensity per umt area per unit change in graung spatal
tfrequency, is determined by a number of factors. These include the
slope ot induced grating spatial tfrequency as a tunction of applied
voltage for the particular nematic hquid crystal mixture emploved.
the wavelength dependence of the photoconductive layer photosensi-
tvaty. and the cell switching rato (fractional increase 1n voltage
across the liguid erystal laver from ifluminaton at the threshold tor
grating tormation to saturation). The first factor (hquid crystal
response slope) varies significantly from mixture to mixqure (see Fig.
41 Ot the VGM nematic liguid crystal mixtures investigated to date.
HRIL 2N40 has proved to be neariy optimum in this regard. 1t 1s not
vet clear what tundamentally influences and eventually hmits this
parameter. The photosensitivity of the photoconducuve laver 1y
determined primanly by the choice of photoconductive matenal
(limited to those that can be appropnately impedance-matched to
the liquid crystal laver), method and quality of thin film deposition.
laver thickness, spectral width and central wavelength of the expo-
sure (wniting) illumination, and the operational bias voltage em-
ploved. The cell switching ratio 1s a function of the series impedance
of the liquid crystal layer, the impedance of the unilluminated photo-
conductive layer, and the impedance of the photoconductive layer
under saturation illumination. [n addinon. the cell switching ratio
will be altered by incorporation of surfactant layers to improve iquid
crystal quiescent alignment. and of a dielectric mirror in the reflective
readout device structure. At this stage of the device development. the
input sensitivity of the VGM LCD has not been optimized. A typical
value of 15 (uW cm®) - (mm line pair) was obtained with a VGM
LCD consisting of a 6 um laver of HRL 2N40 n series witha S um
thick evaporated Zn$ laver that had been polished and rubbed with
surtactant polvvinyl alcohol, operated at 160 V dc, and lluminated
in the passband 410 to S50 nm.?

The uniformity of VGM LCD response depends inherently on
technologicalissues, including uniformaty of layer thicknesses, homo-
geneous mixing of the hquid cryvsial material emploved. and the
as-deposited spatial dependence of photoconductive sensitivity.
Whereas it s relatively strawghtforward to construct electnically acti-
vated VOM cells (see Sec. 4) that exhibit a high degree of spatal
uniformuty, deposition of a photoconductive layer with equivalent
spatial homogeneity has proven more ditficult. Nonumformuty of the
device response charactenistic can be a contributing tactor in the
establishment of the maximum number of accessible gray levels
discussed presiously. In experimental devices constructed thus far,
destce uniformity has not proven to be the hmiting factor. In any
case. 1t 1s expected that response nonuniformities can be mimmized
significantly by improvements in the photoconductive laver deposi-
1on process.

The lifeumes of experimentaily constructed VGM 1.CDs have
ranged from less than a week to over a vear. The causes of VGM
device farlure have not vet been extensively studied., although several
contnibuting factors can be identitied. These tactors include the
purity and composition of the hquid crystal mixture employed. the
nature of the liguid crystal photoconductive laver interface. the
integrity of the device sealing process, and the device operational
history. Since the VGM effect requires a dc applied voltage, unidirec-
uonal ton poisoning may contribute to gradual device degradation

4. PHYSICAL ORIGIN OF THE VARIABLE
GRATING MODE EFFECT

Ascan be clearly understood from the discussion presented in Sec. 3. a
vast majonty of the important device operanional properties depend
critically on the detailed nature of the grating tormation and dvnamuc

(o)}
wr

TC TRANSPARENT -
TCUNTERELECTROCES - T

Fig. 9. Variable grating mode liquid crystal test geometry showing the
Cartesian coordinate system referred to in the text as well as the molecu-
lar orientation angles a and n. This configuration was utilized in the
polarized light diffraction efficiency and photomicroscopy experiments.
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Fig. 10. The polarization behavior of VGM ditfracted orders. with illurm:-
nation normal to the plane of the liquid crystal layer. The ieft-hand cotumn
indicates the input polarization associated with each row of output polari-
zations. The inset shows the corresponding orientation of the VGM
grating.

reorientation process. The elucidation of the fundamental nature ot
the grating (molecular onentation angles as a functuion of applied
voltage across the hquid crystal iaver) and of the physical mechanism
that gives nise to the observed periodic instability and its reonenta-
tion dynamics has been a subject of considerable expenimentai and
theoretical interest.!! 16 19 ¢ [n this section, the present state of
understanding of the VGM effect s described. and a number ot
important unresolved questions are presented.

The grating produced by the periodic spaual reorientation of the
nematic liquid crystal molecules s quite unusual. giving nise to
striking polarization-dependent properties. ' These diffraction effects
can be investigated in an electrically activated VGM cell with no
intervening photoconductive layer, as shown in Fig. 9. The onenta-
tion of the grating is such that the grating wave vectoris perpendicu-
lar to the directinn of unperturbed alignment. which is homogencous
and induced by unidirectional rubbing or ion-beam milling. That is.
the periodic modulation direction is perpendicular to the initial (zero
applied bias) liquid crystal director (long molecular axis). as shown
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in the polanzation micrographs (Fig. 3).

For all linear input polarization angles, the even and odd diffrac-
tion orders are found to be essentially linearly polarized. In addition,
the even diffraction orders are nearly linearly polarized parallel to
the "domains” comprising the VGM grating, as shown in Fig. 10. For
input polarization perpendicular to the domains, the even orders are
found to be almost fully extinguished. On the other hand. the odd
diffraction orders are nearly linearly polarized with a major axis that
rotates counterclockwise at the same rate as the input polarization is
rotated clockwise. This effect 1s the same as that produced by a
half-wave plate oriented at 45° with respect to the grating wave
vector. For input polanization at 45° to the wave vector, all orders are
observed in the far-field diffraction pattern. An analyzer placed on
the output side of the VGM device can be rotated to extinguish the
even orders (when oriented parallel to the grating wave vector) or the
odd orders (when ortented at —45° to the grating wave vector).

These unusual polarization properties have recently been utilized
to determine the spatial distnibution of the molecular orientation
within the VGM liquid crystal layer.!! The polarization dependence
of the diffraction phenomena is directly related to the formation of a
birefringent phase grating,'? in which the principal axis of the index
ellipsoid varies periodically both in the plane of the grating (charac-
terized by an orientation angle a) and normal to the plane of the
grating (characterized by an orientation angle n). The angular coor-
dinates are as shown in Fig. 9.

The polarization properties of light diffracted by the liquid crystal
birefringent phase grating can be summarized by means of a transfer
matrix that connects the output polarization at each point (x.y) on
the rear surface of the liquid crystal layer with the input polarization
at the front surface of the liquid crystal layer. On the basis of the
experimental observations, this matrix must be of the form

A, + A(xp) B(x:2p)
(2)

Cix:2p) D, + D(x:p)|’

in which the notation A(x;p) indicates that the complex amplitude A
varies in the x direction with periodic repetition distance p. For
uniaxial fiquid crystal molecules at an arbitrary orientation (a.n),
assumed uniform throughout the layer thickness at a given coordi-
nate 1n the x direction, the Jones matrix can be determined by
appropriate rotations of the index ellipsoid. which yields

1 = sinZa(l — ®) sinacosa(l ~ &%)

. (3)
sinacosa(| — &/®) | — cosla(l — &?)
where
2rt |[sin?n  costn)
b - — s— + ﬁn _no N
A ng ng

in which tis the liquid crystal layer thickness, n, is the ordinary index
of refraction, n, is the extraordinary index of refraction, and A is the
wavelength of readout illumination employed. The angles a and n
are assumed to be periodic functions of x and independent of yand z.
Measurement of the intensities in each diffraction order for a min-
imum set of polarizer; analyzer orientations uniquely determines the
magnitudes of the Fourier components of the polarization transfer
matrix. These experimentally derived values can then be compared
with the theoretically calculated coefficients of Eq. (3) (by harmonic
expansion) for different possible assumptions concerning the spatial
distribution of the orientation angles a and n. An example of such a
comparison between theory and experiment is shown in Fig. 11,
under the assumption that the spatial dependences of a and n are
given by
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2mx
a = ap cos —— .
. (4)

o 2mx
n=inosm-T.

This procedure allows the extraction of the maximum orientational
excursion angles a,(V) and n,(V) as functions of the applied bias
voltage above the threshold for grating formation. as shown in Fig
12(a,)and Fig. 13(n,). Ineach case, subject to the assumed forms ot
aand nmimplicit in Eq. (4), itis observed that the maximum excursion
angles both in and out of the plane of the grating seem to increasc as
the logarithm of the applied voltage.

The spatial distribution of the ends of the liquid crystal molecules
described by Eq. (4) is approximately cycloidal. Such a dependence of
the angles a and n on the spatial coordinate x has been predicted by
direct mimmization of the free energy ina similar nemauc liquid crystal
system.*' This parucular solution is obtained by incorporation of the
converse flexoelectnic effect in the expression for the free energy /33t~
The flexoelectric effect describes a strain-induced polarization that
arises due to molecular shape effects in conjunction with a nonzero
dipole moment. as shown schematically in Fig. 14. The converse
flexoelectric effect thus pertains to a polanization-induced strain within
the liquid crystal layer, which can result in a periodic molecular re-
orientation characterized by a linear dispersion relation between the
grating wave vector and the applied field. as is observed expenimen-
tally. Including the dielectnic, distortion, and flexoelectric contribu-
tions to the free energy, yields an expression of the form

F\'GM =/ (Fdiclccm'c + Fdis(omon + Fﬂtxoefecmc) v
_ [ - a
= Fo =37 [ e~ &) (E-mdV
\ l - 9 - a8
+5 ) KV m +Kain -V Xn)-

+ K;(h X 7 X ﬁ)-‘J dv

—/ [e,(v-ﬁ)(ﬁ “E)

+ e, {[(Vxﬁ)xﬁ]-gﬂ dv . (%)

inwhich K. K,.and K, are the elastic constants for splay . twist. and
bend deformations, respectively: nis the liquid crvstal director. E 1y
the applied electric field: ¢, and ¢ are principal components of the
dielectric tensor of the liquid crystal: and e, and e, are flexoelectric
coefficients.”” Minimization of F\ ., with respect to the orientation
angles a and n of the director, subject to fully pinned boundary
conditions at both substrate surfaces. and with the simphtyving
assumption that K, = K, = K. yields®!

a = aycos(kxjcos(mz t) :
(&)

Il

n nosin(kx)cos(mz t) .

in which k is the grating wave vector, and t is the hquid crystal laver
thic! e<s. This solution generates a duispersion relation between E
and k of the form

2_K2
E—e—‘-

ks )
K2+ uk? 4 or 07] v
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Fig. 11. Measured ditfracted order intensities as a function of theoretical
intensities calculated from the uniaxial VGM modael described in the text.
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Fig. 12 Thein-plane molecular orientation angle (a,) as a function of the
spplied dc biss voltage across the cell (V) (see Fig. 5).
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dispersion relation 1s linear when k >> r t, as shown in kig 1§
tcompare with the experimental refationship shownn Fig 4)

The ongin of the periodic instability in VGM hguid crystals has
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Fig. 13. The out-of-plane moiecular orientation angie (ny) ‘as a function of
the applied dc bias voltage across the cell (V) (see Fig. 5).
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Fig. 14 Schematic diagram illustrating a possible mechanism for the
occurrence of the flexoelectric effect due to a shape anisotropy in liquid
crystal molecules with a permanent dipole moment. In (a). the molecular
orientations are randomly distributed, resulting in zero net polarization. in
(b). the applied distortion induces a shape-dependent molecular realign-
ment. resulting in 8 net polarization. {After Ref. 31

not vet been established beyond doubt, although the accumuiated
evidence points strongly toward the converse flexoelectric effect
This assignment 1s also intuitively appeahing since the VGM ctfect s
obnerved only in liquid crystal mixtures with slightly negative dielec-
tnic amisotrop ' for which both the dielectric and distortion contn-
butions to the free energy increase for deviations from uniform
alhignment The addition of the flexoelectrnic term counteracts these
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Fig. 16. Resuitant theoretical dispersion relation for liquid crystal param-
eters corresponding to HRL 2N40 phenyl benzoate mixture [see Eq. (7)],
subject to the assumption that K, =K, = K.

effects, producing a free-energy minimum at nonzero distortion
angles. Furthermore, this model predicts a static periodic perturba-
tion: no hydrodynamic or electrohvdrodynamic effects are observed
in our test cells. .

The dynamucs of grating formation. reorientation, and relaxation
are subjects of ongoing experimental and theoretical investigauon.
Understanding of the basic physical principles underlying these
etfects 1s vital to the success of efforts to improve the VGM LCD
response time.

A number of spatial discontinuities which are similar in appear-
ance to crystallographic dislocations can be observed within the
hquid crystal layer (see Fig. 7). The “dislocation™ density increases
with time as each VGM device deteriorates. and strongly depends on
the manner in which the applied bias is brought from below to above
the threshold of grating formation. In some cases, as the applied bias
across an clectrically activated cell 1s increased or decreased. the
dislocations propagate past each other while the graung period
decreases or increases, respectively. Dislocations with opposite orien-
tations propagate in opposite directions until a new stable equihb-
rnum situation 1s achieved. It 1s not yet clear whether these disloca-
tions represent true disclinations, for which the liquid crystal director
1s discontinuous near the defect, or whether they are i1n fact alterna-
tive local continuous solutions to the free-energy mimimization, per-
haps induced by an as yet undiscovered perturbation.

A large number of research directions have been described in the
foregoing paragraphs. In addition, several others are worthy of note.
First. numerous experimental measurements of the off-diagonal
elements in the Jones matrix describing polanzed light propagation
through the VGM cell have revealed a significant asvmmetry not
predicted by the uniaxial model. The origin of this "B C"asymmetry
effect has not yet been elucidated. Second, the thickness dependence of
the molecular orientation angles a and n has not been fully established.
The solution proposed-! in Eq. (6} assumes full surface pinning at the
substrate boundarnies, and represents the lowest order 7-dependent
mode. The polarization-dependent diffracted order measurements
described herein do not provide clear differentiation between a uni-
form z-dependence and the lowest order mode. Third. the nature of
the transient solutions to the free-energy minimization incorporating
molecular dynamic and viscosity effects has not been treated. Solu-
tion of this problem is key to response time optimization of the VGM
liquid crystal device. Fourth, it is not yet clear whether a nematic
liquid crystal mixture can be found that exhibits a useful VGM effect
under ac bias. Such a mixture may provide significant immunity
from long-term ion-poisoning effects. Finally, it should be empha-
sized that the variable grating mode liquid crystal effect provides
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only one possible means of achieving paraliel intensity -to-position
encoding. The processing potentiai of the intensity-to-posiion aigo-
rithm should provide more than adequate inducement 1o intensity
the search for alternative impiementations
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The principal features of the liquid-crystal molecular orientation within the variable-grating-mode liquid-crystal
device have been determined as a function of the applied voltage across the cell by measurement of the polarization
properties of light diffracted by the liquid-crystal birefringent phase grating.

The variable-grating-mode (VGM) liquid-crystal de-
vice is a two-dimensional spatial light modulator that
is capable of implementing an intensity-to-spatial-
frequency conversion over an input image field.! In this
prucess, the intensity variations in an input image dis-
tribution are converted to local spatial-frequency
variations in a phase-grating structure within the lig-
uid-crystal layer. As a direct result of this intensity-
to-spatial-frequency transduction, programmable
spatial filtering of the converted image results in se-
lected modifications of the input intensities. By uti-
lizing this device concept, a wide variety of optical
processing and computing functions have been dem-
onstrated, including linearity compensation and non-
linear function implementation, thresholding, level
slicing, binary logic (AND, OR, NOR. etc.), full binary
addition, and matrix addressing operations.!-* The
operation of this photoactivated device was described
in detail previously.?

An important area of research on the VGM liquid-
crvstal device is concerned with a fundamental under-
standing of the origin of the variable-grating effect. in
which a thin layer of certain nematic liquid-crystal
mixtures! sandwiched between transparent conductive
coatings (Fig. 1) is observed to exhibit a periodic re-
fractive-index anisotropy when a dc bias voltage above
a threshold value is applied between the electrodes.
This index modulation results in the formation of a bi-
refringent phase grating characterized by a fundamental
spatial frequency that depends on the magnitude of the
voltage across the liguid-crystal layer. The orientation
of the grating is such that the grating wave vector is
perpendicular to the direction of unperturbed align.
ment, which is homogeneous and induced by unidirec-
tienal rubbing or ion-hbeam milling.

The polarization behavior of light diffracted trom this
hirefrinzent phase grating is quite striking.  For all
linear input polarization angles, the even and odd dif-
fraction orders are found to he essentially linearly

DGO 7% 030171 D32 00 6

polarized. In addition, the even diffraction orders are
linearly polarized parallel to the domains comprising
the VGM grating, as shown in Fig. 2. The even-order
intensities vary continuously with the component of
incident polarization parallel to the domains. For input
polarization perpendicular to the domains, the even
orders are found to be almost fully extinguished. On
the other hand, the odd diffraction orders are linearly
polarized with a major axis that rotates counterclock-
wise with essentially constant intensity at the same rate
as the input polarization is rotated clockwise. This
effect is the same as that produced by a half-wave plate
oriented at 45° to the grating wave vector. For input
polarization at 45° to the wave vector, all orders are
observed in the far-field diffraction pattern. For this
situation, an analyzer placed on the output side of the
VGM device can be rotated to extinguish the even or-
ders (when oriented parallel to the grating wave vector)
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Fig. 1. VGM hquid crvstal test geometry showing the Car

testan coordimate system reterred toin the text as well as the
molecular crientation angles o and 7. This conliguration was
utthzed in the polarized light diffraction efficiency and phao-
LOMICFOSCOPY experiments.
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Fig. 2. The polarization behavior of VGM dittracted orders.
The left-hand column indicates the input polarization asso-
clated with each row of output polarizations. The inset shows
the direction of VGM-domain orientation.

or the odd orders (when oriented at —45° to the grating
wave vector). Above the voltage threshold for grating
formation. the intensities of the diffracted orders in-
crease dramatically as a tunction of increasing applied
voltage (increasing spatial frequency) and asvmptoti-
cally saturate.

Observations of the VGM structure in the polarizing
microscope provide correlating evidence for the dif-
fraction phenomena described above. For input po-
larization perpendicular to the grating wave vector, the
periodic modulation is observed through a parallel an-
alyzer to have a principal grating period p, which cor-
responds to the measured diffraction angles of the even
orders. For input polarization parallel to the grating
wave vector, the periodic modulation is observed
through a perpendicular analyzer to have a period 2p,
which corresponds to the measured diffraction angles
of all orders. Other input polarization orientations
produce apparent superposition of the p and 2p grat-
ings, in agreement with the diffraction experiment re-
sults. These experiments are performed with the focus
set at the upper surface of the liquid-crystal layer. The
grating contrast can be altered, and in some cases re-
versed. by adjusting the focal plane to lie within or below
the liquid-crystal layer.

In the thin-grating approximation, the polarization
properties of light diffracted by the liquid-crystal bi-
refringent phase grating can be summarized by means
of a transfer matrix that connects the output polariza-
tion at the rear surface of the liquid-crystal layer with
the input polarization at the front surtace of the liq-
uid-crystal layer. On the basis of the experimental
observations, this matrix must be of the form

Ao+ Alx; p) Blx;2p)
C(x;2p) D, + Dix:p)

in which the notation A(x; p) indicates that the complex
amplitude A varies in the x direction with periodic
repetition distance p. Fourier expansion of the transfer
matrix yields the complex amplitudes 4,,. B,,, C,,, and
D,.which completely specify the contributions of each
component of the input polarization to the observed
polarization of the nth diffracted order:

A," Bl
C. D,

(1)

A B o .
= ) 9 A
[(, rl Y explj2mxn/\)

n=—o
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where \ = 2p is the tundamental Uowest-order) grating
wavelength.

The polarization transfer matrix can be calculated by
considering the uniaxial liquid-cryvstal molecules at a
given spatial coordinate x to be characterized by a twist
angle « in the plane ot the grating, followed by a tilt
angle n out of the plane of the ¢grating. The Jones ma-
trix® for this case can be determined by appropriate
rotations of the index ellipsoid, which vield

1 —sin®a(l = e/*)  sin cosall — ¢ 1)
. . ir) . N ‘ )y
sin « cos all — e/} 1 = cos=atl — e
where
D} T e - —] 2
2xt ({simm-n  cos- [
‘D = N + _%] - ,1’/
A n,- n,.-

in which ¢ is the liquid-crystal laver thickness. n, is the
ordinary refractive index. n,. is the extraordinary re-
fractive index. and \ is the wavelength ot the readout
illumination emploved. A uniform phase factorin ex-
pression (3) has been suppressed. The angles v and n
are assumed to be periodic functions of x and inde-
pendent of v and z: since the index ellipsoid will in
general have its principal axes skewed relative to the
original coordinate svstem, the polarization transter
matrix is not diagonal.

Measurement of the intensities in each diffraction
order for a minimum set of polarizer-analvzer orien-
tations uniquely determine the values ot | A, |2 |B..|-.
[Cn]% and [D, |2 These experimentally derived values
can then be compared with the theoreticallyv calculated
coefficients of expression (3) |utilizing the harmonic
expansion of Eq. (2)] for different possible assumptions
concerning the spatial distribution of the orientation
angles «and n. Simple harmonic variation of the out-
of-plane angle n produces a simple phase grating thut
vields the polarization behavior of the even diftracted
orders, while similar variation of the in-plane angle «
produces a hirefringent phase grating that vields the
polarization behavior of the odd dittracted orders. Thix

ara
’

Mo 6t
* e

5
Tt BT AL ata

Fig. 3. Measured diffracted-order intensities tor a set of
polarizer analvzer orientations as a function of theoretical
intensities calculated from the uniaxial VGM model deseribed
in the text.
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Fig. 5. The in-plane molecular orientation angle. .. as
a function of the applied dc bias voltage across the cell, V.

spatial dependence can be represented by

2rx . 2wy
= (pyy CO8 —— N = £ Nmax SIN .

(4)
The spatial distribution in the x direction of the ends
of the liquid-crystal molecules at a given z coordinate
as described by Egs. (4) is cveloidal in nature.

An example of such a comparison between theory and
experiment for all five measurabie diffracted orders is
shown in Fig. 3. In this experiment. the VGM liquid
crystal utilized was a phenyl henzoate mixture {Hughes
2N40'), the cell thickness was 6.0 um, and the applied
voltage was 32 V dc. Toobtain the data shown in this
figure. (vpac and ny,,« have been utilized as the only
adjustable parameters. The assumed simple harmonic
spatial dependence of the angles «v and 7 is justified by
the quality of fit evident in Fig. 3. In addition, such a
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dependence of the angles « and n on the spatial coor-
dinate x has been predicted by direct minimization o
the free energy in a similar nematic liquid-crvstal
svstem.®

The fitting procedure described above permits the
extraction of the maximum orientational excursion
angles cmaxt Vi and my V) as functions of the applied
bias voltage above the threshold tor grating tormation.
as shown in Fig. 4 [n,,0 (V)] and in Fig. 5 Jan, (V). In
each case. it is observed that the maximum excursion
angles both in and out of the plane of the grating seem
to increase as the logarithm of the applied voltage. It
should be noted that the assumption of pinned
boundary conditions with a resultant sinusoidal = de-
pendence" results in an equivalently good fit. with al-
tered values ot the peak orientational angles in the laver
center. Within experimental error, the fitting tech-
nique described above cannot be used to discriminate
among possible z-axis variations.

Careful experimental measurements of the off-di-
agonal elements in the Jones matrix describing polar-
ized light propagation through the VG cell have re-
vealed a statistically significant asvmmetry not pre-
dicted by the uniaxial model. The origin of this 8 ™
asymmetry effect is under continuing investigation.

In conclusion, we have utilized the polarization
properties of the diffracted orders trom a liquid-crvstal
birefringent phase grating to describe the principal
features of the spatial distribution of the molecular
orientation within the liquid-crystal laver.
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Abstract. Intensity-to-spatial frequency transformations can be ex-
ploited for a variety of useful optical information processing operations.
Resolution elements of an image are encoded with a grating structure
whose spatial frequency and/or orientation is a function of the local
image intensity. Assuming that certain sampling requirements are met,
each intensity level is assigned to a different point in Fourier space.
Various schemes of spatial filtering can then be used to aiter the relative
intensity leveis. The procedure can be used for nonlinear analog point
transformations and for numerical processing using binary or residue
arithmetic. Theta modulation and frequency modulation are special
cases of the technique. Off-line methods for implementing intensity-to-
spatial frequency transformations include haiftoning and grating tech-
niques; real-time methods inciude new electro-optical systems such as
the variable-grating-mode (VGM) liquid crystal devices. Details of these

devices and experimental results are presented.

1. INTRODUCTION

In recent vears, there has been great interest in expanding the range
of operations that can be pertormed by optical information pro-
cessing systems, Linear operations such as correlation, convolu-
tion, and Fourier spatial filtering ¢an be performed easily because
of the inherent linear nature of the system.' Three major classes of
techniques for nonlinear processing involving both analog and
discrete-level signals have been studied, and various electro-optical
input devices have been developed that allow real-time
operation.>* The first class of techniques utilizes special halftone
screens and an optical threshold device to convert continuous op-
tical signals into sampled pulse-width modulated signals. Selective
spatial filtering of the pulse-width modulated signal produces a
variety of point nonlinear mappings. The second class of tech-
niques uses real-time input devices having an inherent nonlinear
input-output characteristic function. The choice of operating point
on the device may provide the desired nonlinearity, or the device
may be combined in a system with threshold devices.

In this paper, we concentrate on the third class of nonlinear pro-
cessing techniques. These techniques use intensity-to-spatial tre-
quency transformations in a general sense to achieve both analog
and numerical processing. Devices for real-time implementation
such as the variable-grating mode (VGM) liquid crystal light valve
are described.

2. PROCESSING TECHNIQUES

The basic idea of intensity-to-spatial frequency conversion is to en-
code resolution elements or regions of an image with a grating
modulation in which the spatial frequency and/or orientation of
the grating is a function of the local image intensity. Assuming that

This manusenpt v submitied with the understandime that the TS Government s
authorized 1o reproduce and disteibate reprints tor governmental purposes

certain sampling requirements are met, each intensity level in the in
put is assigned to different points in the Fourier domain: all points
with the same intensity in the image are assigned to the same point
in Fourier space (assuming space-invariant operation is desired). A
purely absorbing spatial filter placed in the Fourier plane can then
alter the relative intensity levels in an arbitrary way.

Figure 1 illustrates the basic principle by an optical level-ice ex-
ample. The quantity S in Fig. 1 is used as a generalized spanal tre-
quency coordinate. A device is used to convert the tocal mmput in
lensity I,y to spatial frequency S in Fig. I(a). Figure 1(b) shows g
Fourier plane filter that selectively alters different components as a
function of S. Figure 1(c) shows the overall Ty versus 1, .
characteristic found by graphically tracing through the two
characteristics of Fig. 1{a) and H(b).

Figure 2 shows several examples of intensity -to-spatial treguenao
mappings. 1n the most general case of intensity -to-spanai treguena
conversion, Iy is mapped to an arbitrary curve S the trequena
plane, as shown in Fig. 2(a). Locations along this curve can be
specified in polar coordinates as (g.#), A special case, shown o bg,
2(b), is called theta (#) modulation. In # modulation S varies alony
an are of constant radius ¢. Figure 2(¢) shows the special case of
trequency modulation, corresponding to paths along a fine at cons
tant angle .

Intensity-to-spatial frequency conversion svstems may bhe casily
programmed to change the functional nonlinearity by placing dif-
ferent spatial frequency filters in the Fourier plane. This prograny.
mability is an important advantage of such systems.

3. SAMPLING CONSIDERATIONS

In all the intensity-to-spatial frequency transtormations shown i
Fig. 2. there is a fundamental relationship between the number of
intensity levels to be distinguihed, the spatial-frequency bandwudth
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Fig. 1. Intensity-to-spatial frequency conversion for nonlinear pro-
cessing. (a) A device is used to convert input intensity into a varying
spatial frequency S. (b) A Fourier plane filter selectively attenuates
the spatial frequency component S. (c) The Igyt vs. I|N
characteristic of the overall filtering system can be found
graphicalily by tracing through the two characteristics of (a) and (b).

of the input function Iy, and the spatial frequency required for the
modulated grating. A grating with a given fundamental frequency
(.9 in polar coordinates, corresponding to a specific input inten-
sity, produces a diffraction order at (¢.6) surrounded by a spectral
island whose dimension is roughly equal to the bandwidth B of the
input. If N distinct intensity levels are to be uniquely processed by
the system, the curve S must be chosen so that N object spectra can
be placed along it without overlap, as shown in Fig. 2. With §
modulation and the modulated input assumed a real function, ¢ is
a constant (g ), and the curve S is restricted to an arc of r radians
because of conjugate symmetry of the transform. If the number of
intensity levels N is large, we can assume that the angular width 56
of the object spectrum is

&8 = B/g,. n

If N distinct levels are needed, then we must satisfy the condition

Noo = DB < )
@n
or
NB
@ = — 3

For frequency modulation, the useful modulation range is
limited because the grating generally produces multiple diffraction
orders. If the lowest fundamental grating frequency is ¢, and its
first significant harmonic is ¢, the usable frequency modulation
range Ag is

A0 = 01-¢Qp- (4)

If we assume there are no missing orders in the grating spectrum,
then

e = 2¢ (b))
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(c)

Fig. 2. Intensity-to-spatial frequency modulation: (a) general case.
(b) theta modulation, (c) frequency modulation.

and we have

Ao = ¢@p. (6)

The input spectrum has width B; to place N of them in the Fourier
domain without overlap we must have

NB < Ap = g ™)
or
¢y = NB. (8)

Because the bandwidth B is equal to twice the highest spatial fre-
quency in the input, Egs. (3) and (8) provide the relationship be-
tween the required sampling trequency g, and the highest input
spatial frequency. If N is large, the very high spatial frequency
gratings rcquired may be the limiting factor. Fortunately. the op-
tical system does not need to image these gratings because only the
modulation of the grating s important. The second part of the
svstem is a spatial filtering of the spectrum in the neighborhood of
a single fundamental diffraction order. It is this limited spectrum
that determines the required bandwidth, or resolution, of the op-
tical system.

4. IMPLEMENTATION

Of the intensity-to-spatial frequency conversion techniques de-
scribed, # modulation was the first to be discussed and
demonstrated.*‘ The actual implementation of the spatial frequen
¢y encoding in both # modulation and frequency modulation still
must be considered. One solution to the # modulation problem is to
use special halftone screens.® The screen profile combined with a
thresholding copy step produces halftone dots whose edges are
oriented as a function of the original input intensity,

[ ae # modulanon method s particularly well sunted 1o procesanye
with white light because 19 nedtra at vanous orentations are mose




wepdarated than those i g pure frequency modulation scheme.
tndebetous  used halftone # modulation techmiques to achieve
sseudocolonng of g monochromatic image. A Ronchi ruling (one-
Junensional constant pertod grating) of low contrast is used in con-
fact with the contunuous tone input to sequentially expose a high
contrast titm, For cach exposure there is a different angular orien-
“atnion ot the Ronchi ruling and a different exposure time. Assume
tor he moment anontermediate exposure tme. For fow transmit-
sanve dareas of the mput, the light passing through the sandwich of
mput transparency and Ronchi ruling will be too weak to expose
the hieh contrast tilm. For high transnmttance areas of the input,
on e other hand, beht passing through the sandwich will com-
pleten oxpose the film. For a certain narrow range of input
rransmittanees tdetermined by the Ronchi ruling contrast), the light
passing through the sandwich impresses a local modulated grating
srructure on the igh contrast tilm. By changing the exposure time
aod rotanng the sereen between eyposures, different level-sliced
versions ot the input are encoded as directional information on the
meh contrast tilm, The resultant transparency is then placed in a
spatiadly coherent opucal spatal filtering system and illuminated
with colhmated heht trom a white light point source. In the spatial
trequeney plane, level slice information recorded tor ditterent
ranges of nput image intensity values appears as lines of diffrac-
non spots oriented at ditferent angles. This pattern of spots can be
moditied by an angular array ot color ftilters. After inverse
sranstorming, the desampled continuous-space image has various
colors assoctated  with  ditterent bands of  grav levels. The
meudocoiored image resulting trom this method can be formed,
cither i parallel as deseribed, or as a sequence of reconstructions
from a et of spectraily narrowband light sources.

Lee has recently described a system that can achieve the general
modulauon of Fig. 2(a) or the special cases of # or frequency
modulation. ' A scanning interferometric system is used to encode
each spatial resolution element of an image as a small grating seg-
ment whose frequency and orientation can be changed with input
intensity levels. The system does not currently operate at television
rates (30 frames per second or tfaster) but can utilize the two-
Jimensional nature of the Fourier plane better than either the 8 or
frequency modulation techniques.

5. VARIABLE-GRATING MODE (VGM) DEVICES

Fast implementation of intensity-to-spatial trequency transforma-
tions by trequency modulation has recently become possible with
the development of variable-grating mode (VGM) liquid crystal
(LCY clectro-optical devices.®1" The VGM device is shown
schematicaily in Fig. 3. It consists of a thin (thickness < 12 um)
nematic LC laver sandwiched with a photoconductor between two
transparent ITO (indium tin oxide) electrodes. If a dc voltage is ap-
plied across the liquid crystal cell, a periodic phase grating structure
1s produced in the LC material. As the voltage is varied, the period
of the grating changes as shown in Fig. 4. The fundamental VGM
spatial frequency is a roughly linear function of applied voltage for
several different LC mixtures. Typically the spatial frequency
varies from 200 to 600 line pairs. mm. Figure § shows the LC
material in a cell as viewed through a polarizing microscope.

The voltage across the LC cell can be locally controlled by pro-
jectimy an input image on the VGM device at a wavelength at which
the photoconductor is sensitive. Thus the VGM device serves as an
intensity -to-spatial trequency converter. The photoconducting
taver of the cell is designed to accept most of the bias voltage with
no dlumination; that portion of the voltage falling across the LC is
below the activation threshold ot the VGM effect When light falls
on the photoconductor, its impedance drops, thereby switching the
voltage trom the photoconductor onto the LC matenal and ac-
tvating the VGM effect. The high lateral impedance ot the thin
film lavers allows very little spreading ot the photo-induced con-
ductivity pattern or of the associated LC electro-optic effect. Asa
result, the light achivation has inherently high resolution, and the
device accepts photographic guality images. Several VOM devices
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Fig. 3. Schematic diagram of the VGM device construction. Cur-
rent devices are read out in transmission at a wavelength at which
the photoconductor is insensitive. ITO (indium tin oxide) is a
transparent conducting electrode material.
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have been tabricated by Hughes Research Taboratories, and exten
sive modeling and experimental work s underway to phvacalls
characterize the VGM mechamem. Typical devices have a /ZnS
photoconductor. Construction details of the VGM device and o
discussion ot T.C physies are given i several references ™

6. VGM IMPLEMENTATION OF A LEVEL-SLICE

An evpenimental implementation of a level chce function using a
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Fig. 5. VGM viewed through polarizing microscope as a func
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Fig. 6. Experimental setup used to perform the level slice ex-
periments. The spatial filter is a variable annular aperture.

A G desiee has been performed. The experimental arrangement is
Jiown i Fig 6. A continuous tone input picture is iflumimated by
an are lamp source and imaged onto the photoconductor surtace ot
4 VG device that initially exhibits a unitorm phase grating struc-
rure due to a de bias voltage. The grating period is locally
modulated by the input picture intensity, and this modulation is
mapped into a position along a line in the spatial tiiter plane. A red
trter ensures that only the readout laser beam enters the coherent
optical processoar. Sectors of small circular annuli of varving radn
are used 1o pass certain spatial frequency bands, This allows onhy
prescribed input intensity ranges to appear in the output. Circular
rather than straight slits are used to capture the weak hght which
in small part is diffracted into circular arcs because of the grating
imperfections (see Fig. 4). Figure 7 shows both the input and level-
sliced output pictures. Figure 7(a) shows a positive print of the
original image through the system as it appears on the imaging
swreen. A negative of *he original was used in the experiments.
Figure 7(b) shows a low intensity level slice corresponding to a
VGM spatial frequency of 100 line pairs;mm with approximately
157, fractional bandwidth. Here tractional bandwidth is defined as
the slit width in the Fourier plane divided by distance between first
and second diffraction orders. Figures 7(c) through 7(f) are a se-
quence of level slice outputs at successively higher input intensity
levels. The Fourier plane slit having the same [$% fractional band-
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width is moved closer to the second diffraction order to o o
sequence. Figure 7(1) shows a level shice result very close toine w00
ond ditfraction order at 200 line pairs mm. Some ot the none
ible in Fig. 7(b} and 7(¢) 18 due to surface unpertecnons oo o
VGM device. Also, interference tringes sisible i Frg Tod
are due to retlections in the external apparatus.

7. VGM IMPLEMENTATION OF OPTICAL TOGIKC

1t is possible to use the VONM device rommplement Tocis poe
The hey 1o such operation bes inonotmy that a lede cooL s
reprosented as a4 simple binary nonlieariy The e o
charactenistios of tour basic fogic tuncnoss are showe o oo s 1
iput m these figares s assumad o be the semple arehiee o
the two mput logie fevelss Thus NOT s vimphy aonard oo
verter, AND and OR are nonimear rhreshobd tunctions, o0 NoOR
is i level shee tunction, These tuncnons cas be realived o
modulators or upng;\( PrOCESSINY At STl Can prodno e
nonhinearities, and can be used for smplemennnge comibing: o
logic. Furthermore, it the svstem allows teedback 1o be rcadily
troduced, sequential or larching togie can also beamplemenod

The VGM device v well suited to implementing “hese non
Lincartties. With the VON gpproach, nonhneariies are obigned
usng a Fourtier plane nilter whose transnuiiance variation o oong
dimension s essentially g plot ot the desired nonliearry Thus ar
birrary nonhinearities are casihy 1o duced and chaneed. For oo
aperations the  situation v gquite strasghttorward. Since the
nonhnea:inies assocntted with fog,c operanions are hinary tung oo,
“hev can be amplemented with simple ~hit apertures, e, 0 or )
nansnnttance values. A fcature ot the VOAT rechiigue that makes
i espevtalhy well wunted tor Tovie processing s that the impat and
output are physically separate beams The mput bean modulates o
photoconductor; concurrentiv, the image s read out with a second
heant This sepatation ot anput and output provades tor the
posshihty of restormg the ourpat levels to the 0 and 1 valiues event
the input levels are not exacth correct. This teature o enennul o
the pr-daction of a rehable Togic svstem that s mmune to nose
and ssstemate errors n the fevels Blectromge Togic clements possess
such level restonmge capability | but other currently proposed optical
tocic sehemes Tack s essential characternistg

Two tureher aspects of Togie operations make them advantareons

e W
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Fig. 7. VGM level slice resuits.
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Fig 8. Logic functions as simple nonlinearities. Given an input
consisting of the sum of two binary inputs, different logical opera-
tions can be effected on those inputs by means of the depicted
nonlinear characteristics: (a) NOT, (b) AND, (c) OR, and (d) XOR.

cor opncal implementation purposes: (ad logie operation inpu!
el are disereter and (b only o oa o small number (24 ot
Jistmanshable levels are required. The existence of discrete iput
‘evels imphies that the nonlineribies need not have the exact forme
hoewnoan e X0 In particular the transiton regions need not be
sertedth sharp thresholds, since the input values are presumed not
rococen wirhin the transition regtons 1nany event. The tact that
selyatew levels need be distinguished imphes that the gray-leved
resolunon requirements for the svstem are mimimal.

The operations discussed above are the basic combinatorial logic
tunctions, However, sequential logic may also be implemented with
appropriate feedback, i.e., imaging the output plane onto the input
plane (which can be accomplished with incoherent illumination).
However, with the present VGM transmission devices there is a
problem of separating the read and write functions in a feedback
svstem singe their wavelengths must be identical and current devices
wOork 1 transmission,

I -~ VGM Fourer st
| lrput Cevice Forar
jag] T~

IR L R I I

R N ——y T

|

A Vo
t ' f
' Regdou*
i Beam
L 1

Fig. 9. Expenimental arrangement for pertorming logical opera
tions on two-dimensional binary inputs with a VGM device. Input
image arrays A and B are superimposed on the photoconductor
The device is read out in transmission at a wavelength difterent
trom the input. Simple slit apertures are used to achieve the desired
tngic functions.

A series of evpenmments was conducted o demonsirate the tu
damental fowie tunctions. The experimental setup o1 Fig. 9 was
used. The total dlunination mtensity on the photoconductor ot she
VOGM device was the sum of the two input intensities and a bhas -
tensity, The anput illumimation was provided by g filtered huch-
pressure mercury are lamp, the bas llumimation by a collimated
tungsten bulb source. The VGM device was read out i rransmas.
sion using a HeNe laser. A filter was placed in the Fourner plane 1o
select the desired diffraction orders tor cach logie tunction

For these experiments, the inputs consisted ot one vertuaal rec
tangular aperture and one honzontal aperture. When these were
superimposed atong with the bras, a square image was tormed with
the four quadrants having the intensity levels shown in big. 100 This
image corresponds to the logie truth tabie shown . Thus the output
images have intensity fevels determined by the truth table assocated
with the desired logic tunction. The logic functions AND, OR,
XOR, and thar complements were implemented -equentially as
shown in Fig. 10 by altering only the Founer plane tilter. Imperteg
tions vistble v the output plane Jdata arnse trom detects in the cell
structure of the VOM device emploved in these experiments In.
vestigations on VGM device improvements, imitations, processing
speed, and pivel umformity are in progress,

By adding teedback to opncal combimatoral fogie, memon
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clements such s Latches or thptlops can he ampremented. O

types of pumettcal processie cuch as ressdue anthnee el
svstems can abvo bemplemented with mtensity Tooapatial e
comversion and VOM devices.

8. OTHER APPLICATIONS OF VGM DEVICES
Variable grating cells have o numiber ot ather poeobbe e o
in both eiectrically  actnated  and  photocondud e
svstems, Flectneally controilable vanable era .
tor modulation transter tunction (NTE) evton optica .
beam detlectors, or as optcal spatial demodutaror 0 e
masks for correlators, By introducing a nonumtonn con o

a spatiadly vanable elecrocally aotsated eratme vt aoa oo

! . . . runction could be tormed. Photoconductor aoiaroed one s

—_—— could alvo wenve as programmable spatially arabic 3

| . . . pratings.

L L 9. CONCLUSIONS

|

. . . We have desenibed weveral gencral technigues tor ntenss e
‘ ’ spatial trequency transtormations and an electro-opucal wuriuanie

| S

pratng-made (VGM) transducer capable of real-nme imiplementa-

-~ uon. We have shown theoretically and espernimentady thug the
* device can be used for implementng arbitrary nonlinearities on

continuous tone images and can he used tor combhinatoral logi
aperations on binary data arraye. An advantage of the VON or
proach is that it may easily be procrammed by low tesolution o
tical spatial fherine, Other applicalions tor intensit -topatad g
queney conversion have been described.
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