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ABSTBRACT

This thesis presents the fundasental communication transmis-
sion princirles which define the performance characteristics
¢f the transmission channel. The subject matter is divided
intc three cataegories (1) antennas, (2) transmissicn lines,
and (3) waveguides. The scope of presentation is results
criented rather +than the traditional +theorem and prcof
approach. While <tte¢ results are quantitative in nature,
consideraticn of the underlying principles as well as the
advantages and disadvantages associatad with each transmis-
sion charnel are presented. Although technical factors are
cften tte tasis upon whbich decisicns regarding communication
gystexs are made, it is evident that +the telecommunication
Sys“«.3 panager aust understand the <fundamental principles
cf the transmlssion channsl in crder to effect viable solu-
tions tc telecommunications management problems.
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I. INIBODUCTION

The advent of the Information Age, coupled withk an
uopheaval in <the world econcmy over the past decade, have
rlaced ar ever-increasing emphasis on the corporate teleccm-
municaticns systems ard on the @management cf thosa2 systenms.
A1l teleccarunications systems are designed tc convey infcr-
maticn frcm one point to ancther. 1In almost every case, the
informaticn content c¢f the signal is nct used by the tele-
commuricaticns syster itself. Rather, the syster is
designed tc accept irrut data ard structure it into a fcrmat
that can be quickly, econom’ .l.y, and accurately trans-
mitted tc a destinatica. T. information transmitted over
teleccoazunications systems ra s from voice, telemetry, and
facsimile data to complex ° cerl=aved data messagss.
Furtheracre, telecomnmunications systems vary consideratly in
their designs and «c¢cmponents with regard to technology,
electicnics, and methcdologies. Despite the fact that thera
is such a wide range of 4input data and large diversity in
the design cf telecormunicaticr systems, they have signifi-
cant features in commen. Fundamentally, all telecommunica-
tions systems exist to transmit informaticn from ona rpoint
to one cr several points. Moreovar, when view2d functicn-
ally, these systems tave commecp structures. ’

Any telecommunications system coasists of three tasic
functioral components. Tke first component, +the <%rans-
titter,accegts an ingput signal, modulates a carrier signal,
and provides the pover required to transmit cver the ccmmu-
ricaticns channel. The =seccnd component, ¢the channel,
provides the path over which the signal travels. The last
compcnent, the receiver, extracts the signal from the
channel, demodulates the carrier, and delivers the restruc-
tured criginal signal as its cutput. ([Ref. 1)].

10




While adwancements continue to be made throughouz zhs
electronics industry, for exarple receiver and transmitter
technclcgy, there is less that can be done to increase the
speed ané¢ frequency response c¢f present day communicaticns
channels. The result is a greater need for an understanding
of ccmmurication channelé by teleccamunication systsems
panagers. The purpcse of +this thesis is to present the
fundamental communications signal transmission principles in
a manner that is relevant to the manager's systems approach
to decision making.

3. AFEECACH

No s*udy of ap intrinsically technical subject is
apprcachable without mathematics. However, this thesis is
written frcr a managerial persgective and, while essentially
sathepatical in natcre, is limited in scope to emphasize
areas consicered funcamental to the underlying concepts of
signal transmission in the field of communicaticns. The
apprcach +therefcre tends to be results oriented vice a
traditicral rigorous presentation of theorems and prcofs.
Additicnally, presentation of each subject area begins with
simple, ideal situaticns and [progressses logically tc the
gore ccrglicated, general case.

B. AREAS OF STUDY

A large majority of the publications pertaining to
communic ticns signal transmission grossly characterize <he
electrcmagnetic progagation channels as either guided or
unguided. Generally, in apn unrquided channel an electrcmag-
petic field is generated by an artenna and propagates freely
in a medium with «rc attempt ¢to control its propagation
fattern. A prime example of the unguided channel is *he
space ctannel in wkich the redium involved may ke free

11
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space, tle atmosthere, or thke ccean. In the guided channel,

magnetic field; bhowever, its rpropagation is restricted to -
the ccnfines of a clcsed path or “pipe" from “he transmitter

h the ccarmunications signal is also transmitted as an electro-

Y.

to receiver subsecticn of the ccamunication systenm. Guided

. channels can be further subdivided into three <categories
h which include 1) transmission lines, 2) waveguides, arnd 3)
fiber ortics. A less traditicnal and more subtle ma<hcd of
differentiating the prcpagaticn channels is by the numbter of

ot

conductors iavolved. There exist numerous cases whereby
signals transmitted via antenna systems behave as guided
waves (Ref. 2) thus, this thesis groups transmissicn chan-
rels accerding to the latter method as follows:

k. 1. Antennas : 2ero conductors with energy
proragating in the space tetween transmit-
tinc and receiving antennas.

2. Waveguides : one conductor with energy
proragating within the boundaries cf the
guide,

3. Transrission lines : two or more cornductors.

The study of the transmission channels formally tegins
with Charter 2 which focuses op antennas. Noiseless systems
are first discussed with emphasis being placed on the devel-
opmert of the power ludget equation. Line~-cf-sight communi-
caticn distances are explored and applied to a one-hop
micrcvwave systenm. dlso covered in <this section are satel-
lite ccmrunicaticn principles as they relate to the power
kudget equation. The concert of system noise is then intro-
duced and an analysis of a multi-~hop microwave relay system
is presented.

Chapter 3 deals with transmission lines and is presented

from a circuit theory viewpcint. Discussion bsgins with %he
low freguerncy model and development of +he precpagation




constant in terms of signal attenuation and phase shift or
time delay 4is undertaken. The skin effect model 1is also
e€xplcred, The chapter concludes with an introductica ¢c¢c 2
transeission line's digital transmission rate.

The waveguide is presented in Chapter 4 which begins
with an introduction to the principles of electromagnetic
field prcpagation. The plane wave is considered and the
guide's modes of operation defined. A short section is
devoted tc the determinaticn of guide cutoff frequency.
Signal attenuation ard time delay are developed through
analogies tc ¢transmission line characteristics. A trief
discussicn cf fiber optics, which is considered a special
class of waveguides e€nds the chagpter.

The concluding chapter of this thesis investigates the
najor advantages and disadvantages associated with the
varicus ccamunication transmission channels. Conclusicns
regarding the relative importance of commuanication channel
consideraticns are presented in the context of a total tele-
communicaticns management schere.

C. CEITICAL ASSUMPTICHES AND PRINCIPLES

Nearly all c¢f ccemunicaticns theory is rooted in\ the
science of mnmathematics. To underscore the fundamental
concepts of signal transmission much of the rigorocus mathe-
gatics erccentered in a more traditional approach to the
subject has been minisized. Tc this end several key assump-
tions apd transform analysis principles are applied
throughcut the remaining chagpters of this thesis.

1. Eourier serise

lin

Ccmnunication transmission systenms, and c¢cmaunica-
tion systees in general, deal primarily with time functioas.
These tize functions or waveforms can be represented as a

13
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summaticn cf purely sine and cosine functions acccrding to
the Pcurier Series earansion:

£(t) = a + Ela,cos ny: + b sin nyt ] (egn 1.1)

where w, is the fundageatal frequency of the signal. Thus,
the Fcurier Series expansicn is the sum of all fregquerncies
which ccaprise a given signal. These signals are viewed as
a cortinaticn of a furdamental £freguency plus all harmonics
cf that frequency. The a, tern reﬁresents the dc¢ level of
the signal. Since all freguencies present in the signal
will rct be in phase at all pcints in time, they are written
as having two components, sine and cosine. Then, £or any
given harmcpic n, the a, and b, terms represent the magni-
tudes c¢f the sine and cosine portions of that harmcnic.
Onder nce¢rmel circumstances, discussicns of communication
systess tend to not deal with the time domain behavier of
the signal Ltut rather with the fraquency domain behavicr of
the sigaal. Therefcre one must be able to convert or trans-
form time function signals tc frequency domain signals. The
tool =0 tsed is the Fourier Transform and is defined as

0 R
Flw) & ff(t)e.:‘mdt i (egn 1.2)
- 00

It can then be seen that every function of ¢t has with it a
corresponding functicn of frequency, w . Likewise the
Invarse Fcurier Transform,

o it
Flw)e’¥td
- o0

£f(t) = (egqn 1.3)

27

shows that for every functicn of ( thers exists a ccrre-
gponding function of t. [Ref. 3].

14




S e

Comaunication systems are intended as a vehicle for
the transaission of informaticn whose parametric vaiues at
the systems level are relative to the frequency domaia. Ths
Fourier Transform is the single most important tool which
allcus ncvement from thke time dcmain to the frequency domain
and is veed extensively to describe the frequency content of
a given signal. As a result, a system analysis can be
conducted shich describes a systea's effect on *he inferma-
tion signal in terms cf signal frequeancies.

2. lipsar Systeas

In genaral, a system is defined as a2 set cf rules
that asscciates every input +time function with an output
time function as shown in Pigure 1.1. The source signal is
designated f(t) with g(t) «rerresenting the output signal or
syster respcnse due tc the input. - This is usually writtea

as f(t) —Dg(t).

_-’.f (t) SYSTEM ———’g (e)

Pigure 1.1 Block Diagram of a System.

This thesis is based on first order analysis and
therefcre all systems discussed are assumed to be approxi-
pately linear in nature. Tc this ond, the dafiniticns which
follcw agply.

A system olkeys superposition if +the output or
tespcnse of the system due to a summation cf inputs is equal
to the =sum of the responses due to the individual inputs.

15
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That is, given that tﬂt) results in a response of g,(tj, and
that f!t) causes an ocutput of gft) » then the output due to
fft)+f4t) is g{t)+ggt). In mathematical notation, supsrro-
giticr is defined as [Ref. 4]

£(t)+£4t) —Dg (%) +g(t) .

similarly, a systeam is considered linear if it obeys supar-
positicn. Coabining the ccncepts of supervosition and
linearity, it can e shown that for all values of the
constants a and b [ Ref. 5]

af{t)+bfét)-€>agft)+bg4t).

211 systems discussed are considered time invariant.
That is tc say that the system response due *o an input is
independent of the actual time the input occcurs. In cther
vords, a time shift in the input signal results in an equal
time shift in the responmse. Thus it can be shown that if
f(t)—> g(t), then f(t-t,)=—= g(t-t,). Systems composed
of purely resistive, capacitive, and inductive elements are
time invariant Gprovided their component 2lsment values do
pot vary with tige.

3. System Fupctjcn

An important and helpful concept in systems analysis
is the igpulse or Dirac delta (§) functiorn. Simply stated
the impulse function is defined as

@ for t =0

d(t) =
0 for all other t

16




such <that the total area under <the impulse functicn is
unity. PFathematically then ’

- -]
f d(t) dac =1
-0

which also, as it turns out, is the Fourier Traasfcim of the
impulse function. I+t can be seen that any signal ir the
time domain can be divided into equal time segments.
Furthermcre, these time segments can be viewed as keccming
infiritely s»all such that the segment approaches a point in
time. Therefore, any time signal can be considered to be a
series cf irpulses. The purpose of systems analysis is to
deternmine thke response the system has to the input signal.
If the dinput signal is viewed as a series of impulses and
the system is considered linear, then the response dve %to an
inpulse is all that is needed ¢to describe <the systen.
However, as previously stated, +the over-riding factcr in an
analysis ¢f a communication system is the system's effect on
input freguencies. This is accomplished by studying the
syster’s response to an impulse. [Ref. 6].

If *he impulse respcnse of a system is called h(¢t),
then the Fcrrier Transform H(w) indicates ths system 9ffect
cn the impulse and is called the system function or the
transfer function. Simply stated <+the transfer <functicn,
H(w), cf a system describes the effect the system has ¢n an
input, F(w), to prodrce an cutput, G(w), and is the ratio of
the cutpct to input in terms cf frequency. Mathematically,

G (w) =H (w) F (W) «
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4. Decibel 2nd Jcgarithmic Notation

As will ke shcwn throughout the thesis, orne of the
more impcrtant aspects of the ccmmunications channel anal-~
ysis ies the subject of signal power and bhow the system
affects it. Generally, the system either amplifies or
attencates the signal pover so that a system's cr ccmgo-
nent's gain (loss) can be written as the ratio «cf cutput
pover tc inrut power. Letting G denote the gain and P, 2and
P;, represent output and input fpower respectively, then

Thus if the power gcing into an amplifier is 1watt and the
cutput dis 1O0watts the power gairn is 100. Nermally,
however, ccmmunicaticns system characteristics are expressed
in terms of decitkels (dB) vice the raw gain or attenuation
figure. The 4B notation is used extensively throughout the
thesis ard so requires some exrlanation.

The decibel is defined as one-tenth of <*the funda-
mental division of 2 logarithmic scale fcr expressing the
ratic ¢f twc amounts cf power [(Ref. 7]. But, in general,
apy unitless quantity in the context of system analysis can
te expressed in decilels according to the fcllowing egquatien
vhere N denctes the number ¢f dB's and x the unitless quan-
tity,

N = 1010og x.

Normally then, <system analysis compares some initial fpower
level tc the final system/component ocutput level. This

18
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initial reference pcint can ke given in +terms of eitter
watts or a 4B reference level with 1watt equal to O04BW or

tmillivatt equating tc 0dBm.
Additionally, because dB notation is used so often,

the laws c¢f logarithms are an integral ©part of analysis
develcpment. Logarithas derive their usefulness in computa-
tion since *hey allow sultigplication, subtraction, and exgo-
rentiaticn to be replaced by simpler operations of additicn,
subtracticn, and wmultiplication respectively according to

the fcllcwing (Ref. &]:

leg(xy) = lcg(x) + lcg(y)
leg(x/y) = log(x) - lcg(y)

lcg(xy = ylog(x)

19
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IXI. ANIENNAS

In ccmrunication systems where tha transmitter and
receiver are not rthysically connected by conducting
elements, the carrier wavefcrm is propagated from the trans-
mittexr tc the receiver by use of antennas. An antenna is
simply a transducer which ccnverts electronic sigrals into
electicmagnetic fields and vice versa. Thus a signal tegins
as an electronic signal at +the transmitter and is ccnverted
to a fprcpagating electromagnetic field at the transmitting
antenna. This electrcmagnetic field propagates as an ever
expanding plane wvave, through the medium separating the
transzitting and receiving antennas. As a result, the
amount c¢f pcwer contained within a given area of the tranps-
pitting medium (field density) decreases as the distarnce
tetween the transmitting antenna and the area under corsid-
eraticn increases. Thus as the distance between <the
receiving and transmitting antennas increases, the fpower of
the electrcmagretic field impinging upon the receiving
antenna decreases. 1Tte receiving antenna, in turn, converts
the electrcmagnaetic swave back to an attenuated (reduced)
versicn c¢f the electronic signal produced in the trams-
gitter. It should be noted that ia addition *o the intended
transmission signal, other signals including background
noise azie rresent and impinge on the receiving antenna
inducing unwanted vcltages. Therefore, not only is the
commuricaticn signal Lkeing received attanuatad, but also it
is interertly noisy as depicted in Figure 2.1 .

20
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i Attenuaced
} and noisy
| Electronic electronic

o \ s

ger-expanding .
Transmitter electromagnetic Receiver
field

Figure 2.1 Signal Transmission via Antennas.

B. TBANSEMITITING ABTENEAS

A +trarsmitting antenna <ccnverts an amplified carrier

signal intc a prcpagating electromagnetic field. This field
is transsitted by the antenna as a propagating plane wave
with a rprescribed pclarization and spatial distributicn of
its field pcwer density. The spatial power distributicn of
a transaitting antenna is described by its antenna pattern
shich is defined as

power transmitted per unit solid

W(¢[’¢3) = angle in the direction (¢!,¢3) (eqn 2.M).

vhere (¢!,¢3) are tte elevaticn and azimuth angles ralative
to a fixed coordinate system whese origin is the center of
the anterna (see Figure 2.2). The antenna patters indi-
cates tkte amount of field pcwer +hat will pass through a
unit £clid angle in a given direction from the center of the
“ransaitting antenna. A sclid angle of a cone inscribed on
a spherea cf radius B is given by the surface area cf its

21
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Pigure 2.2 Antenna Geoaetry.

spherical cep divided by &2 and is measured in units of

steradians., The solic¢ angle cf an entire spherz of radius R

is the <spherical surfac2 area (47 R2) divided by R2 which

results in 47 steradianms. Therefors an antenna pattern

[W(¢!,¢Z)] can be restated as the amount of powar which will

gass thrcugh a unit solid angle (1 steradian) in a given

directicn (¢',¢3) from the antenna center. The artenna ~
Fattezn is uswally normalized by comparing it +tc an

isotrcpic artenna of equal transmitted power, to form the

antenna ¢ain functior g(qf.¢3) and defined by

W(‘bll¢}) - .
g(¢1'¢3) = power per unit solid angle of (eqn 2.2)
an isotropic radiator with
equal total transmitted power

In isctrcpic radiatcr is an antenna which radiates equal
amounts cf rower in all directions. ([Ref. 9].




~

Cefine F, as the tctal [pcwer transmitted by an antenna.
Then F; can be determined by summing the power ovsr all
foints cn the unit splere cr, more convaniently, by inte-
grating i(¢!,¢3) over the unit sghere, that is,

B, '[ﬂ¥v(¢,.¢3)d (eqn 2.3)

t
sprere

wvhere dQ) refresents the dif ferential of the so0lid angle. It
can ke shcwn that the length c¢cf an arc inscribed on a circle
cf R zadius by a radian angle 4 is given by:

length = RH.

Then a chance in elevation angle (d¢y) results in an arc of
length d¢l on the surface of a unit sphere (R=1).
Additicnally a change in the azimuth angle (d¢3) Tesults in
an arc of a length thkat is degendent on the applisd esleva-
tion angle such that:

length = cos ¢ d¢3

!
Then
dQ= é
Q= cos ¢! ¢!d¢3
as dericted in Figure 2.2 . Therefore Eguation 2.2 can be

revritter as

m/2

)3 w(¢ ¢ Ycos ¢, d¢,d .
T _4:!; B ¢

[N}
(VY]




The total power per unit sclid angle of an isotrecctic
tadiatcr with total fpcwer PT is found by dividing thsz +cztal
pover ty the numkter c¢f steradians contained within a srhere
which is 47, Thus Equaticn 2.2 can be written as:

»

8,4 WAL 2.4
. = eqn 2.

g I g) PT/d'F (q )
I+ can te seen +that the gain function of a +transmitting
antenna is then simply a ncrmalizad version of its arn%enna
Fattern . Therefore, if *he gain function is irtegrated

cver the unit sphere it yields the same value as Ji%g};%%;_
integrated cver the unit sphere such that:

_ W(d,92)
[ng<¢x,¢g)d9- 202 aQ . (egn 2.5)

it T
sphere
Now a(¢£..¢3) intecrated over the unit sphare yields the

total transgitted power P, sc that

&

Lug G998 = 57z
sphere
CcT

fg(¢ r¢3)d9 = 47 ., (egn 2.6)
un

it

Therefcre, the velure under tke gain function surface is a
ccnstant. This iwmplies that if the gain function |is
increased in one direcion, it must be suitably d=2creased in
cther directions to maintain the constarnt dintegrated value
cf 4w. [Ref. 10].
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Mcst transmittirg antennas are designed to transpis
their radiated field in a specified directicn. TLus the
gain functicn is usually peaked aleong what might be cz2lled 2

freferred direction and such a peak is referred *c as the
antenna rain 1lote. Transtissions in other directions are
¢alled sidelobes and usually represent power transmitted in
unwanted directions. Figure 2.3 is a typical paratolic
artenna pattern plotted as a function of azimuth =angle it
degrees, for the elevation plane ¢%fo and shows the mainlcbhbe
in the fcrward direction.

g(0,%;)
i3
-10

-20

=30

Kelative power (dB)

¢;,(degrees)

Figure 2.3 Farabolic Antenna Gain Function.

The actual antenna gain function is a cumberscme
descripticn of the anterna =radiated field pattern; cften
simpler specifications are used such as antenna gain and
field of  wview. The gain g of a transmitting antenrna is
defined as the maximum value cf its gain function:

&

g = max g(fl,¢}) ’ (egn 2.7)

—aa .Mk s

A

a4

BN SO



W gt e

and is wusually stated in decibels. The antenna £iz21d of

-
o]
=h
ot
|-
®

view is a measure of the so0lid angle into which al
t-anspitted field pcwer is corcentrated. In other uwczds,
the field c¢f view is a measure of the directioral prcperties
c¢f the antenna. For simplicity the field of view is defined
as the sclid angle (ﬂw) through which all the radiated
power wotld pass if the antenna pattecn in this angle wvas
constart and equal tc¢ its maximum value. Thus Figure 2.3
would be interpreted as shown in Figure 2.4. Tha*t is tc say
that Qw[max W(¢»,¢7)}pr or

A P
szw = — W(QL'éy) ’ (€gqn 2.8)

However frcw Equations 2.4 and 2.7 it can be shown that

4m .
Q.= steradians . (egn 2.9)
v g
3(0. ) T 1 T u T | T
)
Z -10 p— —
i
']
3
8 =~20p— —
9
2
“ 230 = -
~t
)
4
| L | | ] ] ]
20 15 10 5 0 5 10 15 20

¢3 . (degrees)

Fiqure 2.4 Ideal Antenna Gain Punction.
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Field cf vievw is therefore inversely related to gairn. This
geans that high gain antennas exhibit narrow fields of vizw.
Rather than using +the solid angle field of view, discussicas
and specificaticns regarding antennas can be mcre easily
dealt with in terms cf the planar angle beamwidths which are
given in *erms of radians c¢r degraes and are defirned s2fpa-
rately fcr azimuth and elsvation planes. For example, the
antenna pattern in PFPicure 2.2 kas a main lobs aziputh keanm-
width ¢f 49 measured at the 3dB poiars. For a symmetric
gain pat*errn which is obtained by ro%tating the azimuth gain
pattern akout the aziguth axis, the planar beamwidth (desig-
rated ¢, and given in radians) is related to the solid angle
field of view (in steriadiaas) by

Qp = 27r[1-cos(¢b/2)]

shich, uvsing the trigcnometric identity (cos2a=t1-2sinz2a) can
re written as

Qn = 47;-(15[1—cos(¢b/2)]} .
Then
Qn= 4mlsin® ($,/4)] . (egqn 2.10)

I+ can ke stown *hat for very small values of x, sin(x)=zx.
Thus vhere ¢ is very small

QFV = Um(d s4) 2

27




Then
2
QFV=7r¢b/4 .

Therefcze, when given a transmitting antenna's field of
view, ke planar beazwidth q) can be determined (in radians)
bty the equation

¢, =\/..f;. Qp (eqn 2.11)

provided it is knowrn that ¢b is small and thke spatial gain
pattern is sysmetrical. (Ref. 11]. )

Nc¢ transmitting arterna is an ideal, icss free radiatcr.
Therefcre, the powver PT radiated by it is less <than the
rovwer fed in*o the artenna input terminals. It then becomes
convenient to define an effective antenna transmitting gain
relative +tc the power actually coupled into the antenna
input terminals. Tte power fed into the input terminals of
the antenna is denoted P,. Thus the effective gain function
is defined as

§(¢1r¢3) = —W%'L%L . (egn 2.12)

T

This means
5(¢11¢}) =P, 9(¢1r¢’) (egqn 2.13)

svhere p =fF. /P, is the antenna radiation efficiency factor
and, in essence, 1is a measure of the radiation losses ¢f an
antenna. It shculd ke noted that p <1 , so that the effsc-
tive apterna gain G is always less <than the gain g cf the
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antenna rattern. Tyrical radiation 2fficiencies are orn the
crder of 0.90<p,<0.5S. ccrresponding to a reducticrn of
about 0.54B in gain. [BRef. 12].°

The actenra gain function permits simplified calcula-
tions of the amount of transmitted field power +*hat will
impinge cn a perpendicular (ncrmal) receiving surface of
area A, located a diétance D in the direction (¢1, ¢3) from
the transmi+tting antenna (Figure 2.5). Letting P, Tepresent
the pcwer impinging ¢n area A, Equation 2.1 can be employed
g0 that

PA = H(¢1.l¢3°)ﬂa

which states that tle amourt cf power P, is equal <tc¢ the
amourt c¢f povwer +transmitted per unit solid angle in the
direction (QL’@’) multiplied by @, solid angle that subtends
the scrface of area A.

Figure 2.5 Antepna Propagation.

When the distance D is wmuch larger <than tke largest
dimersicp cf the surface of area A, then the latter approxi-
pates a section c¢f a spherical surface and total sclid angle
subterdad by the surface area A is equal “o A divided by the
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distance sqrared, that is,
Q, = a/r2.
Therefore

A:n( )a/D2,

¢
}o' }°
Using Equations 2.12 and 2,13 it can be seen ‘hat

P ~ r%l’r g(¢1¢’ ¢3")

A . egn 2. 14
A L Tl ] (eg )

The guantity in brackets has units of power per area and
thus represents the pcwer density, called the field inten-
sity cr flux density of +he propagating electromagnetic
field at tle distance D in direction (¢, %3, ). The aumer-
ator is cften referrzed to as the effective isoiropic radi-
ated pewer (EIRP) in the direction (¢l.'¢3v) and represents
the egquivalent power which an isotropic antenna mtst
transgit ip crder to achieve the same field pover density at
a distance [ from the antenna. Then, EIRP can ke written
as:

EIRP = B, . 9( @y - ¢3.) . (egqn 2. 15)

It sheoculd ke noted frcm Equation 2.14 that when pregpagating
in free space, the electromagnetic field intensity decreases
as a furcticn of the distance squared. [Ref. 13].

Ap irtrinsic property of any anta3nna is that its trans-
mit+ting field of view at a sigpal wavelength ) is related *o

30
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the physical area of the antenna A by

£

Pm A,

Q, =

(eqn 2.16)

wvhere Pp is the antenna aperture 1loss factor. This aper-
ture 1lcess factor acccunts fcr antenna diffraction losses
with valcees ranging from 0.5 %o 0.75. Therefore, sutsti-
tuting Equation 2.16 into Eguation 2.9 means that the
antenna gain is giver by

4
g = (—;; Pp By - (egn 2.17)

avelength is related to frequency (f) by the equaticn c= ) €
where ¢ is the velocity of an electrcmagnetic wave traveling
in a vacuum and has a constant valus of 3x10® meters gor
sacond. Then

_ £12 e .18
g = 4-7r(?:-) Ppha (egn 2.18)

It is ncw readily aprparent that for a fixed antanna size, as
the cfrerating frequency increases the antennat's gain
increases and its field of view narrows. Alternately, for a
spacific carrier frequency, higher gains and narrower field
cf views reguire larcer antennas. [Ref. 14].

E. BRCEIVING ARTEBNWAS

In tte previcus section it was shown <that transmitiing
antenras ccnvert elsctronic signals to electromagnetic
fields and radiate ttem as f[ower which decreases in field
intersity as the distance from the antennas ircreases.
Similarly, a receiving anterna converts impinging electro-
gagnetic fields to elsctronic signals whose pcwer is
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roporticnal to the irtensity c¢f the field power intercepted

by the receivirg antenna. Like <+transmitting anternas,
receiving antennas have a fixed coordinate system Witk *he
crigir lccated at the center of the antenna. Unlike trars-
mit+ting antennas vhich are considered point =sources,
receiving antennas are described in terms of an effective
area A(¢, ,¢,) whick is a function of the directicn cf
arrival (¢1,53) of tte plane wave, referanced to the anten-~
na's cocordinate systean. The effective receiving antenna
area in ttke directior (f1,¢3) is then defined as (Ref. 15]:

power observed due to the field
from the direction (Py,d

)
Ae eqn 2.19
power density of the f%e?d * (eq )

A(¢1'¢3) =

As Figure 2.6 illustrates, the antenna area is a func-
tion of the directior angles (Qu,¢3). Additionaily, the
antennra area includes associated antenna losses and pclari-
zatice mismatches ;ith respect toc the slectromagnetic field.,

O O 7

a) (0°,0%) b) (45°,45°) c) (45°,90%)

Pigure 2.6 Circular Beceiving Antenna Geometry.

The effective area therefore describes a receiving pattern
cver all directions from the antenna coordinates. The
raxisum area

= e , egn 2.20
A ’;PZA(ﬁ %) (eq )
32
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is ¢he largest area presented to arriving fields. This
saxicun area is 1less than the physical antenna area A, due
to the receiving aperture loss factor Py This apertuz»

loss factor is due tc diffraction, and

An = pxpB, - (eqn 2.21)

FProa the Rayleigh-Carson theorem of transmitting and
receiving plane wave antennas (Ref. 16], it can k42 shown
that

A, 9,) _ a(Pe) (eqn 2.22)
An g

where g( ¢, ,» ¢_) is the antenna gain function that would
result if +the antenna were used to transmit signals. In
general it can then be said that, except for scaling
factcrs, and antenna's transmitting and receiving ratterns
are the sarne, 'and tte ability ¢f an antenna to receive from
a given directicn egquals its ability to transmit power in
that same direction. From Equation 2.17, «where 2, is the
antenpa ghysical area, and the reciprocity principle it can
te seen *that A, =A; so that

2 2
P
Am = g—..._g = gzlk—"-
4T Py
¢r resritten in +the fcrm
2
Ay o A (egn 2.23)
g a
33
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and substitcting into Equation 2.22

A(¢i'¢}) = -f:; g(fl.¢3) . (egr 2.24)

This then relates antenna receiving area pattern directly to
the gain pattern and the operating fraqueacy. Furthermore,
the difference betwveen the receiving antenna area function
and the antenna gain functicn is A2/47. Now recalling
Equaticn 2.9 and sutstituting according to Equaticn 2.23,
Q= AYA,. But from Equation 2.21 B,= pyd,, so that

Q = __Li_. (eqn 2.25)

F papAp

vhich is tte solid angle associated with maximal gfpower
recepticn of the receiving antenna. This then implies that
directicrality requires high operating frequencies in crder
to oLtein antennas of reasonatle size. Thus the design of
receiving antennas can be egquivalently s+tated in +*erms of
transmitting antenna gain patterns. Therefore, if a
receiving antenna is required to have a given field of view
i+ can te designed as if it were a transmitting antenna with
the =ame field of view. For example, an antenna with the
pattern shewn in Figure 2.3 wculd collect transmitted power
primarily cver a 49 beamwidth as measured from the 34B
points. ([Ref. 17].

C. BECEIVED POWER

The actual amount of carrier power that can bte trans-
mitted tc a receiver is a key parameter in assessing ccamu-
picaticn systenm performance and controls management
decisions regardinc equipment specifications, link
distances, cperating frequencies, and construction cecsts.
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Figvre 2.7 is a typical communication system which cpez-
ates at a fixed carrijer frequency f£.. Within the trans-
ritter, the information signal passes through a transmit+ter
pover amfplifier which produces a modulated carrisr signal
with carrier pcwer P.mp. The carrier power is the output of

(9 ¥7) (9,6

i iver
Transmitter Recei

(£c + Pamp)
Pigure 2.7 Transaitting and Receiving Channel.

the transmitter and is coufpled to the transmitting antenna
terminals Ly means <¢f either a waveguide cr a cable. The
power cctplsd to the antenna is given by

P =P LT {egqn 2.26)

vhere L, account for the guide or «coupling losses at the
transaitter. From Equation 2.15 the BIRP of the transamitter
in the direction of the receiver is

EIRP = Ptprgt(?l,¢}) (eqn 2.27)

where p.is the radiation loss factor of the transmitting

antenpa and g(¢1,¢% ) 4is the transmitting gain functicn in
the direction of +the receiving antenna, located scme
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distarce (D) away. As demonstrated by Equa+ion 2.14, the
power density P, =~ arriving at the receiving anternra after
fropagatirg a distance D is given by

_ EIRP : n 2.2
den = -Z;S?_ . (egqn 2.28)
dssuming that propacation c¢f the plane wave is through a
sedice cther than a perfect vacuum, an additional loss (L,)
gay te experienced due to atmospheric absortion, rainfall,
€tc, Thus the power density is reduced by a factor L, such
that

p = 2, (eqn 2.29)

den 4D

It shculd ke noted that for free space L;=1 which egquates to
no 1lcss, The power collected by the receiving antenna
presertirg an effective area A(¢;, ¢;) to the arriving plane
wave is

’
Emg%enA(¢L'¢3)

and frcm Eguation 2.:2z4 for A(?£,¢;) it can ke seen that

- A Y eqn 2. 30
Pant = Paen o I(B%) (eqn 2-30)

Durirg conversion from the electromagnetic field <o an
elec*ronic signal, a porticn of the intercepted ©power is
lost and accounted for by introducing a loss factor L. .
Thus received power E is




and frcm Equations 2.26, 2.27, 2.29, and 2.30 it caa be
shown that total c¢cllected carrier power at the output
termiral of the receiving artepna is given by

LyL,P 2 '/
B, =Pyp (—:jD—;—b gt(qi,‘ﬁz) ;’i—r g'(qbl,"’bs) L, . (egn 2.31)

It beccres convenient to interrret

2 2
L &1 A _—"_—> (eqn 2.22)
P awdD? 4w 4mD

as free space prcpagation lcss so that Equation 2.31 can be
sritter as

4 7/
B = Bymp P LLaLyLege (96209, (4, 82)

Assuning the antennas are properly aligned. l¢1'¢3 = ?{,4’_;) s0
that the transmitter and receiver directions are at th2 peak
c¢f the gain functions,then F, can be written as

= é n 2. 33
P Pamp prLtLaLergtgr (eq )

where g.2nd g are ncw the respective antenna gainms. This
equation then is a =summary cf the effect of +he complete
carrier transmission subsyster as the power flows from +he
transpitter power asplifier to the recaiving antenna
terminale,

It «c¢an be =seen that Equaticn 2.33 involves sinmply a
product of the gaine and losses along the signal gath.
Csually, gains and 1losses are given in teras of 4B.
Therefo-e, it is convenient to express the equation for P,
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in 4E nctation. This results in
(Pp.), = (Pamplg g Lyl *+(Ly)g (z3n 2.34) q
r'e +(Lp)cB +(L')£ +(gt)£ +(gr)d3

where all factors are dB values with the lcss factors teing
negative. The prcragation lcss factor L, when put in 4B

rotaticn reduces to e€ither

(Lplg = [-36.6 - 20logD - 2010g(£.) 1g (egn 2.35)

vhen dis*tance is in miles and frequency is in MHz, or

e 4 -36
(Lp)g = [-32.4 - 201ogD - 20log(f,)lg (egn 2.26)

when distance is in kilometers and frequency is in MHz. The
final r2sult is that the received power available from the
receiving antenna is given by Equation 2.34. This egquation
is kncwn as the power kudget equation. It must te used if
one is tc analyze system fperfcrmance in terms of receivsd
pover levels.

Exatrle 2.1: Assume a communications system must be
designed fcr placemeént in mcuntainocus terrain where the
transoitting and receiving stations are to be located
approximately 30 miles apart. The frequency manager fcr the
area las assigned 270rHz as the carrier frequency. If the
cutput cf the transmitter pcver amplifier is 100watts, guide
and ccupling losses to the transmitting antenna total 14B,
and the radiation loss factor of the transmit+ing antenrna is
0.95, tten the total radiated power is 18.7774BW. The
prop~gaticn loss can be calculated to be 114.74 dB. If the
total atwmostheric losses due to absortion and scattering are
348, the guide and ccurling losses of the receiver's antenna
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secticn are identical to the transmitter's, and the aiaipun
detectable signal level is 1uwatt, it can be determinsd +kbat
the «comlkined gain ¢f +thes two antannas must be U03B,
Assuping <that the antennas employed are iden<ical dish
antenpas with an aperture loss factor of 0.75, their size
can be determined tc be approximately 1 foot in diamzter.
Thus +the <c¢ost of =setting up such a system shculé be

moderate.

D. ANTENNA PROPAGATICE CHANNEILS

There are four lasic prcpagation channels that can be
defined for the electromagnetic fields +transaitted by
antennas, as indicated in Figure 2.8. These ars (1) the
ground wave channel; (2) the space wave channel; (3) the sky
wave charnel; and (4) the outer space wave channel., Each is
appropriate in a specific application and each defines a
elightly different prcpagation model. (Ref. 18].

Quter
space

Icnosphere
80-300mi)

~Troposphere
~ \ilOmi)

~

Ground
wave

Pigure 2.8 Free Space Propagation Channels.
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1. Grcund Have Channel

When both the transmitter and receiver are lccat24
within 2 few metsrs cf the earth, the electromagnetic field
kehaves as a wave prcpagating within a waveguide with the
earth itself serving as a waveguide wall. Such models are
applicakle in landbased motile and hand-held communication
systems. Thke grcund wave channel is characterized by strcng
attervaticn with distance and attanuation values increasing
sharply as carrier frequency 1increases. Thus the ground
wave channel is practical cnly for systems operating at or
relos tte HF rance over distances of a2 few miles.
(Ref. 191,

2. £ky Wave Charnpel

The sky wave channel results when the propagating
electrcmegnetic field is reflected by either the ionosghere
¢r trepesghere bcundary region. The ionosphere is a region
cf free electrons trapped in a belt around the earth. To
the lcnger wavelength carrier frequencies (HF and below) the
ionosrhere app2ars as a conducting surface which reflects
carrier energy. Tkis characteristic allows long range,
cver-the-hcrizon communications such as the Navy's HF ship-
to-shcre or fleet brcadcast channels. (Ref. 20].

s has been pcinted cut, ant2nna size is inversely
related to carrisr frequency (the lower the £frequsacy the
larger thke antenna). For this rteason, frequencies telcw the
BF rangeé are usually not emplcyed £for sky wave channel
trapszissicn, Cn the other thand, <+hs smallar wavelengths
above HF penetrate tte ionosphere and are absorbed or scat-
tered rather than reflected.
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3. Space WHave Clannel

The space wave channel is strictly a line-cf-sigh=
{LOS) channel contained within the earth's atmosthers
wherety the @electrosagnetic field propagates directly from
the transsitter to the receiver. Typical examples of such
communicaticn channel use are earth-airplane, airplane-
airplane, and microsave relay systenms. Since LOS systems
are fitted on highly mobile platforms or placed cn fixed
site structures which require raising antennas high enough
to preclude severe signal ground attenuation, frequencies of
operaticn are restricted tc that portion of the spectrunm
above HF. [Ref. 21].

Maximum r1eception distance or the LOS distance of
systens vtilizing the space wave channsl is dependent on the
altitude cf both the *ransmitting and receiving antennas as

shown in Figure 2.9. Clearly, if the height of the antenna

Figure 2.9 10S Geometry.

at staticn z and 3 in Figqure 2.9 is equal, then as th=
keight of the antenna at+ station 1 increases, s¢ doss the
line-cf-sight distance (D, >0, ) . Referring to Figure 2. 10
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[ FPiqure 2.10 LOS Determination.

the L0S distance can te determined using Pythagorean rela-
k. tions. The distance [, can be found by

(D1)2+ ef = (h1+r)2 (egqn 2.37)

where r is the earth's radius and h, is the height <cf cne
antenna. Then

likewise

Thus
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Now h1<< r and h2<< r so that hf <« 2mr and hg << zh,r.
Therefecre Lty approxization

D. =+4/2h.r ++/2h,r (zqn 2. 38)

Furthermcra, the average radius of +the earth (r) is
3960milss whereas the helghts h, and 14, are usually
expressed in feet. Then Eguation 2.38 yields the apr-oxi-
rate ICS distance in milaes for two antennas alevated h; and
b,
respective term simply is 0., So from Equation 2,38

= 2
LoS(m'i\es) - 1°2(Vh1 +\/h2 ) (egn 2.39)

feet. If either antenna is located 2t ground level tha

This ther is +he distance used to calculate *the propagation
path lcss in the power budget equation (for a transmission
set vp sigilar to Figure 2.9 ).

Since the space wave channel is contained within the
€arth's atmcsphere, +*he prcpagating wava is also subjected
to attentation due tc atmospheric particles. This effect is
particularly severe when the carrier frequency/wavelength
apprcaches the size <¢f the various particles in the atmos-
phere. Rainfall tends ¢to be a particularly significant
attenuvater since water dropr sizes approach the wavelengths
asscciated with the higher microwave frequencies.

4. Cuter Space Channel

An outer space channel involves transmission cut
through the earth's atmosphere to satellites and space
staticns. In this channel energy must pass through the
ionosphere toundary 1layer rather than be reflected. Thus
cutar space channels require use of operating frequencies
well albcve +he HF tand. As <the carrier £frequency is
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increassd into the VEF and SHF band a larger por+tion cf the
field energy passes tirough the icnosphere rather than teing
scattereé and reflected. The signal must still pass through
the atmosphere and is subject to atmospheric at+tenua+icn;
however, the relatively small distance of a“*mostghere
compared tc an extracrdinarily 1long propagation distance in
2 near vacuum significantly reduces the impact of the atmos-
pheric effects. Thus the sajor att2nuating facter for the
cuter space channel is propagation path loss. Furthernmore,
satellite %o satellite or space-station to space-station
communicaticns would have no atmospheric losses since ccmmu-
nicaticns wculd be tctally outside the earth's atmcsphere.
[ref. 22].

Cne final channel which bhas not been previcusly
identified is the ELF channel. It is only mentioned tecause
of recent work conducted in the ELF band and the approved
Departrent cf Defense's ELP project as part of the strategic
triad. The principle underlying the —rpropagation cf ar ELF
carrier sigpal is that at the ELF frequenciss the earth and
ionosphere Loundary layer act like the interior walls of a
wvavegquide. Waveguides are normally conas*ructed such that
*he principal dimensicn is either 1,4 or 1/8 of the carrier
frequency wavelength. Thus if the boundacy of <the iono-
spheze is 300 miles atove the earth, the operating frequency
can Lte¢ determined by

(A/8) = 300miles.

where A=c/f. So that f=(c/ )\ )=77Hz. It can therefore be
projected that EIF will be operated a~ or near 77Hz andsor
155Hz. - [Ref. 23].
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E. CCMMUONICATION SATELLITES

T¢c be cf value as a relay peint for communications f:ro

=]

cne pcint on Earth tc another, a communications sa*sll
sust have a predictalle ortit. The orbit must alsc ha
characteristics whichk permit reasonable terminal d=2signs
that «car be affordarly deployed at both fixed sites ‘and
aboard mctile platforss. A number of satellite orbits have
value fcr different ccmmunications systems. By far the mcs+
popular is *the geosynchronous crbit satellite which has the
unigue characteristic of appearing fixed in .space relative
to an Earth observer.

1. Crbital Farapeters

Three fundanzental laws govern the orbital moticn of
Farth sa*tellites. Ttese are:

1. Newton's law c¢f universal gravity - The forca
on the satellite due to the =2arth's gravita-
tional field is inversely propcrticral tc the
distance between +he earth and satellits
centers.

2. Kapler's first law - Satellite orbits 1lie in
planes which pass through the earth's center
ard are conic sections.

3. Kepler's second law - Elliptical orbit satel-
lites kave orktit pericd (T) and orbit sermi-
major axis (2a) which are uniguely related as
7 °<ahi

Pigure 2.11 shews two conic sections of interest with
respect t¢ communication satellites. These a2re the 31llipse
and the special case ellipse which is a circle. Figure 2.12
shows the general ellipical orbit. The major axis is 2a and
the mincr axis is 2b. The central body of the orbi+ is +the
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Figure 2.1 Conic Sections.

Major axis
rtf 2a 34

Satellite

Perigee
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Figure 2.12 Elliptical Orbit.

Earth. The closest point of approach to Earth is called
rerigee and the farthest distance from Earth is called
apogee. A characteristic of ap elliptical orbit which is of
scme interest is eccentricity of the orbit, e. Eccentricity
is a measure of an orktit's elliptical shape and is

deterrined ty esw/ 1-(t/a)?2 . Thus as an orbi* becomxss less
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e€elliptical, b/a increases sc that e becomes smaller and
smaller. For +the sgecial case of a circular ‘orbiz, t=a
which is <the radius c¢f a circle and e=0. Two additional
rarameters cf interest are the instantaneous/linear velccity
cf a setellite and its crbital period. Instantansous
velocity (v) is given by:

v = \/}L(é; - é%) (eqn 2.40)

wvhere M is Earth's gravitatioral constant
(3.992x105km3/sec2), r is the instantaneous distance to the
satellite, and "a" is the semi-major axis of the orkit. The
period (T) ¢f an orbitirg satellite is given by:

T = 2w§§4u% (egn 2.41)

where T is in seconds. ([Ref. 24].

The one crbit which is ©¢f importance +o present day
satellite ccemmuricaticns is the geosynchromous orkit. As
previcusly mentioneé, <+hie crbit is characterized ky a
circular crtit (eccentricity of zerc) with period and incli-
naticn selected so that the satellite appears staticnary to
an ckserver on Earth. Inclination is the tilt of the
crbital flane with respect to Earth's s2guatorial rlane as
illustrated in Figure 2.13. Thus it can be seen that for a
geosynchrzcus orkit, the satellite must be pcsiticned abcve
the earth's equator. Because the earth is in orkit around
+he sun in addition tc rotating about its north-south axis,
the crbital pericd of a geosynchronous satellite can nct be
Jetermired as sigply as its inclina+tion. As it turns out,
*the crckitel pariod <¢f a geosynchronous satellite is «cne
sidereal day or T = £€6,164 seconds. ([Ref. 25].
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Pigure 2,13 orbit Inclimation.

The sub-crbital point ¢f a g20syachronous satellite
is +*hat point on Barth directly bsnesath *h2 satellite. The
distarc=s frcm this pcint to <+he satellits can be determined
ty studving “he forces acting ¢n the sa<tellits, khen the
csat2llite i ia its crbit, the gravicational for-cs Léetwsen
the satellite and Earth is talanced by the centrifugal fozrce
cf the satellite orbiting Earth. PFrom physics, the gravita-

tional fcrce is givar by

F =23 Eifi (egn 2.42)
r
whare G is the universal gravitaticnal constant
6.673x1C%cr3/gm~-sec?) ¥, is the mass of Earth

(5.983x1C23¢m) , M, is the mass c¢f the satellite , and r is

the distarce between the centers of Ear+*h and the satellite.
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The centrifucal forcs cf the orbiting satellite is:

F = Molr - (eqn 2.u3)

where ¢ is the angular velocity of the sa%tellite and is
equal to 2 ¢ /T. When equilibrium is achiev=zd, the fcrces
descrited ty Equatiors 2.42 and 2.43 are equal and cpposite.
Thus it can be seen that:

G = Mswr
r
€0 that
o \Y2 )
r = [ 2e . (egn 2.44)
w

Now G ¥, is simply the earth's gravitational constarn* yu, and
w =27/T. Therefcre Equa%tion 2.43 can be writ%en in %*hz fcrm

T2 13

r = Ji__z- . (egrn 2.45)
a7

Substituting the apprcpriate values Into the equaticn for pu
and T 1zresults in an «c¢rbital radius 42,185Km (26,21213ilss)
frcm the center cf Earth. The sub-orbital distance is the
satellite crbital radius wminus Earth's equatorial radius
(6378Kn,/3963miles) ., The sub-orbital radius is 35,8907Kknm
{(22,249miles). Thus a ccmmunication signal +trarsmitted
tetween the satellite and a sub-orbital Earth staticn would
have a frcragation rath le¢ss applied over a 22,249 mile
link.
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The tangential wvelocity required fer a gecsynchro-
nous sa*ellite to maintain crtit can be quickly detzrmined
by applying the results of Equation 2.45 to Equa“ion 2.49 .
However, EFEquatiocn 2.39 can be somewhat simplified since <zha
semi-gajcr axis of a circular crbit is egual to *he ins*ant-
neous distance r frcr <the earth which is the subt-orkital
distance. Thus ¥ =w/u/r ¢« SC that the tangential velccity
cf a gecsynchronous satellite is 11,074 Km/hr.

2. MArtenna Consideraticns

If a satellite is t¢ be used as a relay of commurni-
cation signals between varicus pecints on Earth, the coverage
¢r pcrticn cf the Earth which can be viewed from the satel-
lite is impcrtant. Therefcre, the sat2llite antenna teanm-
width ¢cr field of view reguirad <¢o provide maximum Earth
coverags must be determined. From a management persrectivs,
the desized antenmna teamwid“h is such that *he transmitied
€lectromagnetic €field impinges on the Earth's surface with
no spill-cver to the spaca teycend. Figuzes 2.14 illustrates
the ogecmetry to be employed %o guantify +the satellite
antenna teamwid+h recessary to provids ma xipup EFarth
coverage while conserving +transmitter power output. In
Figure 2.14 , R is tlke earth's equatorial radius, h is.the
subcrkital distarnce, f, i=s the maximum latitude of rscep-
tion, and ¢ is the maximum coveraga beamwidth. @ can be
determined from

R .
R-:—h = 51n(9§1/2) . (eqn 2'“6)

Therefcze,

¢, = 2arcsin[R/ (R+h) ].
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Satellite @..woiiia T

Figure 2.14 Maximum Satellite Coverage.

From the detersinaticn of the suborbital distance for
geosyrchioncus satellites it can be shown that the beamwidth
needed <c provide wmaximunm Earth coveraqge is 17.u40,
Similarly, the maximum Earth coverage achieved with this

anternra is given by:
20 _= 2arccos[ R/ (R+h) ]

m

which turns cut to ke 162.69. The maximum physical user
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separaticn crn Farth can be calculated from

s =rf {egn 2.U7)

where € is the linear distance cver a curved surface, =< is
the radits of the earth, arnd #=24, radianms. Thus the
gaximum tser separaticn is 11,246miles or 18, 100Km.

Satellite

Figure 2.15 Earth Station Geometry.
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Fcr Earth stations which are not located 2zt ke
subortirtal peint, twc factors must be considersd. Theez zrs
the direct path distance tc the satallite and the Tarth
sta*icn's antenna elevation anagls <o the satellite. :
2.15 illctstrates the geometry used “o determine +these two
factors. Since the geosynchronous satelli*e is pcsitioned
cver +Lke equatcr, the Earth staticn's latituds ¢4, is
directly related~ tc the antenna alevaticn angle a ané the
direct path distance f to *he satellite. Thz triangle in
Figure 2.15 can be brcken into two distinct right “riargles
(as ir Figure 2.16) to determine both a and {f. Tc deter-
pine f tre dimensicrs of the lower +riangle mus+t firs: be
found and thken applied to the second +triangle. In turn this
inforrzaticr can te used to sclve for a. Kncwing R and §,,
A and B are found frcnm

A = R cos(§) (eqn 2.U8)

(¢

Pigure 2.16 Partitioned Geometry.
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and

B = R sin(0& . (2gn 2.49)
Then
C = h+R-A = h+R[1-cos(4)]
€0 hat f= VFE;:E;_; cr
f = (¥ +2hR +2R°-2hR cos 0m—2R2c:os 0m)1’2 (eqn 2.20)

and tke angle z is determined from tan(z)=B/C. Or

R sin(4,)

h+R~Rcos ( 0m) )

z = acrtan

Now since trere are a total cf 1800 in a triangle and a is

the angle akove the hecrizon then a=(1800~-4 -z)-900, cr

a = 90°- %f arctan __E_EiﬁifﬁL . {egn 2.51)

h h+R—Rcos(0Q

Bowever, if the elevetion angle is known then *he general-

ized fcrm ¢f the Pythagorean thaorenm, namely

c?2= a2+ b2- 2ab cos § {eqn 2.%2)

can te arrlied tc Ficure 2. 15. t can then be shown that

(h+R)2 = R2 + g2 - 2Rfcos(900+a).
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ccs(900+a) = -sin(a).

Thus (h+F)2 can be rewritten and put into t+he quadratic fcrm

12 +(2Rsinaﬂ-4h?+2hR) =0 (eqn 2.53)

and, usirg the scluticn of a quadratic equatior, f is evalu-

ated frer
N N S 2
- =VY4R*sin“a + 4h® + 8hR
f = 2Rsinda -z . (egqn 2.°54)
2
Now 00 < a < 9009, Furthermore, +he diszance £ must always

ke positive, therefore Equation 2.54 can be written as

f = -Rsina + '\/stinza + h% + 2nR (egrn 2.E%5)

Exazple 2.2: Assume a2 geosynchronous communication
satellite is "parked™ at 1770 East longitude. If ar Earth
staticr is located in Singapore ( 19N 104'E ) <thern O the
angle Lketween the satellite sut-orbital pcint and the Earth
ctaticen, is 730 (mcre accurately 73000'08") ard using
Equaticn 2.51 the e€levation arngle of the Earth station
apteprre car be deterzined tc¢ be 8.49 sbcve the hecrizen.
Then frcm this elevation angle ths prcpagaticn path (f)
tetveen the satellite and the Singapore staticn is deter-
vined via Equaticn 2.55 and fcund <0 be 25,338 miles.

Example 2.3: Assume an Earth station satellite
anterra must be aligned =such that for maximum r=zceived
€ignal pcwer the anteana is pointed 59 above the herizen.
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The distance over which the signal must propagate fror ths
satellite +to the Farth station can be determined <£rom
Equaticr 2.%53 and is 25,567 miles. If the carrier frsquerncy
is krcwrn t¢o be 6GHz tlken the path loss ( Equation 2.32 ) is
fcund to be -2004dB.

3. Apterna Alignsent Erzor

As electromagnetic waves propagate from a radiating
antenna *hey expand or "spread" in acccrdance with the
antenra's radiation pattern. From Figure 2.17 , an electro-
magnetic wave propagated Ly an antenna with gair g and
Flanar keamwidzh ¢%. will ke spread over a distance W at a
distarce D vnits avay from the antenna.

L
[~ P —>|

Figure 2.17 Expanding Plane Wave.

The one dimensicnal spreading distance W cf the
propagating wave can te determined provided the transmitting
antanrna gair (g) dis krown and the spatisl radiaticr pattern
is syzmetrical. PFrem Equations 2.9 and 2.10 it can te shcwn
ha

P 3

o

P 3
=2 = 2arcsin(--1--)'5
2 g
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and frcm trigoncmetry:

1
%’-’ = tan{$,/ 2) .

Then

W = 2Dtan(%,/2) .

let y(1/g) = x ané a= azcsin(x). Using the trigcmstric
idantities tan2a = (2tana)/ (1-tan?q), where a is in terms of
arcsin(x), and tan{arcsin(x)] = V’[xz/(1-x2)] :+ then

2Y xz/(l-xz)

1-[x%/(1-x2)]

tanZa =

cince x=\/(1/g) .
2\/1/9 \/(g—l)/g _ 2yg-1

tanZa = = .
(g-2)/g g-2

Thus

4Y g-1

g-2

EFquaticn 2.56 indicates that as the gain of an antenrna
increases <*+he spreading of +he plane wave at a given
distance decreases., A guantitative compariscn of the gains
and spreading distances in Table I exemplifies this.
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TABLE I
Plape Wave Spread Distance

Antenna W/D W
Gain {(Miles)
(dB)

10 1. €000 45.0
28 0. 4061 12.2
3 0. 1267 3.8
49 0.0400 1.2
45 0. 0225 0.7
50 0.0126 0.4

Valves are for [=30miles from the transmitter.

In ¢rder for an artenna to <receive a prorpagating
elacticragretic wave, not only must the receiving antenna be
within tte area whiclk the propagating wave traverses, but it
gust alsc e pointed in the direction of the transmitter.
Therefore, if <the transmittirg and rsceiving antennas are
separated ty a distance D, Equation 2.56 (which descrites
the plane weve spreading distance) determines the distance
that a receiving antenna can travel and still be within the
field ¢f view of the transmitting antenna. Assuming the
antenna in PFigure 2.17 describes a «receiving antsnna, 2
signal crigirating at any pceint along the line W can be
"viewed" Ly <+the antenna, as loeng as the signal 4is proga-
gatirg tcward the receiver. A critical guesticn <ten
follows, "Hcow accurately must antennas be pointed?%

- For the case c¢f a geosynchronous satelli+te which has
a transwitting antenra providing Earth coverage (17.490 kteam-
width) it can be shcwn that if +*he antenna is misaligned 10
from the sul-orbital point all Zarth stations on one side of
the glcte fall outsice satellite coverage (see Figure 2.18).
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Pigure 2.18 1 Degree Satellite Antenna Misalignment.

The misalignment distance S, is given by

€ =Dg

where D is the distarce from the antenna and € is the misa-

ligrnmen+ in radianms. Thus fcr a gacostationary satellite
antenna wmisalignment of 10 , the
shifted ccrpletely ovt of view for Ear+h

388mile fringe where coverage would normally cccur.

transmitted signal is
stations withirn a
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Ccnversely, pointing accuracy for an Earth station
antenra is not as «critical as the pointing of *he satel-
litet's antenna. As stculd te cbserved, if the Earth station
antenpa is aligned in such a way that the satellite is in
the center of the artenna gain pattern, in order tc be
withir tte field of view of +the satellite, +he pointing
accuracy ocf the antenna must be no worse than half the
teamwidtk (see Figure 2.19) .

‘ /
}¢

\ /

Half
beamwidth
misalignment

Accurate
alignment

Earth
station

Figure 2.19 Barth station Antenna Misalignment.
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¥. PERFCRUANCE CRITEEION

In tke actual cperation of a communication systsa the
recover:d waveforamas at the rece2iver 4o nct generally cerze-
spond exactly tc tie desired waveforms produced 4in the
trzanssitter. This is due to anomalies occurring in trans-
pnission and receptior that cause signal distcrtion and the
inserticr <¢f dinterference and noise wavefornms. These
effacts cause a lasic detericraticn of the desired wavefcrm
and degrade the cverall communication operaticn. Tc assess
the fperferrance of a communication 1link it is thersefore
necessary t¢ acccunt for these effects in system analysis.
TIypically, a specific performance criterion relating desired
and actual cperation is first decided on. Subsequent systenm
compariscn is then based on satisfying the criterion. When
more than cre system design is being considered, a ccmpar-
ison ¢an ke made witk respect tc the decided criterion and
the mcst favorable system can be determined.

Cne ¢f +*the @wmost convenient and widely used nmeasurss of
Farfcimarce in ccmmunication analysis is *he signal o noise
ratio (SNR). Signal tc Noise Ratio is defined as

power in desired waveform
power of the interfering waveform

SNR =

Thus SNR indicates hcw much stronger the desired signal is
relative to the interference at some point in <+he system.
If SNR is greater <than one, there is more power in the
desired sigral than ip the interference, and vice versa if
SNR is less than one. [Ref. 26].

In aédition to ccllecting the desired carrier field from
a2 trarsgitting anterra, a receiving antenma also c¢ollects
noise enerqy from background scurces in its field of view.
This background energy is due primarily to random noise
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emissicns frem qalactic, solar, and +errestrial scurces,
constituting +the sky backgrcund. - The arcunt <¢cf nois2
collected ty an antenna is the major 1limitaticn %*c¢ <*he
sansitivity of the receiving system since it determines the
weakest carrier signal that c¢an be distinguished. Anctter
+*ype cf noise which may appear during reception 4is radio
fraquency interference (RFI) and is due to cther transmit-
ting scrtrces. A third and firal noise to Le mentioned is
thermsal ncise. This noise is due to the random mcticn cf
€lecticns within the communica*tion system conmponent material
and is directly related to @material temperature. As the
temperature of the components increases so does electron
mcticn and thus the circuit noise level. Thus thermal noise
is zerc crly at a temperature cf absolute zero. (Ref. 27].

The asultitude and complexity of factors which affect
tackcrcund noise and RFI preclude further discussicn of
their ccntribution +tc system analysis; however, thermpal
noise c¢r the noise generated within the communication systen
warrants further study.

G. SYISTEM NOISE

Consider an electronic device as shown in Figqure 2.20
which is being fed bty a constant source with output impe-
dance Z; that is matclted to the input resistance 2;, cf the
device. Assume the scurce is at a temperature T, Kelvirn and
that the pcwer gain cf the device is G. Thus it can Le seen
that

It is well documented that a resistor having impedance z, at

temperature T, gene€rates a thermal nocise voltage whose
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Figure 2.20 Electronic System with Noise Sources.

(voltagsz) spectral dersity level is given by 4kT 2, (vclcs)?
Fer herte, where k is Boltzmana's constant, 1.379x10 -23
watts, Kelvin hertz (see Figure 2.21 ). The noise vecltage V
generatsd ty 2Z; in tte bandwidth (0,B] is 4kT,2 B. The
thersal rcise voltage generated by the impedence 2, can bs
viewed as an external voltage source so that Figure 2.20 can
te viewed in terms of the system shown in Pigure 2.22 whers
Z; is ncw ccrsidered noise-free. Using the voltage divider
principle it can be seen that

7, s
V = —11_v (egn 2.57)
Zs * Zinq
Vz/Hz
1\
4):'1‘025
: 1 1 l 1 L 1 by £
4 T I 4 T T T7

0 B

Figure 2.21 Fesistcr Noise Voltage Spectrum.

o]
{a)




Electronic

Voltage N
e
) Vin zin_>' devic

Pigure 2.22 Noise voltage Source to Electronic Systen.

gcwer is given by the voltage squared divided by

gince
resistance it can be said that
VZ
P = 20 (egn 2.58)
in Z'
in

and sukstituting Equation 2.57 for V. in Equatiorn 2.%58

2

13
b = / Zip 1 2
i %s * Zin) Zyn

Using thke defini+ion fer noise power, P,, can te written as

(egn 2.59)

o - Zin || 4KT,Z¢B
in ~
Zs + ZinJ Zin

To achisve gaximum pcwer transfex Z, az2d 2, must be €qual.

Pin=kToB Electronic system __P_Qu;ffgg:nﬁ_’
= . with power gain G

Pigure 2.23 System Noiss Power.
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Set+ing 2. =Z_ in Equation 2.55 , one obtains
in S

P = kTOB {eqn 2.69)

in

for iszrecance matched conditicns. As shown in Figure 2.23 ,
the cutput noise power of a device due <o its irnput thersal
noise is given by the product <c¢f the device input pcwer and
the device power gain. Hence

Noise power output of a device
KToBG = in B hertz due to the source (eqn 2.€1)
thermal noise at T, .

The ncise figure F of a device is defined as

Total output noise in a band%idth 8
when input source is at 7,290 Kelvin (eqn 2.€2)

Qutput noise due only to the source in
bandwidth B at temperature Ty =29 K

np

Levice noise fiqure +herefore is the ratio of the total
cutput device ncise to the outrut noise due to the scurcs
alone, wten the input scurce is at 2900K. The total cutgput
noise is that noise due to the input source plus that due to
interpally generated noise within the device itself.
Cenoting the intermnally gencerated noise power as F

int?
Equaticn 2.€2 beconmes
o) X :
- k(2909BG + Pt -1+ ._ELLL___ (ean 2.63)
k(2909 BG k(2909 BG

It 4ie readily apparent that PF>1 for all practical cases
since Pmt=0 only fc¢xr an ideal nois3lsss systen. Nois=
figures are usually expressed in decibels with tyrical
values fecr receiver amplifiers in the range 2-124sB. Frcm
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Fgquaticn 2.€3 the amcunt of ncise genzrated in a sy

giver by

P k[ (F-1)290°1BG .

int

Eut T, 2500 so that

o)
1]

int = KI(F-1)T_ 1BG . (eqr 2. €U)

Comvaring Equaticns 2.60 and Z2.64 it can be seen tha+ ths
irterral ncise <can te viewed as if it were caused Ly an
input syster temperature (F-1)To. This +temperature, (F-1)qf
is called the device eguivalent temperature T so that

e
Teq = (F—l)To . (egqn 2.65)

Exawple 2.4: Assume a device has a noise figure cf 34B.
Then ¥=2 and the eguivalent temperature of the device is
givan by

T =(2=1)2900K
[=+]
Teq = 2909K .

Examgle 2.5: Assume a device operates a* an edquivalent
tamperature Teq=70°K. then the device noise figure car bs
determined ty:

700= (P-1) 2900,
Thus +the ncise figure (F) = (70/290)+1 = 1.24 or 0.9u4dR.
66
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In wmcst cases an slsctronic device is composeéd £ =2
series cr cascade <¢f dsvices each having 4its owr roise
figure ard vpower gair. In order <%c determine +he total
noise power of the system, the ncise fiqure of each stage c¢3
the <cascade must Le evaluated. For analysis purgcses
consider tke cascade in FPigure 2.24 ; each device has noiss
figure (NF) F, and F, ard power gain G; and G, Tespectively.
Assume tte devices are impedarce matchad at their respective
input and cutput tersinals. Then given that P; ,=kTE and
frca Equaticns 2.62 and 2.64

Eouty = KTGBG + Py
where
Eint].:k[ (F1-1)To]BG.

Therefcre

Pot 1=kTo BG1+k[ (F1‘1) TO ]BGI
Pot 1=°kTo EGy [ 1+ (Fl -1 ]

Pot 1°kT, BGy Fy .

Now frcm Figure 2.24 and assuming impadance matched ccndi-

tions, i+ can be seen that F = p, so that
outl in2
Futz = Bn2C2 * Baee
Poutz = Bue1 Gp * kU(E -1)T 1BG,
P0ut2 = kTO BGIFIGZ + K[(FZ—I)LOJBGZ .
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Device 1 Device 2
Pini NF = F, Poutl = Pin2 NF = F, Pout2
Gain = Gl Gain = G,

Figure 2.24 Cascade of Two Systens.

solving for the total noise figure according to Eguation
2.62

KT,BGG,F; + K(F,-1)T,BG,
KT,BG,G»

F = F, 4 —————  , (eqgn 2.66)
1

Fcllcwing a similar apgprcach, an aralysis of a systenm
containing several <cascaded devices can be conducted. In
general a cascade of n devices results ia an overall systenm

roise figure equation of

-l Brl Bl F-1
F=F1+ + + GG+ ...-+G—-G—E—1— (eqn 2.€7)
G GG GGG 17273 “ml
whe-e F, rerreseats tte noise figure of the it st2ge; §

e

Iepresents the gain c¢f the ™ stage; and i=1,2,3,...n. I+

shcould be noted that in Equa*tion 2.67 F, and G are nurbers
tha+t is, nct given ir dB's).
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Example 2.6: Assume 2 system is composed of three roisy
devices in cascade e€ach with the noise figures and gains
ipdicated in Figure 2.25 . The overall system noise figure
can then ke determined using Equation 2.67 so that

_ 6.31 < 1 3,16 ~ 1
F=2+=3750 * T100)(1.023)

F =24+ 0.0531 + 0,0211

F = 2.0742

Ccmparing the resultant noise figure to the noise figure of
the first =stage alone, it can be observed that had the
overall noise figure been estimated as egqual to <+he firs+
secticn rcise figure orly, a small error would result.

Device 1 Device 2 Device 3
—JP NF = 3dB MF = 8dB — NF = S5dB —Pp
Gain=20dE Gain=,1dB Gain=1.dB

Figure 2.25 Cascade of Three Noisy Devices.

Examina+ion c¢f Egquation 2.67 indicates that each succes-
sive stage cf a cawrcade device contributes less and lass to
the cvezall system rcise figure. Furthermore, the €irst
stage ccntribution is its entire noise figure while the
contrituticn of the second is scme invarse properticn cf the
gain cf the first device,. Therefora, it can be concluded
that wher ccnsidering system ncise £figure, the mcst imper-
tant factcrs for a cascaded system is the first stage noise
figure ard cain characteristics.
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Eecause thermal ncise is caused Dby the randecm mcticrn cf
electicns and systems carnnot tea opsrated to absciute zérc
temperature, every 2lectronic device must necassarily have 2
noise figure asscciated with it tha*t is greater than unity.
Consider a purely 1lcssy or attenuation device such as =z
transsissicr line, waveguide cr cable at a temperaturs (T,)
(Figure 2.26). Let Lg be the power loss factor of the
attenvating device. Assuming a matched input power scurce
is at temperature Tg, then the input noise power tc¢ the
attenuatcr is given Lty Equaticn 2.60 so that

P, = kTgB . (eqr 2.68)

Then frcr Ecueticn 2.61 the noiss power out of the attenu-
ator is

po=—===
: Noisy |

source kT BL
LT KSR Lo, | 9
1 ° g o
1 T
!

g

[ SR

FPigure 2.26 Ncisy Attenuator.

and since L, < 1, then P,,, < B, so that the difference in
the pcwer lzvels must be the noise power dissipated Ly the
attenvatcr and therefcre is the internal noise power gener-
ated ky the device. It can then be saen that for any lcssy
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device

(2g9n 2.70)

Subs+ituticn of Eguaticns 2.68 and 2.69 inte Egquation 2.70
Iesults i

= - - -71
P kTgB kTgBLg . {(eqn 2 )

int

Now to determine tte nocise fiqure of the 1lossy device
Equaticn Zz.71 can be substituted into Equation 2.63 thus

kTgB(l - Lll

F =1+
KT, BLg
or
F=l+ —=1— ., (egn 2.72)
Lg To

It can e concluded tbhat wlen the input sourc2 to a lossvy
device is a* qf, then the noise figure 2f that lossy device

is given as

F = (egn 2.73)

1
Lg °
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Attervating devices such as waveguides, cabkles and
transmissicn lines are grossly specified in terms «c¢f thzir
power lcss per unit length, =such as for example 0.13E pear
meter. Thus an attenvating device'’s noise fiqure changss as
its length is altereé.

Exargple 2.7: Determine the noise figure of a SOmeter
long coaxial cable having a 0.1dB/meter loss at a2 tempsra-
ture ¢f 3:500K.

(Ig)dB = (SOmeters)X (0.14B/meter) = 54B.
Thus the tctal cable lcss of 5dB translates %o Lg=0.316 sc

P= e [(VL1)-11T/T,
P =1+ ((1/.316) - 1](350/290)

F=3.61" or 5.5 dB .

%hat is the noise ficure if 10reters are cut from the cable?
I+t is readily aprarent that the loss of the cable is ncw 44B
which refresents an Lgof 0.398 and therefore

F =1+ [(1/.398) - 1](350/290)
F = 2.2
cr equivalently
F = 3.4 dB.
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Antenna

Preamp Waveguide Amp
F = 1dB L = 0.1dB/m F = 8dp =
G = 20dB T = 2909K G = 10dB

Figure 2.27 Receiver System Front-End Block Diagrarw.

Ey arplying the underlying concepts of Equaticns 2.67
and 2.73 , the overall noise figure of a system compcsed cf
a2 cascade c¢f amplifiers and attenuators can be obtained.

Examgle 2.8: Given a receiver front-end block diagram
in Pigure 2.27 fcr which the maximum acceptable system noise
figure is 10dB, the maximum allowable length of the wave-

guide can ke determined.

-1 F -1

F amp

guide

= F + +
Total preamp Goreamp Greamp Lguide

1/, - 1 6.32 - 1
F=1.26 + —%5— * To0. g .

Now F 10dB, so

Total

10 = (1.26) + (1/100L,) = (1/100) + (5.3/100L )
.75 = (6.3/100Ly)

Ly = 6.3/875 = .00721.
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Cable Amplifier
Loss = Ly Noise Figure=F, | SNR
Temp = T, Gain = G, ’

Figure 2.28 Beceiver Front-End.

Thus
Ly = -21.42 a8
so that
length of guide. = -Ojflé:imZEer = 214.2 meters. ]

Therefcre, the maximug length the waveguide can be such that
the <c¢verall system ©ncise figure will not exceed 104B is
214 .2meters.

As 1rwxeptioned 4ir the previous section, one cf the
perfcrrarce criteria wused to evaluate performance c¢f elec-
tzonic systems is their output signal <o niose ratic (SNEF).
The SNR ccmiares th2 desired information signal power tc the
interral ncise pcwer level. A simple expression for SNR is
develcped +hrough use of an example, as illus*rated in
Figure 2.28 . Assume the received cacrier power is B, , the
cable ccrnecting *+he antenpa tc¢ the awnplifier has a lcss
factcr Ly ard is at T, Kelvin, The amplifier has a noise
figure F, 2nd a gain c¢f G,. The overall system rncige figure

T4
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F is determined %o ke (F,/Ly) frem Equations 2.67 and 2.73.
Equaticn 2.63 indicated tha+ '

Pint

KToBL4G, |

I+ can Le éeen that the outrut noise powser (?;,,) frem the

systenm is given by
Pi nt =( (Fa/Lg) -1 ]KTO BLg Ga -

If the signal or carzier irput power to the system is F,,
the cttprt signal power from the system s given by PrIgGa.
Thus

B. L
SNR = T7F /Lr) EGal]kTB G
a’ g 0 I‘@ 3
CI
P
SNR . .

" T(F /1) - LIKLB

Recogrizing that I.’a/Lg is the overall system noise figure in
the example, a generalized system SNR can ncw be stated as
PY‘

SNR = . (egn 2.74)
(F -~ 1)kT, B
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HB. MICECWAVE RELAY SYSTEM ANAIYSIS

In 1547, the Bell Telsphone System placed the first
micrcwave carrier system in ogeration. Microwave systems
utilize line-of-sight transmission; therefere, +he systenm
transwitters and receivers wmust be situated such that ttey
can "see" each other along the curvature of the earth. This
is accemplished bty mcuntinq.the systams' antennas on tcwers
tigh abcve ground. Fer econcmic resasons, towers of approxi-
gately 1C0feet are ccmmonly used. Thus *he maximum dis+ance
tetween e€ach tower can bte determipned by Equation 2.38 . 7Th2
2nalyeis of a microsave system is initially approached via
the use <c¢f the power budget equation. A more practical
approach that accounts for «ccnstruction limitations is then
analyzed.

1. Ikecretical Arproach

bssume a signal must be +«ransmisttad cver scae
distapce D, which is beyond line-of-sight. In +his case an
interrediary relay must be installei as shown ir Figgrse
2.29. Alsc assume that the =Zelays are equally =spaced at
some AL interval ard each has a power amglifier wizh a

gain <¢£f 2. That 1is for any given ralay, Pt P, A, oI

equivalently
(Pout)dB = (Pin)dB + (A)ds.

Cisregarding noise, assume each transait and rec2ivs anterna
has a gain of G, anrd G, respectively. Also assume all
losses except prcpageticn pa*h lcss are combined in cn2 term
labled 1. 1Then refering to PFigure 2.29

(Eg1)g =(Ej )g *(A)g
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Transmitter Relay Relay Receiver
7Pt1 prl:th P§7pt3 prS7
A A A A

AD k AD Sl A D
Dr

Figure 2.29 Hicrovave Relay Systen.

(Fridg =(Eindg *+(Alg +(Llg +(Lp)g *+(Gtlg *+ (Grlg
(Fr2dg =(Bridg *+(R)g +(L)g +(Lplg *+(Gtlg *+(Grlg

(Er3) g =(Pro) g +(A) g (L) p +(Lp)g +(Ge)g +(Gy)
B & dB8 a8 @ B &

Substituting P, intc successive eaquations it can ke seen
that

(Erdg =@in)g +3(A)g *+ (L) g +(Lg)l g *(G ) g *+(G.) g 1o

Again referring to Figure 2.29 it can be demonstrated that
if a ccmzunicaticn link over a distanct D, is broken inta n
€qual secticns of distance AD then the number of repeaters
which will be instelled is -1, Therefore the rfower
1eceived by the n™ zreceiving antenna is given by

‘Prn)m :(Pin)a +n[ ‘A)w +(I‘)® ’(Lg)a +(Gt)£ +(Gr)(8 ]'

[ A.L_'A.



L, was previously defined by

and in Figure 2.29 D is the distance related +to the path
loss Letvween each relay. Therefore for each L, facter in
the egquaticn for P,

- ’ — _c,,___ 2
Yo T [%ADf ]

Since L./n = AD, then fcr +this analysis of the systen
depicted in Figure 2.29,

L = f nc 2
L L477Drf *

Therefore any microwave relay system can be analyzed in
terme of the power received at <+he receiver site anterna

wvhere the received pcwer is given by

(B.) =nfa + L + ZOlog—EE— + G+ G.]1 + (B) (egqn 2.75)
" g 477fDT t r i

and all factors are dE values.

Exarple 2.9: The cne liak system. Suppcse that
I1=3dE; A=204B; Pm=1watt; Gt+Gr=MOdB ;7 distance =100Km; and
f=10GHz; the power received can be determined from Equation
2.75 where n=1 fcr *his case. First, however, (lp)dB is
deterrined from Equation 2: 36 =o that

Lp=(-32.44)-20(10g100)~20 (10g10) = -152.44 4B.
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Ther frce Ecuaticn 2.75

E., = (204E-3dB-152.44dB+40dB) + 0dBW

Prl = '95-““ dBH.

Fxagple 2.10: The two link systenm. Given the sanme
values of the previous example with the exception that a two
link system over a 1CC km distance results in a distances of
€0Km tetseen any transmit-receive antenna pair. The propa-
gaticn path loss factcr (Lp) is now reduced to

L, = -32.44 - 2Clog(50) - 2010g(10) = -146.42d4E.

Then

E.; = 2048 -3dB -14€.424B + 40dB = -89.424BW

and

E., = (2048 -34B -146.423B + 40 4B) - 89.424dBW

(Eﬂ)dB = -178,.84 4BW,

If a system is to be installed over a given distarnce
and a wminimum level of received power is necessary and
known, +te minimum nuzkter of relays needed can be determined

using Eqration 2.75 .
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Exappie 2.11: Assume P,., 2-154B; Pi, =1watt;
A=304E; 1=3dB; f=1GH2; G, +G,.=904B; D=100Km. The minizunm
nunter of relays neecéed is detecmined fron

E = n(30 - 3 + 20log(nc/tmtD) + 90] + 0

rn

-15dB = n[-15.44 + 20log(n) 1dB.

Scluti¢n <¢f this ncnlinear equation in n is best accco-
plished Lty trial and error method, so that for this exanmrple
n can ke determined frem Takle 1II. Clearly Teble II indi-
cates that the minimum number of wmicrowave 1links is 4,
Therefore, +two relay towers should bs installed between the
transgitter and receiver in this microwave systesn.

TABLI IX
Solution to Example 2.1

n D(Knr) P (dB)

1 100.0 -15.44

2 50.0 -18.84

3 33.3 -17.70

§ 25.9 -13.60
2. Arplicatzons Aprroagh

» mcre r2alistic problem is one in which the *otal
transsissicn distance 1is kncwn and a specified numter of
linke is required. The problem is to Jdetarmine the rower
level recuirements at the receiver.
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Exazple 2.12: Assume that P, is 1watt; A=30dB;

1=3dE; CG,+CG, =90dB; f£=1GHZ; distance of enti
E00K®; and 10 links are to be used. The m

L3
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n
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ot
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L ]
1]
(9]
m
1
~
()]
s

power level can ke determined to be
Pop = BLA+LL 4G, 4G ]+P .
First
I,= -32.444B -2Clog (500/10) -20lcg(10) = 126.42dB.

Then

E._ = 10[30dE -34B -126.424B + 90dB] + O0dBW

rn
Prnz '9’4.2d3“.
Ncrrally, technical cersiderations dictate the

minimum discernable signal level raquired at the input of a
receiver, Thus Equation 2.75 can be used tc determine the
required dirput signal power. In addition, t*the Federal
Communicaticn Commission (FCC) or othaer regulatory agencies
ray lirit transmitter power and operating frequencies;
therefore Equation 2z.75 can be used to determine total
artarra galin parameters. Assuming tha carrier freguency and
the nunmter ¢f relays 2are de*termipnad pricr to system design,
with regard to the variables in Eguation 2.75, only the lcss
factors can be considered ghysical Ffroperties which tha

syster designer can nct aliter.
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As mentioned in earlier segments of +this chapter,
systenm signal-+o-noise ratic is the predominant paramster by
which a system's perfcrmance is evalua%ed. It is necessary
+hen that scme effort be made to devalop an unders*andatlbls
apprcach tc the determination of SNR for the microwavs relay

system.

A A A
9 >
tl Prl t2 PrZ tn rn
Pin
1 2 n-1 n
e A D———{
D !

Figure 2.30 Hulti-link Microwave System.

Assume a micrewave relay system consists of n links
cf equal distance as illustrated in Figure 2.30 . Further
assume *hkat similar <c¢cmponents are used for each link such
that the 1lcsses from propagation, aitmospheric <corditions
(i.e. rain or suspended particulate matter), and ccurling
can te "lumped" tocsther into an aggregate gain term G.
Also, if the ncise fiqure a2nd gain c¢f the amplifier are
known and denoted P ard A rsspec=z=ively, then Figure 2.30
can be viswed as being represented by Figure 2.31 . 1let ths
cutput pcwer of link 1 ke dencted P ,, such that

Pot1 =Es1 +Pp




peeme smcavnimen pevscvcccnnna . sesccn o = '

]
: Amp Gain Anp Gain! AmMp Gainé 1IAmD Gain i
1| F H H F 1R <
. a a a a G P
Pin= A7 PO 1 a7 S a G D1 a H=Pout
f Vo ! ! ' i ) \
! Link 1 H ' Link 2 H ¢ Link 3 ! i Link n 1

............. . vecamem = - - - - -
................ - - <

Figure 2.31 Simplified Multi-link Systenm.
where P, is the signal power cut of Link 1 and B, is the

roise power out. Tten the signal power out of Link 1 is
giver by:

PS]. =Pin AG

where B is the signal power input to Link 1 and +he noise
power cutput of Link 1 is

Ph1 =Fint G

where E, is the ncise power generated by <the amplifier.

int
From Equaticn 2.64 i+t has been determined that

B, = (F, -1) kT BA

so that

E,, =(F, -1 kT BAG.

@
tay

e
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Therefore the signal-to-noise ratio for the first 1lirk of

the system is

SNR, = E., /P,

SNE, = P, AG/(F,-1) kT, BAG

P,
in . (egn 2.75) .

(Fa - l)k’It'_’B

SI\IR1 =

It can te readily seen that in Pigure 2.31 <the
cutput cf Lirk 1 is the input to Link 2 and consists of bcth
signal (Ey) and noise (Ppy) . The output of Link 2 will be
az amgplificeaticn of troth signal and noise plus some addi-
tional ncise generated in the link 2 amplifier. The sigral

ower cut of Link 2 is
P

B, =B, AG

tut

%1 =qn G

F, =P, (AG) 2 |

The ncise pewer cut cf Link 2 is

E = (F; 3G) + (B G)
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tut

B~ (F,~1) kT BA

and
B =(F, -1)kT,BAG.
Thus
B,=(F ~WKT,B (G) + (F,-1)KT,BAG
cr

B,= (E -1 kT B[ (AG) 2+ (AG) ] .

Therefore tte sigral-tc-noise ratio at +the output side cf

Link 2 is given Ly

SNR, = B,/B,

SNR,= P, (2G) 2/ (F, =1)KT,5 [ (AG)2+(AG) ] ,

I+ can e showr thep that by applying Eguation 2.76
systenr SNR at the end of twc links is given by

SNE,= SNR1{1/(1¢(AG)1]}
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vhere SNEl is the sicnal-tc-nocise ratio of the firs+t 1lirk.

Contirvirg in like menner

E4,=P, (AG) =E,(3G)2 =P, (AG)3

_ and

P = PoAG+P, =P (AG) 2¢R, (AG) 2+R,G

P,=(F,-1)kT B(AG)3 ¢(F, -1)kT B(AG)2 +(F,~NkT E(AG).

Thas

SNRy= By /By

SNEy= P, (AG) 3/(F,-1) kT B[ (AG) 3 +(AG)2 +(AG) ]

which singplifies to

’ SNR3=SNRI{1/[1+(AG)1+(AG)2]}

I
where SNF is the signal-tc-ncise ra=io of the first relay
link. To determine the signal~to-noise ratio of an n link
le gicrcwave relay system, the following 2quation applies
1
SNR = SNR — — . (egr 2.77)
2 (AG) ~
=1
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rom tle well-kpewn clcsed forr sum for a gecometric series,

ramely:

M
L - X for x # 1
M-1 1~
S -
k=0
M for x =1

Equaticn 2.77 can te expressed accordirngly so that the
overall SNR at any given receiver within =he system can b=

detezrined from

1
1 - (TAE)
SNR1 T for AG # 1
l - ‘AE)
SNR_ =~ =
1 =
SNR[ ] for AG = 1
L M

and
SKEI= %n/[‘fa“)“% B]

where F, is the noise figure ard A is the gain of the arpli-
fier c¢sed in the link, P, is the signal input power tc the
transgitter, and G is the aggregate gains and losses from
the transmi*ter amplifier output to <the receiver pecrticn cf
a single lirnk.
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Exagple 2.1:: Assume a UO00Km microwave sys=<en
consists c¢f seven relay tcwers equally spaced between 2a
transgitting and receiving station. The power amplifiers irn
the system each have a 60dB ncise figure and a gain of 604B
within a 10MHz bapndwidth. The signal power in*to the system
is 1vatt and each artenna has 254B gain. Assume coupling
and atmospheric atteruation acccunt for a combined lcss of 3
dB per lirnk. The SNF after the first link is easily deter-
nined. If the carrier frequency is centered at 1000MHZ then
using the propagaticr loss equation (2.35), +he propagation
loss rer link is fouré to be -130.64B. Thus the aggregate
loss tetween the outfut side ¢f any of the power amps and
the frcnt-end of the subsequent receiver is -54dB. Thus

sNE, = /[ (10°-1)(1.379x10%) (290) (107) ] = 2.5x10

SNR, = 74dB.

Fecall that fcr the SNR eguation all 4B values must
ke charged +o their respective ratio values. Then the SNF®
for the system at the second link can be determined frcm

S¥R, = Z.5%10’ ( 1/[1+(Asr1]}.

The gain c¢f all amplifiers is 60dB so <hat A=106 ané the
aggregate gain(lcss) c¢f the transmission channel is -S44B or
G=u4.4x10"%, Thus the tctal value for (AG) is 4.4,
Therefecre,

SNR, = 2.5x107 (1/1.23) = 2x10’
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so that the SNR after the =seccnd link is 734B. Firzlily a*
the end c¢f the eighth link the system SNR is found by use of
the equivalent closed form sum value so that

- (3
7 AG
8 2.5x10 —:—_——TB
- (%)

7 1 - 0.23 ]
8 2.5x10 [ 1 = 0.000007

SNRg = 1.9x107

SNR

SNR

Thus the cverall system SNR at the end of the total link is
72.84E.

As can tke easily observed <from both Equation 2.7¢
and th2 r[previous example, the microwave =relay systenm
signal-tc-ncise ratic 4is dcminated by the sigrnal-to-noise
ratic of the first link. Therefore, careful consideration
cf the +*ransmitter's power amplifier noise characteristics
rust be wsade when designing or specifying coatractually a

micrcwave system.
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III1. TRANSMISSION LINES

It should be of nc surprise that the transmission lin=
was the first communication channel used for electronic
communicaticns [Ref. 28]. Transmissior 1lines forwmed <the
irfrastructure o¢f tte American Telaphone and Telegraph
systes ard until the latter part of this century were the
cnly weans of establishing transocearic communication
netwcrks. Transmissicn lines are gesnerally grouped into
several classes according to their 'cross-sectional geome:try.
The principal classes are: (n balanced open-wire lines;
(2) c¢caxial lines; and (3) strip lines. However, all of
these ccreist of a pair of parallel wires and therefcre have
certain preperties in common which allows a generalized
analysis.

An essential characteristic of all transmission lines is
that their cross-sectional shape, dimeansions, and electrical
properties (e.g., ccrductivity ¢f th2 wires and dielectric
ccenstant ¢f the intercenducter medium) are constant along
the length ¢f the lire. This property, known as unifcrmity,
is characteristic of trarsmission linas in gereral and is
the basis fcr subsequent transmission line analysis results.
Furthermcre, a trarsmissicn line is ccnsidered as passive
and therefcre is a "lcssy" or attenuating device. Because
cf lipe uniformity, transmission lipnes are grossly specified
ip teims c¢f their pcwer loss rar unit length. This rpower
lcss ¢r attenuation pe- unit length is denoted Ly a and
normally stated in dE's. Given the general commurnication
systen illustrated in Figure 3.1 the total transmission lire
attenuaticn (L) in decibels is determined by multiplying the
line attentvation factcr (a) by the total length of thz lirne
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Transmitter mm” Transmission line (a) -M Receiver

I

Pure noisy
input ov..xtput
signal signal

Figure 3.1 Transpission lLine Communication Channel.
(D) , so that

= ) 3.1
Lyg aD . (egn )

Unlike *he study cf antenna systems which focuses on the
decreasing field density of an =2xpanding electrcmagretic
wave which must therefore ccnsider external signals cr ncise
‘ccurces as potential degradaticn factors affecting systenm
perfermance, analysis ¢f the transmissicn line can generally
ignore cttsida signal sources since the communication sigral
is ccnfined to the transmissicn line as well as protected
frecm g=3reral interference from ex%ernal sigaals. The
signal-tc¢-ncise ratic criteria wused %o e&evaluate <system
ferfcrmarnce can then igrore all but thermal noise generatad
ty the randcm molecular motiorn within the transmissior line
compcnent materials as discussed in Chapter 2.

Ccntrasted with the previcus chapter which first devel-
cped a detailed study of antenna system parameters and
culminated in a krocad analysis c¢f a microwavs relay systenm,
this chapter begins with a generalized analysis of various
traasmissicn line configurations followed by the details cf
the lipe characteristics.
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A. GENEFAL SYSTEM ARNALYSIS

Tte simplest trersmissicn line system is one ccmrcss?d
sclely cf a two wire conductor placad between +the trans- -
mit*er and receiver sections ¢f a communication sys*em as in 1
Figure 3.1 BAssuming the unit length attenuation fac*cr (a)
cf the transmission line is kncwn, the +total attenuaticn of
the line is determined by Equation 3.1 _It is knowr that the
ratio of system power cutput ¢ system power input descrites
the system's cverall cain or loss. Using Figure 3.2 i+ car

Y2 seen that

out Loss (egqr 3.2)
in

where the lcss (L) ip dB's is given by Lig = aD. But the
fower cut-tc-power in ratio is not a 4B figure; thus I must

_. A

te ccnverted from dR rnotation such that:

= 1o--o.laD

L . (egqn 3.3)
Pin Transmission line Pout q
@ = dB loss per unic length ’

- , .

Figure 3.2 Simple Transmission Line Systen.

It shculd be noted that L represents a loss and must there- *
1

fore te less than 1. For this + hold in Equation 3.3 it
pust te realized that the a term is negative.
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Rs discussed in Section F of Chapter 2, a <cystei's
sigral-*c-ncise ratic (S¥R) is an important criterier in *hs
evaltuaticrn of a system's perfcrmance. Since thernmal
internal noise is considered tte only source of noiss waick
affects signals cn a transmission line, the systenm SVW

given by

power of signal out
power of internal noise

SNR =

From FEquaticn 3.2z it ¢an be determined that

(eqn 3.4)

]
]
vl
=

out in

and frcom Section G of Chapter 2 the noise pcwer or interrnal
noise ¢f a lossy device is given by
1

Py = (ET - 1>kToBL . (sgn 3.95)

Therefore, by substituting Egquations 3.4 and 3.5 intc *he
equaticn fcr SNR and cancelling the loss factor which
appears in both the numerator and denominator it can ke seen
that:

P
SNR = . (eqn 3.6)
(-}J— - 1) KkToB
fxarple 3.1: Assume a simple ransmission systenm

consists c¢cf a 10km cable which has a loss factor of 1 4E ger
km. If a tmicrowatt inforwaticn signal with a 100KHz banpd-
width is placed ca the transmission line, the system SNFK can
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te deterrined by applying Equation 3.6 resulting in

-6
SNR = 10 = 2.778x10% .

(10 = 1)(1.379x1023)(290)(10%)

Since SNE's are usually specified in decibels, £cr <this
€xample SNR = 84.4 dE.

%ith the excepticn ¢f short distance netwerks such as
inter-cffice or intra-building systens, transmission line
systems ccnsisting sclely of a two wire line exhibhit severe
signal attenuation. 1f severe attenuation cccurs, satisfac-
tory system operaticn requires +the use of extremsly high
transpitter power anésor extreumely sensitive recaivers, An
altexrrnate approach tc the problem of high attenuatiocn is tc¢
insert ar amplifier =some distance along the 1line as illus-

P

in i3
——,L Transmission line lAmp J Transmission line r—°;t

=) le
r< D, 2> rs D, >

Figure 3.3 Cakle Model with Single Amplifier.

trated ir Figure 3.3 . To evaluate system performance, the
cverall SNE must be determined. If noise =sffects are not
considered, then tie placemert of the amplifier is <of no
consequence. Assume the *ransmission line in PFigure 3.3 has
an a+ttenuation factor a, distances D1 and D2 equal the total
transgissicr line system distance D, and the amplifier has
gain A. Letting L, and L, represent the loss of the lines
cf length L, ard D, respectively, Equation 3.3 indicates
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that

L. = 1o-o.laD

and

10-0.1(10

L,

From thke definition cf gain/loss i« can be shown that

B

[
Iad
—

where P, and E are the input and outgpu* power levals,

inl ot 1
resgpectively, of the first lire sesgment and

Pout2

P1‘n2

L2=

where Pj,, and Por , are the input and output power levels,
respectively, of the second segment of line, Referring teo
Figure 3.3 it <can ke =s=2en that the outout of the firs>
trarsmissicn line is tte irput to +he amplifier.,

3

Q

Cesigrating the amplifier's input and output powers F; an
respectively, it should be realized that

and
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€ince tte input to the second line is also tha output of the
amplifier, the output of *he seccnd portion of the transmis-
sion 1line ics

P

outz = B L, = B, L;a L,

so that the system ovtput pcwer is

P

out = Fipd L;L, .

fubstituting for L, and I,
B,y = B, a 10%1a0g0lad,

cr

B, =P, A 1012 (0,4 0)

Now since D, + D, = [ (the total transmissiorn line distance)
it can te seen that

E = a100%ad
out in

vhere 1W°Ja° retresents the tctal 1lcss of the transmissi

line. This then prcves that the placement of the ampiifi

(B!

on
er

is nct a factor in determining ¢tha signal power outrut of a
transgissicn line system sc long as internally generated
ncise is ignored., 1Indeed, when determining *he signal power
cutput of a system fcr applicaticn toward calculaticn cf the
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5 systea’s SNR, dirterrally generated ncise is not used in ths
- analyeis. The problem then is to determine the output powsr
k cf the system noise ir order tc derive the output SlR.
Assuze the noise <figure cf the amplifier ip Figurs 3.3
is given as P,. Using the principles devaloped in Section G
of Chapter Z, *he noise figure P of the one amplifier trans-

pissicn line system is determined to be ;;;i
{
1 j
1 Fa-1 1T, ~1 1
F = e + + .
L1 L1 I'IA
or

FLA-L, +1 S
F = 22 2 ] (eqn 3.7)
LILZA - d

Applying Equation 3.7 to Bquation 2.74 it can be determined
that the SNR for the cne amgplifier system is given by

ASmL -

B, LiL,A ' (ean 3.8) i
= 3 e n .
SNR = TR L,A - Lp* 1 - L L,A)KT,B 1

3 sligktly different approach to the preceding analysis ,
is tc detersine the tctal system output noise power ty eval- __"-j
vating tke noise contribution of each stage of the systen.

From ttre discussions ¢n system noise it is aprarent that tha
noise cutpct of the first transmission line segment (P,,) is
given Ly -

1
P,, = (-I: - 1)kT,BL .

This zcise is amplified by the amplifier whick alsc gener-
ates additicnal interral noise. Thus the total noise pcwer
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at the cutput of the agplifier (designated P,,) is

E = (1/']2.1 -1)k'I°BI.1A + (Fa‘ 1)kToBA.

n2

Similarly this noise power is multiplied by +he final stage
Joss 1, and added tc the thermal noise cf the last stace.
There¢fore thke total system noise power is

P = (- 1)KT,BL,AL, + (F, ~ 1)KT,BAL, + (%—2- 1)KT,BL,

noise ]_1

wvhich sigglifies to
Froise= (Falpd = L)L, a =L, + 1)KkT,B ,

If the input signal pcvwer is Py, then the output power due %o
the signal cnly is Py, L;L,A. Therefors, the system SNR is
P, L L,A

SNR = . (egn 3.9)
(F LA = LjL,A ~ L, + 1)KT,B

Clearly Equations 3.€ and 3.9 are identical. As a result,
the SNR cf subsequent systems apnalysis can te developed by
concentrating on the cverall systeam noise figure.

Ezample 3.2: Assume a transmission line system is to be
designed such that <¢rly one amplifier is t¢c be inserted in
the line. Coaxial cakle with an attenuation factor cf 0.24B
per kilcmeter is to Le emplcyed to connect a transmitter and
receiver which are 1CCkm apart. If tha transmitter prcvides
a8 1MH2 signal at -1034BW, the minimum acceptable SNR is 30d4B
for signal detection, and the agplifier has 704B gain and a
poise figure of 4dB, the placement of the amplifier can ba

SE
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deternined. Equaticr 3.9 can be used to quickly solve this
froblex. Pirst it opust be recognized that the prcduct of
(L;) and (L,) is the total trarsmission line 1lcss and is
2048B. The "trick" is to isclate L, in Equationr 3.9 then
solve fcr the lenght of 1line which yields <+hat particular
loss. letting L, =L or total loss, 4i%t can be secen .from
Equaticn 3.9 that:

P, LA .
F,L,A-L, = + LA -
a2 2 (SNR)KT,B
so that
P LA 1
L, = [———— +1A-~1 .
(SNR)KT,B FA -1

Recalling that the wvariables in Equation 3.9 are ratio
values and not 4B figqures, then substituting the values from
the example into this equation yields:

(16™ 10”3 o’y v (10%) - 1 1
(10%(1.379x102)(290)aP) ao%hao’y - 1

L, = 5.38x10" 2

Tharefcre, in 4B notation, 1,=-12.74B. Now since ‘Lz)@ =ax
vhere x 4is the lencth of the transmissicn line from +the

amplifier to the receiver and a is -0.24B/Km, then +the
loenght cf tte lire is 63.5Km. Therefore, it can be realizead
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that tte applifier must be inserted no closer thanm 36.5Km to
the transzitter.

Fcr long distance communications via transsissior lines,
cne asplifier inserted intc the line will not overcome the
losses irherent in the line itself. To solve this proklenm,
aultiple amplifiers are inserted so <that the typical lcng

distance transmissicn system resemblas Figure 3.4 . In
l P
i gl Ol P2
I
angle
cable section ifiers
of length D/M (Ga ¢ Fq

M sections
[ over
D distance

Figure 3.4 Cable Model with Multiple Amplifiers.

crder to evaluate the cverall system output SNR, the noise
figure scst be calculated. This is most conveniently dcne
bty ccnsidering the line as a cascade of irdividual sectiorns,
each ccreisting of an attenvating section of lire feeding an
applifiexr having a specified noise figure.

Consider the cakle model of Figure 3.4 contairing N
identical amplifiers placed equidistant from each ctter
aleng 2 line of lengtk D. The cabie can be viewed as having
¥ identical sections each of 1length D/M, and each composed
of an attenuating line of lcss L and an amplifier of gain A
and ncise figure F,. Frcm Egquation 2.67 the overall system
noise figure is

L 1 1 -1 l— -1
I - S el R St L LB -1
2= T T = - Wad-1
1L Ly LA LiA ia? LA Li-tat-t o oLla
1st stage 2nd stage Ird stage Mth stage
100

fe sl o DD

i




This can te written as

1 E 1 1 1 1 E 1
-1 - — -— ] —'-- R _I_—
-« 5. L +I-1 :+sz LU ! ey 22 ! S N !
L LA LA ¥L‘§V K Jﬁ'{‘i‘" S
1 2 3 M
cr
F, F. E
2. 2 . 2 s
R L Ly L,
Ly L;A LA Ly A
1 2 3 M
€0 that
M (F /Ly) -1
= L + Z a’—! . (eqn 3. 10)
L, &, (La)k-!

Eut F, /I, can be vieved as [ (F, /L) =11+ 1. Then
Equation 3.10 can be written as follows:

(E, /L;) = 1

K-
K=l (LyA)
CcT
F Mz 1 X '
F=1 +(—°- - 1) Z(—) . (eqn 3.11)
L el A
Since
pIo DI oo
S\L A SO\ A

from tle well-kncwn closed form sum for a geometric series
given ¢n page 87, Eguation 3.11 can be axpressed in closed

101




fcra sc ;hat the overall system roise figure for a typical
long d;stance transaission line system becomes

(L A)
1 + (-—-)- 1 for LlA #1 (eqn 3.12)
A
1
F = {
Fa
1=(+=-1)M for LyA =1 . (eqr 3.13)
\ b

If tte cain cf tle amplifier used in each subsectican of
the transsission line exactly compensates for the line loss
cf the subsection tien L, A = 1 and Equation 3.13 wmust be
used to deteraine system noise figure. Otherwise Equation
3.12 must be used. Then, depending on the 1line loss and
amplifier gain relaticnship, either Equaticn 3.12 or 3.13 is
used tcgether with the result of Equation 2.74 4in crder to
determine tke total system'-s cutput SNR.

Exarfle 3.3: A transmission line with an attsnuation
index cf 0.5 dB/Km is used to provide a communications link
for a %ransmitter anrd receiver 100Km aparc. Identical
anplifiers whose individual noise figure is 34E, are
inserted in equidistart form along the line such that sach
amplifier gain equals *+he line attenuation over each segment
cf the line. Assume a 100KHz informaticn signal is placed
on the line at an ingut povwer level of 1microwatt and assume
that the <@sinimum acceptable SNR at the receiver is 74dB.
The maximum allowable system noise figure, minimum number of
amplifiers, and amgplifier sgacing c¢an bz determined from
Equaticns 2.7¢ and 3.13 as follcus:

Pin
F = —2—+1
(SNR)KTOB

-6

- 10
(1074 1.379x10°3)(290) (109
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P = 100

so that the system ncise figure is 20dB. Then from Eguation
3.13

M= (100 - 1WL(F/L) = 1],

But frcs Equation 3.3

D
Ll = 10" O.IGM

so that M must be dJdetermined by +rial and error. The
follcwing table was developed to determine the wminimum
number of amplifiers used t¢ achieve a noise figure of 100.
Table III clearly indicates that <the minimum numker of
amplifiers which yields a system noise figure at c¢r below
the 2CdB allowable limit is 5.

TABLE III
M Determination via Trial and Ezrror
M L Noise Figure
2 ¢.003 31.0 dB
3 Q.02 2.0 @B
4 0.0% 21.0 4B
: B R
8 8226 17.8 4B
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Trapssission 1lines can be analyzed with the aid of
circuit tﬁecry - that is, in teras of voltages, currents,
and imspedanpces. Due to the distributed na*ure of impedances
in a transmission 1lire, a signal voltage applied at ths
input end cf a trarsmissicn line at a certain iastant of
time (for example, Ly closing a switch) will nct agpear
instartanecusly at the output end of the linse. It will
travel alcng the line at some firite velocity which is that
cf the electromagnetic field associated with +he vcltage and
carrent cf the line. Because time is regquired for a signal
vavefcrm to travel <tike length of a transmission line, the
cutput vcltage will nct be in phase with the irnput voltage,
and tle cutput current will nct be in phase with the input
currecnt. Thus, signals experience a time delay arnd fphase
ehift as they rropagate alcng the 1length of +the 1line.
Furthermcre, as indicated -earlier in this section, the
sagnitudes cf the vcltage and current a* the output termi-
nals ¢f a line will rct be the same as the magnitudes ¢f the
voltage and current at the input terminals due to the linet's
attenvation.

The gsagnitudes of the attenuation and phase shift that
cccur are determine¢ by the fpropagation <constant of the
transsiseicr line. 1The propagatiocn constant, represented by
Y, is a complex number with the <real ©part being the

attenvaticr constant (denoted ¢ ) anrd the imaginary par+
teinc tle rhase constant (dencted B ).

Earlier portions cf this chapter were concerned with a
generalized approach ¢to system analysis of +transmissien
lines in which thke gr¢ss behavior of the line was character-
ized by the loss parameter a . consequently, the attenua-
tion constant of a 1line was treated as a given paramet*er
since it car be obtained from manufacturing specifications.
Furthermcre, for the generalized analysis approach tc system
perfcraance, the details of line attsnuation and phases/time
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delay are inconsequerntial. The remaining portions of <his
chapter will ccncentrate c¢n developing amn coverzll urder-
standing of line attenvation and phase/time delay effec*s.

B. ICW FEECUENCY NOLEL

#hile tte gsneral study of communication system trans-
mission 1lires is primarily ccncerned with high fresquency
¢ignals, it is keneficial to first d2velop an understanding
¢f transmission line characteristics <+that are applicable at
lowver frequencies and then apply that knowledge to a rodel
that is applicable at higher frequencies. I% has been shcwn
{Ref. 29] that a transmissicn line can be analyzed in terms
¢f AC circuit theory by obtaining an equivalent circuit of
the line. This is pcssikle because a transmission line is a
distributed parameter device and can therefore be descrited
as a cascace of incremental petworks of lumped resistive,
capacitive, and inductive elaments. Consider & transmission
line ccmposed of twe long parallel wires suspended in air
such thkat a small subsecticn of length x can be examined
[Figure £l One restricticn placed on the egquivalent
circuit is that the 1length x of each subsection must be
smaller than the wavelength of the applied signal frequency.
Then each subsection can be considered a lumped circuit and
the varicus elements within the subsection defimned.

The eguivalent «circuit of a ransmission 1line is
compcsed of a series resistance (R), a series inductance
(L), a shurt conductance (G), and a shunt capacitance (C).
It shculd ke noted +ttkat the shunt conductance is the laakage
conductarce (inverse of resistqgce) of the dielectric
material (ircluding air) placed between the ccnducting wires
atd npect directly 1related t¢ the resistance R of the

conducting wire. Iine paraseters are normally given as
per-unit-length values, that is, R in ohms per unit length, ;
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Figure 3.5 Farallel Wire Transaission Line.

1 in kenries per unit length, C in farads per unit length,
and G in mhcs per unit length. To derive the value cf the
egquivalert circuit ccumponents, it is necessary to multigly
these line rparameters by Ax, the length of the subsecticn.
The eguivalent ircvit can therefore be modeled as Figur

3.6 .

e Ax >

i(x,t) Rax mmx 1{x+ax,t)
* +
vix,t) Gax T cax v(x+ax,t)

Pigure 3.6 Equivalent Circuit.

While all transmicssion 1line theory cculd be treated in
terms ¢f ac circuit analysis, the analyses wculé bLe
extremely involved fcr all tut the simple cases [Ref. 30].
It is mcre convenient to treat trapnsmissicn 1lines in terms
cf dJdifferential equaticns (see Appendix A for a general
description ¢f dJdifferential equations). The differential
equaticne are obtained from a simple ac circuit analysis of
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the equivalent circuit of line subsection and than by
lettirg the incremental section of line (Ax) approach zero.
Consides tlhe equivaleﬁt circuvit of Pigure 3.6 whkere the
current and voltage are functions of both position and ticme.
I+ is evident that vcltage ard <current are in general func-
ticns of tinme. Line current and voltage are functions cf
fositicn due to the finite velocity of propagaticr <c¢f the
signal wavefora. Fcr a line segment of lsngth Ax which
tegins at the arbitrary point x, input and output voltages
are denoted v(x,t) ané v(x+Ax,t) rsspactively. Similarly,
input cvrrent is i (x,t) .4 output current is i(x+Ax,t) .

since ttke veoltage drop across the resistor is RAxi (x,t)
and across the inducter it is LAxg;i(x,t), then Kirchhcff's
voltage 1law can be applied <to the equivalent circuit to
yield

vix,t) - R xi(x,t) - L xdi(x,t) - vix+Ax,£) = 0
cr

v(x+Ax,t) - v(x,t) = -R xi(x,t) - L X%Ei(x,t) . (egn 3.14)

Likewise, Rirchhoff's <current law can be applied tc the
circuit. Noting ttat current <flow 1into the egquivalent
circuit cagpacitor is CAx-g;v(x+Ax,t) and that +the current
flow *h-cugh the shurnt resistcr is GAxv (x+Ax,t), <hen

i(x,t) - G xv(x+Ax,t) - C x%?v(x+Ax,t) - i(x+Ax,t) =0
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i(x+Ax,t) - i(x,t) = -G xv(x+dx,t) -C x%;V(x+Ax.t) « {(egn 3.15)

Lividing Equations 3.1 ané 3.15 by Ax results in

vi(x+Ax,t) - vix,t)

= -Ri(x,t) - L-:—ti(x.t)

Ax
and
i(X+AX'tXX: L1xet) o _gv(x+Ax,t) - C%EV(X+AX;t)

respectively. Then in the 1limit as Ax approaches 2src,

these egrations becore:

dvix,t) _ —Ri(x,t) - g;LELEL (eqn 3. 16)
Ix t

and
g}i{gxltz = -Gv(x,t) _C__.L_Ll:z X, £ . {eqn 3.17)

It can be scen that Equations 3.16 and 3.17 are of analcgcus

.

f form. As pointed out in [ Bef. 31], thess equations are the
b

: dual ¢f cne another with the following analogous gquantities:
I

:

e

: V - i R «> G L <> C

»
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as alsc evidenced frcm equations 3.14 and 3.15 . Eguatices
3.16 and 3.17 have beccme kncwn as telegraphist’s squatichne
and are the basis fcr all parametric analysis of transmis-
sion lines [Bef. 32). The task thsi. 1is to solve theses two
equaticns. !

Fcr initial analysis consider a lossless line such that
E= 6= C . Then

) D,

-a—}zv(x,t) = -L-a-?l(x,t)
and

:—}zi(x,t) = -C%gv(x,t)

shich, as will be demcnstrated, are solved jointly. However
lines are «rot lcssless; in fact, since lines are seldcn
cciled +te associated line inductance (L) and conductance
(G) are typically srmall. It 4is therefors =reasonakle to
appreximate L and G by 2zerc (Ref. 33] so that the
telegrapkist's equaticns beccme

-;—X-V(x.t) = -Ri(x,t) (egn 3. 18)
and
3 . = 2 (eqn 3.19)
- .axl(X,t) = -cEv(x,t) . |

These equations can te solved assuming ac steady state
conditicrs cn the line, This 4is obtained by assuming %that
v(X,*) gcnsists of a sinusoidal time dependent form given by
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vix,t) = V(x)e’¥Y  Eecause of the duality of Equaticne 3.18
and 3.19, it can be guaranteed that i(x,t) will ke c¢f the
form I(x)é“” where V(x) and I (x) re ip general corplex
functicns ¢f x and 1referred tc as phasors ir ac circuit
thaory. By differentiating v(x,t) and i(x,t) with respect
to x yields:

3 d V(x jot
axv(x,t) ax e

and
2 . wt
mite) = el
respectively. Using these equations for a steady stats

analysis cf Equations 3.16 and 3.17 gives:

jwt

dvgx_)ejwt

= RI(x)C LI(x)j e

and
STID—() ed®t = _sv(x)dPhov(x)j eIWt
14 can Le easily seen that eﬁut factors out of tPtcth equa-
tions sc that:
g?cv—(ﬁ = -RI(x) -LI(x)jw (egqa 3.20)
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and

gyxgh ~GV(x) =-CV(x)jw (egn

which can Le solved simultaneocusly.

Equation 3.21
writter as

%;(I_L&)_ = [-G -CjwlV(x)

€o that the second derivative cf I(x) is
2
dyia) _ _ciw] SV
dax = (-6 -Ccjel 55

which car eguivalently be put in the form:

2
dvix) _ 1 d I(x)
dx - -G -Cjw dx *

Sabstituting this intc Equaticn 3.20 yields:

2
1 a I(x) _ .
S c® ax? = -RI(x) -LI(x)jw

cT

d I(x)
dx

can be

(G + Cjw)(R + Ljw) I(x). (egn 3.:22)




Letting

¥2 = (G +Cj )R +Lj) (eqn 3.23)

Equaticn 3.22 becomes:

2
:—?—x—l = YIi(x) . (eqr 3.24)
X

This is a simple linear differential equation of the seccnd
crder for which a sclution is well known [Ref. 34].
It ¢an ke shcwn tthat

I(x) = IAe'y‘+ IBer (egqn 3.25)

where I, and I, are constants of integratiorn determined by
the bcundary conditicrs at the input and output ends cf tke
transmissicn line. Again, because of the duality cf the
telagraphist's equaticns it can be demonstrated that

2
atvix) _ yZV(x)

dx
g0 that

V(x) = V, %+ v, e (eqn 3.26)

and the constants of integraticam Vv, and V; are again related
tc lire kcurdary conditions [Ref. 35]. From Equaticns 3.20
and 3.26 it can be =shown that the current at ary pcint x
along the line in terms of the constants v, and LA is:
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letting

Z = F¢4jwL and Y = G+juC

this egquaticn becomes

(e V* - we?™) . (eqn 3.27)

= - 1
I(x) \/§7§r

Substituting for I(x) from Equation 3.25 yields

I,e Y+ 1.e” = .\/';_/T{ (Ve ¥ - v, e’
€0 that
I, = - i
z/Y
ard
VB

e %7 NE%

Therefcre, the voltage and current at any point along the
line can ke written in terms cf the constants vV, and V, as:

vix,t) = (v, e¥x + v, e¥x)elwt (eqn 3.28)
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and

A ey L B o] Qirt, (eqn 3.29)

z/Y © \/Z/Y

vA and v, are deterrined by the boundary conditicres cf the
input and ccttput ends of the transmission line and thereicre

i{x,t)

tequire frrther investigaticn.

1. characteristic Impecance
Assume a transmission 1line of length l that has as
its irput a voltage source V,; with internal dimpedance 2 .
Also assumeé *he line has a 1lcad impedance Z  comnected to

its cutpget terminal (see Figure 3.7 ). The voltage and
current rhasors at the 4input end of the 1line (x=0) are

designated Vv, and I, while the line output voltage and
i(o,t) igf,ze)
+ Zs \
+ *
Vg v(0,t) vil,t) 2y,
- — —
x=0 x=f

Figure 3.7 Electrical Elements of the Transaission Line.

current phasor are n. and ;L respectively. Using
Kirchheff's Voltage law it can be shown that at x=0

Vg = 2,I, - Vg =0 (egn 3.30)
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and at x=]

which cap te written as

ve? o+ v e
) - BV (egn 3.31)
LN 7 8

z/Y ,/Z/Y

For simplicity let 2 =4/2/Y. Purthermore, for maxipunm
fower transfer from the scurce to the line (i.e. inpedance
matching conditions) let Z.,=%,. Then from Equations 3.26 ,
3.27 , ard 3.30

A4
VS-ZS-Le‘O-YB—eO—Ve'°+Ve° = 0
ZO Zo A 8

which yields

S
YV o= e egqn 3.32

Substituticn this valuve for VvV, into Equation 3.31 , it can
te seen that:

%Vs eV 4 Vg ey‘1
° -

%VS e Yl - VB eY‘J

Z, =2

11¢
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o that

v Z, - Z
Vv o= S g2Vt of | (eqn 3.33)
8 2 Z, * Z,

Now frcm Figure 3.7 it can be said that the input impedance
(zin) a+« x=C is given by

and sckstitcting Equations .26 and 3.27 with x set to zzro
yields

Va + Vg

vhere 2 isw/Z/Y. Further, substituting Equaticns 3.32
and 3.33 for vV, and V, gives

<

Vs o Ys em (2L ” %o
Z:;, = 2
Y Vs aye (L %o
2~ 2 Z, + 2,

which car be simplified to

1 + e-zy‘ [(ZL - Zo)/(ZL + Zo)]
1 - e (2, - 2,)/(2 + Z4)]

Zig = Z

n 0 (egn 3.34)
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in o 1T -0 = Zo . {(egn 3.35)

Therefcre the input impedance of the line is Z, which from a
previcus definition, can be seen to be given bty

R+ jL

: (egr 3.36)
G+ 3JC

Z, =

This is the so-called characteristic impedance of ths line,
since it derends on tte characteristic parameters R, 1L, G,
and C. It can ke seen that for the general case the impe-
dance is ccrplex and is a functicn of the applied frequency

ws There are two cases, however, when the characteristic
impecdance is not a function ¢f frequency.

First consider a lossless line where R and G equal
zero. Tken Z, =VE7E-Hhich is a pure resistance, independent
cf frequency (sc¢ lorg as L anrd C are themselves frequency
independent). A seccnd case cccurs when L/R = C/G, theat is
when tha time constants of thke aquivalsnt circuit are equal.
So that

vhen 1/8 = ¢/G [Ref. 36].

§ith the knowledge <that the impedance of a line is
determined ty its characteristic paramsters 2, , in acccer-
dance with Equation 3.36 , the aralyst can now focus ¢n the
question, "1f the impedance of the lina is determined by its
ghysical characteristics, <then how does the characteristic

impedance affect the signal as it propagates down the line?"
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The compariscn c¢f a system's output signal tc its
input signal is a @measure of that system's effect ¢z the
signal angd, as discussed in Chapter 1, is gensrally
described by the systemt's transfer fuanciion (H(w)]. This
principle can be used to derive the relationship bétuween the
characteristics ¢f tte line and its effect on the proga-
gatirg signal.

Consider the line in Figure 3.7 whose characteristic
impedance Z, and load impedance 2 are matched. Then, by

L .
Fqua+icon 3.33 for z, = zL ¢ VB = 0 so that from Equation
3.28 v(x,t)=%u eYxel®Wt  rherefore, the ratio of the signal
voltace at the ovtput side ¢f the line to the signal voltage

at the input side of the lire is given by:

vig.t) _ 2 _ o
v(0,t) %fe-o ciwt- .
shich car te written as:
Vix=f) = V(x=0)e "% | (eqr 3.37)

In cther words, the signal voltage at the output end
cf the line is equal to the signal voltage at the input side
cf the line times €”f which, by deficition [page 17], is the
transfer function of the lire and designated H(w). Farlier
in the aralysis the definition Yz= (R+jwl) (G+jwC) was made
€0 tha+:

Y = yr(R + J LG + jC) feqn 3. 238)
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which is a complex guantity and can be written in the fczo
Y = ¥ +8Bj

wvher¢ ¥ is “he real part of Y and B is the imaginary part of
Y. Ccpkining these definitions, it can be seen that

eV =g( ) = e (¥+B

so thrat

H(w) = e'wie'jﬁl . (eqn 3.29)

As a result, it is easily seen that by its transfer func-
tion, “he *ransmission line Zntrcduces both signal at%enua-
tion (fwﬁ and delay (which is related tc the term éJBA.
Furtterscre, as the length of th2 line increases s¢ dc the
attenuatuicn and delay. The term Y is called the ligne's
propagaticn constant and is a per uait length value deter-
mined frcem the characteristic parametars of the lirne.
Initial sections of this chapter introduced thz
transmissicn line attenuaticn factor ( @) as a grcss guan-
tity rper unit length c¢f line <so that the perspective cf the
general trarsmission linre analysis cculd be focused on the
system and nct on ccamponent level details. From the simpli-
ficaticen ¢f Equation 3.23 , <+he attenuation facter of a
transwissicn line c¢an ke deduced. If Yz= (R+j w 1) (G+jwL)
then YZ is a complex gquantity egual o

(RG - w?LC) + Jw(LG + RC)
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which is of the form a ¢ Jk. As demonstrated in the fore-
going secticn Y= ¥y + 48 , tten:

2 2

Y = y? - B% v (298

where ¢2- Bz is the real part of yzand 2YB is the imaginary

Fart cf y? . Therefcre letting

and
t = 2¥8

The seccnd equation cen ke written as 8=b/ (2¥) so tha+ B8 can
can ke svbstituted into the first equation to yielad:

Using the general solution for a quadratic eguation gives:

€0 that

.
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Now substituting (RG - «’LC) for a and (LG + RC) for t i* car
ke seen *that :
V2
s - Wl - ef e o + RG)?
yu |RG - wiLC V(r el + o’ (LG ) (eqn 3.40)
2

which determines the attenuation constant of a unit length
line. It should be noted that whiles +the soluticn for a
quadratic eguaticn irclude beth plus and minus square rcot
values, the positive value only is used to dets-mine V.
Clearly, <tke absolute value ¢f the square root term will
always exceed |RG - wZLC| so that if the nasgative square
root were considered ¥ wouid be purely imaginary. Since
attencat.ion is purely real, the negative square root tarm is
geaningless. Then, substituting the value c¢f ¢ from
Equation 3.40 into the equation equation B =b/(2¢) and
replacing b with LG + RC it can be seen that

w(LG + RC)

[ZRG - 26°LC + 29/(RG - &/LC)? + (LG + RC)—Z_J 7

B = {2gn 3.41)

This teres B then describss the delay constant of the unit
length 1line. It shculd te noted that <the attenuvatien
constart and the delay constan* are dependent on toth the
line operating frequency and the lire <characteristic
Farameters.

Earlier in tkis chapter a transmission line was
grossly characterized as "lossy" whers its total line atten-
vation was found by wultiplying the length of the 1line by
the lipe's attenrvaticr factor @« which could either te meas-
ured ¢r stated in tte manu facturer's specifica+ions. The
guesticn then is, "Rhat 4is the relationship betweer the
line's rropagation constant and the +transmissicn Tpower
loss?®
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3. [Egver lLoss
. Feferring back to Figure 3.7 where input arnd cutpuz
F impedances are matcted, the vcltage and currernt dus <c a -
_ : sinuscidal inpput at any point x along the line azare (with
time dependency suppressed) given by:
V - -
Vix) = -2—5- e yx
?; and
v
| - __S -¥Yx
{ I(x) = 37, e
Iespectively. It can be demcnstrated that power at any

Fcint x alcrg the line is given by the voltage at x tiames
the ccmplex conjugate of the, currert at x [Ref. 37]. This
is then wri<ten as

P(x) = V(x)I(x)

vhere * indicates ceorplex conjugation {Ref. 38)}. I+ can now
te shcwn that power at the input eand of the (x = 0) is:

and that pcver at the ocutput end of the line (x =)L) is: ﬁ
2 * *
V.
1 - - Y4
Poyt = Pl = Vi Il = (—;-) <’Z—Q) <e Y[_)(e Yj> . 4
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As previcusly discussed in thie thesis, power loss is simply
a compariscn or ratic of output pcwer to input power; ther
fcre a2 transmission linet's power loss can be writter as:

But R _ o m, v+
. B, = (e ) (e )

Fecalling tkat ¥ = ¢ + 48, then

Pout _ _-(y+18) - (y-3B)L
Pin

€0 that

But " e-zdz}_
Pin

is the pcwer loss over the length ﬂ of a lin=. But, fpowar
loss (¢r attenuation) is normally given in d4B's, thersfere

Pout)
Pin a8

10 log o~ 2V

20¥4 1og e

where € is the base c¢f the natural logarithm and has the
value 2.718Z8.... Tlerefore, the 4B attenuation or loss (1)
cf a trarsmission line of length { is given by

(L)g = 8.6858896 ¥ L,

-
N
(s)

—— e

o
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I+ can ncw Lte seen tlrat the unit length (L= 1) transmissicx
line attencation factcr a , earlier presented as a grcss

quantity, is determined by:

a = 8.69¥¢ (egqn 3.42)

vhere y is determined from Equation 3.40 . More agprcpri-
ately termed the line's attenuaticn constant, a is a func-
tion o¢f <+tke 1line's characteristic parametsers and its
operating frequency. I+ shovld be noted that the delay
constant has no effect on power as <he signal prcpagatss
along tke line.

4., EFeflecticn Ccefficients

The previous sections of this chapter were developed
on the tasis of the load igpedance and the line character-
istic imredance being of the same value. Under these ccndi-
+ions tte entire vc¢ltage and current waveforms ©propagate
down the transmission line with 1o reflection from the lcad
vhen { —>» «. It was also shcwn that with 2, = 2, the ¥V,
and IB terms in the respective line voltage and current
equations wsere zero. Howaver, when a mismatch betweern the
load and line impedances exists, the Ve and I, terms dc not
equate tc zero and tlerefore detract by scme factor from the
waveforms transmitted to the load. These detracting factcers
are kncwn as reflection <coefficients and represent an
apparent waveform traveling frem the output end cf +the
transgissicn line to its input end.

The voltage reflectior ccafficient is denoted p, and
is defined as:

——— (egqn 3.43)
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Substituting the value for V, and V, as prsviously derlived
{Equatior 3.32 and 3.33] ¢the vcltage reflec+tion ccefficlient
tecczes

R (eqn 3.44)

From Eguaticn 3.43 it can be seen that V; will be related to
V, it the fcllowing =zanner:

The generalized equation for voltage at any point x aleng a
transpission line of finite length [ is:

V. -
vix,t) = -—;—[e Yx 4

e)’( x-ZI)] olwt

v

The cerrent reflecticn coefficiant, dano+ed @, is similary
defined as:

s Tge?

P, —
-YL
IAe

and frcm the currsnt-vecltage relationship previously devel-
cped it can be shown that A= -p . Therefore, given the
voltage reflecticn ccefficient P, o the generalized current

equation a* ary poirt x alcng a line of 1length can be
stated by the equaticn:

\ .
i(x’t) = __s_ [e-/x - ey(X‘Zﬂ)] ert.
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5. Izarsmission lice Charactecistic Pagameters
h

Tke beginpning of t.is Secticn on the 1low frsguency
sodel ‘Ltriefly considered the parameters =required o
construct +t+he equivalent circuit of a transmissiorn 1lime.
These equivalent circuit component values are a functicn c¢f
material ccmpositior and 1line cross-secticnal gecmetry.
Rather than developirg an analysis of the characteristic
rarameter of a line, this secticn simply presents a summary
cf the =standard coaxial cable and open, two~wire mcdels
derived in (Ref. 39]. Fcr toth mcocdels, resistzrce and
conductance are related tc the material used fer the
conductirg wire and the insulaticn respectively. Referring
to Figure 3.8 , the resistance (R) of a line is equal tc¢ the
resistivity (1/¢) of the ccnducting material divided by its
cross-sscticnal area. Thus

1/c

Figure 3.8 Circular Wire.

Referring +to Figure 3.9 or 3.10 coaductance (G) is <he
inverse cf the resistivity (1/6) of *he material serparating
the *wc ccnducting wires. Therefore:




Pigure 3.9 Coaxial Cable HModel.

a. Coaxial Cable

Pigure 3.6 depicts the cross-sectional geometry
cf a coaxial cable. <Capacitance (C) can be calculated using
the eguaticn:

27TeE

¢= In(r,/ry)

where r, and r, represent the inner radii of the +wo ccnduc-
tors, ard e is the permittivity of the insulating material.
As an aside, the permittivity of a vacuum (dznoted eo) is
8.85x104%arads/meter. The inductarnce (L) of a coaxial cable

can te calculated frem the equation:
= K 1
L = 4w[ >+ 2 ln(rz/rl)]

where u is the permeallility ¢f the insulating material. 1I¢
the two conductors are separatad by air the permeability of
a vacuum ( M,=47wx10-7lenries/meter) <can be used as a clcse
apprciimaticn (Ref. &0].
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Pigqure 3.10 Ofen, Two-Wire Model.

t. Open, Twc-Wire line

The cross-secticnal geometry of <the cpen, tuo-
vire mcdel assumes that the conducting wires are c¢f equal
size as illustrated in PFigure 3.10. The radius of each
conductirg wire is t© and g is the distance separating
the centers of the wires. Then the capacitance of the line
is given ty:

Te

) 1n<S s \/2'?—_‘7!2)

shere ¢ is the permittivity cf the material Letween the two
wiras. 1Inductance is given by

- % 6;+ Nﬁ?rﬁ—Z?—)

wvhere u is the permeability o¢f +h2 insulating wmaterial
ketween *he conductors.
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C. SKIN BFPECT HODEIX

The low frequency model fcr transmission lirnes assunes
that a 1line's characteristic paramet2rs are unifcrmly
distributed throughout the line. It has been demonstrated
that ¥ is 2 function ¢f <the line's parameters and operating
frequency but that <the effects of fregquency are negligikle
when ccmpared with ¢the 1line rasistance =2nd dielectric
conductanrce at the lcwer frequency spectrum. Therefore,
current was assumed tc be uniformly distributed thrcugh the
cross-secticnal and longitudinal areas of a line. It is
known that shen an alternating current flows in a corductor,
the associated magnetic flux within the conductor induces an
electrcmctive force (ENMF). This EMFP causes the current
density to decrease at the center of a wire and incresase at
the cuter surface. This migration of current tocwardé the
surface of a ccnductor is known a the skin effect and
increases ir prominence as the freguency of the input sigral
increases. For transyission lines operating at low frequen-
cies, skin effect is nregligible ang, for all practical
purposes, c¢an be igncred; hcwever, for lines operated at
bigher frequencies, skin effect becomes a significant factor
[Ref. 41].

The skin effect ncdel, which was developed for transmis-
ion lines cperated at high frequenciass, accounis for zhe

n

skin effect pheromencn. As current migrates tcward the
surface cf a conductcr, the effective resistance of the
conductor increases. For high frequency transmissicn lines,
the lire seriss resistance (R) is frequency dependent. The
*elegraphist's equaticns are *he basis for all transmission
line analysis regardless of oparating frequencies. Since
the gereral concepts and equaticns for transmission lires
bhave teen already presented, the skin effect model can be
easily aralyzed by the use cf the already developed mcdel
and equaticans.
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The ckjective of a transrission 1line analysis is to
detercine the line's effect or an input signal. As demcn-
strated in the low frequency model, a line's transfer func- -
tion is dependent orly on its propation constant (Yy) and
the length () of tte line. From the analysis of the low
frequercy ecdel, the propagation constant of a 1line cper-
ating at high frequencies is [frcm Equation 3.38]:

Y =4 (R + jwl)(G + jwC)

vhere R ncw is the skin. effect impedance ZSK . The skir
effect ispedance has been found to be (approximately)

where K is the skir effect resistance and w is the line-
cperating <fraquency. At high frequencies, a circular
conducting wire has a skin effect resistance given by:

where r is the radius of the wire, M is the permealkility
¢f the vwire, and 1/ 1is the resistivity of the wire
[Ref. 421, Letting p =Vjo and substituting for R, the
ropagaticn constant for a high frequency line is:

Y =+ (KVp + pL)(G + pC) .

]
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In a sisilar manner tte characteristic impedance cf 2 liae
cperatinc at high frequencies can b2 determined wusiag the
Z,x value in place of the R term in Equation 3.36 Therefore,
for the skin effect mcdel, a transmissiorn line's charac*er-
istic impedance is given by:

KVp + pL
o G + pc

Fcr all practical purposes, <the conductance of line insula-
tion Letween the twc conductors is negligible (Ref. 43] so
that the equation f£cr the propagation constant of a high
frequency line is

Y = \/(Kv$'+ pL) (pC) (eqn 3.45)

and the characteristic impedance equation is

Kvp + pL
2y = —-—p%(s—- . {egqr 3.Uu6)

Given an operating frequency and the 1line parameters,
Equaticns 3.45 and .46 can te solvad and applied tc¢ all
cther equations presented in the 1low <£frequency model
section. The remaining ppcrtions of this chapter will
cencentrate on the high frequency line's +ransfer functica,
its effect on applied digital signals, and the exrected
cutput signal-to-ncise ratio under certain specified
conditicas.
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1. Igransfer Fungijor

In the lcw frequency mcdel it was demonstrated that
the trarsfer furncticn H (w) of a transmission liae c¢f
length 2 is given by:

-vi

H(w) = e .

Then, ficas Equation 3.4 , it can be seen that at high
frequencies a lina's transfer function is

H( ) = o (WKEPVE + pPLC) b (2qn 3.47)
1 + .!.(..1.‘.

Now \[RCpV§ + p*LC can be written as pVLC L “
: K 1 . [ K 1

For bigh frequencies, Tw is very small so thaty(1l+ fd%‘

can be apprcximated csing the rule,Vi+ =1+ (x/2) fcr x<L1.
Thus, Egration 3.47 tecomes

K.fE
Hew) = e?VIT L e""’_?‘/?ﬂ :

Substitu«ing § for g, oktain

. ; K,}C
H(w) = e-JQVL_C_le-\,J—‘;E T Z (egn 3.48)

This eguation is analogous to Equation 3.39 so that +he
first term represents delay and the sacond represent atteru-
ation (Ref. 44]. Frcm the traansfer function H(w), 1% can

ke ccncluded <+he transmissicn line response to a high
frequency signal is attenuvaticn and delay of that signal.
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2. Jracsmisgion L[ata Rate

Mcdern compuricaticns equipment has evolved £fzon
analog circuitry to very fast digital processcrs. As analecg
signals are replaced bty pulse signals, the analysis of the
Fulse respcnse of & transpission 1line is a topic cf
increasirg impor%ance. In the previous section, the high
fregquency line response (or transfer function) H (w) was
discussed and found tc be:

H(w) = o 1WVIT  -3V7TViw L

representing signal attenuaticn and dalay. The fcrmer
directly irpacts transmission data rate and therefore is
analyzed more closely.

The high frequency t.ansmissicn 1lire transfer func-
tion B(w) can te viewed as ccnsisting of twe terms naraly:

E = Hj(w) Hj(w

vhere H (w) Tefresents the delay et U

i and H,(w) repre-
sents *he attenuation & °F Lo

. To simplify +the nctation,
let t =)VE€T , and define a new term ¢ where:

§e<.0.x z,
a¥YL/C
Alsc defipe another new term 1n where:

a1k

a\[v/cvw

n
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so that E = "V . Therefcre, the transfer function
B(w) c2r ncw be written as:

H(w) = e %% e'z““"f. (egqn 3.49)

Ir order to obtain the transmission line datz rate, the line
respcnse must be stated as a function of time rather than
freguency. Thus the inverse Fourier +ransform of H(w)
must to cetermined. Since

Equaticn 3.49 becomes

Hw) = Hy(0)e 7%,

From tasic properties c¢f Pcurier transforms, if £(t) thas
Fourier transform Pl{w), i.e. f(t) <> F(w) then

flt-t,) <—> F(a))e'jwt"
Trezefore:

H(w) <—> h,(t-t ) , -

cr

A

- VVe




where hét)---ﬁgw). Through tte use of Fourier transfcoma-
tion tables hz(t) is determined to be:

h,(t) = e ¥ e'f/t U(t)

where U (t) is the unit ster function depicted in Figure

1) e-fﬂt-%)

h,(t-ty) = M(e-t, )" U(t~t,)

which rerresents the functicn b, (t) dslayed %, seconds.

u(t)
N\

Figure 3.1t Unit Step Fuanction U(t).

Example 3.4: If a ccaxial cable 100 kilome*ers lcng
has a lire inductance L of 3.7x10 -7 henriss per metsr and a
line cagacitance of 3.5x10-31 farads per meter, frem the
definiticn t°=‘1VWFf it can be dJetermined that any high
fregquency =sigral aprlied +to the 1line will experience a
rropagaticn delay of :60nancseconds. In cther words, the
cutprut response to a signal would lag ¢the input by
360nancseccends. The term h,(t) must now be analyzed.
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[ue to the presence of U(t), h,(t) will be zarc fo:
t<0. Ferthermcre, in the limit as & approaches infini+ty,
}gt) goes tc zero. Tke value cf'hz(t), when 0<t<e® , must b2
exarired. Since ¢ is restricted to only positive values, by
insgecticn, it can be seer that hz(t) will always ke fposi-
tive and ke of the skape 41illustrated in Figurs 3.12 . The
feak cf the response curve is determined ¢ty setting the
functionts first derivative tc zero. Then

ﬂ[t‘”zfe'ék— %15“%'5“]= 0

which c¢an ke reduced tc¢

ho(t)

A

Pigure 3.12 High Freguency Transamission Line Response Ctirve.

It car ncd te seen that the maximum value of hz(t) cccurs
at t=(2,3) ¢ . The peak value can easily be derived Ly
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solvirg fer hz(gg) . Thus the peak value of the response

function is:

-§/(58
2 . e
h (56 (gf)yz
3

e —=
(%) V2l

Fecalling ttat Y€ = nVaw', then:

Therefcre, the peak value of h , (t) is approxiamately
(0.23) (V/g) .

Exagple 3.5: If the cable 3in the previous example
has a skin effect resistance (K) of 1.17132x10 - ¢ chas gsr
meter per second but tke line is only 10kilometers ip length,
then € c¢an be calculated fronm

- (LK ’

(44'175>

and is 0.8 nancseconds. The peak value cf <the resgonse

functicn cccurs when t=(2/3)¢f or at 0.54 nanoseconds and is
h(0.54 nancseconds) = 285x140s,

It can be demonstrated that as € becomes smaller,

the mcre closely the response cuzve rasembles an impulse.

With tke aid of fourier transicrms it can be shown +that the

transfer function o¢f an impulse 1is unity for all frequen-
cies. Tlerefore, it can be ccncluded that the smaller the €
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¢f a trarsmission line, <the ketter suited the systsm is for
tigh frequency signal transmission. So, for the ideal
+ranseission line, E(w)=1, However, as has beer demcn-
strated, the response of a real traasmission line is not
ideal as indicated by the fact that

H (@) = e”? V19,

Cleazxly lﬂzkd 1<1 fcr all frequencies. H,(w) can te written
in polar form, that is:

Hy (@) = )Hz(mlej“‘zw’ :

Since

Hz(w) = o Vag eJT
and

VT =L o+ 2,

\'¥2 \%3
then
Hz(m) = o V2OE -iNZwfg
138

o




Clearly

'Vwa

le(w), = e”

and

Li,(w) = e IV20¢

Figure 3.13 illustrates the frequeacy response of the trans-
missicn line as determined frem |H z(a»l. It can be seen
that tlte lize has the £requency ra2sponse characteristics of
a low pass filter. The half gower point ¢f tHZ( }) | cccurs
at the frequency w such that wé= 0.06. Therefore, it is

Jnﬂwﬂ

L —

;:—{alf powexr point
0.7 =)

)
o
o
—
o)

Figure 3.13 Average Power Spectral Density.

clearly demcnstrated that the £ value of the 1line deter-
mines tke cut-off frequency of the line.
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It is often useful to specify frequency resgcrse cf
a line in <+he context of AR pcver loss at various fregquen-
cies. It can be demonstrated that the oSutput spectral

densi%*y ¢f a linear system is <related to the input spec=ral
density to the system by [(Ref. 45]

2
P (@ =P, (@) jnzw)[

- where E (@ represents outrut power spectral density and
Ein(m) represents ingput power spectral density. Since

Pyt (@)

Piy (@ - IHz(w)lz

The pcwver 1loss (in dB) for any given fixed <£frequerncy is
given ty

(Loss)(B = 10 1og(e"‘2“’f)2

(Loss)‘B = -12.28 V‘”f- (eqn 3.50)

It car therefore be concluded that any transmissicn 1line
system whiclk does nct "cecndition" the line with equalizers
is ligited in its frequency —response by the line's £ value.
Fealizing that modern telecommunication systams are axclu-
eively 3digital systems, since digital sigrals are typically
high fracuexcy signals, it is apparen% that the transmission
line parame*ers deterzine the maximum number of [fpulses ger

14¢C
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» second that can ke trapsmitted over a line. Therefcza it is

important tc determine the line response to a pulse.

F lathi (Ref. 46] has shcwn that a unit stefp resgcrns2
O(t) can e expressed as the integral of a unit impulse

function §(%).

—

The unit ster response, I, (t), of the line is given by:

t
r,(t) = [ h,(r)de .
)

This fcllcws frem tie previcus eguation and linear systenm
thecry. Sukstitutin¢ for h,(t) yields

t e-fft
t) = [7 U d .
r,(t) Jf ¥ (z) dt

Since
0 for T40
Uu(r) =
1 fort20
then
v -§h
e
r,{(t) = ./. —dr | U(r) .
2
0 (t)yz
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letting x be a variatle cf integration such that x =y 2 /
i* can ke demonstrated that the line's unit step respcasz is
giver by

The intergal of Equaticn 3.51 is the so-callzd complemertary
error furction (CERF) of a mnsrmal distribution, whare

;%2
3)

aQ -
1
—== e dx = 1 - F(x) (egn 3.52)
S+
and F(x) is the so-called errcr function integral [Ref. 47].
Frcm Eqraticns 3.51 and 3.52 the unit stap responss of a
transyissicr line can be determined from

r,(t) = 2[1 - F(\J 2€6/1v) ] (egn 3.53)

and is illustrated in Figure 3.4 .

Figure 3.14 represents the signal r 2(t) at the
cutput terminals of the transmission line in resporse te a
unit step input signal. The time required for the cutput+
level tc gc from 10% %o 90% of the maximum output signal
value is called the rise tiass. Lztting (ti) denote the time
at which the output reaches the 10% signal level and (%)
denote tle time at which tke cutput reaches the 90% level,
ise tinme iS‘g -t . Therefcre combining Equation 3.53 and
its gragkic representation in Fiqure 3.14 , it can te seen
that

rz(ti) = (.1 and rz(t = 0.9 .

o)
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ry(t)

1 e

0,9 "= - srecemamesmon weo oo oo

0.1~ 4
i

rise
I' time "’{
t,
e

1

e ws cmes st ma

Figure 3.14 Onit Step Response.

It fcllcws then that through substitution of t; and t, into
Equaticr 3.£3 that t;= 0.74 apd ¢ = 128 . Therefcre
rise time, denoted t., asscciated with a transmissicn line
is 127.26 £ seconds. For example if a transmission line has
a value ¢f €= 8.111 x 1070 seconds, +then the rise tisze of
+he respcnse due to a unit step signal applied at the infput
cf the line would be 100nanoseconds.

Now that the transszission lina2 <response to a unit
step sigral is known, +he line response to a pulse can be
€easily determined since a fulse can be viewed as twc upit
step sigrals occurring at different times. Let <he rpulse
sigrnal <¢f Figure 3.15 be rerresented as U(x) - U (x-4d).
Figure 3.16 represents the individual respcnses of U(x) and
C(x~d) such that

2[1 -FWL& )1 U(x)
2{1 - F(\/Z/(x—d) )] U(x-d) .
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u(t)

¥

x x+d

Pigure 3.15 Pulse Signal.
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Fiqure 3.16 Individual Line Respoases.

From U(x)-0(x~-d), the resul+ant response is rz(x)-:z(x—d) as
illuystrated in PFigure 3.17 . '

It can e seen from Figure 3.17 that as the pulse
duraticn d is @made smaller the response pulse amplitude
decreases. dost systems tase cutoff signals at the 34B
signal pcwer level. Therefore, 4 should be long enough tc
insure tkat the voltage (or current) response pulse is at

1wy

.



r(t)

p.4 X‘Id
Pigure 3. 17 Line Response to a Pulse.

least 70.7% of the input signal voltage (or current) level.
To maximize <the nusber of pulses put on a lipe +he pulse
width 4 shculd be mirimized. Therefore 4 should be ftased orn
the time required fcr a response pulse %o rise to at leas:
the half power pcint ¢f the input signal power. Thus, , (x)
should te set to reach the 0.707 voltage (or currant) level.
The pulse width 1s fcund by setting Equation 3.53 to C.707
so that

2{1 - F&/2é/x) 1 = 0.707.

lettirg vV2£6/t = x , then P (x) 0.646 . The value of F (x)
can te found from nozrral distributior tables so that x=0.37.
Therefcre, it can be seen that

-\/24:'/r = 0.37

so that + = W.6 § . For simplicity, the pulse duraticn is
chocsen as multiples c¢f the lines £value so that the cut off
Fulse will cccur 15¢ after the turn cn pulse. Tha+ is,
pulse drration is 15 ¢ seconds. Likewisa a vreasoratle
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steady state pricr tc turn cn cf anothar pulse. By
technique vused to develop the width of a pulse, “he
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found +c¢ ke approxirately 15§ s=2conds. The tozal +*im=
tetveen tkte leading edge of <*he two consecutive Fulsses is
approximately 30§ seccnds. Therefors, the data rate c¢f aay
qivern trarcsmission line is 130§ and clearly depends on the
characteristic parameters of the lins as rela*ted by ¢ .

Example 3.6: If a transmission line has an ¢ valius
cf 8.111210° ¥ seconds, then the optimal pulse width of a
rulse aprlied on the line is 12nanoseconds. The maximunm
data trarseissicen rate is approximately 41Mbps (Mega bits
ter second).

-

3. Sigpal-tc~-Noise Ratio

The previous secticrn briefly discussed *he rovwer
loss eaperienced by a signal of & certain frequency as it
Fropagateés through tte line. Frcm Equation 3,50 this power
lcss is given by

dB I_..oss = -12.28\/@5
cr
Loss = 10-Lz5uw§.

From earlier chapters of +this thesis i%f was demcns+*rated

that for a lossy device the ncise fiqure F is 1/Loss. Thus,

the ncise figure is civen by

F o= 10MBWE
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Bowever, sinca noise figqure is usuzlly specified in 4, =2
transmissicr line's ncise figure is

Clearly, a transmission line's noise figure is dependsrt on
toth the 1line's ¢ value and its operating <£frequency.
Furthermcre, it has te demonstrated that € is a fuacticn cf
toth a line's characteristic parameters and its 1length.
Thus it cas be determined frcm the SNR equaticn (Equation
Z2.74) that for a transmissicn line

SNR = = Power 1nput .

16.9x10"@€ - 1)KT B

I+ car therefore be concluded that as frequency or the
length of any given catlie increases, systesm perfcrmance is
degraded ty virtue of the decreasing SXNR.
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IV. WAVEGUIDES

Althcugh <+the basic physical theory of waveguides thas
teen known since the nireteenth century, waveguide thecry
and techrolcgy were not develcped until World War II wten
the design c¢f microwave radar generated the need fc¢:- prac-
tical righ frequency transmission systems [Ref. 48). It was
demcrstrated in Cchapter 3 that the attenuation censtant of a
transmission line is fproportional to the square rcoct of the
line frequercy (Equaticn 3.50). Thus as system operating
frequencies increase sc too do the lin2 losses. The devel-
opment c¢f the wavequide provides a viable +transmissicn
channel which exhikits lower lcss at the higher freguencies
than cakle systenms. As the demand for communicatien chan-
nels increased, the ccmmunicaticns industry viewed micrcwave
transpissicn as a prcfitable alternative to increasing the
land 1lirne network andé adopted wavequide technology frer the
c¢riginal radar applications. Today, waveguides have teccme
an integral part of <the world-wide teleccmmunicaticn struc-
ture. Ttey have prcvided the means +o develop vast micro-
wvave systems and tle ever-expanding space communica*icns
capakbilites which significantly contribute tc the lcwering
cf ccnsumer commercial and militarzy long distance commurica=-
tion ccsts. Additicrally, through microwave and satellite
systems, entire naticns typified by a collection of isclated
regicns such as Indcnesia are able *o install affordakle
raticn-wide communicaticn netwerks.

Like artenna and transmissicn 1line systems, waveguides
represent a means of transmitting elsctronic sigrals f£:rcm
cre pcint tc one or mcre other points. While waveguides are
usually treated separately frce transamission lines, they are
in many ways identical. Accompanying any vcltage and
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currept in a line are =2lectric and magnetic fislds. The
tehavior of the <fransmissicn line can bes analyzed in <arms
c¢f tle accompanying el3ct-omagnetic £ilelds betwssn and
arournd ttre wires instead <¢f in <terms of voltages and
current. However, the volitage-current analysis is carried
cut here as it is mcre understandable than the £ield anal-
ysis. A strict analysis of waveguides can only be carriad
cut in terms of the <e¢lectrcmagnetic fields; but because of
the vcltage-current and electremagnetic field relaticnshirs,
analogies tc the trarsmissicn 1line =2quations can ke used
that bcth simplify +the analysis and increase the urnder-
standing of the tehavior of waveguides.
Chapter 2 presented an analysis of antenna systems and
demonstrated that, while anternas transmit their energy in a
referred direction, the rroragated signal is (gernerally)
nct ccnfined to a clcsed path. As a result, tke sigral
Fropagates as an ever-expanding wave such that *he signal
field density decreases at a distance squared rate.
Waveguides, which are nothing more than hollcw metdal tubes,
rrovide a closed path through which the <*“ransmitted sigral
frovagates as a non-expanding plane wave. Thus, if the
wavequide were loscsless, the field density of the plane wave
at the cutput end cf the waveguide would equal <the field
density at “he input side of the waveguide. However, wave-
quides are rot lcssless and the input signal energy tends to
dissipate along the walls of the guide (or abscrbed ty cther
means) as the plane wave G[progpagazes througk the guide.
Eecause analysis of a wavequide is basad orn electromagnetic
wave rpropagation, a trief discussion of wave propaga*icn is
required. The <cross-secticral shape of waveguides can be
rzctangulaz, circular, or other more complex dasigns.
Siace, hcwever, the rectangular waveguide is by far the one
gost ccomcnly used, further discussions will be limited +o
this shape. [Ref. 49)s
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A. WAVES IN GUIDES

Electrcragnetic (EM) fields ars characte-ized ¢ty a
magnitude and direction in space so that they are vec=zer
quantities, Furtherrmcre, an EM field is a combinaticn c¢f an
electric field and a ragnetic field such that each fpoint irn
space has associated with it an electric field vec<tor, E,
and a magetic field vecter, H. When EM wavas propagate in
vacuur tte E and H vectors are always at right angles tc
each ctker at any ipstant in time, and they are at right
angles tc the directicn of propagaticn of the wava. A wave
radiated frcm a poirt source (an antenna) produces such a
wave which radiates as an expanding sphere. In a waveguide,
the sigral energy is confined to +the space within the quide
walls so that rather than prcragate as an expanding srher-
ical wave, the signal propagates down <the guide as a tlane
wave. Tre fields ir a waveguide have similar general grcp-
erties as fields in free space, bu:, because of the confine-
ment cf the fields Lty the waveguide walls, there are scme
differences (Ref. 50].

Ccnfinement of tke EM wave preventis spherical spreading.
Ir free space, where waves spread spherically, +he E and H
vectors are always paralilel +c the direction of wave preoga-
gaticn, Within waveguides twe or more waves are reflected
fack and fcrth whichk prcduces a propagating wave having
ccnpentents of either E field ¢r H field vectors, but never

toth. Maxwell's <squations are the basis for determining’

resultant waves proragated in the waveguide and, ‘tecause
they are partial differental equations, *“here can be mcre
than c¢ne sclution; that is, wmore than one ccnfiguraticn of
the propagating EM field is possible. These configuzations,
called ncdes, may exist separatsly or several may exis<
simultaneously. Ordinarily it is desired to operate the
waveguide with only cne ¢t the pcssible modes o<
propagaticn. ([Ref. S51].
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The rodes of prcragaticn that a waveguide «can sufppcrt
are divided into two classes: (1) transverse elec+ric’
(TE) mcdes and {(2)transvarse magnetic (TU) modes. In +ha TT
modes, the E field is everywhere perpendicular to the direc-
¢ior c¢f prcragation. This means there is no E field ccmpo-
nent parallel to the guide axis. In the TM mode the same is
true for the H field component. Each mode of propagaticn is
designated TE,, or TM,, where m and n are integers and are
called mcde indices. The mode indices are functions cf the
relationshir between waveguide dimensions an transmitted
signal wavelength. Fach operating mecde has associated with
it a cutcff frequency. As the mode index (m,n) incteacses so
tco dces <the cutoff frequency. For example, the cutcff
frequency for TE,; 1is higher than the cutoff freguency fo:
18,,. Fecr various engineering reasons, the TE;jg mode is the
rreferred mcde of tle rectangular wavaguide and yields <the
lowest cutcff frequency for that guide design. (Ref. 52].

1. Cutcff Freguercy

Figqure 4.1 is a2 diagram of a section of rectangular

waveguide. It is customary to derote the larger of *he two

T
1

Pigqure 4.1 Rectangular Waveguide.
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dimersicns ty a, and the smaller by b. The EM field ccniig-

yraticn corresponding to a particular mode that can profa-
gate in the waveguide must have a frequency which is grszats

(o]

than the cutoff frequency, £., £for that particular moide.
The cutcff freguency for a ractangular guide carn be
expressed mathematically as a function of the guide dimen-
sions a and" b, the mode indices = and n, and +the pernme-
ability u and permittivity € cf the medium enclosed by the
waveguide walls. In terms of these quan+tities, the cutcff
frequency is given by

L = (!':')2“(%)2 (eqr 4.1)

where ¢ 1is the velocity of light in vacuunm. It can b2
shown frcm this equation that as the valuss of the mcde
indices decrease €sc  too does the cutcff £frequency.
Conversgly as the size of the guide dscreases, thke cutcff
frequency fcr any given mode increases. It must bs rot*ed
that 3in either +the TE or TM mode for any waveguide the
indices m and n can rever toth be zero. Then, given a > b
it beccmes readily agprparent tha%, as previously stated, the
lcwest cutcff freguercy £fc¢r the rectangular waveguide is
asscciated with the TE , node. Figure 4.2 shows the rela-
tionship of varicus rode cutcff frequencies for +twc values
cf the ratic a/b [Ref. 53]

Exarple 4.1: A typical air filled waveguide (€ = 1
and = 1) has dimensicns a = 8.6 centimeters and b = 4.3
centimeters. The TE, mode cutoff frequency is

8 2
_ 3x10 cm/sec 1 _
fe (1,00 = 2 V(§.6cm) = 1.744CHz

T — w - - .



TE1o TE20
TEo01 TE02
TEyy Tflz
| | )
¥ y | b/a 1
1 2 3
TEqy
10 TE20
l J TE1
[ Y ! & T b/a = 1/2
1 2 3

Fiqure 4.2 Relative Cutoff Prequencies.

The TF; mcde cutoff frequency is 3.488 GHz, which is twice
the TE); mcde cutoff,

2, J§aye Velccity and Guide Wavelangth

in free space or ary &rearly lossless prorpagation
medium whese dimensicns are very large compared 4¢ the
transgissicn signal wavelength, the wave velocity is deter-
ained ornly by the GFermeakility and permittivity of <*he
fropagaticn medium. That is, £for a vacuum u and e are
unity, sc that wave velocity fcr any frequency in free space
is ¢. Ir hcllow-pipe waveguides, however, the wave velccity
dces, in general, vary with the frequency, even wi<h an air
filled cr evacuated quide. Morecover, it becomes necessary
tc distinquish betweer two ccncepts of velccity - “he rhase
velccity and the grocp velocity of wavas. (Ref. 54].

The phase velccity V, is “the velocity with which

+he phase «c¢f the wave advances through the medium. The
qroup velocity vw is the velccity with which energy (or
sventually informaticn) is propagated by a wave. In free
space and c¢n lossless transmission lines Yo and %r are
equal (cr lcw frequency lossy *transmission lines L and %r
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are nearly equal); therz2fcre the distinction bs:twesn +renm
was nct made. In vaveguides, *the two velocities are rzlazed
to eact cther by the expression

(Von ) (Gr) = c2/(pe) . (eqn 4.2)

The ghase velocity in waveguides is expressed in teras of
the cutoff frequency £, and the operating frequancy f such
that:

= < 4.3
\bh M_\/l_(%)z . (egn )

Thus frcom Equaticn 4.2 and 4.3 the fcllowing expressicn for
v is oktained: 5
- {=
- (D)

gr
V.. = . (egn 4.4)

gr e

Since f rust always le equal to or grs2ater than £, if a wave
is +0 prcragate, it is evident <hat Von is never less +han
c/VP€ and V,  is never greater than c¢/Vmpe . Therefcre it
can ke seen that ﬂm is always equal to or greater than ‘r .
It «can tten be showr that <the wavelangth Ag cf a given
rropagating frequency, is greater than the wavelength A, of
the same frequency picpagating in frez space. Therefcre tha
guide wavelength is determined by

Hh

C

lg = m . (egn 4.5)

This value hgis used fcr all dimensioning and msasuremen: in
vavegcides [Ref. S5]).




E. GUIDE OPERATING CEARACTERISTICS

The trensmissicn line -eguations of chapter U4 are in
terms ¢f currents, vcltages, and impedances. The quantities
in waveguides analoccus tc current and voltage in thcse
equations are the H and E fields raspectively.

1. Claracteristic Impedance

Since impedance in «circuits is defired as the
voltage to current ratio, it follows that the analcgcus
guantity in wavequides is the E/H ratio. In fact, this
ratic is called the wave impedance. Furthermore, Jjust as
transegissicn lines have a characteristic impedance, wave-
guides have a characteristic wave inpedance. As can be
demcrstrated by a careful analysis of waveguides, <the char-
acteristic wave impecance fcr the TE,;, wmode is given by:

ZO(TE) = = £12

- (3)

whereM is the irntrinsic ¢r <characteristic impedance of the

medium enclcsed by tte waveguide. Por an air filled or

evacuat=d guide 1 =/p,/€, vhere u, is the permeability

(1. 257x1C-8kenries [fer meter) and €, is the permittivity

(8.854x10-12farads per mster) of vacuum. Thus fecr the air

£filled cr evacuated wavequide, its characteristic wave imfe-
dance is

= 120 . (egn U.6)

Z =
o(TE) \/I_(fc/f)z

I+t can te seen that at fregquencies well above <+he cutcfsf

frequency the characteristic wave imps:dance approaches 120n,
[(Bef. 561,
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2. [Ezcragation Ccpstapt
Frem transmission line analogies it should teccre
evident that waveguides have associated with them & prcrpaga-
tion ccostant, The propagation constant of a waveguide is
given Ly the same gereral equation as the transmission lire
fropagaticn constant, namely:

Y = ¢¥+3i8

where ¥ is related tc attenuation and B is related to thase
delay. As already discussed, twec velocity factors (4, ard
zr )} are associated with waveguides. The phase velccity L
is impcrtant in determining waveguide dimensions &as previ-
cusly pcinted out. The group velocity (V. ) has arc inter-
esting interpretaticr as tbhre velocity cf anpergy or
inforsaticn flow in the waveguids system so +that the
velocity cf coancern regarding gropagation of-data is Vgy and
is determined frem

1-(£,/5)° (eqn 4.7)

For an air filled or evacuated guide Vg = C'Vl-(fc/f)2 . In
ccnjurcticn with this, the phase constant B is related tec Vg
Yy the operating fregquency c¢f the guide such that

B = o\E-(£/5)° . (eqn 4.8)

For air £filled and evacuated ouidss the phase constant is
giver as =znc sz-fg. (Ref. 57].
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Initial assurptions for waveguide analysis inclvée 2
lossless dielectric ard perfectly conducting walls. Under
these ccrditions an expression for the propagation ccnstant
Y is ncrmally derived. Evaluating Y at frequsrncies t2lcw
cutcff yields a purely real rnumber which represents attzava-
tion. At any ffequency above cutoff Y becomes purely imag-
inary. Hcwever, since no guide is perfect, losses do exist
for freguencies akove cutcif. Formulas for attenuation
factczs fcr waveguides can be £ound in many tex*kcoks ard
handtccks. While ¥ =Re{Y} (recall ¥ =y+3B) is extremely
complicated for waveguide applications, the attenuatior
constant  is readily vorkatle. For the dominant TEy, mcde

in rectarngular guides the result is

2
8.7R 2bf,

= —=2 1 +|—%— decibels per meter
bk af

where F is +han surface resistance or the wvaveguide walls;
R =Wl /Om "l=\/“/e e K =\/1-(fc/f)2 » and pu and g, are
the values cf permittivity and permeability of the the wave-
quide wall paterials ([BRef. 58].

fcr an air filled guide the attenuation constant
simplifies to

4.1x10" % VY o fo'm 2bt,
- 1+ .

byl - (fc/f)z af?

I+ can ke <shown that at the cutoff frequency (f= fC } *he
dencsinater is zerc so that attenuation is infirni<e.
Ccnversely, as f ~—» «o the attenuation constant again
tecomes =, Therefcre, there is an optimum freguency which
yields the smallest lcss. Usually, “he ¢perating fregqusncy
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B \A

is chccsen such that it is Dbetween tha TE and TE cu«ctf
10 0l

points.

C. WAVEGUILE SNR

like all other tzransmissicn systems, wavegquide systems
are evalvated in terms of their output signal tc noise
atio. The overall poise fiqure P of a wave guide is found
L *he same mann2r as is done for transmission lines and is
equal to tle inverse of the system loss. Therefore the
roise figure of a waveguide of leng*h £ and an attenuation

e

constant of @ is

1

lo-O.IGﬂ. ,

lo-OJaﬂ_

1he gereral eguation for a system’s output signal-tc-noise
ratic is used so tkat for tke waveguide just described,
sNR=1,0 (1098 4y kT E). It can then be seen that the
gquality cf signal trersmission within a waveguide systam is
a furcticn of the signal frequency, waveguide dimersions,
dielectrcic characteristics ¢f both waveguide wall materials
and tke enclosed mecium material, and the length cf the
guide. 1T¢ gain more faverable SNR values over a given guide
distance the internal walls of the guide can be coated with
a material having a low surface resistance such as silver o:c
gold, rerlacing the existing dielectric within the wavegquide
with cne having a lcewer intrinsic impedance, or both.

An alternate solution which is at the forefront cf tech-
nclogy is tc increase the carrier fragquency to the visitle
light recicn of the €¢lectromagnetic spactrum. The practical
use c¢f this technolcgy is increasing at a rapid rate.
Tharefore, fibers operating in the visible light regicn of
the EM spec*rum are ccnsidered next.
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D. 1TIBE CPTICAL FIBEEL

Cptical fibers are¢ dielectric wavequide structures chat
are vssd tc confine and guide elsctromagneti waves whcse
frequencies are in the visible 1light spectrum. Usuvally
discussicns regarding ths visible 1ight spectrum fccus on
light wavelerngth ratter thar frequency. For visible 1light
th? wavelengths are tetween 0.5 and 1.5 microns({ =m). An
optical fikter <ccnsists essentially of an inner dielectric
material, celled the ccre, surrcunded ty ancther dielectric
with a spaller zefractive index and is referred tc as the
cladding. All optical fibers curcently in use have 2
circular crcss-secticnal shape and are either glass cr fused
silica. Elastics cculd be used but, in general, wouléd@ have
ruch higher 1lcsses due +to ippurities inherent in <he
material. While a variety c¢f waveguide configuratiors car
ke marvfactured, the waveguide confiquration dericted in
Figure 4.3 has teen the one adopted as the most Fractical,
The fiker ccre, having a refractive index n,, is made of a
material which exhibits low attenuation in the visible light
spectrunm. A c¢ladding, which bhas & refractive index n; that
is less thar that of the core's index, surrounds the ligh¢
transgitting core material [Ref. 59].

n
A
mm n
| 80um |r jl _
125um a a
a/2 d/2
"a) Dimensions b) Refractive Index

Figure 4.3 Perferred FO Configuration.
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-~—— core axis

Figure 8.4 Light Ray Input Angle.

The mcst important parameters for specifying ofptical

fiber waveguide properties are: core radius, (2) , the
rumerical aperture (F¥A) defined as NA = ng - nf and is

related tc the maximum acceptable off axis angle for rays
entering the fiber (see Figure 4.4 ), and a characteristic
parameter V defined as V= (2n a/l)'Vﬁ%-ﬁﬂ where A is the
transgitted light wavelenght in a vacuum. The <step index
structvre depicted in Fiqure 4.3 results in multiple proga-
gaticn mcdes which is fcund tc =2qual Vv2/2 and therefore is
propcrticnal to the ccre radius squared and the rumerical
aperture squared. ds each mcde travels through the wave-
guide with a differert internal velocity, & high numbsr of
godes catrses large signal dJdistortion and therefore limits
usatle kardwidth. Thus in the ccntext of telecommunicaticn
systers applications, the step index fiber is of limited
practical use. However, —recent manufacturing techniques
have allcwed the refractive index of the fiber core material
to vary frcom the center of the core to the cladding becundary
regicr ir a specified fashicrm. The pictoral representation
cf this varying index, called a graded index, ir Figure 4.5
illustrates this. Tle physics ¢f the graded index filer are
such that all mcdes have nearly the same group velccity so
that the differentiel mode delay, which tend +to decrezase
fiber bandwidth, is thereby gresatly reduced. Thus for
lone-distarce, high ¢ata rate applications, the graded index
cptical fiter is preferrable. [Ref. 60].
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Figure 4.5 Graded Index FO.

The transmission properties which are cf chief interest
for teleccmmunication use are attenuation and dispersicn c¢f
the irput signal. A brief discussion of these facicrs is
now presented.

Attenuatior ir optical fiber waveguides has histori-
cally teen +the benchmark of rperformancs. The pcwer lcsses
in fiter cptic lines are caused by material absorptiocn and
scattering, waveguide scattering, and radiation 1lcsses,
Material absorption and scattering is mairly caused bty icns
within the glass itself. Waveguide scattering is caused
raiply bty irregularities at the core-cladding irterface.
Cuality ccntrol at thke mwmanufacturing facilitias can lipi+
wavegride scattering losses to less tharn 1 dB/Km. Radiation
losses are caused Lty the bending of a fiber in 2 small
radive cf crrvature. Radiation losses are particularly high
when «c¢atlirg is 1installed withou: plasti cushicning
material surrounding it [Ref. 61].

1¢ zinimize dintrinsic material lossss the fiter is
fabricated in a manner so as to obtain a low concentcation
cf impurities and to match the dielectric properties cf all
compontents within the glass in crder tc minimize scattering
from ccmpcesitional fluctuations [Ref. 62].
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Macro-bendinc ¢f optical waveguides causes radiation
losses which beccme increasingly severe with decreasing ben
radius. The smallest permissible curvature rediu
limited ty the actual fiber strength. Different filkers angd
cables heve different strain-tc-failure propertizss dspzrnd
upen ccnstriction methods and matexials, If a fiber is hent
around a surface of radius R, kncwn as the bend radius, +the
cuterecst edae c¢f ttrte fiber cladding of radius r will be
strained relative +t¢ <the fiter axis by a determinatle
fercertage o, , where s=[(%}%£) - 1] X 100%. For fibers
and cakles to maintain longsvity, the maxiamum differsntial
tendirg strain (0 ) srould rct exceed 0.2% [Ref. 63].

Lue to all the variables it is 4impractical +o
attempt development cf a generalized power loss equaticn for
optical fiter waveguides. Hcwever, as discussed in the
crenirg section cf this chapter for the generic waveguide,
signal attsnuation ir the guide is a function of frequerncy.
From emrirical data it has been coacluded that there are %wo
atterua*ticn minima fcr fibker waveguidses. . These cccur
tetween C.8 and 0.9 mic-ons and at 1.05 microns which are
usually referred to as first and s=2cond windows =zespec-
tively. Currently, attenuation values for optical £ibzcs
range ketween 3 and 5 dB/Km for the first window and 1 d4dB/Km
for tte seccnd [Ref. 64].

2. [Eulse Dispe:ssion

Fulse dispersicn is a distortion corresponding tc a
tand limita*tion cf ¢te fiber and is caused by modal disper-
sion and ma*erial dispersion. Mcdal dispersion is due to
the difference cf grcup velocity of the different nmodes
pcopagating along the £iber a¢ a single waveleng+th. This
effect cen te reduced in multimcde f£ibers +through a graded
refractive index of the core. In practical low-1lcss fibers
ncrmal values of pulse broadening ( tM) as low as 1 narose-
cond per kilcmeter are specified [Ref. 65].
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Mzterial disrersion is associat«2d with the tandwigdehr
of the optical signaling sources and is caused by tkz 9v3zia-
tion ¢£ the refractive irdex with the cptical wavelisngzh.
With ligkt emitting diode (LED) =sourcas mat2rial disg2rision
is the gredominant effect with ©pulse broadening values in
tha 2-5 psec/Km range., If a laser source is used, the tpulss
troadening values can be substantially ilowered {Ref. 66].

Since pulse Lroadening occurs in the fiber as the
light signal prcpagates down the guide, an op=tical fiter
waveguide tandwidth is 1limited by its pulse brecadsning
value. 1Tle fiber system which has an LED source has a tard-
width which varies betweern 10 and 100 MHz. The syster can
ke imprcved by using a laser source which increase +the gquide
tandwidth tc the 500 - 1000 4Hz range [Ref. 67].
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The central theme ¢f this thesis has been the transmis-

sion cf infcrmation ir the form cf 2lsctrical energy. Th=

varicts fcims <c¢f energy transmission have been grcugped
according *¢ the nuzkter of conductors involved arpd include
antenpas, waveguides, and transmission 1lines. Among the
tasks ¢of the telecommunication systems manager is tc¢ chocse
the tyr2 of transmission <channel which will best satisfy
user/system constraints and requirements. The mode chosen
for ary <c¢ne particular application depends on a rumber of
factcrs, such as: (1) life cycle cost; (2) frequency band
ard irfcrmation-carryin capacity; (3) selectivity or
Frivacy cffered; (4) reliakility and ncise characteristics:
and (5) rpcuer level and efficiency. Each of the %transmis-
sior channels has <¢nly some of the desirable features;
consequently, the selection of the channel best suited for a
specific aprlicaticn is a matter of managerial as well as
ngineering Jjudgement. The underlying principles which
decerrine the general characteristics ¢f each transmission
channel tave been presented. It 1is these principles which
tanagers mtst wurderstand toc insure +heir decisions dc no:
adversely iIimpact tte user's mission and +the <systern's
irterded capabilities.

In créer to emphasize wty 1t is necassary to unders+and
the charac*zristics cf the ccomunication chanrel, consider
the proklex of transmitting an ual<tra~high freguency (UHF)
irforeaticrn signal at 1000MHz betwesn twc pcinte 30 miles
apart. Without kncwledge of the various channel character-
istics, cne could errcneocusly choose to use eithar +he wave-
guide c¢r transmissicn 1line as an efficient means c¢f
transrittirg the signal. However, for this particular case,
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the arnterna will be svrerior t¢ either the transmissicn lins
¢z the waveguide. If *he received signal pow=ar in =zech czass
were chcsen as th2 systenm's figure of ma2rit, then fer

ccmparisen it wculd ke found that for cezascnabtly <+ypical
installaticns, the transmitted power required tc prcduce 1
nanowat* at +the receiver's irput would be on the order cf:

1. Trarsmission lines: 10545 watts (55404B loss).
2. Waveguicdes: 1018 yatts (2704B lc¢ss) .
3. Antennas: 50 milliwatts (77dB loss).

These figures were derived frcm an assumed transmissior line
loss of 3.53B/100 £t (RG-19A,U <cablz loss obtained from
Figure 5.1, an assumed waveguide loss of 0.17dB,/100 ft
(rectangular guide lcss oktaired from Figure 5.2), and
transritting and receiving antenras with an effective area
cf 2 square meters (effective antenna gain was obtained from
Equa+ion 2.23 and fourd to ke 24.5d4B =ack). Thus th2 mest
power e€fficient sys+tem over this 30 mile distance is the cne
using antenras, i.e., the free space channel.

These results can be quickly obtained from <he princi-
fles presented in Charters 2, 3, znd 4. For example, givern
the effective area cf antennas, Equation 2.23 is used to
derive tle antenra .gain

. 4an
gain = Area X —5

where Area=zm2 and })=c/1000Mhz. Than +he antsnna gain is

X

a
<80 ¢ ecuivalen%ly 24.54B. Given a distance of 30miles,
the prcpagation rath loss can be determined (Equaticn Z.35)
€0 that

= -36.6 - 2010g30 - 2010gl000 = -126 dB.

(Ly) 4q

165

R T Y P



R~

Thus the antenna gain and gfrepagation path lecss figurizs can
novw ke applied to the power budget eguation {(Equaticn Z.34)
to dexive the required transmitted power (assuming all cttias:
lcsses are minimal). If received TpFpower is 1 rnencwat:
(-904dB&) , then

-90dBW = B, - + 2(24.5dB) - 126dB

so that

Pamp = =13dBW or 50 milliwatts.

It shculd ke noted ttat a reduction in power from -134EW %o
-90dEW <represents ar overall system 1loss of 77d4B. Now
concentratirg on the efficiency of the *“ransmissicn lire,
cre can cbtain a cable's attenuation loss factor frem s+an-
dard curves or tables such as Figure 5.1 extracted <from
Armed Services Electrc Standards Agency Publication ASESA
49-2E. For a Lest case analysis, assume the low-loss catls
FG-192/U is used; tten from Figure 5.1 it can b2 seen that
at 10C0MHZ, the caltle exhibits a 3.54B loss per 100feet.
Thus the *o+tal lcss cver the 30mile transmission distanca is
€5444E. This translates tc a power 1loss of 10-SSe, Tren
applying <+his +to Equation 3.2, the transmitter fower
tequired tc yield a received signal pcwer of 10 -%watts is
108¢Suatts. To analyze a microwave system one can assume
the TE,, mcde is used so that the appropriate atte¢nuation
factcr can be determined. Figure 5.2 is abstracted fronm
Elake's study on standard waveguides [(Ref. 68] and fresents
a few rerresentative examples o0f characteristics of low-lcss
rectangular waveguides currently used in ccmmunicaticn
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Fraquency, MHz

Figure 5.1 Cable Attenuation Curves.

Frequency Dit:::::if) ns CW Power Rating 3“;;;:::::
Range, MHz inches ’ at Midband, kw dB/100 ft ?
960-1450 7.7 x 3.9 20,000 0.17
2600-3950 2.8 x 1.3 2700 0.7
8200-12,400 09 x 0.4 250 4
26,500-40,000 0.28 x 0.14 25 18

Figure 5.2 Waveguide Attenuation Figures.

systerns. At an opera*ing fregquency of 1000MHz the attenua-
ticn factor obtaineé from tte listing 4in Figure 5.2 is
C.17d4B per 100feet sc that cver a distance of 30miles, the
lcw-lcss vwaveguide yields a tctal system loss of 2704B or
10-27, The same eguation used in the transmission lins
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analysis which relates input pcwer to output power (Egua*icn

3]

3.,2) 4is vused tc determine the amount of transmitter rpowe

0

required tc precduce a 1 papowatt input sigral *to th
receiver. Then

10" Ywatts = B, x10~7

g0 that the transzitter power reguirement wculé be
1018yatts,

It should now be apparent that by drawing upcrn *the prin-
ciples c¢f ccmmunicaticn sigpal transmission, the manager of
teleccnmunication systems can gquickly conduct a fairly
representative pcwer analysis of the three kinds of communi-
catien channels. However, in addition to power consiraints,
cther factcrs must be considered.

From +the standpcint of selectivity and privacy, the
antenna affords no general protection £f-om intrusica,
jamming, and interference (unless costly modifications are
made, i.e. spread spectrum transmission) so that in a
hostile electronic ccuntermeasures (ECM) senvironment the
antenpa sys*em cculd prove unreliable. The primary advan-
*age cf anrtenna systems is their suitabiiity for installa-
tion ontkcard highly mobile rplatforms such as siips,
aircraft, and land vehicles. Additionally, the antenra is
+he only link +to spaceborne vehicles. A second and cften
equally important advantage of antenna systems is their
rela+ively inexpensive installaticn costs.
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It has teen demcostrated in the previous chapters thz=

1+ ]
fs 7

the attepnuation characteristics of transmission linss a:

w

wvaveguides exhibit an exponential relationship +to distanc
while artenna fields are inversely related tc the square of
the distance. Therefore, what may hold true fcr c¢ne
distance may not hold true for a different distance with
regard to the most rower efficient transmission channel.
Consider the fcregcing example where the transmissien
istance is now 5 miles. It should now be understcod tha*
for the antenna system the only charge to <+the povwer Ludget
equation will be a decrease in the propagation path loses and
therefore a correspcnding decrease in the required trans-
mitted pcwer. Since the ©prcpagation path is ncw Sriles
{vice 30rmiles) the propagation path loss is

(Lp)dBA= -36.6 - 20log5 - 2010gl000 = -110,5dB.

This is a reduction cf 15.5dB so that the required trans-
nitter fcwer is reduced Lty 15.5dB to -28.5dBW which is
l.4millivatts. 1The tctal waveguide loss over Smiles reduces
+o 454 (0.174B per 100 feet times Smiles). Then the trans-
titter pcuer requirement is found from

Pout = PinL
cr
-9 - 4.5
10 “watts = PinxlO .
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Therefore the transszitter rowar required for a waveguide
syster t¢ produce a 1 rnanowatt signal at the receiver site
Smiles from the trarsmitter is 10" *Svatts. Finally, the
transgissicn line lcss over the <same Smile +transmission
distanc2 is found by multiplying the attenuation loss factor
(3.54E per 100 feet) Ly the distance (S5miles) and is -920dB.
Then frces EF,,.=P;,L fcr P,,=10-9watts and L=-9204B cr 10-92,
+the inpu* power —required fer a Smile transmissica 1ling
system is 1083watts, To summarize, for a received sigrnal
gover ¢f 1nanowvatt at the end of a S5mile transmissicn path,
the regquired “ransmitted power for the three kinds cf ccmmu~
ricaticn channels wculd be:

1. Trapsmission lines: 1083 yatts (9204B loss).
2. Waveguides: 30micrewatts (454B lcss).
3. Antennas: 1.4millivatts (61.5d4dB loss).

Under tkese circumstances the waveguida is clearly +he mest
efficient transmissicr channel to choose. In additicn to
fover efficiency, the waveguide has the added trenefit cf
signal security and creater imrunity to outside interfacerce

than free sgace systems. However, right-of-way ccsts and
fin some cases) iraccessible terrain limit ¢he wuse of
wavaeguides.

Reference 69 presents a similar investigation of the
relationship between the transmission distance and trans-
pitter pcwer output requirements for a given received power
level. Additionally, a ccmparison of the results cbtained
for eack c¢cf the three kinds of <ransmission channels is
graphically illustrated (see Figure 1.3). It shculd b=
ncted that the actual values of the respective curves depend
cn tte pkysical characteristics of each type of line, guide,
¢r antenna at a giver frequency. The dashed sec+inn cf the
antenna curve indicates approximate line-of-sight distances
for the ccnventionel micrcewave relay systems necrmally
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Figure 5.3 Coagparative Channel Attenuation Curves.

installsd. As demcnstrated in the graph, at sherter
distances the waveguide is the most efficient channel while
the artenna performs best at the 1longer distances. =~ I*

appears that the trarsmissicn line 4is genszrally infericr to
the wavequide when ccaparing their respective power lossses;
bowever, the transmission line will propagate signals having
frequencies as low as zero while the waveguide and ths
antenra rave practical lower limits. For waveguides %this
practical lover frequency liaiz is near 30CMHZ,
Thecretically, the wavegquide and antenna cculd be desigred
and kuilt tc operate at the lcwer frzquencies, but, their
Ehysical sizes wculd te all tbut impractical. For exanmple,
at a frequency of 300MHz & waveguide would ke about the siz=s
cf a rcaduway drainage culvert. The practical low-£frequsrcy
limit fcr an antenna is ca the order of 100KHz, altkcugh the
interraticnal OMEGA long-range naviga+ion system and the
U.S. Navy's VLF systenm operate in tha 10-13KHz ramngs. In
general, antennas at these freguencies are usually consid-
ered impractical. PFcr example a dipole or half-wave antenna
cons*ructed to operate at 30KHz would be approximately 3
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miles high. The trarsmissicn line, on the other haznd, is
extremzely practical at these lower fregquencies. It has <he
advantages cf a wavecuide with respect to signal privacy and
immurity tc outside rcise and interference. Additicrally,
the transmission line is rugged, £flexible, and inexpensive
to maintein. For skcrt distances such as a defensive posi-
tion in a tattlefield area, the transmissicn 1line systen
could ke quickly set up and, unlike high gain aptennas,
requires nc time consuming alignment. However transmission
line systens are rarely used in the tactical 1land
envircnment.

The majcr emphasis of this thesis has been to focus on
the grantitative aspects of communication transmissicn chan-
nels (ané¢ associated subsystems) and has provided the means
by which these channels can be analyzed. Tco often, the
communicaticn system is viewed as a transmitter and receiver
pair with little emplesis orn the transmission channel. I+
has been demonstrated that +the communication channel irtro-
duces distcrtion, Ecth attenvation and tims/phase shifts
¢ntc the ircformation signal. With the rising demand fo-
systems capable of ltigker information transmissicn rates,
the ccmmunication channel <can (and often does) tecome the
limiting factor influencing overall systsm perfcrmance.
Therefcre, from a managerial perspective, it is impcrtant
that ccnsiderations regarding +the charnnel be &squally
weigh+ted with considerations regarding the transmitter and
receiver segments of a communication system. The purpcse of
this thesis has teen to present the engineering fundamentals
cf thke ccmmunication transmission <channel such that the
impact <c¢f managerial decisicns regarding communicaticns
glanring and communication systeas planning beccme
understandatktle.
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Naval ccmmunicaticns depend largely on free space frcga-
gaticn ckanrnels for informaticn transmission. As mors and
gore ccmgunicaticn systems are fitted on naval ships and
aircraft, the phencmena <¢f radio frequency interf o
(RFI) and electrcmagretic interfersnce (EMI) become signifi-
cant. A greater understanding of +*he system SNR change
caused ty &an increased numker c¢f active +transmitters will
provide the communicaticns manager with +the tools needed to
understané¢ and perhags solve cr at least reduce the RFI and
EMI effects.

Anctler issue which needs addresssing is the Navy's hzavy
r2liarce ¢n satellite communications. The fact that present
comnunication satellites are vulnerable to at*ack by hcstile
forces wtich can negate the overhead chaananel has been Lighly
publicized. Therefcre, the only present alternative for
ship-tc-shcre communications is the HF nset.

Successful HF cosmunications is highly dependent on the
cempcsiticn of <the ionosphere whera. usable propagatior
frequencies vary seasonally as vell as diurnally.
Furtherncre, should a high altitude nuclear detonation
cceurs, the resulting electrcmagnetic pulse (EMP) would
disrupt the ioncsphere to such an sextent +ha* amauch of the
radioc frequency spectrum wculd be unusable for pericds of
time.  The EMP would affect an area whose size would depend
on factors which are reyond the control of ths communication
systex user. The picblem for the communications manager is
to understand potentisl disrurtions caused by EMP, ard %o
select alternate strategies +t¢0 be used when effects due to
E4AP and cther interference cccur.

It shculd be noted that n¢ communication trarnsmissicn
channel is purely a +transmitter-to-antenna ¢r antenna-to-
receiver ccnnection. The two are connected by either trans-
missicn 1lines, vaveguides, or both. The imrpact of
envircnmental ccnditions on +these elements must alsc be
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considered, especially in an EMP environment. Bow dces an
EMP affect the SNR of a waveguide or transmission line? Th2
cptical fiber, once considered immune to EMP, is pressently
under examination tc¢ determine the extent of its EMp

reactions.
In cecnclusicn, the telecommunicatior systems marnager
must consider the oljectives c¢f +the user. His decisicns

rust ke cost effective and produce reliable and main*tainatle
communications. The ultimate decision must be the mirimun
accecptatle perfcrmarce level of the systsam, and this can te
tased (tut not necessarily) on the syst2m's SNR. TLke trans-
rissicn ctannel 4is an integral part of any communication
syster. The SNR of the system can be significantly influ-
enced ty the transmission channel which, regardless cf tech-
nclogy, attenuates and delays all signals. By understanding
the transmission charnel, which is the critical part of tha
communicaticn system (especially in a jamming envircrment),
the ccamunications gapager will more effectively devise a
robust system with appropriate signal routing schemes and a
system restcraticn plan based on priorities and prcécccls.
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APBENDIX A
PASFTIIAL DIFFERENTIATION

There are many instances whers a quantity w 3is deter~
pined bty a number of cther gquantities. For example, the
volume V c¢f a right circular cone of radius r and hesicht kL
is given Ly

=lpr2
v 3nr h.

The values ¢f r and t can ke assigned independently of each
cther and cnce specific values have bsen assigrned a ccrre-
sponding value of V is dstermined. Thus V is a functicn of
r and h; In general, 4if w is uniqu=ly determined whern the
values of two indeperdent variables x and y arse giver, it is
said that v is a function of x and y and is written as:

w=£f (x,Y).

It <should te clear that as leng as the value w is rot
constant for all (x,y) pairs, then as the value fcr either x
€r y charges so too dces the value of w. Thus the change in
w is related to bectk x and y such that the change iz w
{dencted dw) is the <change in <+he <function value with
respect to the chance iz x and the change in y. This is

Writter as:




where 9 is +the notaticn for the partial derivative c¢f <h=
functicr. 1Iwo of the more important rules of partial deziv-
atives are that in general ’

2y, 3%

32?32
and

v dw

IXy ~ yIX

uhere)zu indicates tlte second derivative cf the func*ticn vw.

[Ref. 70].
Fcr exasple, if

v = 3ry
then
%;‘i— = -:1;"(2x)y
and
y 3 ’
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