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V..i.

A NSTBACT

his thesis presents the fundamental communication transmis-

uion Ezinciples which define the performance characteristics

cf the tzansuission channel. The subject matter is divided
into three categories (1) antennas, (2) transmissicn lines,
and (3) waveguides. The scope of presentation is results
oriented rather than the traditional theorem and prcof

approach. While tte results are quantitative in nature,
consideraticn of the underlying principles as well as the

advantages and disadvantages associated with each transmis-
sion charnel are presented. although technical factors are
cften tke tasis upon which decisicns regarding communication

systeis are made, it is evident that the telecommunication
sys'6%. manager must understand the fundamental principles

cf the transa:_ssion channel in order to effect viable solu-
tions to telecommunications management problems.
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IN INjDUCTION

The advent of the Information Age, coupled with an

upheaval in the world econcmy over the past decade, have
placed ar ever-increasing emphasis on the corporate teleccm-
municaticns systems ard on the management of those systems.

All teleccuwunications systems are designed tc convey infcr-
maticn frcs one point to anctber. In almost every case, the

inforuaticn content cf the signal is nct used by the tele-

commuricaticns system itself. Rather, the systes is
designed tc accept irput data ard structure it into a format
that can be quickly, econou" .L.y, and accurately trans-
mitted tc a destination. T. information transmitted over
teleccmmunications systems ra is from voice, telemetry, and
facsimile data to complex cerleaved data messages.
Purthermcre, telecommunications systems vary considerably in
their designs and ccmponents with regard to technology,

electxrcnics, and metbcdologies. Despite the fact that there
is such a wide range of input data and large diversity in

the design of telecormunicaticn systems, they have signifi-
cant features in common. Fundamentally, all telecommunica-

tions systems exist to transmit information from one point
to one cr s.veral points. Moreover, when viewed function-

ally, these systems kave coumcn structures.
Any telecommunications system consists of three tasic

functional components. The first component, the trans-

wittez,accepts an input signal, modulates a carrier signal,
and provides the power required to transmit cver the ccmmu-

ricaticns channel. The second component, the channel,

provides the path over which the signal travels. The last
component, the receiver, extracts the signal from the
channel, demodulates the carrier, and delivers the restruc-
tured original signal as its output. [Ref. 1].

10
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%hile advancements continue to be made throughout -.h=

electronics industry, for exarple receiver and transmitter

techaclogy, there is less that can be done to increase the

speed and frequency response cf present day communicaticns

channels. The result is a greater need for an understanding
of ccmmurication channels by telecommunication systems
managers. The purpcse of this thesis is to present the

fundamental communications signal transmission principles in
a manner that is relevant to the manager's systems approach

to decision making.

1. IEPECACE

No study of am intrinsically technical subject is

approachable without mathematics. However, this thesis is
written frcr a managerial perspective and, while essentially
zathematical in nature, is limited in scope to emphasize

areas considered fundamental to the underlying concepts of

signal transmission in the field of communications. The
approach therefore tends to be results oriented vice a

traditicnal rigorous presentation of theorems and prcofs.
Additionally, presentation of each subject area begins with
simple, ideal situations and progresses logically tc the

sore coirplicated, general case.

P. IZBES OF STUDY

A large majority of the publications pertaining to

communi ftions signal transmission grossly characterize thq
eiectrcmagnetic propagation channels as either guided or
unguided. Generally, in an unguided channel an electrcmag-
netic field is generated by an antenna and propagates freely

in a medium with rc attempt to control its propagation

pattern. A prime example of the unguided channel is the

space cannel in which the medium involved may be free

11



[1

space, tke atmosphere, or the ccean. In the guided channel,
the ccmmunications signal is also transmitted as an electro-

magnetic field; however, its propagation is restricted to
the ccnfines of a clcsed path or "pipe" from the transmitter

to receiver subsecticn of the communication system. Guided

channels can be further subdivided into three categories

which include 1) transmission lines, 2) waveguides, and 3)
fiber optics. A less traditicnal and more subtle methcd of

differentiating the prcpagation channels is by the number of
conductors involved. There exist numerous cases whereby
signals transmitted via antenna systems behave as guided

waves (Ref. 2] thus, this thesis groups transmission chan-

nels according to the latter method as follows:

1. Antennas : zero conductors with energy

propagating in the space between transmit-

ting and receiving antennas.
2. Waveguides : one conductor with energy

propagating within the boundaries cf the

guide.

3. Transuission lines : two or more conductors.

7he study of the transmission channels formally begins

with Chapter 2 which focuses on antennas. Noiseless systems

are first discussed with emphasis being placed on the devel-
opment of the power tudget equation. Line-cf-sight communi-

caticn distances are explored and applied to a one-hop
microwave system. Also covered in this section are satel-

lite ccmrunicaticn principles as they relate to the power

tudget equation. The concept of system noise is then intro-
duced and an analysis of a multi-hop microwave relay system

is presented.
Chapter 3 deals with transmission lines and is presented

from a circuit theory viewpcint. Discussion begins with the
low frequency model and development of the propagation

12
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constant in terms of signal attenuation and phase shift or

time delay is undertaken. The skin effect model is also

explcred. The chapter concludes with an introducticn tc a
transmission line's digital transmission rate.

T"e %aveguide is presented in Chapter 4 which begins
with an introduction to the principles of electromagnetic

field prcpagation. The plane wave is considered and the

guide's zodes of operation defined. A short section is

devoted to the deterinaticn of guide cutoff freguency.

Signal attenuation and time delay are developed through
analogies te transmission line characteristics. A brief

discussicn cf fiber optics, which is considered a special

class of waveguides ends the chapter.
The concluding chapter of this thesis investigates the

major advantages and disadvantages associated with the

varicus ccmmunication transmission channels. Conclusicns

regarding the relative importance of communication channel
considerations are presented in the context of a total t.le-

communicaticns management scheie.

C. CRITICIL ASSUIPTICUS AND PIUCIPLES

Nearly all of ccmunications theory is rooted in the

science of mathematics. To underscore the fundamental

concepts of signal transmission much of the rigorous mathe-
satics ercccntered in a more traditional approach to the

subject has been minilized. To this end several key assump-
tions and transform analysis principles are applied

throughcut the remaining chapters of this thesis.

Communication transmission systems, and ccm.unica-

tion systems in general, deal primarily with time functions.

These time functions or waveforms can be represented as a

13



summation of purely sine and cosine functions according to

the Fcurez Series expansion:

f(t) ao+ Yj[ancos nuct + bnsin nt] (eqn 1.1)

where Wo is the fundazental frequency of the signal. Thus,

the Icurier Series expansicn is the sum of all frequencies
which cciprise a given signal. These signals are viewed as

a coukinaticn of a furdamental frequency plus all harmonics

cf that frequency. The ao term represents the dc level of
the signal. Since all frequencies present in the signal

will rct be in phase at all points in time, they are written

as having two components, sine and cosine. Then, for any

given harmonic n, the an and bn terms represent the magni-

tudes of the sine and cosine portions of that harmonic.

Under ncrmal circumstances, discussions of communication

systems tend to not deal with the time domain behavicr of

the signal tut rather with the frequency domain behavicr of
the sigaal. Therefcre one must be able to convert or trans-

form time function signals to frequency domain signals. The

tool -co tsed is the Fourier Transform and is defined as

F(oz) f J (t)e' dt . (eqn 1.2)

It can then be seen that every function of t has with it a

corresponding functicn of frequency, w . Likewise ths

Inverse Fourier Transform,

f(t) = 2 1r F(()eJ()td (eqn 1.3)

shows that for every function of , there exists a ccrre-

sponding function of t. (Ref. 3].

14



Communication systems are intended as a vehicle for
the transmission of informatic whose parametric values at

the systems level are relative to the frequency domain. Tha
Fourier !ransform is the single most important tool which

allcws mvement from the time domain to the frequency domain

and is used extensively to describe the frequency content of

a given signal. As a result, a system analysis can be
conducted which describes a system's effect on the informa-

tion signal in terms cf signal frequencies.

2. Linu . zi

In general, a system is defined as a set cf rules

that asscciates every input time function with an output

time function as shown in Figure 1.1. The source signal is

designated f(t) with g(t) representing the output signal or
syster respcnse due tc the input. - This is usually written

as f (t)->(t).

f(t) g(t

Pigure 1.1 Block Diagram of a System.

This thesis is based on first order analysis and
therefore all systems discussed are assumed to be approxi-
mately linear in nature. To this 9nd, the dafinitions which

follcw apply.

A system okeys superposition if the output or

respcse of the system due to a summation of inputs is equal
to the sum of the responses due to the individual inputs.

15



That is, given that f(t) results in a response of gl(t) , and

that fit) causes an output of git), then the output due to

ft)+f~t) is g(t)+g4t). In mathematical notation, superpo-

siticn is defined as (1ef. 4]

Similarly, a system is considered linear if it obeys super-

position. Combining the concepts of superposition and

linearity, it can te shown that for all values of the
constants a and b (Ref. 5]

af 1(t) +bfit ) --4pa g,(t) + bgjt).

ill systems discussed are considered time invariant.
That is to say that the system response due to an input is
independent of the actual time the input occurs. In cther
words, a time shift in the input signal results in an equal

time shift in the response. Thus it can be shown that if

f(t)- g(t), then f(t-to)-- g(t-to). Systems composed
of purely resistive, capacitive, and inductive elements are

time invariant provided their component element values do

rot vary with tite.

An important and helpful concept in systems analysis

is the irpulse or Dirac delta (6) function. Simply stated
the impulse function is defined as

{ = for t = 0

0 for all other t

16



such that the total area under the impulse function is

unity. Eathematically then

J b(t) dt 1 1

which also, as it turns out, is the Fourier Transfcrm of the

impulse function. It can be seen that any signal in the

time domain can be divided into equal time segments.

Furthezucre, these time segments can be viewed as heccming
infiritely small such that the segment approaches a point in

time. 1herefore, any time signal can be considered to be a
series of impulses. The purpose of systems analysis is to

determine the response the system has to the input signal.

If the input signal is viewed as a series of impulses and
the system is considered linear, then the response due to an

impulqe is all that is needed to describe the system.

However, as previously stated, the over-riding factcr in an
analysis of a communication system is the system's effect on

input frequencies. This is accomplished by studying the

system's response to an impulse. [Ref. 6].
If the iwpulse response of a system is called h(t),

then the Pocrier Transform H(0) indicates the system effect

cn the impulse and is called the system function or the

transfer function. Simply stated the transfer functicn,
H(w), of a system describes the effect the system has cn an

input, Za) , to prodice an cutrut, G(w), and is the ratio of
the cutput to input in terms cf frequency. Mathematically,

G () -H (w) F (o).

17



'4. pgibel an Jgarithmi C 12atioZ

As will be sbcwn throughout the thesis, one of the

more impcrtant aspects of the ccmmunications channel anal-
ysis is the subject of signal power and how the system

affects it. Generally, the system either amplifies or

attenzates the signal power so that a system's cr ccmpo-

nent's gain (loss) can be written as the ratio cf output

pover tc input power. Letting G denote the gain and P. and
Pin represent output and input power respectively, then

Pout
G = -i

Pi n

Thus if the power gcing into an amplifier is lwatt and the
output is 100watts the power gain is 100. Normally,

however, ccmmunicaticns system characteristics are expressed

in terms of decibels (dB) vice the raw gain or attenuation

figure. The dB notation is used extensively throughout the

thesis ard so requires some explanation.
The decibel is defined as one-tenth of the funda-

mental division of a logarithmic scale for expressing the
zatic cf tuc amounts cf power [Ref. 7]. But, in general,
any unitless quantity in the context of system analysis can
te expressed in decibels according to the fcllowing equation
where N denctes the Dumber of dB's and x the unitless quan-
tity,

N - 10log x.

Normally then, system analysis compares some initial power
level tc the final system/component output level. This

18



initial zeference pcint can be given in terms of elther

watts or a dB reference level with Ivatt equal to OdBW or

laillivatt equating tc Od~E

Additionally, because dB notation is used so often,
the laws cf logarithms are an integral part of analysis

develcFeent. Logarithms derive their usefulness in computa-

tion since they allow oultirlication, subtraction, and expo-
rentiaticn to be replaced by simpler operations of additicn,

subtracticn, and multiplication respectively according to

the fcllcwiug (Ref. 8]:

lcg(xy) lcg(x) + lcg(y)

lcg(x/y) - log(x) - lcg(y)

lcg(xe 7 ylog(x)

19



In ccmiunication systems where the transmitter and

receiver are not physically connected by conducting

elements, the carrier wavefcra is propagated from the trans-
sitter tc the receiver by use of antennas. An antenna is

simply a transducer which ccnverts electronic signals into

electzcmagnetic fields and vice versa. Thus a signal begins

as an electronic signal at the transmitter and is ccnverted

to a Frcpagating electromagnetic field at the transmitting

antenna. This electrcmagnetic field propagates as an ever
expanding plane wave, through the medium separating the

transmitting and receiving antennas. As a result, the

amount cf pcver contained within a given area of the trans-
mitting medium (field density) decreases as the distance

between the transmitting antenna and the area under consid-

eraticn increases. Thus as the distance between the
receiving and transmitting antennas increases, the power of

the electrcmagnetic field impinging upon the receiving

antenna decreases. 7ke receiving antenna, in turn, converts

the electrcmagnetic wave back to an attenuated (reduced) -

version cf the electronic signal produced in the trans-

Kitter. It should be noted that in addition to the intended

transmission signal, other signals including background

noise axe present and impinge on the receiving antenna

inducing unwanted vcltages. Therefore, not only is the
commumicaticn signal being received attenuated, but also it

is inherently noisy as depicted in Figure 2.1

20



Attenuated
and noisy

Electronic electronic
signal si1gp

I ,{Evr-expanding
-.ransmitter electromagnetic Receiver

fi.eld

Pigure 2.1 Signal Transmission via Antennas.

I. TBANSHITTING ANTENNAS

A transmitting antenna converts an amplified carrier

signal intc a prcpagating electromagnetic field. This field

is transwitted by the antenna as a propagating plane wave

with a prescribed pclarization and spatial distributicn of
its field pcwer density. The spatial power distributicn of

a transmitting antenna is described by its antenna pattern
which is defined as

W power transmitted per unit solid (eqn 2.1).Of angle in the direction

where , are tke elevaticn and azimuth angles relative
to a fixtd coordinate system whose origin is the center of
the antenna (see Figure 2.2 ). The antenna pattern indi-

cates tte amount of field power that will pass through a

unit solid angle in a given direction from the center of the
transmitting antenna. A solid angle of a cone inscribed on
a sphere cf radius B is given by the surface area of its
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Figure 2.2 Antenna Geometry.

spherical cap divided by 52 and is measured in units of

steradians. The solid angle cf an entire sphere of radius R
is the spherical surface area (47rR 2 ) divided by R2 which

results in 47r steradians. Therefore an antenna pattern

[W( ,e 1 ) ] can be restated as the amount of power which will

pass thrcugh a unit solid angle (1 steradian) in a given
directicn ,) from the antenna center. The antenna

Fattern is usually normalized by comparing it tc an
isotrcpic artenna of equal transmitted power, to form the

antenna gain function g( I,0J) and defined by

= power per unit solid angle of (eqn 2.2)
an Isotropic radiator with
equal total transmitted power

In isctrcpic r.diatcr is an antenna which radiates equal

amounts cf power in all directions. (Ref. 9].
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refine PT as the total pcwer transmitted by an antenna.

7hen FT can be detezmined by summing the power over all

points on the unit sphere cr, more conveniently, by inte-

grating over the unit sphere, that is,

PT =f ( ,oIld (eqn 2.3)

where dQ represents the differential of the solid angle. It
can he shcwn that the length of an arc inscribed on a circle

cf R zadius by a radian angle e is given by:

length - RO.

Then a change in elevation angle (do I results in an arc of

length do, on the surface of a unit sphere (P=1).
Additicnally a change in the azimuth angle (doS) results in

an arc of a length that is dependent on the applied eleva-

tion angle such that:

length = cos 0 do

Then

di = cos 1 dofdo

as depicted in Figure 2.2 . Therefore Equation 2.3 can be
rewritten as

Off/l2

PT ffJW02 0o3 )Cos 0 ~lo
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lhe total power per urit sclid angle of an isot-ccic

radiatcr with total rcwer PT is found by dividing tbe total

powuer by th number cf steradians contained within a sphere

which is 41r. Thus Equation 2.2 can be written as:

(=' )-. (eqn 2.4)
PT / 4 r

It can be seen that the gain function of a transmitting
antenna is then simply a ncrmalized version of its antenna
Fattern . Therefore, if the gain function is integrated
cver the unit sphere it yields the same value as . 2)

integrated cver the unit sphere such that:

fg(,,) dd . (eqn 2.5)
T

Now V(4. 0j) intecrated over the unit sphere yields the

total transmitted power PT sc that

cr

g( ,~dQ = 4 ir .(eqn 2.6)fuit

Therefcre, the volure under the gain function surface iS a

ccnstant. This implies that if the gain function is

increased in one direcion, it must be suitably dscreased in

cther directions to maintain the constant integrated value
cf 41r. [Ref. 10].
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Mcst transmittirg antennas are designed to transmit

their radiated field in a specified direction. Thus the

gain function is usually peaked along what might be called a

Frefetred direction and such a peak is referred to as the

antenna wain lobe. Transmissions in other directions are

called sidelobes and usually represent power transmitted in

unwanted directions. Figure 2.3 is a typical parabolic
antenna rattern plotted as a function of azimuth angle in

degrees, for the elevation plane 0= 0 and shows the mainlcbe

in the fcrward direction.

1-3

c -20

-30

20 15 10 5 0 5 10 15 20

#;, (degrees)

Pigure 2.3 Tarabolic hntenna Gain Function.

The actual antenna gain function is a cumbersome

description of the antenna radiated field pattern; often

simpler specifications are used such as antenna gain and

field of view. The gain g of a transmitting antenna is

defined as the maximum value cf its gain function:

g = max g(, 0 (eqn 2.7)
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and is usually stated in decibels. The antenna fisI d of

view is a measure of the solid angle into which all cf the

t-ansmitted field pcwer is concentrated. In other ucrds,

the field cf view is a measure of the directional prcper-.ies

cf the antenna. For simplicity the field of view is defined

as the sclid angle f1 ) through which all the radiated

sower wotId pass if the antenna pattezn in this angle was

constart and equal tc its maximum value. Thus Figure 2.3

would be interpreted as shown in Figure 2.4. That is tc say

that OFVnmax W(x,4l0]--PT or

mx (aeqn 2.8)

However frci Equations 2.4 and 2.7 it can be shown that

fl =--steradians . (eqn 2.9)

2 -10

o -20

.,S -
-4

20 15 10 5 0 5 i0 15 20

0, (degrees)

Figure 2.4 Ideal Antenna Gain Function.
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field of view is therefore inversely related to gain. This

means that high gain antennas exhibit narrow fields of viaw.

Rather than using the solid angle field of view, discussicns

and specificaticns regarding antennas can be more easily

dealt with in terms cf the planar angle beamwidths which are

given in terms of radians cr degrees and are defined sepa-
rately fcr azimuth and elevation planes. For example, the

antenna pattern in Figura 2.2 has a main lobe azimuth beam-

width of 40 measured at the 3dB poiats. For a symmetric

gain pattern which is obtained by rotating the azimuth gain

pattern about the aziguth axis, the planar beamwidth (desig-

nated *b and given in radians) is related to the solid angle

field of view (in steriadians) by

FV = 2'Cl-cos(,b/2)]

which, uscing the trigonometric identity (cos2a=1-2sin2 a) can

be written as

SFV= 4K [1-cos(Ob/2)]•

The n

1FV= 41r[sin2 (b/4)] . (eqn 2.10)

It can be shown that for very small values of x, sin(x) x.
Thus where O is very small

FV 4 b
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Then

7herefcre, when given a transmitting antenna's field of

view, the planar beammidth O can be determined (in radians)

by the equation

b = 4 FV (eqn 2.11)

provided it is known that b s small and the spatial gain

;attexn is sysmetrical. (Ref. 11].
Nc transmitting artenna is an ideal, icss free radiatcr.

Thezefcre, the power PT radiated by it is less than the
power fed into the artenna input terminals. It then becomes
converient to define an effective antenna transmitting gain

relative tc the power actually coupled into the antenna
input terminals. The power fed into the input terminals of

the antenna is denoted Pt. Thus the effective gain function

is defined as

) ((eqn 2.12)

This means

9(0 r ( gp j) (eqn 2.13)

where Pr=FT /Pt is the antenna radiation efficiency factor

and, in essence, is a measure of the radiation losses cf an
antenna. It shculd he noted that pr<_1 , so that the effec-
tive antenna gain is always less than the gain g cf the
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antenna pattern. Typical radiation efficiencies arf on the

crder of 0.90SPr-O.SS- ccrresponding to a rsducticr of

about O.EdB in qain. (Ref. 12].'
The antenna gain function permits simplified calcula-

tions of the amount of transmitted field power that will

impinge cn a perpendicular (normal) receiving surface of

area A, located a distance D in the direction ( L' *D) from
the transmitting antenna (Figure 2.5). Letting PA represent

the pcwer impinging cn area A, Equation 2.1 can be employed

so that

P A = W( 0 r 3 ) Qa

which states that tke amount cf power PA is equal tc the
amourt cf power transmitted per unit solid angle in the

direction (0, ) multiplied by fl. solid angle that subtends
the scrface of area A.

I . [. 9(a (41,0/a

Figure 2.5 Antenna Propagation.

when the distance D is much larger than the largest
dimersicn cf the surface of area A, then the latter approxi-

mates a section cf a spherical surface and total solid angle
subterded by the surface area A is equal to A divided by the
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distarce sqgared, that is,

Therefore

Using Equations 2. 12 and 2. 13 it can be seen that

[ P, P_ g( ,, A . (eqr. 2.14)

he quantity in brackets has units of power per area and
thus represents the pcwer density, called the field inten-

sity cr flux density of the propagating electromagnetic

field at tte distance D in direction Ol)" The numer-

ator is cften referred to as the effective isotropic radi-

ated pcwer IEIRP) in the direction (# ,* *) and represents

the equivalent power which an isotropic antenna must

transwit in order to achieve the same field power density at

a distance r from the antenna. Then, EIRP can be written

as:

EIRP = Pt P g (
.Oj

'  )  (eqn 2.15)

It should be noted frcm Equation 2.14 that when propagating

in fiee space, the electromagnetic field intensity decreases

as a functicn of the distance squared. (Ref. 13].
An irtrnnsic property of any antanna is that its trans-

mitting field of view at a signal wavelength A is related to
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the physical area of the antenna A by

FV = (eqn 2. 16)

where Pap is the antenna aperture loss factor. This aper-

ture lcss factor accounts for antenna diffraction losses

with values ranging from 0.5 to 0.75. Therefore, substi-
tuting Equation 2. 16 into Equation 2.9 means that the

antenna gain is giver by

g = t4WPAa (eqn 2.17)

lavelength is related to frequency (f) by the equaticn c= X f
where c is the velocity of an electromagnetic wave traveling

in a vacuum and has a constant value of 3x106  meters p'-r

second. Then

g = 4{f) p Aa (egn 2.18)

It is now readily apparent that for a fixed antenna size, as
the cperating frequency increases the antenna's gain

increases and its field of view narrows. Alternately, for a

specific carrier frequency, higher gains and narrower field
cf views require larer antennas. [Ref. 14].

1. RDCJIVIG AITENUIS

In tke previous section it was shown that transmitting

antentas ccnvert electronic signals to electromagnetic

fields and radiate them as power which decreases in field

Intersity as the distance from the antennas increases.
Similarly, a receiving antenna converts impinging electro-
sagnetic fields to electronic signals whose pcwer is
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proporticnal to the intensity cf the field power intercepted

by the receivirg antenna. Like transmitting anternas,

receiving antennas have a fixed coordinate system with the

crigin iccated at the center of the antenna. Unlike trans-

itting antennas which are considered point sources,
receiving antennas are described in terms of an effective

area '(A , ) which is a function of the directicn Cf

arrival (*#,4) of tle plane wave, referenced to the anten-
na's coordinate system. The effective receiving antenna
area in the directior (4, *) is then defined as (ef. 15]:

power observed due to the field

A( ) = from the direction ) (egn 2.19)
power density of the fre'd

As Figure 2.6 illustrates, the antenna area is a func-

tion of the direction angles (OP Additionally, the

antenna area includes associated antenna losses and polari-

zation mismatches with respect to the electromagnetic field.

0C
a) (00,00) b) (450,45') c) (450,900)

Pigxre 2.6 Circular Deceiving Antenna Geometry.

The effective area therefore describes a receiving pattern
cver all directions from the antenna coordinates. 7he

taximuu area

Am =ax A(2.20)
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is the largest area presented to arriving fields. This

maximum area is less than the physical antenna area Aa due

to the receiving aperture loss factor pa. This ape:~ur

loss factor is due tc diffraction, and

Am = pmAp . (eqn 2.21)

From the Rayleigh-Carson theorem of transmitting and

receiving plane wave antennas [Ref. 16], it can he shown

that

A( fib) = (Op,,) (g .
______ (eqn 2. 22)

Am g

where g( 4o. 0) is the antenna gain function that would
result if the antenna were used to transmit signals. In

general it can then be said that, except for scaling

factcrs, and antenna's transmitting and receiving patterns

are the same, and tie ability cf an antenna to receive from

a given direction equals its ability to transmit power in

that same direction. From Equation 2.17, where Aa is the

antenna physical area, and the reciprocity principle it can

te seen that Aaz= AP so that

4m= n" Pap= 4, r

cr rewritten in the fcrm

2
Am _ I.!L (eqn 2.23)
g 4vn"
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and subs14tcting into Equation 2.22

A(..,.;) = . g(0,,) • (eq. 2.24)

This then relates antenna receiving area pattern directly to

the gain pattern and the operating frequency. Furthermore,
the difference between the receiving antenna area function

and the antenna gain functica is )2/4r . Now recalling

Equaticn 2.9 and substituting according to Equation 2.23,

QFV= ;&A . . But from Equation 2.21 Am- paAp, so that

2
L (eqn 2.25)

FV Pa pAp

which is tle solid angle associated with maximal power

reception of the receiving antenna. This then implies that
directicrality requires high operating frequencies in crder

to obtain antennas of reasonable size. Thus the design of
receiving antennas can be equivalently stated in terms of
transmitting antenna gain patterns. Therefore, if a
receiving antenna is required to have a given field of view
it can he designed as if it were a transmitting antenna with

the same field of view. For example, an antenna with the

pattern shown in Figure 2.3 wculd collect transmitted power
frimarily cver a 40 beamwidth as measured from the 3dB

points. (Ref. 17].

C. BECE:IED POWER

The actual amount of carrier power that can be trans-

mitted tc a receiver is a key parameter in assessing ccmmu-
nicaticn system performance and controls management

decisions regardinc equipment specifications, link
distances, cperating frequencies, and construction ccsts.
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Figrze 2.7 is a typical communication system which cper-

ates at a fixed carrier frequency ft. Within the trans-
titter, the information signal passes through a transmitter

power amplifier which produces a modulated carrier signal

with carrier power Pamp. The carrier power is the output of

D

Transmitter Receiver

(fc ' Pamp)

Pigure 2.7 Transmitting and Receiving Channel.

the transmitter and is coupled to the transmitting antenna

terminals ky means ci either a waveguide or a cable. The

power ccrpled to the antenna Is given by

P P LT (eqn 2.26)

where LT account for the guide or coupling losses at the

transmitter. From Equation 2.15 the EIRP of the transmitter

in the direction of the receiver is

EIRP = P gt(eqfl 2.27)

where pr is the radiation loss factor of the transmitting

antenna and g(, ) is the transmitting gain function in

the direction of the receiving antenna, located scme
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distarce (D) away. As demonstrated by Equation 2. 1I, thea

power density Pden arriving at the receiving antenna after

Fropagating a distance D is given by

eden = EIRP (egn 2.28)

Issuming that propacation cf the plane wave is through a

tedic ctber than a ;erfect vacuum, an additional loss (La)
gay be experienced due to atmospheric absortion, rainfall,

etc*. Tbus the ;ower density is reduced by a factor La such

that

E IRP

Pdn = TLa • (eqn 2.29)
dn 4irD2

It should be noted that for free space La-1 which equates to

Do lcss. The power collected by the receiving antenna

Fresentirg an effective area A( , ) to the arriving rlane

wave is

I €

and frcm Equation 2.24 for A( it can be seen that

Pant = Pden g(' 9i (eqn 2.30)

Durirg conversion from the electromagnetic field to an

electronic signal, a portion of the intercepted power is
lost and accounted for by introducing a loss factor Lr

Thus received power P r is

Pr =ant Lr
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and free Equations 2.26, 2.27, 2.29, and 2.30 it can be
shown that total ccllected carrier power at the output

termiral of the receiving artenna is given by

( Lt~r) gg( q6 Lr (eqn 2.31)

It becces convenient to interpret

Lp =- - - - (eqn 2.32)
4wD 2 4r 4irD /

as free space prcpagation lcss so that Equation 2.31 can be

iritter as

Pr = Pamp r LtLaLpLrgt (095) gr(

Assuming the antennas are properly aligned (0 ' = so
that the transmitter and receiver directions are at the peak
cf the gain functions,then Er can be written as

P = P p L Lrg (eqn 2.33)r amp Pr t a p rtgr

where gtand gr are ncw the respective antenna gains. This

equation then is a summary of the effect of the complete

carrier transmission subsystem as the power flows from the

transmitter power amplifier to the receiving antenna
terminals.

It can be seen that Equation 2.33 involves simply a

product of the gains and losses along the signal path.
Usually, gains and losses are given in terms of dB.

Therefore, it is convenient to express the equation for Pr
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in dE nctation. This results in

Pr)d (Pamp)d +( r)C +(Lt)dB +(La)dB . 3-4
cB +(L p)dB +(Lr) dB + (g t ) dB + (g r)dB

where all factors are dB values with the lcss factors being

tegative. The prcpagation lcss factor L when put in dB

rotaticn reduces to either

(Lp) dB [-36.6 - 20logD - 20log(fC)]dB (eqn 2.35)

when distance is in riles and frequency is in MHz, or

(Lp)dB = [-32.4 - 20logD - 2 0log(fc)]d (eqn 2.36)

when distance is in kilometers and frequency is in MHz. The

final result is that the received power available from the

receiving antenna is given by Equation 2.34. This equation

is kncwn as the power budget equation. It must be usid if

one is tc analyze system Ferfcrmance in terms of received

rower levels.

Ezairle 2.1: Assume a communications system must be

designed fcr placement in mcuntainous terrain where the

transtittring and receiving stations are to be located

approximately 30 miles apart. The frequency manager fcr the

area has assigned 270Hz as the carrier frequency. If the

cutput cf the transmitter pcwer amplifier is 100watts, guide

and ccupling losses to the transmitting antenna total 1dB,

and the radiation loss factor of the transmitting antenna is

0.95, then the total radiated power is 18.777dBW. The

Frop0igaticn loss can be calculated to be 114.74 dB. If the

total atiospheric losses due to absortion and scattering are

3dB, the guide and ccupling losses of the receiver's antenna
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secticn are identical to the transmitter's, and the minimum

detectable signal level is 1/watt, it can be determined tEat

the comkined gain cf the two antennas must be 40AB.

Assuming that the antennas employed are identical dish

antennas with an aperture loss factor of 0.75, their size

can be determined tc be approximately 1 foot in diamater.

Thus the cost of setting up such a system shculd be

moderate.

D. AINTMN PROPAGATICU CHANNELS

There are four kasic prcpagation channels that can be

defined for the electromagnetic fields transmitted by

antenras, as indicated in Figure 2.8. These are (1) the

ground %ave channel; (2) the space wave channel; (3) the sky
wave channel and (4) the outer space wave channel. Each is

appropriate in a specific application and each defines a

slightly different pzcpagation model. (Ref. 18].

Outer
space

Sky
wave Tcnosphe re

80- 300mi)

wave "-.Troposohere

Ground

wa ve

Figure 2.8 Free Space Propagation Channels.
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1. Grcund Wave Channe.

%hen both the transmitter and receiver are Iccate

within a few meters cf the earth, the electromagnetic field
behaves as a wave propagating within a waveguide with the
earth itself serving as a waveguide wall. Such models are

applicable in landbased mobile and hand-held communication
systems. The grcund %ave channel is characterized by stzcng

attenuaticn with distance and attenuation values increasing
sharply as carrier frequency increases. Thus the ground
wave channel is practical cnly for systems operating at or

telow tle HP range over distances of a few miles.

(Ref. 19>.

2. Styx Wallxe Chagne

The sky wave channel results when the propagating

electrcmagnetic field is reflected by either the ionosphere
cr trcpcephtre bcundary region. The ionosphere is a region
cf free electrons trapped in a belt around the earth. To

the lcnger wavelength carrier frequencies (HF and below) the
ionosphere appears as a conducting surface which reflects
carrier energy. This characteristic allows long range,
cver--he-hcrizon communications such as the Navy's HF ship-
to-shcre or fleet brcadcast channels. (Ref. 20].

As has been Fcinted cut, ante3nna size is inversely
related to carrier frequency (the lower the frequency thi
larger the ant.nna). For this reason, frequencies belcw the
HF range are usually not emElcyed for sky wave channel

tranzissicn. Cn the other hand, the smaller wavelengths

above HE penetrate tte ionosphere ani are absorbed or scat-
tered rather than reflected.
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Ibe space wave channel is strictly a line-cf-sight

(LOS) channel contained within the earth's atmosphere
whereby the electromagnetic field propagates directly from
the transmitter to the receiver. Typical examples of such

communication channel use are earth-airplane, airplane-

airplane, and microuave relay systems. Since LOS systems

are fitted on highly mobile platforms or placed cn fixed

site structures which require raising antennas high enough

to preclcde severe signal ground attenuation, frequencies of
operaticn ate restricted tc that portion of the spectrum

above HF. (Ref. 21].
maximum reception distance or the LOS distance of

systems utilizing the space wave channel is dependent on the
altitude cf both the transmitting and receiving antennas as
shown in Figure 2.9. Clearly, if the height of the antenna

Figure 2.9 LOS Geometry.

at staticn 2 and 3 in Figure 2.9 is equal, then as the

height of the antenna at station I increases, so does the

line-of-sight distance (D3 > ) . Referring to Figure 2. 10
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k DI D2_

hi h2

Figure 2.10 LOS Determination.

the LOS distance can te determined using Pythagorean rela-

tions. The distance LI can be found by

2 2 2
(Di ) + r (h1+r) 2.37)

where r is the earth's radius and hI is the height cf cne
antenna. Then

Dl= -fh r2hr.

Likemise

D2 ;h2i7T 2h 2 r.

Thus

DT = r I + D2

D b,2 +2h r,+ h+2r
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Now h << r and h < < r so that h2 << 2h r and h2 << 2h2 r.

Therefore by approxiiation

DT = , Jh + - 7 (eqn 2.38)

Furthermcre, the average radius of the earth (r) is
3960miles whereas the heights hi  aid h2  are usually

expressed in feet. Then Equation 2.38 yields the approxi-

rate ICS distance in milas for two antennas alevated hi  and

h2  feet. If either antenna is located at ground level the

respective term simply is 0. So from Equation 2.38

LOS(mi1es) = 1.2(h + ) (egn 2.39)

This then is the distance used to calculate the propagation

path loss in the power budget equation (for a transmission

set tp similar to Figure 2.9 ).

Since the space wave channel is contained within the
earth's atmosphere, the prcpagating wave is also subj.cted

to attenration due tc atmospheric particles. This effect is
particularly severe when the carrier frequency/wavelength

apprcaches the size cf the various particles in the atmos-

phere. Rainfall tends to be a particularly significant

attenuator since water drop sizes approach the wavelengths

associated %ith the higher microwave frequencies.

4- 9 tEj j~pjac Clannel

An outer space channel involves transmission cut

through the earth's atmosphere to satellites and space

staticns. In this channel energy must pass through the

ionosphere boundary layer rather than be reflected. Thus

cuter space channels require use of operating frequencies

well above the HP band. As the carrier frequency is
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increased into the VEF and SHF band a larger portion of the

field energy passes through the ionosphere rather than being

scattered and reflected. Thp signal must still pass through

the atmosphere and is subject to atmospheric attenuaticn;

however, the relatively small distance of atmosphere

compared tc an extracrdinarily long propagation distance in
a near vacuum significantly reduces the impact of the atmos-

pheric effects. Thus the major attenuating factor for the
cuter space channel is propagation path loss. Furthermore,

satellite to satellite or space-station to space-station

communications would have no atmospheric losses since ccmmu-

nicaticns wculd be totally outside the earth's atmosphere.

[Eef. 221.

5. 1L_ Chanel

Cne final channel which has not been previously

identified is the ELF channel. It is only mentioned because

of recent work conducted in the ELF band and the approved
Departient cf Defense's ELF project as part of the strategic

triad. The principle underlying the propagation of an ELF
carrier signal is that at the ELF frequencies the earth and
ionosphere houndary layer act like the interior walls of a
waveguide. Waveguides are normally constructed such that

the principal dimension is either 1/4 cr 1/8 of the carrier

frequency wavelength. Thus if the boundary of the iono-
sphere is 300 miles above the earth, the operating frequency

can te determined by

(X/8) a 300miles.

where X=c/f. So that f (c/ )=77Hz. It can therefore be

projected that ELF will be operated at or near 77Hz and/or
155Hz. [Ref. 23].
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!. CCHMNONICTIOM SATELLITES

Ic be cf value as a relay point for communications fzom
cne pcint on Earth tc another, a communications satellite

must have a predictable orbit. The orbit must also have

characteristics which permit reasonable tarminal designs
that car be affordably deployed at both fixed sites and

aboard mcbile platforms. A number of satellite orbits have
value fcr different ccmmunications systems. By far the mcst

popular is the geosynchronous crbit satellite which has the
unique characteristic of appearing fixed in space relative
to an Earth observer.

1. C ital Parameters

Three fundamental laws govern the orbital moticn of

Earth satellites. Tlese are:

1. Newton's law cf universal gravity - The force

on the satellite due to the earth's gravita-
tional field is inversely propcrtional tc the

distance bet ween the earth and satellite

centers.
2. Kepler's first law - Satellite orbits lie in

planes which pass through the earth's csnter

and are conic sections.
3. Kepler's second law - Elliptical orbit satel-

lites have orbit period (T) and orbit sezi-
major axis (2a) which are uniquely related as
T O a 1.5.

Figure 2.11 shows two conic sections of interest with

respect tc communication satellites. These are the ellipse
and the special case ellipse which is a circle. Figure 2.12
shows the general ellipical orbit. The major axis is 2a and
the mincr axis is 2b. The central body of the orbit is the
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Circle
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Figure 2.11 Conic Sections.

Major axis

2a

Satellite

minor
,o2b axis

Apogee

Figure 2.12 Elliptical Orbit.

Earth. The closest point of approach to Earth is called

perigee and the farthest distance from Earth is called

apogee. A characteristic of an elliptical orbit which is of

scme interest is ecce.tricity of the orbit, e. Eccentricity

is a measure of an orbit's elliptical shape and is

detertined by e= I b-/ 7a)2 . Thus as an orbit becoa.s less
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elli-tical, b/a increases sc that e becomes smaller and

smaller. For the special case of a circular orbit, t=a

which is the radius cf a circle and e=O. Two additional
parameters cf interest are the instantaneous/linear velccity

cf a satellite and its crbital period. Instantaneous

velocity (v) is given by:

S 1) (eqn 2.40)
r a

where A is Earth's gravitational constant

(3.992x0km3/sec2), r is the instantaneous distancs to the

satellite, and "a" is the semi-major axis of the orbit. The

period (t) cf an orbiting satellite is given by:

T = 21ra (eqn 2.41)

where T is in seconds. (Ref. 24].
The one crbit which is of importance to present day

satellite ccmmunicaticns is the gaosynchronous orbit. As

previously mentioned, this orbit is charact;rized by a
circular crbit (eccentricity of zero) with period and incli-

naticn selected so that the satellite appears staticnary to

an cbseiver on Earth. Inclination is the tilt of the

crbital plane with respect to Earth's equatorial plane as

illustrated in Figure 2.13. Thus it can be seen that for a

geosyncbrcus orbit, the satellite must be positioned above
the earth's equator. Because the earth is in orbit around
the sun in addition tc rotating about its north-south axis,

the crbital period of a geosynchronous satellite can not be
determined as simply as its inclination. As it turns out,

the cbital pariod cf a geosynchronous satellite is cne

sidereal day or T = E6,164 seconds. (Ref. 25].

47



II

Satellite
orbital
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Inclination angle

Equatorial
plane

S

Figure 2.13 Orbit Inclination.

Ihe sub-crbital point Cf a gaosyachzono-da satellite

is that Eoint on Earth directly beneath the satallite. Thq
distarc-_ frcm this cinr- to t'hs satsllite can be determined

by studying the forces acting cn the satellite. %hen thp

satallit . s i s :n its c:bit, the gravitational forcs between

the satellite and Earth is balanced by the centrifugal force

cf the satellite orbiting Earth. From physics, the gravita-

tional fcrce is given by

MeMs
F = G -- (egn 2.42)r2

wherem G is the universal gravitational constant

(6.613x1C~cg 3/gm-sec 2 ) Me is the mass of Earth

(5.98.3X1C2 3 g2) , Ms is the mass cf the satellite , and r is

the distarce between the centers of Earth and the satellite.
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Ibe centrifugal force cf the orbiting satellitc is:

F = Mswj2 r (eqn 2.43)

where & is the angular velocity of the satellite and is
equal to 21r/T. When equilibrium is achievad, the fcrces

descrited by Equations 2.42 and 2.43 are equal and opposite.

7hus it can be seen that:

G MsMe M 2
rG = Mawr

so that

G MeJ 3  (eqn 2.44)

Now G Se is simply the earth's gravitational constant /A, and
w =21rT. Therefcre Equation 2.43 can be written in tha form

r2= 41 2  (eqn 2.45)

Substituting the apprcpriate values into the equaticn for .

and T results in an crbital radius 42,185Km (26,212miles)

fzcm the center cf Earth. The sub-orbital distance is the

satellite orbital radius minus Earth's equatorial radius

(6378Km/3963miles) . The sub-orbital radius is 35,eO7Km

(22,249miles). Thus a communication signal transmitted

ketween tke satellite and a sub-orbital Earth staticn would

have a rrcpagation path lcss applied over a 22,249 mile

link.
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the tangential velocity required for a gecsynchro-

nous satellite to maintain crbit can be quickly dstszrmned

by aplying the results of Equation 2.45 to Equation 2.40
Bowever, Equation 2.39 can be somewhat simplified since -ha

semi-lajcx axis of a circular crbit is equal to the instant-

neous distance r frcr the earth which is the sub-orbital

distance. Thus V =- , sc that the tangential vslocity

cf a gecsynchronous satellite is 11,074 Km/hr.

2. Art enna ConsI&Sraticns

If a satellite is tc be used as a relay of communi-

cation signals between varicus points on Earth, the coverage

cr pciticn cf the Earth which can be viewed frcm the satel-

lite is impcrtant. Therefcre, the satellite antenna team-

width cr field of view required to provide maximum Earth

coverage must be determined. From a management perspective,

the desired antenna heamwidth is such that the transmitted
electromagnetic field impinges on the Earth's surface with

no spill-cver to the space heycnd. Figu =e 2.14 illustrateas

the gecxetry to be employed to guantify the satellite

antenna teamwidth recessary to provide maximum Earth
coverage while conserving transmitter power output. In

Figure 2.14 , R is the earth's equatorial radius, h is.the

subcorital distance, em is the maximum latitude of recep-

tion, and Om is the maximum cov-raga beamwidth. OM can be

determined from

R- sin f2 . (eqr 2.46)
R+h

Therefcre,

= 2arcsin(R/(R+h) ].

50



Satellite .

h

Earth

Figure 2. 14 Maximum Satellite Coverage.

from the deter xinaticn of the suborbital distance for

geosyrchxoncus satellites it can be shown that the beamuidth

needed tc provide maximum Earth coverage is 17.40.

Similazly, the maxizum Earth coverage achieved with this
antenra is given by:

28M= 2arcccsCB/(R~h) ]

which turns cut to bE 162.60. The maximum physical use:
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separaticn cn Earth can be calculated from

s = rO (eq. 2. 47)

where s is the linear distance cver a curved surface, r is

the tadits of the earth, and 6=20 m radians. Thus the

iaximum rser separaticn is 11,246miles or 18,100Km.

SSatellite

r

Pigure 2. 15 .Earth Station Geometry.
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Fcr Earth stations which are not located a- the

subortital point, twc factors rust be considered. Th . -ars

the direct path distarce to the satellite and the Earth

staticn's antenna elevation analz to the sat -llitp. F igure 4

2.15 illtstzates the geometry used to determine these two

factors. Since the geosynchronous sdtellite is pcsitioned

cver the equator, the Earth staticn's latitude 8m is

directly related to the antenna elevation angle a and the

direct path distance I to the satellite. The triangle in

Figure 2.15 can be brcken into two distinct right triangles

(as in Figure 2. 16) to determine both a and I. Tc deter-

mine I t e dimensicns of the lower triangle must first be

found and then applied to the second triangle. In turn this

infor a-.ict can he used to sclve for a. Kncwing R and 6 m ,

A and B are found frcm

A R cos(O Q (eqn 2.48)

- ~R 
R

Figure 2.16 Partitioned Geometry.
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and

B R sin(e) . (eqn 2. 49)

Then

C = h+R-A h+R[I1-cos(e)]qm

SO that = B cr

- (h +2hR +2R -2hR cos -2R 2cos 6m) (eqn 2.50)

and the angle z is determined from tan(z)=B/C. Or

R sin( em)
z = acrtanrh+R-Rcos( )

m

Now since there are a total cf 1800 in a triangle and a is

the angle above the bczizon then a=(180o- m-z)-90o , cr

a = 90 0-e- arctan R sin(Or (eqn 2.51)
m h+R-Rcos ( )

However, if the elevation angle is known then the general-

ized fcrm cf the Pythagorean theorem, namely

c2= a2+ b 2- 2ab cosO (eqn 2.5E2)

can he applied to Ficure 2. 15. It can then be shown that

(h+R)2 z F2 + Iz - 2RIcos(900+a)
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Eut

cc.(90o+a) = -sin(u)

Thus (h+B)2 can be rewritten and put into the quadratic fcrm

2 +(2Rsina) -(h +2hR) = 0 (eqn 2.53)

and, usirg the scluticn of a quadratic equation, I is evalu-

ated frcr

-2Rsina 4Rsin2a + 4h2 + 8hR= (egn 2.54 )2

Now 00 5 a 5 900. Furthermore, the distance I must always

he positive, therefore Equation 2.54 can be written as

= -Rsina + N/ R2sin 2a + h 2 + 2hR (egn 2.55)

Example 2.2: Assume a geosynchronous communication

satellite is "parked" at 1770 East longitude. If an Earth

staticn is located in Singapore ( ION 104'E ) then Om, the

angle tetween the satellite sut-orbital pcint and the Earth

sr aticn, is 730 (mere accurately 7300,008,) and using

Equation 2.51 the elevation angle of the Earth station

antenre car be determined tc be 8.40 abcve the hcrizcn.

Then frcm this elevation angle the propagaticn path ( I )
hetween the satellite and the Singapore staticn is deter-

iined via Equaticn 2.55 and found to be 25,338 miles.

Exaffple 2.3: Assume an Earth station sa cellite

antenra must be aligned such that for maximum zrceived

signal Ecwez the antenna is pointed 50 above the horizon.
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The distance over which the signal must propagate fron, the

satellite to the Earth station can be determined from

Equaticn 2.53 and iJS 25,567 miles. If the carrier fr.quency

is krcwn to be 6GHz tten the path loss ( Equation 2.32 ) is

found to be -200dB.

As electromagnetic waves propagate from a radiating

antenna they expand or "spread" in accordance with the

antenra's radiation pattern. From Figure 2.17 , an electro-

magnetic wave propagated by an antenna with gain g and

planar beamwid-h 'b" will be spread over a distance W at a

distarce D units away from the antenna.

_ _ _ I

p D

Figure 2.17 Expanding Plane Wave.

The one dimensional spreading distance W cf the

propagating wave can be determined provided the transmitting

antenna gain (g) is krown and the spatial radiaticn pattern

is syzmetrical. From Equations 2.9 and 2.10 it can be shcwn

that

O 1'
2 2arcsin(-)
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and frcm trigoncu'etry:

=W tan (Ob/2)

[D

ahe n

W =2Dtan(Ob /2)

let =09 X ane a= a--csin(x) . Using the trigcmstric

identities tan2a = (2tana) /(1-tan 2 a), where a is in terms of

arcsin(x), and tan(arcsin(x) J = fx/1 2)J; then

tan2a- J7 x2

Since X= JTIJ#g)

tan2a 21= / _______ 2V7

(g-2)/g g-2

TIhu s

W = D g- (eqn 2.56)

Iquatica 2.56 indicates that as the gain of an antenna

increases the spreading of the plane wave at a given

distance decreases. A quantitative compariscn of the gains

and fremdirg distances in Table I exemplifies this.
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TIBLE I I
Plane Wave Spread Distance

W I
Antenna W/D (is

Ga in miles)
(d I
10 1.5000 U5.0 1
20 0.4061 12.2
30 0: 161 3:8
40 0. 0400 1.245 0.0225 0.750 0.0126 0.4

Values are for £=30miles from the transmitter.
I I

In crder for an artenna to receive a propagating
eiectzcmagretic %ave, not only must the receiving antenna be

within the area which the propagating wave traverses, but it
gust alsc he pointed in the direction of the transmitter.
Therefore, if the transmittirg and receiving antennas are

separated hy a distance D, Equation 2.56 (which describes
the plane wave spreading distance) determines the distance

that a receiving antenna can travel and still be within the

field cf view of the transmitting antenna. Assuming the

antenna in Figure 2.17 describes a receiving antenna, a

signal ciginating at any point along the line W car be
"viewed" by the antenna, as long as the signal is propa-

gatirg toward the receiver. A critical questicn then

follows, "fow accurately must antennas be pointed?"

- For the case cf a geosynchronous satellite which has

a transmitting antenta providing Earth coverage (17.40 beam-

width) it can be shcwn that if the antenna is misaligned 10
from the suk-orbital Foint all -arth stations on one side of
the glcbe fall outside satellite coverage (see Figure 2.18).
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Satellite

10 error

Area of
lost
coverage

Earth

Pigure 2.18 1 Degree Satellite Antenna Misalignment.

The misalignment distance S, is given by

- = DO

where D is the distarce from the antenna and e is the misa-

lignment in radians. Thus fcr a geostationary satellite

antenna misalignment of 10 , the transmitted signal is

shifted cc rletely ott of view for Earth stations withir a
388mile fringe where coverage would normally cccur.
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Cenversely, Fointing accuracy for an Earth atation

antenra is not as criti-cal as the pointing of the sat's.--

lite's antenna. As stculd te cbserved, if the Earth station

antenna is aligned in such a way that the satellite is in

the center of the artenna. gain pattern, in order tc be

withir tke field of view of the satellite, the pointcing

accuracy cf the antenna must be no worse than half the

teamuidth (see Figure 2.19)

)Satelli e

beamwidth

misalignment

alignment

Earth
station

Pigure 2.19 Earth Station Antenna misalignmzent.
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1. PUNCRBICE CRITIEI0U

In the actual oferation of a communication system the

recoverad uaveforms at the recsiver do nct generally ccorq-

spond exactly tc tte desired waveforms produced in the

translitter. This is due to anomalies occurring in trans-

mission and reception that cause signal distortion and the

inserticr cf interference and noise waveforms. These

effects cause a kasic deterioraticn of the desired wavefcrm

and degrade the overall communication operaticn. Tc assess

the perforrance of a communication link it is therefore

necessary to acccunt for these effects in system analysis.
lypically, a specific performance criterion relating desired
and actual cperation is first decided on. Subsequent system
compariscn is then based on satisfying the criterion. When
more than cne system design is being considered, a ccmpar-

ison .an he made with respect to the decided criterion and

the scst favorable system can be determined.

Cne cf the most convenient and widely used measur.s of

perfcxmarce in communication analysis is the signal to noise

ratio (SNR). Signal tc Noise Ratio is defined as

SNR = power in desired waveform
power of the interfering waveform

Thus END indicates how much stronger the desired signal is

relative to the interference at some point in the system.

If SNR is greater than one, there is more power in the

desired signal than in the interference, and vice versa if

SNR is less than one. [Ref. 26].
In addition to ccllecting the desired carrier fieli from

a trarszitting antenna, a receiving antenna also collects

noise energy from background scurces in its field of view.

Ibis background energy is due primarily to random noise
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emissicns fzcm galactic, solar, and terrestrial Sources,

constituting the sky background. -The amcunt of noise

collected ty an antenna is the major limitation to the

sensitivity of the receiving system since it detprmines the

weakest carrier signal that can be distinguished. Another

type cf noise which may appear during reception is radio
frequency interference (RFI) and is due to other transmit-

ting sctzces. A third and final noise to he mentioned is

thermal noise. This noise is due to the random moticn of

elections within the communication system component material

and is directly related to material temperature. As the

temperature of the components increases so does electron

motion and thus the circuit noise level. Thus thermal noise

is zero only at a teiperature of absolute zero. (Ref. 27].
The multitude and complexity of factors which affect

tackcrcurd noise and RFI preclude further discussicn of

their ccntribution tc system analysis; however, thermal
noise cr the noise generated within the communication system

warrants further study.

G. SISTIM NOISE

Consider an electronic device as shown in Figure 2.20

which is being fed by a constant source with output impe-

dance ZS that is matcked to the input resistance Zin of the

device. Assume the source is at a temperature To Kelvin and
that the power gain of the device is G. Thus it can be seen

that

Pout = Pi G

It is well docum.nted that a resistor having impedance ZS at

temperature To generates a thermal noise voltage whose
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r. . . . .--- -- -. . . . . .

~Electronic
Zs Z in -10- system ?out

o (gain = G)

figure 2.20 Electronic System with Noise Sources.

(voltage) spectral density level is given by 4kT o ZS (vclts)

Fer hertz, where k is Boltzmann's constant, 1.379x10-2 3

watts/ Kelvin hertz (see Figure 2.21 ). The noise vcltage V

generated by Zs in tke bandwidth (O,B] is 4kTo Z s B. The

therKal rcise voltage generated by the impedence Z s can be

viewed as an external voltage source so that Figure 2.20 can

te viewed in terms of the system shown in Figure 2.22 where

Zs is ncw ccnsidered noise-free. Using the voltage divider

principle it can be seen that

Zin

V - V . (egn 2.57)
Zs + Zi n

V2 /Hz

4kToz s

0 B

Figure 2.21 Besistor Noise Voltage Spectrum.
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Voltage +Eetoi(V) Vin Zin ___>  device

Figure 2.22 Noise Voltage Source to Electronic System.

since fcwpz is giv.n by the voltage squared divided by

resistance it can be said that

2
Pin = (en 2. 8)

Zin

and substituting Equation 2.57 for Vin in Equation 2.58

S2
P. = V 2

Pin 1 -

I LnS + Z .1)9 i]

rsing the definition fcr noise power, Pin can be written as

Pin Z n 4kToZsB (eqn 2.59)zs + Zin Zn

lo achieve iaximum pcuer transfe Zn an d Z must be equal.

Pin=kToB Electronic system Po=kT BG

-- "---Iwith power gain G '

Figure 2.23 System Noise Power.
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Setting 2in =Zs in Equation 2.5S , one obtains

Pin = kTo B ( -n 2.60)

for ixFpdance matched conditions. As shown in Figure 2.23 ,

the output noise power of a device due to its input thermal
noise is given by the product cf the device input pcwse and

the device rower gain. Hence

Noise power output of a device
kToBG = in B hertz due to the source (eqn 2.61)

thermal noise at TO.

The noise figure f of a device is defined as

Total output noise in a bandwidth B
when input source is at To=290 ° Kelvin 2 2)

Output noise due only to the source inbandwidth B at temperature To =2900 K

Levice roise figure therefore is the ratio of the total

output device noise to the output noise due to the scurcs

alone, w~en the input source is at 290 0 K. The total output
noise is that noise due to the input source plus that due. to

internally generated noise within the device itself.

Denoting t.e internally generated noise power as int'

Equaticn 2.62 becomes

k(2900)BG + Pint 1+ PintF = - 1 +.(ean 2. 63)
_ k(2900 )BG k(2900) BG

It is readily apparent that F>1 for all practical cases

since Pint =0 only fo: an ideal noisalss system. Noise

figures are usually expressed in decibels with t ypical

values fcr receiver amplifiers in the range 2-12dB. Frcm
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Equaticn 2.63 thl amcunt of noise generated in a systcm is

giver by

P = k[(F-1)2900 ]BG

Eut To =2900 so that

Pint = k[(F-I)ToIBG " (eqr. 2.64)

Comparing Equations 2.60 and 2.64 it can be seen that the

interral ncise can he vie wed as if it were caused hy an

input system temperature (F-1)1 0 . This temperature, (F-1)T,

is called the device equivalent temperature T so that

Teq = (F-I)T o . (egn 2.65)

Example 2.4: Assume a device has a noise figure of 3dB.

Then 2=2 and the equivalent temperature of the device is

given by

T =(2-1)2900K

Te = 290 0 K.

Example 2.5: Assume a device operates at an equivalent

temperature Teq=70'KF then the device noise figure car be

deterzined by:

700= (F-i) 2900.

Thus the ncise figure (F) = (70/290)+1 = 1.24 or 0.94dB.
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In ircs- cases an electronic device is composed :f a

series cr cascade cf devices each having its owr ro is

figure a- power gain. In order to determine the total

noise power of the system, the noise figure of each stage of

the cascade must be evaluated. For analysis purposes

consider the cascade in Figure 2.24 ; each dsvice has nois-

figure (1F) F1 and F2 and power gain G1 and G2 respectively.

Assume the devices are impedance matched at their respective

input and output tertinals. Then given that Pi n 1=kTE and

frcm Eguaticns 2.62 and 2.64

Eout1 - kTO EG + Pintl

where

Fint 1=k[ (F - 1) T o]BG.

Therefcre

Pout 1=kT.BG1 +kC (F 1 -1) To BG1

Pout =kTo EG1 (I+ (F I -) )

Pout 1=kTo BG1 F1

Now frcm Figure 2.24 and assuming impedance matched ccndi-

tions, i't can be seen that t= so that

Pout2 1 in2 G 2  P nt2

P = P G + k[ (F 2 -I )TO ]BG2

out2 =kT BG F G2 + k[(F -1) oIBG
uo 2- 0 2
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Device I Device 2

Gain = G1  Gain = G2

Figure 2.24 Cascade of Two Systems.

Solving for the total noise figure according to Equation

2.62

- kToBGIG 2F l + k(F 2-i)ToBG2

kToBGIG 2

F 2 -1
F = F + 2 (egn 2.66)

Fcllcwing a similar apprcach, an analysis of a system

containing several cascaded devices can be conducted. In

general a cascade of r devices results in an overall system

roise figur, equation of

F2-1 F3-1 F4-1 __ -___
7f 1 + Fl + + -lFrF = F GG GGG . (eqn 2.67)

1 12 1 2 3 12 3 l

whe~e Ii represents tie noise figure of the ie

zepresents the gain cf the i ' stage; and i=i,2,3,...n. It

should be noted that in Equation 2.67 F. and G. are nuibers

(that is, nct given in dB's).
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Examrle 2.6: Assume a system is composed of thre noisy

devices in cascade each with the noise figures and gains
indicat.d in Figure 2.25 . The overall system noise figure

can then he determined using Equation 2.67 so that

F=2+ 6.31 - 1 + 3.16 - 1
100 (100)(1.023)

F = 2 + 0.0531 + 0.0211

F = 2.0742

Ccmparing the resultant noise figure to the noise figure of

the first stage alone, it can be observed that had the

overall noise figure been estimated as equal to the first

secticn rcise figure only, a small error would result.

SDevice I] Device 2 Device 3

NF = 3d GaNF=. idB N d

Gain=2OdB ai=.d Gain=l.dB I

Pigaze 2.25 Cascade of Three Noisy Devices.

Examination cf Equation 2.67 indicates that each succes-
sive stage cf a ca:%a de device contributes less and less to
the ovPetall system rcise figure. Furthermore, the first
stage ccntribution is its entire noise figure while the

contributicn of the second is scme inverse proportion of the
gain cf the first device. Therefora, it can be concluded

that wher ccnsidering system ncise figure, the most impcr-
tant factcrs for a cascaded system is the first stage noise

figure and cain characteristics.
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Eecause thermal ncise is caused by the random mcticn cf

electicns and systems cannot te operated to absclute zerc

temperature, every electronic device must necessarily have a
noise figurs associated with it that is greater than unity.

Consider a purely Icssy or attenuation device such as a
transmiscsion line, %aveguide cr cable at a temperature (To)
(Figure 2.26). Let L be the power loss factor of the

attenuating device. Assuming a matched input power source

is at temperature Tg, then the input noise power tc the

attenuator is given ty Equation 2.60 so that

Pin = kT B . (eqn 2.68)

Then ftc: Ecuaticn 2.61 the noise power out of the attenu-

ator is

Pout = kTgBLg (eqn 2.E9)

Noisy I
source km" B fll Lgat Lg I

Tg
T I

Figure 2.26 cilsy Attenuator.

and since Lg < 1, then P0ut < Pin so that the difference in

the pcwer levels must be the noise power dissipated by the

attenuatcr and therefore is the internal noise power gener-

ated by the device. It can then be seen that for any lcssy
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device

pi = P + p (egn 2.70)

so that the internal noise power can be determined from

p =p. -p .nt in out

Substituticn of Equaticns 2.68 and 2.69 into Equation 2.70

results in

Pint = kTgB - kTgBLg . (eqn 2.71)

Now to determine tie noise figure of the lossy device

Equaticn 2.71 can be substituted into Equation 2.63 thus

F = 1 + kT B(l - L

kT o BLg

or

1 Tg
F = + -- 1- . (egn 2.72)

Lg T o

It can ke concluded that wken the input source to a lossy

device is a+ Too, then the noise figure of that lossy device

is given as

1
F =- . (egn 2.73)

Lg
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Atteruating devices such as waveguides, cables and

transmissicn lines are grossly specified in terms cf their
powez Ic s per unit length, such as for example 0.1dE per
meter. Thus an attenuating device's noise figure changes as

its length is altered.
Exairle 2.7: Determine the noise figure of a 50meter

long coaxial cable having a 0.1dB/meter loss at a tempera-

ture cf 250OK.

(Ig) dB = (50meters) X(O. IdB/meter) = 5dB.

Thus th tctal cable lcss of 5dB translates to L =0.316 scg

F = 1 + C (1/tg)-1 ]Tg /T o

F = 1 + ( (1/.316) - 1 ](350/290)

S= 3.61 or 5.5 dB .

%hat is the noise ficure if lOeters are cut from the cable?
It is readily apparent that the loss of the cable is ncw 4dB

which zepresents an Lg of 0.398 and therefore

F = 1 (1/.398) - 1 ](350/290)

F = 2.2

cr equivalently

F 3.4 dB.
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Anterna

Preamp Waveguide Am up

F fi dB L zf O. idB/m F -f 8dB
G 2Od H0i T -f 2900K H G - 10dB

Figure 2.27 Receiver System Front-End Block Diagram.

Ey applying the underlying concepts of Equaticns 2.67
and 2.73 , the overall noise figure of a system compcsed cf

a cascade cf amplifiers and attenuators can be obtained.

Example 2.8: Given a receiver front-end block diagram

in Figure 2.27 fcr which the maximum acceptable system noise

figure is 10dB, the maximum allowable length of the wave-

guide can te determined.

Fguide - 1 Famp -1F = F + gde +
Total preamp Gpreamp Gpreamp Lguide

F/L9 - 1 6.32 - 1F=1.26+ 10 +
100 100 Lg

Now F Total = 10dB, so

10 = (1.26) + (1/lOOLg) - (1/100) + (5. 3 /10Lg

e.75 = (6 . 3 /10OLg)

L= 6.3/815 = .00721.
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Cable Amplifier

Loss = L9 Noise Figure=Fa SN
Temp = To  Gin = Ga

Figure 2.28 Receiver Front-End.

Thus

Lg = -21.42 dB

so that

-21.42 dB
length of guide. = -0.1 dB/meter = 214.2 meters.

Therefore, the maximus length the waveguide can be such that

the cvezall system noise figure will not exceed 1OdB is

214.2meters.

As wentioned in the previous section, one cf the

Ferfcxmarce criteria used to evaluate performance of eIec-

tronic systems is their outFut signal to niose ratio (SNE).

The SNR cor;ares the desired information signal power to the

interral ncise power level, A simple expression for SNR is

develcped through use of an example, as illustrated in

Figure 2.28 . Assume the received carrier power is Pr , the

cable ccnnecting the antenna tc the amplifier has a lcss

factc: L ard is at 10 Kelvin. The amplifier has a noise

figure 7a and a gain Cf Ga. Tb . overall system noise figure
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P is determined to be (Fa/Lg) from Equations 2.67 and 2.73.

Equaticn 2.63 indicated that

Pin tF = 1 + ko~~FkT oBL gGa

It can tE seen that the output noise power (Pint) from the

syster is given by

Pi nt =( (Fa/Ig) -1 ]kTo BLg Ga.

If the signal or carrier irput power to the system is Pr,

the citprt signal power from the system is given by PrIgGa .

7hus

Pr LgGa
SNR= [(Fa/Lg) - 1]kToBLgGa

Cr

Pr

SNR
[(Fa/I,) - lkT0B

Fecogrizing that Fa/Lg is the overall system noise figure in

the examFle, a generalized system SNR can now be stated as

SNR = (eqn 2.74)
(F - 1)kTO B
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B. HICECUAVE RMAY SISTEB ANAlYSIS

In I47, the Bell Telephone System placed the first

micrcvave carrier system in oreration. Microwave systems

utilize line-of-sight transmission; therefore, the system

transmitters and receivers must be situated such that they

can "see" each other along the curvature of the earth. This
is acccmplished by mcunting the systems' antennas on tcwers

Uigh abcve ground. Per econcmic reasons, towers of approxi-

rately iCOfeet are ccmmonly used. Thus the maximum distance

ketween each tower can be determined by Equation 2.38 . The

analysis of a microwave system is initially approached via
the use cf the power budget equation. A more practical

approach that accounts for construction limitations is then

analyzed.

1. lbecretical A£roac h

Issume a signal must be transmitted ever scme

distance DT which is beyond line-of-sight. In this case an

intermediary relay must be installel as shown in Figur

2.29. A2sc assume that the relays are equally spaced at

some Ac interval ard each has a power amplifier with a

gain cf A. That is for any given relay, Pout n Pn A, or

equivalently

(Put )dB = (Pin)dB + (A) dB.

risregarding noise, assume each transmit and receive antenna

has a gain of Gt and Gr raspectively. Also assume all

losses except prcpagaticn path less are combined in cne term
labled 1. Then refering to Figure 2.29
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Transmitter Relay Relay Receiver7P P7 7P7 7P7
ti Prl t2 Pr2 t3 Pr3T

AD - L AD A -A

J " DT r

Figure 2.29 microwave Relay System.

(frO)Cd =(Fin)cB +(A)dB +(L)dB +(Lp)m B  + (Gt) B  + (Gr)dB

(P r 2)dB s(Or 1)dB +(A) dB +(I )C3 + (L p)dB + (Gt)dB + (Gr)dB

(Fr3)B = (Pr2)dB +(A) dB +(L) d +(Lp)dB + (Gt)dB + (Gr)dB

Substituting Pri intc successive equations it can be seen
that

Ir 3)dB z-(P in )dB + 3[ (A) dB + (L)dB + (Lg )dB + (Gt )dCB + (Gr )dB ]

Igain referring to figure 2.29 it can be demonstrated that
if a ccmgunicaticn link over a distanct DT is broken into n

equal secticns of distance AD then the number of repeaters

which will be installed is r-1. Therefore the power
received by the nt receiving antenna is given by

F rn ) dB (Pin)dB + " C(A)cs +(L)dB +(Lg)dB +(Gt)dB +(Gr) 1-



was previously defined by

L47Df j

and in Figure 2.29 D is the distance related to the path
loss between each relay. Therefore for each Lp factcr in

the equaticn for Pr,

2
p ADf

Since LT/n = AD, then fcr this analysis of the system

depicted in Figure 2.29,

L = nc l 2
Lp = L 4 fJ

Therefore any microwave relay system can be analyzed in

terms of the power received at the receiver site antenna

where the received pcwer is given by

nc
Prn) dB= n[A + L + 201og4- + Gt+ Gr] + (Pi)dB (eqn 2.75)

T

and all factors are dE values.

Ixasple 2.9: The cne link system. Suppcse that

L=3dE; Az20dB; Pin=lwatt; Gt +G r-&0dB ; distance =1009m; and

f=10GHz; the power received can be determined from Equation
2.75 where n=1 fcr this case. First, however, (Ip )dB is

deteruined from Equation 2;36 so that

Lp=(-32.L4)-20Olog1OO)-20(log1O) = -152.44 dB.
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7hen frcm Ecuation 2.75

Pri = (20dE-3dB-152.44dB+4OdB) + OdBW

Pr1 = -95.44 dBW.

Example 2.10: The two link system. Given the same

values of tbe previous example with the exception that a two

link system over a ICC km distance results in a distance of

5 Km hetteen any transmit-receive antenna pair. The propa-

gaticn path loss factcr (L p) is now reduced to

LP = -32.44 - 2Clog(50) - 20log(I0) =-146.42dB.

Then

ri= 20dB -_!dB -146.42dB + 40dB = -89.42dBW

and

Pr2 = (20dB -3dB -146.42dB + 40 dB) - 89.42dBW

(Er2)dB = -178.84 dBW.

If a system is to be installed over a givsn distance

and a minimum level of received power is necessary and

known, tke minimum nuzher of relays needed can be determined

using Eqration 2.75
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Example 2. 1 1: Assume Prn _-15dB; Pin =lwatt:

A=30dE; 1=3dB; f=1GHz; Gt +Gr=9OdB; D=IOOKm. The minimum

number of relays needed is determined from

P = r(3 0 - 3 + 2Oloa(nc/r'fD) + 90] + 0rn

-15dB i n(-15.44 + 20log(n) ]dB.

Scluticn of this ncnlinear equation in n is best acccm-

plished by trial and error method, so that for this example

n can be determined frCm Table II. Clearly Table II indi-
cates that the minimum number of microwave links is 4.

Therefore, two relay towers should be installed between the

transwitter and receiver in this microwave system.

ThILZr II

Solution to Example 2.11

n D (K v) P (dB)

1 100.0 - 15 .4,4
250.0 -18.84

333.3 -17.70
425.0 -13.60

A more realistic problem is one in which the total

tansaissricn distance is known and a specified number of

links is required. The problem is to determine the rower
level recuirements at the receive=.
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Example 2.12: Assume that Pin is 'watt; A=2 OdB;

L=3dE; Gt+Gr =90dB; f=GHZ; distance of entire sys-'zm .is

500Km; and 10 links are to be used. The minimum received

power level can he determined to be

Prn = n(A+L+l g+Gt+G r ]+Pi n

First

L= -32.4L4dB -2Clog (500/10) -20log (10) = 126. 42dB

Then

P rn 10[30dE -3dB -126.42dB + 90dB] + OdBW

Prn = -94.2dBW.

Ncr:ally, technical considerations dictate the

minimum discernable signal level required at the input of a

receiver. Thus Equation 2.75 can be used tc determine the

required input signal power. In addition, the Federal

Communicaticn Commission (FCC) or othar regulatory agencies

ay liiit transmitter po wer and operating frequencies;

therefore Equation 2.75 can be used to determine total

antar.na gain parameters. Assuming the carrie: frequency and

the number cf relays are determined prior to system design,
with regard to the variables in Equation 2.75, only the less

factors can be considered physical properties which the

systez designer can nct alter.
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3. 4ictowave Sstem Si2gnal-to-Noise Ratio

As mentioned in earlier segments of this chapter,

system signal-to-noice ratic is the predominant para.: by

which a system's performance is evaluated. It is necessary

then that scme effort be made to develop an understandabls

apprcach tc the determination of SYR for the microwave relay

system.

AA A A

t. t2 P Ptn2r

i r I r

A D 
D

Figure 2.30 Multi-link Kicrovave System.

Assume a microwave relay system consists of n links

cf equal distance as illustrated in Figure 2.30 . Further

assume that similar components are used for each link such

that the lcsses from propagation, atmospheric conditions

(i.e. rain or suspended particulate matter), and coupling

can be "lurpei" toqether into an aggregate gain term G.

Also, if the noise figure and gain of the amplifi.r are

known and denoted Fa and A rspec-ively, then Figure 2.30

can be viewed as being represented by Figure 2.31 . Let the

cutput pcwer of link 1 be dencted Ptl such that

Pcutl =rsl + P nl
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0

' .rD Gain, i . Gain, .AM Gain' i~u Gain

Pin- A AA

.. °... ........ . . . . . . .

figure 2.31 Simplified multi-link System.

where Ps, is the signal power cut of Link 1 and Pnj is the

roise power out. ilen the signal power out of Link 1 is

giver by:

Ps 1 = Pi n AG

where P. is the signal power input to Link 1 and the noisein

Fower cutput of Link I is

Pn 1 = 
ri n t G

where Pint is the ncise power generated by the amplifier.

from Equaticn 2.64 it has been determined that

Pn (F -1)kT BA
m't a 0

so that

Fnl ( F a - 1) kT BAG.
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Therefore the signal-to-noise ratio for the first lirk of

the system is

SNR = s 1/Pn 1

SNI= Pin AG/(Fa - 1 ) kToBAG

SNR1 = n (egn 2.76)(Fa- I)kTOB

It can he readily seen that in Figure 2.31 the

cutput cf Link 1 is the input to Link 2 and consists of bcth

signal (F.1) and noise (Pn) , The output of Link 2 will be

at afflificaticn of koth signal and noise plus some addi-

tional nciss generated in the link 2 amplifier. The signal

power cut of Link 2 is

P =P1 AG

tut

AG

so

Ps2 Pin (A G) 2

7he ncise pcwer cut cf Link 2 is

F(PAG)+PrG
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but

n Fa-) kT 0 BA

and

Pn=(Fa -1)kToBAG.

Thus

Pn2(Fa -1) kT 0 B (AG) 2 + (Fa-1)kToBAG

cr

P2 {(F -1)kToB (AG) Z+ (AG) ]

Therefore tte signal-tc-noise ratio at the output side cf

link 2 i. given by

SNR 2 = P2p-

SNR 2= Pin (AG) 2 /(Fa -1)kT 0 B (AG) 2 +(AG) ]

It can ke showL then that by applying Equation 2.76 the

sysreu SNB at the end of twc links is given by

SNP2= SNR ,/[ 1+(AG) £]
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where SNE is the sicnal-tc-noise ratio of the first lirk.
Contiruirg in like manner

and

Pn3= PrAG*Piyt=Pr(AG) 2 +*nt(AG) 2 + t G

cr

P3=(Fa - 1)kT0 B(AG)3 (F a - 1)kT0 B(AG)2 (Fa -1) kTo B(AG).

lhus

SNE 2 3  " /r

SNE 3= Pin(AG) 3/(Fa-l)kToB [ (AG) 3 +(AG) 2 +(AG) ]

which siallfies to

SNR 3 =SNRi{1/ I+( AG) I +(AG) 2

where SNF 1 is the signal-tc-ncise ratio of the first relay

link. 'o determine the signal-to-noise ratio of an n link

xicrcuave relay system, the following equation applies

1
SNR SNR M (eqn 2.77)

Y (AG)'I
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Since

from tke well-kncwn clcsed fori sum for a geometric series,

ramely:

( 1 - x M
-i-X for x 1 1

Sxk f
k-0

M for x =1

Equaticn 2.77 can te expressed accordingly so that the

overall SNR at any given receiver within -.he system can be

detexrined from

SNR for AG # 1

SNR 
=

n

SN ] for AG = 1

and

where Ea is the noise figure ard A is the gain of the arpli-

fier used in the link, Pin is the signal input powe: tc the

transtritter, and G is the aggregate gains and losses from

the transmitter amplifier output to the receiver pcrticn of

a single link.



Example 2. 1: Assume a 400Km microwave sys:em
consitc cf seven relay tcwers equally spaced bstwqen a

transuitting and receiving station. The power amplifiers in

the system each have a 60dB ncise figure and a gain of 60dB

within a 10MHz bandwidth. The signal power into the system

is lwatt and each antenna has 25dB gain. Assume coupling

and atmospheric attenuation account for a combined loss of 3
dB per link. The SNB after the first link is easily deter-
mined. If the carrier frequency is centered at 10001.Hz then

using the Eropagaticn loss equation (2.35), the propagation

loss per link is found to be -130.6dB. Thus the aggregate

loss ketween the output side cf any of the power amps and

the fxcnt-end of the subsequent receiver is -54dB. Thus

ENI= 1/[ (10 6-1)(1.379x10 -a) (290) (107) ] = 2.5x107

SNR= 74dB.

Becall that fcr the SNP equation all dB values must

be charged to their respective ratio values. Then the SNP

for the system at the second link can be determined frcm

SNB2= 2. 5x10' ( 1/(1 +(AGr]jJ.

The gain cf all amplifiers is 60dB so that A=106 and the

aggregate gain(lcss) cf the transmission channel is -54dB or

G=4. 4x10 - 6 . Thus the tctal value for (AG) is 4.4.

lhezefcre,

SNR 2 = 2.5x10 7 (1/1.23) = 2x10 7
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so that tle SNR after the seccnd link is 73dB. Finally at

the erd cf the eighth link the system SNE is found by use of

the equivalent closed form sum value so that

SNR8 =2.5x1O 
7 [G

SNR = 2.5x10 7  1 - 0.*23 1
8 - - 0.000007

SNR 8 = 1.9x10
7

Thus the cverall system SNR at the end of the total link is

72.8dE.

Is can te easily observed from both Equation 2.74

and the previous e xample, the microwave relay system

signal-tc-ncise ratic is dcminated by the signal-to-noise

ratic of the first link. Therefore, careful consideration

cf the transmitter's power amplifier noise characteristics

vust be made when designing or specifying contractually a

micrcwavE system.
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III. TRkNSMISSION LINES

It should be of nc surprise that the transmission line

was the first communication channel used for electronic

communicaticns [Ref. 28]. Transmission lines formed the
infrastructure cf tle American Telephone and Telegraph

systez ard until the latter part of this century were the

cnly reans of establishing transoceanic communication

networks. Transmission lines are generally grouped into
several classes according to their'cross-sectional geometry.

The principal classes are: (1) balanced open-wire lines;

(2) coaxial lines; and (3) strip lines. However, all of

these ccrsist of a pair of parallel wires and therefcre have

certain prcperties in common which allows a generalized

analysis.

An essential characteristic of all transmission lines is

that tb-ir cross-sectional shape, dimensions, and electrical

properties (e.g., ccnductivity cf the wires and dielectric

constant of the interconducter medium) are constant along

the length cf the line. This property, known as uniformity,

is characteristic of transmission linas in general and is

the basis fcr subsequent transmission line analysis results.

furtbermcre, a trarsmissicn line is considered as passive

and tberefcre is a "Icssy" or attenuating device. Because
cf line uniformity, transmission lines are grossly specified

in teims cf their peter loss per unit length. This power

loss cz attenuation per unit length is denoted by a and

normally stated in dE's. Given the general communication

systez illustrated in Figure 3.1 the total transmi-sion line

attenuaticn (L) in dEcibels is determined by multiplying the

line attceniation factcr (a) by the total length of the line
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Trnmte Transmission line a Receiver

Attenuated

Pure noisy
input output
signal signal

Figure 3.1 Transvission Line Communication Channel.

(D) , so that

LdB = D . (eqn 3.1)

Unlike the study cf antenna systems which focuses on the

decreasing field density of an expanding electromagnetic

wave which must therefore ccnsider external signals cr noise

sources as potential degradaticn factors affecting system

performance, analysis cf the transmissicn line can generally

ignore ctside signal sources since the communication signal

is confined to the transmission line as well as protected

from gsreral interference from external signals. The

signal-tc-ncise ratio criteria used to evaluate system

Ferfczmance can then ignore all but thermal noise generated

by the randcm molecular motion within the transmissior line

component materials as discussed in Chapter 2.

Ccntrasted with the previous chapter which first devel-

oped a detailed study of antenna system parameters and

culminated in a broad analysis cf a microwave relay system,

this chapter begins with a generalized analysis of various

transmission line configurations followed by the details of

the line characteristics.

91

. .. .. = . ... .... . . . . • ., .. , . .. . . .



I. GENFAt1 SYSTEM ANAIYSIS

The simplest tratsmissicn line system is one ccmrcs!

sciely cf a two wire conductor placed between the traLs-

mitter and receiver sections cf a communication system as in

Figure 3.1 Assuming the unit length attenuation factor (a

cf the transmission line is kncwn, the total attenuatior of

the line is determined by Equation 3.1 It is known that the

ratio of system power output tc system power input describes

the system's overall cain or loss. Using Figure 3.2 it can

he seen that

Pout
= Loss (eqn 3.2)

Pin

where the lcss (L) in dB's is given by LdB = a D. But the

Fower cut-tc-power in ratio is not a dB figure; thus I must

be converted from dB rotation such that:

L = 10-0"1a0 (eqn 3.3)

Transmission line Pout

=dB loss per unit length

Figure 3.2 Simple Transuission Line System.

It should be noted that L represents a loss and must there-

fore te less than 1. For this t, hold in Equation 3.3 it

must be realized that the a term is negative.
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As discussed in Section F of Chapte: 2, a sys-em's

signal-tc-ncise ratic (SNR) is an important criterion in th

evaluaticn of a system's performance. Since thermal o:

internal noise is considered tke only source of noise which

affects signals cn a transmission line, the system SbR is

given by

SNR power of signal out

power of internal noise

From lquaticn 3.2 it can be determined that

Pout = Pin L (eqn 3.4)

and ficm Section G of Chapter 2 the noise power or internal

noise cf a lossy device is given by

P. - (sqn 3.5)

Therefore, by substituting Equations 3.4 and 3.5 intc the

equaticn fcr SNR and cancelling the loss factor which

appears Jn both the numerator and denominator it can he seen

that:

P

SNR = (eqn 3.6)

-1) kToB

£xaxle 3.1: Assume a simple transmission system

consists cf a 10km cable which has a loss factor of 1 dE per

km. If a 1microwatt informaticn signal with a 100KHz band-

width is placed cn the transmission line, the system SNR can
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ke determined by applying Equation 3.6 resulting in

= 10=6 2. 778x0.
(10- 1)(1.379x10-2 3)(290)(10 5 )

Since SNE's are usually specified in decibels, fcr this

example SNR = 84.4 dE.

%ith the excepticn of short distance networks such as

inter-cffice or intra-building systems, transmission line

systems ccnsist-ng sclely of a two wire line exhibit severe

signal attenuation. If severe attenuation occurs, satisfac-

tory system operaticn requires the use of extremely high

transmitter power and/or extremely sensitive receivers. An

alternate approach tc the problem of high attenuation is to

insert an aplifier some distance along the line as illus-

'igure 3.3 Cakle Model with Single Amplifier.

trated in Figure 3.3 . To evaluate system performance, the

overall SNE must be determined. If noise effects are not

considered, then tie placement of the amplifier is cf no

consequence. Assume the transmission line in Figure 3.3 has

an attenuation factor a, distances D1 and D2 equal the total

transiisscn line system distance D, and the amDlifier has

gain A. Letting L1 and L2 represent the loss of the lines

of length r1 and D2 respectivrily, Equation 3.3 indicates
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that

L = 10 
0 ".IaD

and

L 2 = 1 0 -O.1aD

From ths- definition cf gain/loss it can be shown that

Pouti
i= i

where PinI and P u are the input and output power levqls,

respectively, of the first line segment and

out2

L2 Pi n2

where Pin2 and Pout 2 are the input and outpu: power levels,

respectively, of the second segment of line. Referrirng to

Figure 3.3 it can be seen that the output of the first

tra, .mssicn line is tle input to the aMp1lifisr.

esigrating the amplifier's input and output powers P, and

respectively, it should be realized that

P= L1 mn 1

and

P2 PiA Pin LA
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Since tte input to the second line is also the output of the

amplifier, the output of the second portion of the transmis-

sion line is

Pout2 = P2 L2 = Pin L1A L2

so that the system o~tput pcvex is

Pout nPin 1 LIL 2

Substituting for L and L

p ut = P An 1 i° '°1'0,i 0.O

* or

Pout = Pn A 1 0 
"-01a(D

I + Dr )

Now since DI + = E (the total transmission line distance)
it can te seen that

P F A 1 0
laD

out in

where 10.1 a D represents the tctal loss of the transmission

line. his then prcies that the placement of the amplifier

is nct a factor in determining the signal power output of a

transissicn line system sc long as internally generated

noise is ignored. Indeed, when determining the signal power
output of a system fc applicaticn toward calculation of the
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system's SHE, irterrally generated ncise is not used in ths

analysi.s. The problem then is to determine the outlut 6ower

of the system noise in order tc derive the output SNR.

Assule the noise figure of the amplifier in Figure 3.3
is given as Fa Using the principles developed in Section G

of Chapter 2, the noise figure F of the one amplifier tzans-

missicn line system is determined to be

1 Fa - 1 L2
LI  LI  LIA

or FaL2A -L 2  1 (egn 3.7)4...L

F = L~ A •_..

AplyngEqaton3.1 to Equation 2.74 it can be determined

that the SNE for the cne amplifier system is given by

Pi n LjL2 A

SNR =.(eqn 3.8)
(Fa L2A - L2+ 1 - LIL2A)kToB

Islightly different approach to the preceding analysis
is tc determine the total systqm output noise power by eval-
uating the noise contribution of each stage of the system.
from the discussions ¢n system noise "it is apparent that the.
oise utpct of the first transmission line segment (PI) is

given by -

Pnl i kToBL

This rcise is amplified by the amplifier which also ge-ner-
ates additional intezral noise. Thus the total noise power
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at the output of the azplifier (designated Pn2) is

Fn2 (1/tI -1) ko E01 A + (Fa - 1)kT BA.

Similarly this noise power is multiplied by the final stage

loss 12 and added tc the thermal noise cf the last state.

TherEforiE the total system noise pover is

1nis -1kT BL 1AM2 + (Fa 1)kT 0BA12 + 1 -)kTBI

which sivElifies to

Pnoisez (FaL2 - LI L2 A - L2 + 1) kTo B

If the input signal cwer is Pin then the output power due to

the signal cnly is Pin LIL 2 A. Therefore, the system SNE is

SNR = n 2  (eqn 3.9)
(FaL2A - LIL 2A - 1. + 1)kToB

Clearly Equations 3.e and 3.9 are identical. As a result,

the SNR cf subsequent systems analysis can he developed by

concentrating on the cverall system noise figure.

Examfle 3.2: Assume a transmission line system is to be

designed such that czly one amplifier is to be inserted in

the line. Coaxial cable with an attenuation factor cf 0.2dB

per kilcueter is to ke emplcyed to connect a transmitter and

receiver which are lCCkm apart. If the transmitter provides

a 1MHz signal at -103dBU, the minimum acceptable SNR is 30dB
for signal detection, and the amplifier has 70dB gain and a

noise figure of 4dB, the placement of the amplifier can be



determined. Equatict 3.9 can be used to quickly solve this

Froblem. First it must be recognized that the prcduct of

(L) and 4L2 ) is the total transmission line lcss and is

20dB. The "trick" is to isolate L2 in Equation 3.9 then

solve fcr the lenght of line which yields that particular

loss. Letting LL 2 =L or total loss, it can be seen.from

Equaticn 3.9 that:

Pi. LA
FL-L - - + LA-a LA L2  (SNR)kToB

so that

L2  [inLA + LA ] + ]
L SNR)kToB Fa A -

Pecalling that the variables in Equation 3.9 are ratio

values and not dB figures, then substituting the values from

the examule into this equation yields:

-10.3)(1 -2)(1 7 1
L2 = + (10~ l 0)7-iL2 =(I0 (1. 379xi0-)(290)(i0e) (i00" (I0') -1

Cr

L 2 = 5.38x10 2

Iherefcre, in dB notation, 2=-12.7dB. Nov since (L = ax
where x is the length of the transmission line from the

amplifisi to the receiver and a is -0.2dB/Km, then the
lengbt cf tle lire is 63.5Km. Therefore, it can be realized
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that the amplifier must be inserted no closer than 36.51Fm to

the tzanazitter.

Fcr long distancq communications via transmissior lines,
cne auplifier inserted intc the line will not overcome the

losses itherent in the line itself. To solve this problem,

multiple amplifiers are inserted so that the typical lcng

distance transmissicr system resembles Figure 3.4 . In

Single
cable section Ampfif iers
of length D/ (Ga I Fa)

M sections

- D distance

Piguze 3.4 Cable Nodel with Multiple Amplifiers.

crder to evaluate the overall system output SNR, the noise

figure uest be calculated. This is most conveniently dene

ty ccnsidering the line as a cascade of individual sections,

each consisting of an attenuating section of line feeding an
amplifier having a specified noise figure.

Consider the cable model of Figure 3.4 containing M
identical amplifiers placed equidistant from each cther
along a line of length D. The cable can be viewed as having
H identical sections each of length D/M, and each composed
of an attenuating line of loss L and an amplifier of gain A
and ncise figure F.. From Equation 2.67 the overall system

noise figure is

+ + .. . 7

L, L, L, A VLA L A + 1 t ~ A~ 7 1

st s$tag 2nd stage 3rd stage Nth stage
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V. ~ *. . -.. .. . . .. . - --. . . . .

this can be written as

1 ;, 1 1 F, 1 1 F1

- 4.- r- 4 - 4.- .. i ---r- L "11 L, 1

1 2 3 M

cr

Fa Fa Fa 1
Fa L I  L I

L LAL 1A L1

1 2 3 M

Eo that

Fa M (Fa/Li) - 1
F - (L--ki "(eqn 3. 10)L Z(L A)k i

Eut Pa /11 can be viewed as (Pa /L, ) - 1]+ 1 . Then

Equation 3.10 can be written as follows:

H (Fa /Lj) - 1

F + k-I
k 1 (LiA)

cr

Mk-1

F =1 +(Y~ 1) ( ) (eqn 3. 11)
1 k-1 1i

Since

.; k M -\  
1

k. lA)

from tle well-kncwn closed form sum for a geometric series
given cn page 87, Eguation 3.11 can be expressed in closed
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fcrm sc that the overall system noise figure for a typical

long distarce transmission line system becomes

+ - 1 A for L A 1 (eqn 3.12)

LIA
F=

M for L A = I . (eqn 3.13)

If tie Sain of tie amplifier used in each subsecticn of

the tzansmission line exactly compensates for the line loss

of the subsection then L, & = I and Equation 3.13 must be
used to determine system noise figure. Otherwise Equation
3.12 must be used. Then, depending on the line loss and

amplifier gain relaticnship, either Equation 3.12 or 3.13 is

used together with the result of Equation 2.74 in order to

determine the total system'-s output SNR.

Exarfle 3.3: A transmission line with an attenuation

index of 0.5 dB/Km is used to provide a communications link

for a transmitter and receiver 100Km apart. Identical

amplifiers whose individual noise figure is 3d, are

inserted in equidistant form along the line such that each

amplifier gain equals the line attenuation over each segment

cf the line. Assume a 100KHZ information signal is placed

on the line at an input power level of lmicrovatt and assume

that the minimum acceptable SNR at the receiver is 74dB.

2he maximum allowable system noise figure, minimum number of

amplifiers, and amplifier spacing can be determined from

Equations 2.74 and 3.13 as follcws:

F Pi n +
(SNR)kToB

10-6
(10- )(1. 3-79x10"a)(290)(105)
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P a 100

so that the system ncise figure is 20dB. Then from Equation

3.13

= (100 - 1]/[ (la/Li) - 1]

Eut frc3 Equation 3.3

•
LI = 10 "0 1 "

so that H must be determined by trial and error. The

follcwlng table was developed to determine the minimum

number of amplifiers used to achieve a noise figure of 100.

7able III clearly indicates that the m,&nimum number of

amplifiers which yields a system noise figure at cr below

the 2CdB allowable limit is 5.

TIBLE III
H Determination via Trial and Error

M L Noise Figure

2 0.003 31.0 dB 1I 3 0.02 214.0 dB,
14 0.05 21.0 dB
5 0.10 19.8 dB
6 .15 18.8 dB
8 .24 17.8 dB

__ _ _ _I
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Transmission lines can be analyzed with the a.d of
circuit tbecry - that is, in terms of voltages, currents,

and impedances. Due to the distributed nature of impedances

in a transmission lire, a signal voltage applied at the
iput end cf a trarsmissicn line at a certain instant of

time (for example, ky closing a switch) will nct appear

instantaneously at the output end of the line. it will

travel along the line at some finite velocity which is that

cf the electromagnetic field associated with the vcltage and

current cf the line. Because time is required for a signal

wavefcrm to travel tke length of a transmission line, the

output vcltage will nct be in phase with the input voltage,

and tke output current will nct be in phase with the input

current. Thus, signals experience a time delay and phase

shift as they propagate along the length of the line.

Furthermcre, as indicated earlier in this section, the

magnitudes cf the vcltage and current at the output termi-

nals of a line will rct be the same as the magnitudes of the
voltage and current at the input terminals due to the line's

attenuation.
The ragnitudes of the attenuation and phase shift that

occur are determined by the propagation constant of the
transviseicr line. The propagation constant, represented by

7, is a complex number with the real part being the
attenuaticn constant (denoted ) and the imaginary part
tein; tle phase constant (dencted )

Earlier portions cf this chapter were concerned with a

generalized approach to system analysis of transmission

lines in which the grcss behavior of the line was character-
ized by the loss parameter a . Consequently, the attenua-

tion constant of a line was treated as a given parareter

since it can be obtained from manufacturing specifications.
urthermcre, for the generalized analysis approach tc system

perfcrmance, the details of line attenuation and phase/time
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delay are inconsequential. The remaining portions of -his
chapter will ccncentzate cn developing an cverall urder-
standing of line attenuation and phase/time delay effects.

E. ICE ISBN;ENCY HCEOi

While the gsneral study of communication system trans-

mission lines is primarily ccncerned with high frequency
signals, it is beneficial to first develop an understanding

cf transmission line characteristics that are applicable at
lower frequencies and then apply that knowledge to a rodel

that Is applicable at higher frequencies. It has been shcwn
[Ref. 29) that a transmissicn line can be analyzed in terms

cf AC circuit theory by obtaining an equivalent circuit of

the line. This is pcssible because a transmission line is a
distributed parameter device and can therefore be described

as a cascade of incremental networks of lumped resistive,
capacitive, and inductive elements. Consider a transmission

line composed of twc long parallel wires suspended in air
such ttat a small subsecticn of length x can be examined

[Figure 3.5]. One restricticn placed on the equivalent

circuit is that the length x of each subsection must be
smaller than the wavelength of the applied signal frequency.

Then each subsection can be considered a lumped circuit and

the varicus elements within the subsection defined.

The equivalent circuit of a transmission line i4

composed of a series resistance (R), a series inductance

(L) , a shurt conductance (G) , and a shunt capacitance (C).
It shculd be noted tkat the shunt conductance is the laakage

conductarce (inerse of resistance) of the dielectric

material (ircluding air) placed between the ccnducting wires

and rct directly related to the resistance R of the

conducting wire. line parameters are normally given as
per-unit-length values, that is, R in ohms per unit length,
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ligure 3.5 Tarallel lire Transmission Line.

L in kenries per unit length, C in farads per unit length,

and G in mhcs per unit length. To derive the value cf the

equivalert circuit ccmponents, it is necessary to multiply

these line parameters by Ax, the length of the subsecticn

The equivalent circuit can therefore be modeled as Figuz

3.6

AX

RAX L( xax,t)i(X, t) , (XAX tDo +
v(x,t) GaX CAX v(x+x,t)

Figure 3.6 Equivalent Circuit.

While all transmission line theory could be treated in

terms cf ac circuit analysis, the analyses wculd be

extremely involved for all but the simple cases [Ref. 30).

It is acre convenient to treat transmission lines in terms

cf differential equaticns (see Appendix A for a general

description cf differential equations). The differential

equaticns are obtained from a simple ac circuit analysis of
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the equivalent circuit of line subsection and then by

lettirg the incremental section of line (Ax) approach zero.

Consider the equivalent circuit of Figure 3.6 whsre th -

current and voltage are functions of both position .rnd time.

It is evident that vcltage and current are in general func-

tions of time. Line current and voltage are functions cf
Fositicn due to the finite velocity of propagation cf the

signal waveform. Ecr a line segment of lsngth Ax which

begins at the arbitrary point x, input and output voltages

are denoted v(xt) and v(x+Ax,t) respectively. Similarly,

input current is i(x,t) -'zd output current is i(x+Ax,t)

Since the voltage drop across the resistor is PAxi(x,t)

and across the inductcr it is LAx Vi(xt), then Kirchhcff's

voltage law can be applied to the equivalent circuit to

yield

v(x,t) - R xi(x,t) - L xti(x,t) -v(x+At) 0

or

v(x+Axt) - v(xt) = -R xi(x,t) - L x-i(x,t) (eqn 3.14)

Likewise, Kirchhoff's current law can be applied tc the

circuit. Noting that current flow into the equivalent

circuit capacitor is CAx-L-v(x+Ax,t) and that the current

flow through the shunt resistor is GAxv(x+Ax,t), then

i(x,t) - G xv(x-Ax,t) - C x-~-v(x+Ax,t) - i(x+Ax,t) = 0
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¢r

i(x+Ax,t) - i(x,t) = -G xv(x+Ax,t) -C xjtv(x+Ax, t) (eqn 3. 15)

ividing Eguations 3.14 and 3.15 by Ax results in

v(x+Ax,t) - v(x,t) a

Ax -- Ri(x,t) - Lji(x,t)

and

i(x+Ax,t) - i(x,t) -Gv(x+Axt) - C x+A,t)Ax a

tespectively. Then in the limit as Ax approachCs 2SZo,

these egrations becoie:

av(x,t) -Ri(x,t) - i(X,t) (eqn 3.16)

ixLt

and

ai(xt) Gv(x,t) av(x,t) (eqn 3.17)
ax - t cat

It can be seen that Equations 3.16 and 3.17 are of analcgcus

form. As pointed out in Clef. 31], thesa equations are the

dual cf cne another with the following analogous quantities:

v R G L C
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as alac evidenced frcm equations 3.14 and 3.15 . Eguaticns

3.16 and 3.17 have beccme kncwn as telegraphist's squaticns

and are the basis fcr all parametric analysis of transmis-

sion lines (Ref. 32]. The task t44- is to solve these two

equaticns.

Fcr initial analysis consider a lossless line such that

S= G =C . Then

--v(xt) -L-i(x,t)

and

-xi(x,t) = -Ctv(xt)

which, as will be deacnstrated, are solved jointly. Houever

lines are not icssless; in fact, since lines are seldcm

coiled tke associated line inductance (L) and conductance

(G) are typically saall. It is therefore reasonable to

approximate L and G by zero [Ref. 331 so that the

telegraphist's equaticns become

-v(x,t) = -Ri(x,t) (eqn 3.18)

and

i(x, t) = -C V(x't) *(eqn 3.19)

These equations can he solved assuming ac steady state

conditicrs cn the line. This is obtained by assuming that

v(x,t) ccnsists of a sinusoidal time dependent form given by
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v(x,t) = V(x)e 3 . Ecause of the duality of Equaticns 3.18

and 3.19, it can be guaranteed that i(x,t) will te cf the

form I(x)ejo t where I(x) and I(x) are in general complex
functicns cf x and referred tc as phasors in ac circuit

theory. By differentiating v(x,t) and i(x,t) with respect

to x yields:

Sv(x,t) = dV(xe
x dx

and

d I (x) ejWt
a-i(x,t) = dx .

respectively. Using these equations for a steady state

analysis cf Equations 3.16 and 3.17 gives:

dV(x ejt - _RI(x)ejt -LI(x)j eJwtdx

and

dIx)eJit = _,$V(x)ej(t CV(x)j eJWt
dx

It can te easily seen that e J t factors out of tcth equa-

tions sc that:

d V(x) = R1(x) -LI(x)jw (eqn 3.20)
dx
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and

dI-) -GV(x) -CV(x)j (egt 3.21)
dx

which can be solved simultaneously. Equation 3.21 can be

ritten as

dI(x)_ (-G -CjwIV(x)

dx

so that the second derivative cf I(x) is

d dV(x) =[-G -Co] dV(X)
= -dxz  dx

which car equivalently be put in the form:

dV(x) 2 1 X
dx -G -Cjw dxz

Sabstituting this intc Equaticn 3.20 yields:

-d d2I(x) = -RI(x) -LI(x)jw-G -C j dx4

cr

dI(X (G + Cjw)(R + LjW) I(x). (eqr. 3.22)dx z
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Lett ing

72 = (G + Cj )(R + Lj ) (eqn 3.23)

Equaticn 3.22 becomes:

d I(x) = 2 (x) (eqn 3.2)

dx
2

This is a simple linsar differential equation of the seccnd

crder for which a solution is well known [Ref. 34].

It can ke shcwn tkat

(x) = IAeYx + I (eqn 3.25)

where IA and 1. are constants of integration determined by
the bcundary conditicts at the input and output ends of the

transmissicn line. Again, because of the duality of the
telegzaihistis equaticns :t can be demonstrated that

d 2 V(x) 2 V(x)
dx

so that

V(x) = VA e'Yx+ V e 'x  (eqn 3.26)

A B

and the constants of integraticn VA and VB are again related

to lire kcundary conditions (Ref. 35]. From Equations 3.20
and 3.26 it can be shown that the current at any pcint x

along the line in terms of the constants VA and V8 is:

-- xG + jL V
I(X) R + j C V Ve'



lettitg

Z - JwL and Y * G+JWC

this eguaticn becomes

I(x) = 1L(VAe'YX- VBeY) . (eqn 3.27)

Substituting for 1(x) from Equation 3.25 yields

IAeYX+ IBe - 1 (VAe eyx - V eYX)

so that

VA
'A =

and

VB
'B =

lherefcze, the voltage and current at any point along the

line can he written In terms cf the constants VA and V as:

v(x,t) = (VA e-Yx + V8 eYX)eJwt (eqn 3.28)
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and

i (X,t) e - V eYj ei~'t* (eqn 3. 29)

VA and V, are detergined by the boundary conditicrs cf the

input and cctput ends of the transmission line and therefcre

zequize ftrther investigaticn.

assume a transmission line of length Ithat has as

its irrut a voltage source Vs with internal impedance Zs

Ilso assume the line has a Icad impedance ZL connected to

its cutpct terminal (see Pigure 3.7 ). The voltage and

current phasors at the input end of the line (x=0) are

designated Vo  and I while the line output voltage and

VSV(t) V (1, t)

x0 11

Figure 3.7 Electrical Elements of the Transmission Line.

current phasor are V and I respectively. Using

Firchhcff's Voltage law it can be shown that at x=O

Vs - ZSI o - Vo = 0 (egn 3.30)
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and at x=t

VL - Z I = .
AL L L

Ihis equaticn indicates that

ZL = TA

which can ke written as

AeF-YX + V, e YA"
z ve ve (egn 3.31)

ZL VA - eYM

Twine4  , Z

EQr simplicity let 20 u-E7. Furthermore, for maximum

power transfer from the source to the line (i.e. impedance

matching conditions) let Zs=Zo. Then from Equations 3.26

3.27 , and 3.30

V z[Ae- I o e-0+V =0

which yields

Vs
V = -- (eqn 3.32)

A 2

Substituticn this value for VA into Equation 3.31 , it can

te seen that:

ZL = 0 Fv Ve + V, eye]
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so that

VS e2Yi[Z, ] * (eqn 3.33)

Now fzcu Figure 3.7 it can be said that the input impedance

IZin ) at x=C is given by

Vo

in Jo

and ectstituting Equations 3.26 and 3.27 with x set to zero

yields

VA + VB
Zin -=vA VB

where Z0 is T . Furtbez, substituting Eguaticns 3.32

and 3.33 for VA and V, gives

+ 2 R +\Z+ Z

Z i , = O S - - S e 2 . L - O

which car be simplified to

Z Z0 -1 + e'2YA [(ZL - Zo)/(ZL + Zo)] 1(eqn 3. 34)
1 - eZYt Z - Zo)/(ZL + Zo)] "
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for a very long line (i.e. ---> 1) v- 0 so that

Z. Z 1+0 (eqn 3.35)

Therefcre the input impedance of the line is Z. which from a

previcus definition, can be seen to be given by

G + j CZ° R+ JL(egr 3.36)

his is the so-called characteristic impedance of the line,

since it depends on the characteristic parameters R, L, G,

and C. It can he seen that for the general case the impe-
dance is cczplex and is a functicn of the applied frequency

w. hexe are two cases, however, when the characteristic
impedance is not a function of frequency.

First consider a lossless line where R and G equal

zero. Then Z o =V- which is a pure resistance, independent
cf freguency (sc long as L and C are themselves frequency
independent). A seccnd case cccurs when L/R = C/G, that is
when the time constants of the equivalent circuit are equal.

So that

Zo = . c= 1
1 + , Li

when I/P = C/G [Ref. 36].
lith the knowledge that the impedance of a line is

determined by its characteristic parameters Z0 , in acccr-

dance with Equation 3.36 , the analyst can now focus on the
question, "If the imp*dance of the line is determined by its
physical characteristics, then how does the characteristic

impedance affect the signal as it propagates down the line?"



2. _;.aSion CCst_

The compariscn cf a system's output signal tc its

input signal is a measure of that system's effect c- the

signal and, as discussed in Chapter 1, :s generally

described by the system's transfer function [H((a)]. This

principle can be used to derive the relationship between the

characteristics of tke line and its effect on the propa-

gatirg signal.

Consider the line in Figure 3.7 whose characteristic

impedance Zo and load impedance ZL are matched. Then, by
Equation 3.33 for Zo = Z, V8 = 0 so that from Equation

3.28 v(x,t) = V e wxest. T herefore, the ratio of the signal
voltage at the octput side cf the line to the signal voltage

at the input side of the lire is given by:

Vs e-y eJ(t

v(L,t) 2 -
v(O,t) Vs -0 eJCt

which car te written as:

V(x=f) = V(x=O)eYA . (eqr. 3.37)

In cther words, the signal voltage at the output end

cf the line is equal to the signal voltage at the input side

cf the line times eCyl which, by definition [page 17], is the

transfer function of the lire and designated H(M). Earlier

in the aralysis the definition 72 = (R+JwL)(G+jwC) was made

so that:

7 = j (R + j L)(G + j C) (eqn 3.38)
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which is a complex quantity and can be written in the fcrm

S=j

where # is the real part of Y and P is the imaginary part of
Y. Comhining these definitions, it can be seer, that

e ') 1 = H( ) = 0 j 4

so t1tat

H(W) = e'Oe'ji. (eqn 3.39)

As a result, it is easily seen that by its transfqr func-
tion, the transmission line introduces both signal atterua-

tion (e) and delay (which is related tc the term 41f2).

Furthericre, as the length of the line increases sc dc the

attenuatuicn and delay. The term Y is called the line's

propagaticr constant and is a per unit length value deter-

mined frcm the characteristic parameters of the line.

Initial sections of this chapter introduced ths

transmission line attenuaticn factor ( a ) as a gross quan-

tity per unit length Cf line so that the perspective cf the

general tiarsmission line analysis could be focused on the

system and not on ccmponent level details. From the simpli-

ficaticn cf Equation 3.23 , the attenuation factcr of a

transuissicn line can te deduced. If Y2 (R+jwL) (G+JwL)
2

then 72 is a complex quantity equal to

(RG - w2LC) + jw(LG + RC)
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which is of the form a + jb. As demonstrated in ths fore-

going secticn If= ' . JB * tten:

2 2 2, = - + j(2,8)

where 02_ P2 is the real part of y 2and 201 is the imaginary

part cf Y 2 Therefcre letting

2 2

and

= 20

7he second equation can he written ash=b/(20) so that P can

can be substituted into the first equation to yield:

4 2 1 2~t a'- b = 0.

Using the general solution for a guadratic equation gives:

@2 = 2 2 + b0 2

so that

- 1f] /2

a + V 2 + b
0 L 2
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Now substituting (RG -JLC) for a and (LG + RC) for t it can

he seen that :

RC- 2 LC + y(RG - 2L )2 + W2 (LG R,2 (q .0[ (eqn 3.La0)2

which determines the attenuation constant of a unit length

line. It should be noted that while the soluticn for a

quadratic eguaticn irclude bcth plus and minus square rcot

values, the positive value only is used to detarmine 0.

Clearly, the absolute value cf the square root term will

always exceed [RG - w 2LCI so that if the negative square

root were considered 0 would be purely imaginary. Since

attenuat-on is purely real, the negative square root term is

zeaningless. Then, substituting the value of 0 from

Equation 3.40 into the equation equation A =b/(20) and

replacirg b with LG + RC it can be seen that

f = -(LG + RC) 341)

[2G-2~C + 2 f (RGG-w LC) LG +4C 7 -

This ter jS then describes the delay constant of the unit

length line. It shculd be noted that the attenuation

constart and the delay constant are dependent on both the

line operating frequency and the line characteristic

parameters.

Earlier in this chapter a transmission line was

grossly characterized as "lossy" where its total line atten-

uation was found by multiplying the length of the linp by

the line's attenuaticn factor a which could either he meas-

ured cr stated in tie manufacturer's specifications. The

questicn thQen is, "What is the relationship between the

line's propagation constant and the transmission power

loss?"
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3. _l . 1 s

Feferring back to Figure 3.7 where input and clitu-

impedances are matcled, the vcltage and currnt lue tc a

sinuscidal input at any point x along the - - re (with

time dependency suppressed) given by:

Vs -YX
V(x) = e

and

Vs
V(x) =Z ° e

resDectively. It can be demcnstrated that power at any

pcint x alcr.g the line is given by the voltage at x times

the complex conjugate of the. current at x (Ref. 37]. This

is thben written as

P(x) = V(x)I*(x)

wherc * indicates cozlex conjugation (Ref. 38]. It can now

be shcwn that power at the input end of the (x = 0) is:

Pin = Po =Vo o = 2

and that pcwer at the output end of the line (x =L) is:

Pout = P = I h 2 " - Y
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As previcusly discussed in this thesis, power loss ;.e smp!y

a comparison or ratic of output power to input power; thsre-
fore a tiansmission line's power loss can be written as:

Pout P (e (e

Pi n Po

Becalling that 7 = J j J , then

Pout ( $)( .( j)I - 4

Pin

so that

Pout .

Pin

is the power loss over the length Q of a lins. But, power

loss (Cz attenuation) is normally given in dB's, thersfcre

(Pout) = 10 log e-20P in /d8

= 20k&t log e

where e is the base cf the natural logarithm and has the

value 2.71828.... Tkerefore, the dB attenuation or loss (L)

of a tratsmission line of length I is given by

(L)dB = 8.68588960Y,.



It can nciv he seen t1kat the unit length (L= 1) transmissic:
line attentation factor a , earlier presented as a gross

quantity, is determined by:

a = 8.690 (eqn 3.42)

where 0 is determined from Equation 3.40 . More apprcpri-

ately termed the line's attenuation constant, a is a func-

tion of the line' s characteristic parameters and its

operating frequency. It should be noted that the delay
constant has no effect on power as the signal prcpagates

along the line.

4. e fectin ccefficients

7he previous sections of this chapter were developed

on the tasis of the load ixpedance and the line character-

istic impedance being of the same value. Under these ccndi-

tions the entire vcltage and current waveforms propagate

down the transmission line with no reflection from the lcad

when j c . It was also shown that with Zo = ZL the VB

and 18 terms in the respective line voltage and current

equations were zero. However, when a mismatch between the

load and line impedances exists, the V8 and 1B terms dc not

equate tc zero and therefore detract by some factor from the
waveforms transmitted to the load. These detracting factors

are kncwn as reflection coefficients and represent an

apparent waveform traveling from the output end of the

transeiissicn line to its input end.
The voltage reflection coefficient is denoted P. and

is defined as:

v eVe
V Ve. (eqn 3.43)
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Substituting the value for VA and VB as previously d.rlved

(Equatior 3.32 and 3.--3) the vcltage reflection cceffciesnt

teccres

ZL - Zo
Z + Z (eqn 3.44)

from Equaticn 3.43 it can be seen that V, will be related to

VA in the fclowing manner:

VB = PVAe-

The generalized equation for voltage at any point x alcng a

transmission line of finite length I is:

VS [ Yx eY(x-21)]ej(t

v(x,t) = e +
2 L

The current reflecticn coefficient, denoted is similary

defined as:

I~eYL

A

and ficm the current-vcItage relationship previously devel-

cped it can be shown that Pi= -Pv • Therefore, given the

voltage zeflecticn ccefficient pvP the generalized current

equation at any point x alcng a line of length can be

stated by the equaticn:

i(x,t) = VS [e 'X - pe Y•x-21) (
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5. .A ssr. on L'Zre j~a_~~,_ a~~_ Paam e etjr

7he beginning of this section on the low frquency

model briefly considered the parameters required t

construct the equivalent circuit of a transmission line.

These equivalent circuit component values are a function of

material ccmpositior and line cross-secticnal gecmr-try.

Rather than developing an analysis of the characteristic

parameter of a line, this sectior, simply presents a summary

of the standard coaxial cable and open, two-wire models

derived in (Ref. 39]. For both models, resistarce and

conductance are related to the material used for the
conductirg %ire and the insulation respectively. Referring

to Figure 3.8 , the resistance (R) of a line is equal tc the

resistivity (i/a) of the conducting material divided by its

cross-s.cticnal area. Thus

i/o
R 1/6

r2

Figure 3.8 Circular Wire.

Referring to Figure 3.9 or 3.10 conductance (G) is the

inverse cf the resistivity (i/a) of the material separating
the two conducting wires. Therefore:

G a.
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Figure 3.9 Coaxial Cable odel.

a. Coaxial Cable

Figure 3.9 depicts the cross-sectional geozety

cf a coaxial cable. Capacitance (C) can be calculated using
the equaticn:

27re
C = in(r2/rj)

where r1 and r 2 represent the inner radii of the two ccnduc-

tors, ard e is the permittivity of the insulating material.

As an aside, the permittivity of a vacuum (danoted co is
8.85x10"arads/meter. The inductance (L) of a coaxial cable
can be calculated frc the equation:

L = -[- + 2 ln(r 2 /r 1 )]

where /A is the permeaklility cf the insulating material. If

the two conductors are separated by air the permeability of

a vacuum ( /A=4rxl0-7kenries/meter) can be used as a clcse
apprchimaticn (Ref. 40].
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I T3
S

Figure 3.10 Open, Two-Wire Model.

t. Open, Twc-Wire line

The cross-secticnal geometry of the open, two-

wire mcdel assures that the conducting wires are cf equal

size as illustrated in Figure 3.10. The radius of each

conductirg wire is r and s is the distance separating

the centers of the wires. Then the capacitance of the line

Is given by:

WE
C=

in 2r

where e is the permittivity cf the material between the two

wires. Inductance is given by

L = i s + I[S2 - 4r 2)

where A is the permeability of the insulating material

tetween the conductors.
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C. SKIN 17PECT NODE!

bhe low frequency model for transmission lines assumes
that a line's characteristic parametars are uniformly

distributed throughout the line. It has been demonstrated

that Y is a function cf the line's parameters and operating

frequency but that the effects of frequency are negligible
when compared with the line rasistance and dielectric
conductance at the lover frequency spectrum. Therefore,

current was assumed tc be uniformly distributed through the
cross-sectional and longitudinal areas of a line. It is
known that when an alternating current flows in a conductor,

the associated magnetic flux within the conductor induces an

electroactive force (EIP). This E5F causes the current

density to decrease at the center of a wire and increase at

the cuter surface. This migration of current toward the

surface of a conductor is known a the skin effect and

increases in prominence as the frequency of the input signal

increases. For transrission lines operating at low frequen-

cies, skin effect is negligible and, for all practical

purposes, can be ignored; however, for lines operated at

higher frequencies, skin effect becomes a significant factor
[Ref. 41).

The skin effect zcdel, which was developed for transmis-

sion lines operated at high frequencies, accounts for :he

skin effect pheromencn. As current migrates toward the

surface cf a conductor, the effective resistance of the
conductor increases. For high frequency transmission lines,
the lire series resistance (R) is frequency dependent. The
telegraphist's equations are the basis for all transmission

line analysis regardless of operating frequencies. Since
the gerezal concepts and equations for transmission lines

have teen already presented, the skin effect model can be

easily aralyzed by the use of the already developed model

and equations.
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The ctjective of a transmission line analysis is to

determine the line's effect on an input signal. As demcn-

strated in the low frequency model, a line's transfer func-

tion is dependent orly on its propation constant (y) and

the length (I) of tke line. From the analysis of the low

frequercy ucdel, the propagation constant of a line cper-

ating at high frequencies is Ifrcm Equation 3.38]:

'Y = /(R + jwLj) (G + jC)

where R new is the skin effect impedance ZSK T The skin

effect ispedance has been found to be (approximately)

ZSK = K j -,,

where K is the skir effect resistance and w is the line-

cperating frequency. At high frequencies, a circular

conducting wire has a skin effect resistance given by:

K

where r is the radius of the wire, / is the permeability

cf the wire, and i/o is the resistivity of the wire

[Ref. 42]. Letting p =V-3- and substituting for R, the

propagation constant for a high frequency line is:

Y (Kv + pL)(G + pC)
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In a siuilar manner the characteristic impedance cf a line

cperatinc at high frequencies can be determined using the

ZSK value in place of tha R term in Equation 3.36 Therefore,

for the skin effect mcdel, a transmission line's character-
istic isledance is given by:

/KV + pL
z =

Zcr all pzactical purposes, the conductance of line insula-

tion between the twc conductors is negligible (Ref. 43] so

that the equation fcr the propagation constant of a high

frequency line is

= pL)(pC) (eqn 3.45)

and the characteristic impedance equation is

KV'p + pL
ZO - pC (eqn 3.46)

Given an operating frequency and the line parameters,

IquaticnE 3.45 and -1.46 can te solv.d and applied tc all

cthez equations presented in the low frequency model

section. The remaining pcrtions of this chapter will

ccncentrate on the high frequency line's transfer functicn,

its effect on applied digital signals, and the expected

cutput signal-to-ncise ratio under certain specified

con diticns.
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In the lw frequency model it was demonstrated that

the transfer functicn H(w) of a transmission line of
length I is given by:

H(c) =e "7

7hen, fzca Equation 3.4 , it can be seen that at high
frequencies a line's transfer function is

H(T )5 _, 2 LTTC ) k2H( ) e- (eqn 3.47)

+Kil
Now VKCpVp + pzLC can be written as p NF + L -

for high frequencies, K is very small so that (1+

can be aEprcximated csing the rule V =+x 1+(x/2) fcr x<<1.

7bus, Egration 3.47 becomes

H(() = e e 2L

Substituting J for F, obtain

-jGV TV -C V3 -a
H(aw) = e e 2L q3.48)

This equation is analogous to Equation 3.39 so that the

first term represents delay and the second represent attenu-

ation (Ref. 4]. From the transfer function H(i,), it can

be concluded the transmissicn line response to a high
frequency signal is attenuaticD and delay of that signal.
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2. _II i2s__ - ta Rate

mode:n corzuricaticns equipment has evolved f-oin

analog circuitry to very fast digital processcrs. As analog

signals are replaced by pulse signals, the analysis of the

pulse respcnse of a transmission line is a topic cf
increasirg importance. In the previous section, the high

frequency line response (or transfer function) H(W) was

discussed and found tc be:

H(W) = eV

representing signal attenuaticn and delay. The fcrmer

directly irpacts transmission data rate and therefore is

analyzed more closely.

The high frequency t~.ansmissicn line transfer func-

tion H(w) can te viewed as ccnsisting of two terms namely:

E (w) = H() (w) 2M

where H 1 (w) represents the delay e 4  C and H 2 (W) repre-

sents the attenuation 4; KV77J I. To simplify the nctation,

let to =IVCH , and define a new term f where:

A ( .9 \2

Also define another new term q where:
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so that V-= Vi Therefore, the transfer functio.

H(co) car ncw be written as:

H(w) = e-jw o e-2' . (eqn 3.,9)

In order to obtain the transmission line data rate, the 1ine

response must be stated as a function of time rather than
freguency. Thus the inverse Fourier transform of H(a)

must to determined. Since

H2 (w) e e" 7

Equaticn 3.49 becomes

H(w) = H2(w)e j % •

from tasic properties cf Fcurier transforms, if f(t) has

Fourier transform F(w), i.e. f(t) 4:OF() then

Therefore:

H(w) h2(t-t o ) ,

cr

h(t) = h2 (t-to )
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where ht)---H .). Ibrough the use of Fourier tzars.c_-a-

tion tables h 2 (t) is determined to be:

- 3/2 - I
h2 (t) = -t e U(t)

where U(t) is the unit ster function depicted in Figure

3.11 . Then h 2 (t-to) is:

- 3/2 - (
h2 (t-to) = rl(t-t 0 ) e - U(t-t o )

which represents the functicn h 2 (t) delayed t seconds.

U(t)

Figure 3.11 Unit Step Function U(t).

Example 3.4: If a ccaxial cable 100 kilometers !cng

has a lire inductance L of 3.7xI0 - ? henrias per meter and a

line capacitance of 3.5xi0-11  farads per meter, from the

definiticn to= 1- it can be determined that any high

frequency signal applied to the line will experience a
propagation delay of -60nanceconds. In cther words, the

cutput response to a signal would lag the input by

360nancseconds. The term h 2 (t) must now be analyzed.
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rue to the presence of U (t) , h2 (t) will be zerc for
tO. Furthermore, in the limit as t approaches infinity,

(t) goes tc zero. 7e value Cf" h2 (t), when O<t<w , mus-: be
examired. Since t is restricted to only positive values, by

insFecticn, it can be seen that h2 (t) will always te posi-

tive and be of the shape illustrated in Figure 3.12 . The

peak cf the response curve is determined hy setting the

function's first derivative to zero. Then

7/2 -/t 3 -52 - /t] 0

which can ke reduced to

0t-1 3- =
0

h2(t)

. t

Pigure 3.12 Nigh Freguency Transmission Line Response Curve.

It car ncw be seen that the maximum value of h2 (t) cccurs
at t=(2/3) ' . Th4 peak value can easily be derived by
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solvirg fcr h2 (2 ) • Thus the peak value of the response.

function is:

2 e 3
h 3) 3/2

-3/2e

(.Z) 31.

Eecalling that q'- Vir" then:

h2 2(2 )33 v( e

Therefcre, the peak value of h 2 (t) is approximately

(0. 23) t1/,f).

Exafrple 3.5: If the cable in the previous example

has a skin effect resistance (K) of 1. 17132x10-' chins psr

meter Fe= second but the line is only 10kilometers in length,

then can be calculated from

K2

and is 0.8 nancseconds. The peak value of the response

function cccurs when t=(2/3)f or at 0.54 nanoseconds and is

h(O.54 nanoseconds) = 285x106.
It can be demonstrated that as f becomes smaller,

the zcre closely the response curve resembles an impulse.

With the aid of fourier transforms it can be shown that the

transfer function of an impulse is unity for all frequen-

cies. Therefore, it can be concluded that the smaller the

131



cf a transmission line, the Letter suited the systzm is fcr

kigh frequency signal transmission. So, for the ideal

transmission line, EEW)=I. However, as has beer demcn-

strated, the response of a real transmission line is not

ideal as indicated by the fact that

H (w) = e- 2 V-2

Clearly |H2 (O)I<1 for all frequencies. H2 (w) can te written

in polar form, tbat is:

H(0)H2( w)Ie W

Since

H (w) : e 2=cd e"1T
2

and

=.!_1 + 1

then

2 e = e
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Clearly

fH2 (Wi) e "=w

and

LH2 (w) = e V '

Figure 3.13 illustrates the frequency response of the trans-

uissicn line as determined frcm IH 2 (c4 I. It can be seen

that the line has the frequency response characteristics of

a low pass filter. The half Fower point of JH2 ( ) I Cccurs
at the frequency w such that we= 0.06. Therefore, it is

1.0-

Half power point

0.06 1

Pigure 3.13 Iverage Power Spectral Density.

clearly demcnstrated that the e value of the line deter-

mines the cut-off frequency of the line.
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It is often useful to specify frequency response of

a line in the context of dE pcver loss at various frequen-

cies. It can be demonstrated that the output spectral

density cf a linear system is related to the input spectral

density to the system by [Ref. 45]

Pout ( ) =P in (W) 1H2(WI2

where Pout(O) represents output power spectral density and

Ein(w) represents injut power spectral density. Since

Pout (W )Pi =  JI' 2( )I 2

The Fcver loss (in dB) for any given fixed frequency is

given hy

(Loss) - 1.0 1og(e" 2& )2

(Loss) =-12.28 . (eqn 3.50)

It car therefore be concluded that any transmissicn line

system whick does nct "ccndition" the line wizh equalizers

is lizited in its frequency response by the line's f value.

Fealizino that modern telecommunication systems are exclu-

sively digital systems, since digital signals are typically

high frecuency signals, it is apparent that the transmission

line parameters deteraine the maximum number of pulses per
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second that can te transmitted over a line. Therefc:;. it is

important tc determine the line response to a pulse.

Lathi (Ref. 46] has shcwn that a unit sE-eF re .scras

G(t) can ke expressed as the integral of a unit impulse

function 5(t).

tU(t) = (zd

The unit step response, r 2 (t) , of the line is given by:

t

r2 (t) =fh 2(,)d,

Ihis fcllcws from tle previcus equation and linear system

thecry. Sutstituting for h 2 (?) yields

t - /
r (t 17 e U(-r) d-r .

since

{ 0 for T40

1 for r>0

then

r 2 (t) dj (T) 2 dT U(,)
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letting z be a variable of integration such that x =V2 /

it can he demonstratEd that the line's unit step responss is

giver by
x2

re2 (t) =2f 6 2 dx . (agn 3. 51)r2(t) r2 T

The intergal of Equation 3.51 is the so-called complementary

error furction (CERP) of a n=rmal distribution, where

f d) dx = 1 - F(x) (eqn 3.52)
x42i

and F(x is the so-called error function integral (Ref. 47].
From Eqraticns 3.51 and 3.52 the unit step response of a

transErissicn line can be determined from

rz(t) = 2[1 - F(1 )] (eqn 353)

and is illustrated in Figure 3.14

Figure 3. 14 represents the signal r 2 (t) at the

cutput terminals of the transmission line in response to a

unit steF input signal. The time required for the cutput

level tc gc from 101 to 90% of the maximum output signal

value is called the rise tite. Letting (ti ) denote the time

at which the output reaches the 10% signal level and (tf)

denote tke time at which tke cutput reaches the 90% level,

rise time is I -t 0 Therefore combining Equation 3.53 and

its graphic representation in Figure 3.14 , it can be seen

that

r 2 (t 1) 0.1 and r 2 (tf) = 0.9
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r.t)

0.9

0.1-

rise
time

t. t
L tf

Figure 3.14 Unit Step Response.

It fcllows then that through substituticn of ti and tf into

Equation 3.53 that t1= 0.74 and tf= 128 . Therefore

rise time, denoted tr, asscciated wizh a transmission line

is 127.26 seconds. For example if a transmission line has

a value cf f = 8.111 x 100 seconds, then the rise time of

the respcnse due to a unit step signal applied at the input

cf the line would be 100nanoseconds.

Vow that the transmission lina response to a unit

step sigral is known, the line response to a pulse can be

easily determined since a pulse can be viewed as two unit

step seigrals occurring at different times. Let the pulse

signal cf figure 3.15 be represented as UJ(x) - U(x-d).

Figure 3.16 represents the individual responses of U(x) and

U(x-d) such that

r2 (x) = 2[1 - F(T)] U(x)

and

r2(x-d) = 211 - F(I2/<T-d) )] U(x-d)
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U(t)

...... t

1I

x x~d

Figure 3.15 Pulse Signal.

U(x) r2(x)

ii

U (x-d) , r2 (x-d)

Tigure 3.16 Individual Line Responses.

From U(x)-U(x-d) the resulta.t response is r 2 (x) -r 2 (x-d) as

illustrated in Figure 3.17

It can te seen from Figure 3.17 that as the pulse

duraticn d is made smaller the response pulse amplitude

decreases. x ost systems tase cutoff signals at the 3dB

signal pcwez level. Therefore, d should be long enough to

insure tkat the voltage (or current) response pulse is at
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r(t)

0.7

0.1-

XX

Pigure 3.1) Line Response to a Pulse.

least 70.7% of the input signal voltage (or current) level.

1o maximize the number of pulses put on a line the pulse

width d shculd be mirimized. Therefore d should be based on

the time required fcr a response pulse to rise to at least

the half power point cf the input signal power. Thus, r2 (x)
should be set to reach the 0.707 voltage (or current) level.

The pulse width is fcufid by setting Equation 3.53 to C.707

so that

2LI - F = 0.707.

Lettirg - = x , then F(x) = 0.646 . The value of F(x)

can be fcund from norral distribution tables so that x=0.37.

1herefcre, it can be seen that

,2fI,= 0.37

so that t = 14.6 f . For simplicity, the pulse duraticn is

choosen as multiples cf the lines fvalue so that the cut off
pulse will cccur 15 after the turn cr pulse. That is,

pulse drration is 15 I seconds. Likewise a reasonable
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amourt cf delay is :equired to ensure the ling is at a
steady state pricr tc turn cn f another pulse. by :.he -am=
technique used to dsvelop the width of a pulse, the interval
ketween the turn off pulse and the new turn on pulse is
found tc te approximately 15f seconds. The total time

between the leading edge of the two consecutive pulses is
approximately 30f seconds. Therefor=, the data rate cf any
given trarnsission lie is 1/30f and clearly depends on the
characteristic parameters of the line as related by f .

Ixample 3.6: If a transmission line has an f value
cf 8.111010 "  seconds, then the optimal pulse width of a
pulse applied on the line is 12nanoseconds. The maximum

data transmission rate is approximately 41bps (mega bits

per second).

The previous secticn briefly discussed the power

loss eiperienced by a signal of a certain frequency as it

propagates through tie line. From Equation 3.50 this power

Icss is given by

dB Loss = -12.28-

or

Loss = 10"

From earlier chapters of this thesis it was demcnstrated
that for a lossy device the noise figure F is 1/Loss. Thus,

the ncise figure is .iven by

=01"228-v .
F = 10 12
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However, since noise figure is usually specified in dE, a

trans.issicr line's noise figure is

MPB= 12.28.IvrI

Clearly, a transmission line's noise figure is deFendert on

both the line's value and its operating frequency.

furthermcre, it has be demonstrated that f is a functicn cf

both a line's characteristic parameters and its length.
Thus it can be determined frcm the SNR equation (Equation

2.74) that for a transmissicn line

SNR = Power input

(16.9xI0V-U- 1)kT B

It can therefore be concluded that as frequency or the
length of any given cable increases, system perfcrmance is

degraded ty virtue of the decreasing SNR.

147



IV. WAVEGUIDES

Althcugh the basic physical theory of waveguides has

teen known since the nineteenth century, waveguide thecry
and technolcgy were not developed until World War II when

the design cf microwave radar generated the need for prac-

tical high frequency transmission systems [Ref. 48). It was

demonstrated in Chapter 3 that the attenuation constant of a

transmission line is proportional to the square root of the

line frequency (Equation 3.50). Thus as system operating

frequencies increase sc too do the line losses. The devel-

opment cf the waveguide provides a viable transmissicn

channel which exhibits lower loss at the higher frequencies

than cable systems. As the demand for communication chan-

nels increased, the ccmmunicaticns industry viewed microwave

transmissicn as a pxcfitable alterna-ive to increasing the

land line network and adopted waveguide technology frcn' the
original radar applications. Today, waveguides have beccme

an integral part of the world-wide telecommunication struc-

ture. Tle7 have prcvided the means to develop vast micro-
wave systems and tke ever-expanding space communica.icns

capabilites which significantly contribute to the icwering

cf consumer commercial and military long distance communica-
tion ccsts. Additicrally, through microwave and satellite
systems, entire naticns typified by a collection of isolated

regicns such as Indcnesia are able to install affordable
nation-wide communication networks.

Like artenna and transmissicn line systems, waveguides

represent a means of transmitting electronic signals frcm
cne pcint tc one or mcre other points. while waveguides are

usually treated separately frcm transmission lines, they are

in many ways identical. Accompanying any voltage and
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currett in a line are electric and magnetic fields. The

tehavior of the transmissicn line can be analyzed in terms
cf the accompanying electromagnetic fields b sw n and
around the wires instead cf in terms of voltages and
current. However, the voltage-current analysis is carried
cut here as it is mcre understandable than the field anal-
ysis. A strict analysis of waveguides can only be carried

cut in terms of the electrcmagnetic fields; but because of
the vcItage-current and electromagnetic field relationships,

analogies tc the trarsmission line equations can be used

that bcth simplify the analysis and increase the under-
standing of the behavior of waveguides.

Chapter 2 presented an analysis of antenna systems and
demonstrated that, while antennas transmit their energy in a
preferred direction, the propagated signal is (generally)

nct ccnfined to a closed path. As a result, the signal

propagates as an ever-expanding wave such that the signal
field density decreases at a distance squared rate.

Waveguides, which are nothing more than hollow metil tubes,
provide a closed path through which the transmitted signal

propagates as a non-expanding plane wave. Thus, if the

waveguide were lossless, the field density of the plane wave
at the cutput end cf the waveguide would equal the field
density at the input side of the waveguide. However, wave-
guidess are rot lcssless and the input signal energy tends to
dissipate along the walls of the guide (or absorbed by cthe:
means) as the plane wave propagates through the guide.

Because analysis of a waveguide is based on electromagnetic
wave propagation, a brief discussion of wave propagation is

required. The cross-secticnal shape of waveguides can be

rectangular, circular, or other more complex designs.

Since, however, the rectangular waveguile is by far the one
zost ccmmcnly used, further discussions will be limited to
this shape. [Ref. 49]&
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I. -IVES IN GUIDES

Electrc Nagnetic (EM) fields are characterized h- a

magnitude and direction in space so that they are vec:cr

quantities. Furthermore, an EM field is a combinaticn cf an

electric field and a agnetic field such that each oin-: in

space has associated with it an electric field vector, E,

and a magetic field vector, H. When EM waves propagate in

vacuu the E and H vectors are always at right angles to

each other at any instant in time, and they are at right

angles tc the direction of propagation of the wave. A wave

radiated from a poirt source (an antenna) produces such a
wave which radiates as an expanding sphere. In a waveguide,

the signal energy is confined to the space within the guide
Swalls so that rather than propagate as an expanding spher-

ical wave, the signal propagates down the guide as a plane

wave. he fields ir a waveguide have similar general prcp-

erties as fields in free space, but, because of the confine-

ment of the fields ty the waveguide walls, there are scme

differences [Ref. 50].

Confinement of the EM wave prevents spherical spreading.

In free space, where waves spread spherically, the E and H

vectors are always parallel to the direction of wave propa-

gation. Within waveguides two or more waves are reflected

hack and forth which prcduces a propagating wave having

compcntents of either E field or H field vectors, but never

both. Maxwell's equations ar- the basis for determining

resultant waves propagated in the waveguide and, because

they are partial differental equations, there can be mcrc

than cne sclution; that is, more than one ccnfiguraticn of

propagatng EM field is possible. These configurations,

called mcdes, may exist separately or several may exist

simultaneously. Ordinarily it is desired to operate the

waveguide with only one cf the possible modes of

propagaticn. [Ref. 51].
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The codes of prcpagaticn that a waveguide can suppcrt

are divided into two classes: (I)transverse electric"

(TE) modes and (2)transverse magnetic (TM) modes. In the TF

modes, the E field is everywhere perpendicular to thc_ direc-

tion cf Frcpagation. This means there is no E field ccm~o-

nent parallel to the guide axis. In the TH mode the same is

true for the H field component. Each mode of propagaticn is

designated TEmn or TMmn where m and n are integers and are

called mcde indices. The mode indices are functions cf the

relationship between waveguide dimensions and transmitted

signal wavelength. Each operating mode has associated with

it a cutcff frequency. As the mode index (m,n) increases so

tco dces the cutoff frequency. For example, the cutcff

frequency for TE2 3  4c higher than the cutoff frequency for
E1l. Fcr various engineering reasons, the TE 1 0 mode is the

preferred mcde of tle rectangular wavaguide and yields the

lowest citcff frequency for that guide design. (Ref. 52].

1. Cutcff Freguency

Figure 4.1 is a diagram of a section of rectangular

waveguide. It is customary to denote the larger of the two

T
a - -

Figure 4.1 Rectangular Waveguide.
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dimersicns by a, and the smaller by b. The EM field ccnfig-

uraticn corresponding to a particular mode that can ropa-
gate in the waveguide must have a frequency which is greater

than the cutoff frequency, fc, for that particular mode.

The cutcff frequency for a rectangular guide cat be

expressed mathematically as a function of the guide dimen-
sions a and b, the mode indices m and n, and the perme-

ability A and permittivity e of the medium enclosed by the
%avequide walls. In terms of these quantities, the cutcff

frequency is given by

Sc 2nln) (eqr 4.1)

where c is the velocity of light in vacuum. It can be

shown frcm this equation that as the values of the mcde
indices decrease sc too does the cutoff frequency.

Conversely as.the size of the guide decreases, the cutoff

frequency for any given mode increases. It must be noted

that in either the TE or TM mode for any waveguide the

indices m and n can never both be zero. Then, given a > b
it beccmes readily apparent that, as previously stated, the

lowest cutoff frequercy fcr the rectangular waveguide is
associated uith the TEI0 mode. Figure 4.2 shows the rela-
tionship of various rode cutoff frequencies for twc values

cf the ratic a/b [Ref. 53]&
Example '4.1: A typical air filled waveguide (e = 1

and i 1) has dimensions a = 8.6 centimeters and b = 4.3

centimeters. The TE 0 mode cutoff frequency is

f (,0) - 2 sec = 1.744GHz
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Figure 4.2 Relative Cutoff Frequencies.

7he 7 mode cutoff frequency is 3.488 GHz, which is twice

the 7110 mode cutoff.

2i save yeli ty and Guide Wavelength

In free space or any nearly lossless propagation

medium whcse dimensions are very large compared tc the
transiissicn signal wavqlength, the wave velocity Is deter-

xined orly by the permeability and permittivity of the

propagaticn medium. That is, for a vacuum / and e are
unity, sc that wave velocity fcr any frequency in free space
is c. Ir hcllow-pipe waveguides, however, the wave veiccity

does, in general, vary with the frequency, even with an air
filled cz evacuated guide. Moreover, it becomes necessary
to distinguish between two concepts of velccity - the phase
velocity and the grorp velocity of waves. (Ref. 54].

The phase velccity Vp is -the velocity with which
the phase cf the wave advances through the medium. The
group velocity V is the velccity with which energy (or
.ventually informaticn) is propagated by a wave. In free
space and cn lossless transmission lines Vp and Va, are

equal (Cr lcw frequency lossy transmission lines V and
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are nearly equal); therefore the distinction betwe n t
was nct sade. In waveguides, the two velocities are ralated

to eact cther by the expression

(Vph )(Vgr ) =c/(E) (egn 4.2)

7he Fhase velocity in waveguides is expressed in terms of

the cutoff frequency fc and the operating frequency f such

that:

C (eqn 4.3)

7hus frc Eguaticn 4.2 and 4.3 the following expression for

Vgr is oktained: (q ) 2

v9 (egn 4 .4)

Since f irust always he equal to or greater than fc if a wave
4s to prcpagate, it is evident that V is never les than

c/Vp and V . is never greater than c/IVp Therefore it

can he seen that Vh is always equal to or greater than Vgr

It can tten be shown that the wavelength X of a given

propagating frequency, is greater than the wavelength Xf of
the same frequency prcpagating in free space. Therefore the

guide wavelength is determined by

= c (eqn 4.5)

7his value X is used for all dimensioning and measurement in

%avegcides [Ref. 55].
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P. GUIDE OPERATING CHARACTERISTICS

The transmissicn line equations of chapter 4 are in

terms cf currents, vcItages, and impedances. The quantties

in waveguides analoccus tc current and voltage in thcse

equatlon- are the H and E fields raspectively.

1. _C_.ar-cleristic IMje dance

Since impedance in circuits is defined as the

voltage to current ratio, it follows that the analcgcus

quantity in waveguides is the E/H ratio. In fact, this

ratic is called the uave impedance. Furthermore, just as
transmission lines have a characteristic impedance, wave-

guides have a characteristic wave inpedance. As can be

demoretrated by a careful analysis of waveguides, the char-

acteristic wave impedance for the TEM mode is given by:

Z = 1

where T  is the intrinsic or characteristic impedance of the

medium enclcsed by the waveguide. For an air filled or

evacuated guide i /6 where Ao is the permeability

(1.257xIC-6herries Fer meter) and co is the permittivity

(8.854x1-1 2farads per meter) of vacuum. Thus fcr the air
filled cr evacuated waveguide, its characteristic wave impe-

dance is

Zo(TE 120 (eqn 4.6)
o(TE) F C_/f)

It can be seen that at frequencies well above the cutcff

frequency the characteristic wave impedance approaches 120.

[Ref. 561.

155



Frcm transmission line analogies it should beccme

evident that waveguides have associated with them a pzcpaga-
tion ccnstants The propagation constant of a waveguide is

given ty the same gereral equation as the transmission line

Fropagaticn constant, namely:

V= +

where 0 is related to attenuation and 0 is related to phase

delay. As already discussed, two velocity factors (V and

Vg ) are associated with waveguides. The phase velocity V,

is impcrtant in determining waveguide dimensions as previ-
cusly pcinted out. The group velocity (Vr) has an inter-
esting interpretaticr as the velocity cf energy or

inforwaticn flow in the waveguide system so that the

velocity cf concern regarding propagation of data is V7 and
is detersined from

Vgr /f) (eqn 4.7)

Nor an air filled or evacuated guide Vg = Cv-(fc/f)2. In

ccnjurcticn with this, the phase constant . is related to V r
ky the orerating freguency of the guide such that

= V..e (ff/ (eqn 4.8)

For air filled and evacuated guides the phase constant is

given as =2ffc Vf2-f;. (Ref. 57].
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Initial assumptions for waveguide analysis include a

lossless dielectric ard perfectly conducting walls. Under

these ccrditions an expression for the propagation constant

7 is ncrmally derived. Evaluating 1 at frequercies h=lcw

cutoff yields a purely real number which represents attenua-

tion. At any frequency above cutoff 7 becomes purely imag-
inary. Hcever, since no guide is perfect, losses do exist

for frequencies above cutcff. Formulas for attenuation

factcxs for waveguides can be found in many textbcoks and

handtcoks. While *t -Ref{7 (recall Y =O JP) is extremely

complicated for waveguide applications, the attenuation

constant is readily workable. For the dominant TE10 mcde

in rectangular guides the result is

87R 2bf% ]

8.7R [+ c decibels per meterCz bnK +_af-2

where Fs is than surface resistance or the waveguide walls;
R iK V1(fc/f)2 , and A and are

khe values cf permittivity and permeability of the the wave-
guide wall materials [Ref. 58].

Icr an air filled guide the attenuation constant

simplifies to

4.lxlOVf/.. /a,. 2bfc

b~/F~~T2 [ a2

It can be shown that at the cutoff frequency (f= fc the

denominator is zerc so that attenuation is infinite.

Ccnvezisly, as f a the attenuation constart again

becomes . Therefcre, there is an optimum frequency which

Yields the smallest lcss. Usually, the operating frequency
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is chccsen such that it is between the TE1 and TE01 c-tCff

points.

C. 5AYEGUIVE SNE

Like all other tzansmissicn systems, waveguide systems

are evaluated in terms of their output signal tc noise
ratio. The overall noise figure F of a wave guide is found

!n the same mannar as is done for transmission lines and is

equal to tke inverse of the system loss. Therefore the
roise figure of a waveguide of length A and an attenuation

constant of a is

F= 1 - -oill
F 10

The gereral equation for a system's output signal-to-noise
ratio is used so that for the waveguide just described,
SNR=1( (10"'A04-1)kToE]. It can then be seen that the
guality of signal trarsmission within a waveguide system is

a furcticn of the signal frequency, waveguide dimensions,

dielectric characteristics cf both waveguide wall materials

and the enclosed medium material, and the length of the

guide. 7c gain more favorable SNR values over a given guide

distance the internal walls of the guide can be coated with
a material having a low surface resistance such as silver or
gold, replacing the existing dielectric within the waveguide

%ith cne having a 1cuer intrinsic impedance, or both.

An alternate solution whicb is at the forefront cf tech-
nology is tc increase the carrier frequency to the visitle

light recicn of the electromagnetic spectrum. The practical
use cf this technolcy is increasing at a rapid rate.
Therefore, fibers operating in the visible light region of
the IM spectrum are ccnsidered next.

15E
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D. 712 CPTICAL FIBER

Cptical fibers are dielectric waveguide structures :ha.t
are used tc confine and guide electromagnetic waves whcse

frequencies are in the visible light spectrum. Usually
discussicns regarding the visible light spectrum focus or,

light wavelength ratter than frequency. For visible light

the wavelengths are tetween 0.5 and 1.5 microns( m). An

optical fiber ccnsists essentially of an inner dielectric

saterial, called the ccre, surrounded by another dielectric

with a smaller :efractive index and is referred tc as the

cladding. All optical fibers currently in use have a

circular cicss-secticnal shape and are either glass cr fused

silica. Plastics cculd be used but, in general, would have

iruch higher lcsses due to impurities inherent in the

material. While a variety cf waveguide configurations can

he marufacttred, the waveguide configuration depicted in

Figure 4.3 has been the one adopted as the most Practical.

The fiber ccre, having a refractive inlsx n., is made of a

material which exhibits low attenuation in the visible light

spectrum. A claddinc, which has a refractive index n that

is less than that of the core's index, surrounds the light

transmitting cor material [Ref. 59].

n

80 n1n1

125p&ma' aI
d/2 d/2

a) Dimensions b) Refractive Index

Figure 4.3 Perferred FO Configuration.
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Pigure 4.4 Light Ray Input Angle.

The mcst important parameters for specifying optical

fiber waveguide properties are: core radius, (a), the

rumerical aperture ( A) defined as NA = Yno - n, and is
related to the maximum acceptable off axis angle for rays

entering the fiber (see Figure 4.4 ), and a characteristic
parameter V defined as V = (2 a a/1 ) _V77 where I is the

transcaitted light waelenght in a vacuum. The step index

structure depicted in Figure 4.3 results in multiple propa-

gaticn mcdes which is fcund tc equal V2/2 and therefore is
propcrticnal to the ccre radius squared and the rumerical
aperture squared. As each mcde travels through the wave-

guide with a differert internal velocity, a high numb-.: of

modes cacses large signal distortion and therefore limits
usable tandwidth. 7hus in the context of telecommunication

systeas applications, the step index fiber is of limited

practical use. However, recent manufacturing techniques
have allcwed the refractive index of the fiber core mat.rial
to vary frcm the center of the core to the cladding bcundary

regicr n a specified fashicn. The pictoral representation

of this varying index, called a graded index, in Figure 4.5

illustrates this. Tle physics cf the graded index fiber are
such tkat all mcdes have nearly the same group velocity so
that the differential mode delay, which tend to decrease

fiber bandwidth, is thereby greatly reduced. Thus for
lone-distance, high Zata rate applications, the graded index
cptical fiber is preferrable. [Ref. 60].
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Figure 4.5 Graded Index FO.

The transmission properties which are of chief interest

for teleccmmunication use are attenuation and dispersicn cf
the irput signal. A brief discussion of these factcrs is

now presented.

1. Attenuation

Attenuation in optical fiber waveguides has histori-

cally been the benchmark of performance. The power lcsses
in fiber crtic lines are caused by material absorption and

scattering, waveguide scattering, and radiation lcsses.
Material absorption and scattering is mainly caused by icns
within :he glass itself. Waveguide scattering is caused

ainly by irregularities at the core-cladding interface.
Cuality ccntrol at the manufacturing facilLtias can limit
waveguide scattering losses to less than 1 dB/Km. Radiation

losses are caused by the bending of a fiber in a small

radius cf curvature. Radiation losses are particularly high
when catlirg is installed without plastic cushicning

material surrounding it [Ref. 61].
Ic ainimize intrinsic material losses the fiber is

fabricated in a manner so as to obtain a low concentration

cf iu urities and to match the dielectric properties cf all
compontents within the glass in crder tc minimize scattering
from ccm csitional fluctuations [Ref. 62].
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lacro-bending of optical waveguides causes radiation

losses which beccme increasingly severe with decreasing bEnd
radius. The smallest persissible curvature radius is
limited by the actual fiber strength. Different fiters and

cables have different strain-tc-failure properties depanding

upcn ccnstrcction methods and materials. If a fiber is bent

around a surface of radius R, kncwn as the bend radius, the

cutergcst edge of the fiber cladding of radius r will be

strained relative tc the fiber axis by a determinable

percertage as , where s [(R+2r) - ] x 100%. For fibers

and cables to maintain longevity, the maximum differential

bending strain (s) should rct exceed 0.2% [Ref. 63).

rue to all the variables it is impractical to
attempt development cf a generalized power loss equation for

optical fiber waveguides. However, as discussed in ths

cpenirg section of this chapter for the generic waveguide,

signal attenuation ir the guide is a function of frequency.

From empirical data it has been concluded that there are two

attenuaticn minima fcr fiber waveguidas. . These occur
between C.8 and 0.9 microns and at 1.05 microns which are

usually referred to as first and second windows respec-

tively. Currently, attenuation values for optical fibers
range betueen 3 and 5 dB/Km for the first window and 1 dB/Km
for the second [Ref. 64].

2. Pulse Die- sion

Pulse dispersion is a distortion corresponding tc a

band limitation cf tt f fiber and is caused by modal dispar-
sion and material dispersion. Modal dispersion is due to

the difference cf group velocity of the different modes
pzopagating along the fiber at a single wavelength. This

effect can te reduced in multimcde fibers through a graded

refractive index of the core. In practical low-lcss fibers
ncrmal values of pulse broadening ( rM as low as 1 nanose-
cond per kilometer are specified [Ref. 65].
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!.aterial dispersion is associated with the bandwidth.

of the optical signaling source and is caused by ths vri-

tion Cf ths refractive index with the cptical w av-I g-:h.
With light emitting diode (LED) sourc-as material dif$ sion

is the predominant effect with pulse broadening values in

the 2-5 nsec/Km range. If a laser source is used, the pulse

broadening values can be substantially lowered (Ref. 66].

Since pulse broadening occurs in the fiber as the

light signal prcpagates down the guide, an optical fiter

waveguide tan dw idth is limited by its pulse brcadsning

value. Ihe fiber system which has an LED source has a Land-

width which varies between 10 and 100 MHz. The system can

be imprcved by using a laser source which increase the guide

bandwidth tc the 500 - 1000 MHz range (Ref. 67].
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V. SUKAARY AND CONCLUSIONS

The central theme of this thesis has been the transmis-

sion cf infcrmation in the form of electrical energy. The

varicus fcrms cf energy transmission have been grcuped

according tc the nuater of conductors involved and include

antennas, %aveguides, and transmission lines. Among the

tasks of the telecommunication systems manager is tc chocse

the tyl. of transmission channel which will best satisfy

user/system constraints and requirements. The mode chosen

for ary cne particular application depends on a number of

factcrs, such as: (1) life cycle cost; (2) frequency band

and irfcrmation-carrying capacity; (3) selectivity or

privacy cffered; (4) reliability and ncise characteristics;

and (5) pcuer level and efficiency. Each of the transmis-

sior channels has cnly some of the desirable features;

consequently, the selection of the channel best suited for a

specific aprlication is a matter of managerial as well as

engineering judgement. The underlying principles which

deceriine the general characteristics cf each transmission

channel havE been presented. It is these pzinciples which

managers must understand to insure their decisions dc not

adversely impact tie user's mission and the system's

interdsd caabilities.

In order to emphasize why it is necessary to understand

the charact-.istics cf the communication channel, consider

the protlem of transmitting an ultra-high frequency (UHF)

informaticr signal at 1000MHz between two points 30 miles

apart. Without knowledge of the various channel character-

istics, one could errcneously choose to use either the wave-

guide cr transmissicn line as an efficient means of

transuitting the signal. However, for this particular case,
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the anterna will be sE.erior to either the transmissicn line

c: the waveguide. if the received signal power in each c=s-

were chcsen as the system's figure of merit, then fr

czmpariscn it would te found that for reasonably typical

installations, the tzansmitted power required to produce 1

nanowatt at the receiver's input would be on the order of:

1. Transmission lines: 10 s 4 s watts (5540dB loss).

2. WaveguidEs: 1018 watts (270dB loss).

3. Antennas: 50 milliwatts (77dB loss).

7hese figures were derived from an assumed transmission line

loss of 3.5dB/l00 ft (RG-19A/U cable loss obtained from

Figure 5.1), an assumed waveguide loss of 0.17dB/100 ft

(rectangular guide loss obtained from Figure 5.2), and

transwitting and receiving antennas with an effective area

cf 2 square meters (effective antenna gain was obtained from

Equation 2.23 and fourd to te 24.5dB each). Th-us the most

power efficient system over this 30 mile distance is the cne

using antennas, i.e. the free space channel.

These results can be quickly obtained from the princi-

Fles presented in Chapters 2, 3, and 4. For example, given
the effective area cf antennas, Equation 2.23 is used to

derive the antenna gain

4ff
gain = Area x --

where Area=2mV and X=c/lOOOMhz. Then the antenna gain is

280 cr ecuivalently 24.5dB. Given a distance of 30miles,

the propagation path loss can be determined (Equation 2.35)

so that

(Lp)dB -36.6 - 201og30 - 20loglOO = -126 dB.
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Thus the antenna gain and propagation path loss figures can

now be applied to the power budget equation (EquatiCn 2.3L)

to derive the required transmitted power (assuming all cthe:

losses are minimal). If received power is 1 nancwat-

(-90dEW) , then

-90dBW = Pamp + 2(24.5dB) - 126dB

so that

Pamp = -13dBW or 50 milliwatts.

It shculd be noted t1at a reduction in power from -13dEw to

-90dEW :epresents an overall system loss of 77dB. Now

concentratirg on the efficiency of the transmissicn lite,

cne can cbtain a cable's attenuation loss factor from stan-

dard curves or tables such as Figure 5.1 extracted from

Armed Services Electro Standards Agency Publication ASESA
49-2E. For a best case analysis, assume the low-loss cable

FG-19A/U is used; then from Figure 5.1 it can be seen that

at 1OCOMHz, the cable exhibits a 3.5dB loss per 100feet.

Thus the total loss cver the 30mile transmission distance is

5544dE. Ihis translates tc a power loss of 10-5S4. Then

applying this to Equation 3.2, the transmitter power

required tc yield a received signal power of 10 -9 watts is

105 45 atts. To analyze a microwave system one can assume

the TE 10 mode is used so that the appropriate attenuation

factcr can be determined. Figure 5.2 is abstracted from

Elake's study on standard waveguides (Ref. 68] and presents

a few representative examples of characteristics of low-loss

rectangular waveguides currently used in communicaticn
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analysis which relates input power to output power (Equation

3.2) is used tc determine the amount of transmitter power

required tc prcduce a 1 nanowatt input signal to the

receiver. Then

P P. L,
out in

cr

1O 9watts = Pin x10 27

so that the transiitter power requirement wculd be

101awatts.

It should now be apparent that by drawing upon the prin-

ciples Cf ccmmunicaticn signal transmission, the manager of

teleccmmunication systems can quickly conduct a fairly

representative power analysis of the three kinds of communi-

caticn channels. However, in addition to power constraints,

cther factors must be considered.

from the standpcint of selectivity and privacy, the

antenna affords no general protection from intrusion,

jamming, and interference (unless costly modifications are

made, i.e. spread spectrum transmission) so that in a

hostile electronic ccuntermeasures (ECM) environment th?

antenna system cculd prove unreliable. The primary advan-

tage of antenna systems is their suitability for installa-

tion onkcard highly mobile platforms such as ships,

aircraft, and land vehicles. Additionally, the antenna is

the only link to spaceborne vehicles. A second and cften

equally important advantage of antenna systems is their

relatively inexpensive installation costs.
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It has teen deamcrstrated in the previous chapters -.ha-

the attenuation characteristics of transmission lines and

waveguides exhibit an exponential relationship to distancs

while antenna fields are inversely related to the square of

the distance. Therefore, what may hold true for cne

distance may not hold true for a different distance with

regard to the zost Fower efficient transmission channel.

Consider the fcregcing example where the transmission

distance is now 5 miles. It should now be understood that

for the antenna system the only. change to the power budget

equation will be a decrease in the propagation path loss and

therefore a correspcnding decrease in the required trans-

mitted pcwer. Since the prcpagation path is now 5miles

(vice 30iles) the propagation path loss is

(L ) = -36.6 - 201og5 - 20loglOOO = -110.5dB.p dB

This is a reduction cf 15.5dB so that the required trans-

sitter Fcwer is reduced by 15.5dB to -28.5dBW which is

1.Lmilliwatts. The total waveguide loss over 5miles reduces

to 4 dE O. 17dB per ICO feat times 5miles). Then the trans-

itter pcwer requirement is found from

P = P. L
out Pin

or

9~ -4.5
10 9watts = P. xlO

in
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Therefore the transaitter power required for a waveguidq

systew tc produce a 1 nanovatt signal at the receiver site

5miles from the transmitter is 10" 4"5 watts. Finally, th,.

transzis.icn line lcss over the same 5mile transmission
distance is found by multiplying the attenuation loss factor

(3.5dE per 100 feet) ky the distance (5miles) and is -920dB.
7hen fzcx Pout=PiL for PA=10-watts and L=-920dB cr 10-92,

the input power required for a 5mile transmission line

system is l0 3 watts. To summarize, for a received signal

power cf lnanowatt at the end of a 5mile transmission path,

the required transmitted power for the three kinds cf ccmmu-

ricaticn channels would be:

1. Transmission lines: 1083 watts (920dB loss).

2. Waveguides: 30microwatts (45dB loss).

3. Antennas: 1.4milliwatts (61.5dB loss).

Under these circumstances the waveguide is clearly the most

efficient transmissicr channel to choose. In additicn to

power efficiency, the waveguide has the added benefit of
signal security and creater immunity to outside interference

than free space systems. However, right-of-way ccsts and

fin some cases) inaccessible terrain limit the use of

waveguides.

Reference 69 presents a similar investigation of the

relationship between the transmission distance and trans-
sitter pcwer output requirements for a given received power

level. Additionally, a ccmparison of the results cbtained
for each cf the three kinds of transmission channels is

graphically illustrated (see Figure 1.3). It should be

noted that the actual values of the respective curves depend
on the physical characteristics of each type of line, guide,

cr antenna at a given frequency. The dashed section cf the

antenna curve indicates approximate line-of-sight distances
for the ccnventional microwave relay systems nnrmally
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installed. As demcnstrated in the g=aph, at shorter
dis-tances the waveguide is the most efficient channel while

the artenna performs best at the longer distances. It
appears that the trarsmissicn line is generally infericr to
the waveguide when ccrparing their respective power losses;
however, the transmission line will propagate signals having
frequencies as low as zero while the wavguide and the
antenra lave practical lower limits. For waveguides this

practical lower frequency limit is near 30CMHz.
Iheoretically, the waveguide and antenna could be designed
and built tc operate at the lower frsquencies, but, their
rhysical si2es would be all but impractical. For example,
at a frequency of 30OHz a waveguide would be about the sizs
cf a zcadvay drainage culvert. The practical low-f-_equency
limit fcr an antenna is cn the order of 100KHz, although thq

interraticnal OMEGA long-range navigation system and the
U.S. Navy's hYL system operate in the 10-13KHz range. In
general, antennas at these frequencies are usually consid-
ered impractical. For example a dipole or half-wave antenna

constructed to operate at 30KHz would be approximately 3
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miles high. The tratsmissicn line, on the other hand, is

extrerely practical at these lower frequencies. It has the

advantages cf a wavecuide with respect to signal privacy and

immurity tc outside rcise and interference. Additionally,

the transmission line is rugged, flexible, and inexpensive

to maintain. For shcrt distances such as a defensive posi-

tion in a battlefield area, the transmission line system

could be quickly set up and, unlike high gain antennas,

reguires no time consuming alignment. However transmission

line systems are rarely used in the tactical land

envizcnment.

The xajcr emphasis of this thesis has been to focus on

the quantitative aspects of communication transmission chan-

nels land associated subsystems) and has provided the means

by which these channels can be analyzed. Too often, the

communicaticn system is viewed as a transmitter and receiver

pair with little emphasis on the transmission channel. It

has been demonstrated that the communication channel intro-

duces distcrtion, Icth attenuation and time/phase shifts
cntc the irformation signal. With the rising demand fo=

systems capable of higher information transmissicn rates,

the ccmaunication channel can (and often does) become the

limiting factor influencing overall system performance.

Iherefcre, from a managerial perspective, it is important

that considerations regarding the channel be equally

weighted with considerations regarding the transmitter and

receiver segments of a communication system. The purpose of

this thesis has been to present the engineering fundamentals

cf the communication transmission channel such that the

impact cf managerial decisicns regarding communicaticns

planring and communication systems planning becomeU]
underst anda tle.
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Naval ccmmunicaticns depend largely on free space prcpa-

gation channels for information transmission. As mor and
sore ccmrunicaticn systems are fitted on naval ships and

aircraft, the phenciena cf radio frequency intefc
(RFI) and electromagnetic interference (EMI) become signifi-

cant. A graat.r understanding of the system SNR change

caused by an increased number cf active transmitters will

provide the communications manager with the tools needed to

understand and perhaps solve cr at least reduce the RFI and

III effects.

r Anctler issue which needs addressing is the Navy's heavy

r-liarce cn satellite communications. The fact that present

communication satellites are vulnerable to attack by hcstil
forces which can negate the overhead channel has been highly

publicized. Therefcre, the only present alternative for
ship-tc-shore communications is the HF net.

Successful HP coffmunications is highly dependent on the

ccmpcsiticn of the ionosphere where, usable propagation

frequencies vary seasonally as well as diurnally.

Furthermcre, should a high altitude nuclear detonation

cccur, the resulting electicmagnetic pulss (EMP) woul
disrupt the ioncsphere to such an extent that much of the

radio frequency spectrum wculd be unusable for pericds of
time. The EMP would affect an area whose size would depend

on factors which are teyond the control of thq communication

systel user. The picblem for the communications manager is
to understand potential disruptions caused by EMP, and to

select alternate strategies to be used when effects due to

EMP and ctber interference cccur.
It shculd be noted that nc communication transmissicn

channel is purely a transmitter-to-antenna or antenna-to-

receiver ccnnection. The two are connected by either trans-
missicn lines, waveguides, or both. The impact of

envircnmental ccnditions on these elements must also be
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considered, especially in an EMP environment. How dces a,

EMP affect the SNR of a waveguide or transmission line? The
cptical fiber, once considered immune to EMP, is presently
under examination tc determine the extent of its FMP

reactions.

In ccnclusicn, the telecommunication systems manager

must consider the otjectives cf the user. His decisicns
lust he cost effective and produce reliable and maintainahle

communications. The ultimate decision must be the minimum

accecptahle perfcrmance level of the system, and this can be

hased (hut not necessarily) on the system's SNR. The trans-

sissicn channel is an integral part of any communication
systeE. The SNE of the system can be significantly influ-

enced ty the transmission channel which, regardless of tech-

nology, attenuates and delays all signals. By understanding
the transmission charnel, which is the critical part of the

communication system (especially in a jamming envizcnmsnt),

the ccmmunications sanager will more effectively devise a

robust system with appropriate signal routing schemes and a
systez restcraticn plan based on priorities and prctcccls.
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AiliEnhx A

PAS7IAL DIFFERENTI&TION

7here are many instances where a quantity w is deter-
mined by a number of cther quantities. For example, the

volume V of a right circular cone of radius r and heicht h
is given by

V= r2 h.

The values cf r and b can be assigned independently of each

cthez and once specific values have been assigned a ccrze-

sponding value of V is determined. Thus V is a furcticn of

r and h. In general, if w is uniquely determined when the
values of two independeit variables x and y are givl~n, it is
said that w is a function of x and y and is written as:

w=f (x,y) .

It should te clear that as long as the value w is not
constant for all (x,y) pairs, then as the value fcr either x
cr y changes so too dces the value of w. Thus the change in

w is related to bcth x and y such that the change in w

(dencted dw) is the change in the function value with
respect to the chance in x and the change in y. This is

writter as:

dw= -t dx + - dy
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where ) is the notaticn for the partial derivative cf ths

functic. Two of the more important rules of partial d :iv-

atives are that in general

12 2

and

Nx--y -y~

where 12 w indicates tke second derivative of the functicn w.

[Ref. 7011

Fcr example, if

3.

then

1Ww= -n(2x) y
rx 3

and

'aw IPx2.

Als C

65 " 2
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1~w 
0.

Yinally rote that

V2 w z w r 1 2x

and

_~ 'a __ _ yr(2x)

-57-57 y Ix 7
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