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SIGNIFICANCE AND EXPLANATION

Many physical systems which are in an equilibrium state are modeled by elliptic equations. A simple example of such an equation is

$$\nabla \cdot (w(x)\nabla u) = 0$$

where, for example, $w(x)$ is the density of a plasma. The classical theory for such problems deals with situations where $M > w(x) > \lambda > 0$, i.e. the "density" is uniformly bounded away from zero and infinity. In certain situations degeneracies appear and $w$ becomes zero or infinite. In such situations classical methods break down. One approach to this problem is to prove weighted versions of certain inequalities used in the classical methods in order to extend their use to degenerate situations. This is carried out in the present work for an extensive class of weights $w(x)$, and the results are applied to a general class of elliptic equations.

Degenerate problems of this form appear in a number of areas including plasmas, gas dynamics, and diffusion processes. In addition the use of weighted inequalities is prevalent in physical problems which are set in unbounded regions or which involve local singularities, and their general understanding for a large class of $w(x)$ should have potential applications.

The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the author of this report.
# TABLE OF CONTENTS

Chapter 0. Notation .................................................. 5

Chapter 1. Preliminary Analysis ................................. 6
  1.1.0 Calculus in Measure Spaces .......................... 6
  1.2.0 Weighted Hardy Inequalities ....................... 20
  1.3.0 Equivalence of Capacities ......................... 37

Chapter 2. Basic Results ............................................ 49
  2.1.0 Weighted Sobolev Inequalities .................... 49
  2.2.0 Properties of Sobolev Spaces, Capacities and Sobolev Inequalities for Applications to Differential Equations ................. 68
  2.3.0 Higher Integrability from Reverse Hölder Inequalities ........................................ 136

Chapter 3. Applications ............................................. 148
  3.1.0 A Harnack Inequality and Continuity of Weak Solutions ............................................. 149
  3.2.0 Modulus of Continuity Estimates for Weighted Sobolev Functions and V.M.O. Functions .......... 194
  3.3.0 Higher Integrability for the Gradient of Solutions of Elliptic Systems and Applications to Continuity of Solutions .............................. 206

Bibliography ............................................................ 216
The main purpose of these notes is the analysis of various weighted spaces and weighted inequalities which are relevant to the study of degenerate partial differential equations. The usefulness of these results is demonstrated in the later part of the text where they are used to establish continuity for weak solutions of degenerate elliptic equations.

The most important inequalities dealt with are certain weighted Sobolov and Poincare inequalities for which the admissible weights are characterized. Weighted reverse Holder inequalities and weighted inequalities for the mean oscillation of a function are dealt with as well. A much larger class of degeneracies is considered than previously appears in the literature and some of the applications are known only in the strongly elliptic case.

Two approaches are taken to the problem of establishing continuity of weak solutions. The first approach taken involves a Harnack inequality and the second Morrey spaces. The first applies to equations of the form $\text{div} \, A = B$, where $A, B$ satisfy the growth conditions

---
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\[ |A| \leq \mu(x) |\nabla u|^{p-1} + a_1(x) u^{p-1} + a_2(x) , \]

\[ A \cdot \nabla u \geq \lambda(x) |\nabla u|^p - c_1(x) u^p - c_2(x) , \]

\[ |B| \leq b_0 \lambda(x) |\nabla u|^p + b_1(x) |\nabla u|^{p-1} + b_2(x) u^{p-1} + b_3(x) . \]

A Harnack inequality is proven for weights \( \mu, \lambda \) satisfying certain capacitary conditions. Interior continuity follows immediately from this, and a Wiener criterion is established for continuity at the boundary. This generalizes work of D.E. Edmunds and L.A. Peletier [EP], R. Gariepy and W. P. Ziemer [GZ], S.N. Kruzkov [K], M.K.V. Murthy and G. Stampacchia [MS], P.D. Smith [SM], and N.S. Trudinger [T1].

A theory of weighted Morrey spaces is developed which establishes continuity estimates for a wide class of weighted Sobolev spaces \( W^{1,p} \) with \( p > d \), \( d \) the spatial dimension. This is in turn applied to prove the continuity of solutions of systems of the form \( \text{div} \ A_i = B_i, \ i = 1, \ldots, m \), where \( A_i \) and \( B_i \) satisfy growth conditions similar to the above with \( p > d - \varepsilon \). In the non-degenerate case this is due to K.O. Widman [WI] and, in more general form to N.G. Meyers and A. Elcrat [ME].

It is necessary to mention related work of E.B. Fabes, C.E. Kenig, D.S. Jerison, and R.P. Serapioni [FKS], [FJK] which was done independently at the same time as the work presented in these notes. The approach taken and the material covered differ considerably but there is a certain overlap (see comments before 2.2.40 and the introduction to Section 3.1.0.).
The following is a brief description of the contents of each chapter. The reader interested mainly in the applications should proceed immediately to Chapter 3.

Chapter 1 contains the basic analysis needed for Chapter 2. The relationship between maximal functions, covering lemmas and Lebesgue differentiation of integrals is reviewed. A calculus for functions absolutely continuous with respect to a measure is developed and the admissible weights for several new variations of Hardy's inequalities are characterized. Finally, several comparability results are proved for "capacities" and set functions which appear later in the analysis of the weighted Sobolev inequalities.

Chapter 2 deals mainly with weighted Sobolev inequalities and properties of weighted Sobolev spaces. The characterization of weights for Sobolev inequalities is carried out in a very general setting in the first section and is translated to a more useful form in Section 2.2.0 where, in addition, some examples are developed. The main thrust of Section 2.2.0 however, is the development of results relating capacity, quasicontinuity, convergence in weighted Sobolev spaces and weak boundary values for Sobolev functions. Chapter 2 closes with a result on weighted reverse Holder inequalities.

All direct applications to differential equations are contained in Chapter 3. These include the Harnack inequality as well as the interior and boundary continuity results for weak solutions of divergence type degenerate elliptic equations (3.1.0); modulus of continuity estimates for Sobolev functions and functions
of vanishing mean oscillation (3.2.0); and the continuity result for weak solutions of degenerate elliptic systems in a "borderline" case (3.3.0).

I would like to express my sincere thanks to William Ziemer under whose guidance this work was completed. I would also like to thank David Adams, John Brothers, and Alberto Torchinsky for conversations pertaining to this material.
CHAPTER 0

The following is a short list of conventions and notation to be used throughout the text.

Sections, theorems, and statements each are labelled with a sequence of three numbers, the first two denoting the chapter and section, the third denoting order within the particular section.

The Lebesgue measure of a set $E$ is represented as $|E|$. $H^n$ represents $n$-dimensional Hausdorff measure. The abbreviations $\text{sup}$, $\text{inf}$ will be used to represent the essential supremum and infimum unless it is specified otherwise. $B(x,r)$ is the open ball of radius $r > 0$, centered at $x$. The specific space in which $B(x,r)$ is contained will be clear from the context. Sometimes the notation $B_r = B(x,r)$ is used. $\chi_E$ is the characteristic function of the set $E$, that is, $\chi_E(x) = \begin{cases} 1 & x \in E \\ 0 & \text{otherwise} \end{cases}$. The letter $c$ will be used to represent constants which may differ from line to line but which remain independent of any quantities of particular importance to the specific calculation being carried out. $L^p(\omega, E)$ is the space of equivalence classes of measurable functions $u : E \to \mathbb{R}$ such that $\int |u|^p \, d\omega < \infty$. Finally, $\nabla u$ denotes the gradient of $u$, that is, $\nabla u = \left( \frac{\partial u}{\partial x_1}, \ldots, \frac{\partial u}{\partial x_d} \right)$. 
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CHAPTER 1

The results of Chapter 1 are of little direct interest from the point of view of differential equations but are necessary tools in proofs of the major theorems of Chapters 2 and 3. 1.1.1 and 1.1.8 deal with the relationship between covering properties, maximal functions, and the differentiation of integrals. The basic calculus for functions absolutely continuous with respect to a measure is developed in 1.1.10. In Section 1.2.0 the weights for several variations of Hardy's inequalities are characterized, and in Section 1.3.0 a number of capacities and set functions are shown to be comparable.

1.1.0 Calculus in Measure Spaces

The basic motivation for the inclusion of Section 1.1.0 is the desire to present in an elementary manner special cases of known results which are needed in other sections.

1.1.1 Covering Properties, Maximal Functions, and Differentiation of Integrals. Let \( \Omega \) be a topological space and \((\Omega, \omega)\) a measure space with \( \omega \) positive such that the integrable continuous functions are dense in \( L^1(\omega; \Omega) \). For instance, this is true if \( \omega \) is a locally finite regular Borel measure and \( \Omega \) is a \( \sigma \)-compact Hausdorff space. Recall also that every locally finite Borel measure on \( \mathbb{R}^n \) is regular.
Let \( H = \bigcup_{y \in \Omega} H_y \), where \( H_y \) is a nonempty collection of measurable sets \( B \) with \( y \in B \) and \( 0 < \omega(B) < \infty \) and

\[
Mf(y) = \sup_{B \in H_y} \frac{1}{\omega(B)} \int_B |f| \, d\omega.
\]

It is said that \( M \) satisfies a weak \( L^1 \) estimate if there exists \( c_1 > 0 \) such that

\[
\omega([Mf > \lambda]) \leq \frac{c_1}{\lambda} \int |f| \, d\omega
\]

for all \( f \in L^1(\omega, \Omega) \).

Consider the following covering property for some collection \( \{L_y\}_{y \in \Omega} \):

1.1.2 There exists \( c_1 > 0 \) such that if \( E \subseteq \Omega \) is measurable and \( G \subseteq \bigcup_{y \in \Omega} L_y \) is a cover of \( E \) such that for every \( y \in E \) there exists \( B \in G \cap L_y \), then there exists \( F \), an at most countable collection of pairwise disjoint sets, such that \( F \subseteq G \) and \( \omega(E) \leq c_1 \omega(\bigcup_{F} B) \).

1.1.3 Proposition. If \( \{H_y\}_{y \in \Omega} \) satisfies property 1.1.2, then \( M \) satisfies a weak \( L^1 \) estimate.

1.1.4 Proposition. If \( \omega(\Omega) < \infty \), \( 1 < p < \infty \) and \( M \) satisfies a weak \( L^1 \) estimate, then

\[
\int (Mf)^p \, d\omega \leq c_2 \int |f|^p \, d\omega
\]

for all \( f \in L^p(\omega, \Omega) \), where \( c_2 = \frac{2p}{p-1} c_1 \).

1.1.5 Proposition. If \( M \) satisfies a weak \( L^1 \) estimate and \( f \in L^1(\omega, \Omega) \), then
for almost all \( y \in \Omega \). The convention is used that the supremum taken over the empty set is zero.

1.1.7 Remark. (1.1.6) implies that \( f(y) \leq Mf(y) \) almost everywhere if \( H_y \) contains sets of arbitrarily small diameter.

Proof of 1.1.3. Assume \( \{H_y\}_{y \in \Omega} \) satisfies 1.1.2 and let \( \mathcal{E}_\lambda = \{Mf > \lambda\} \).

For each \( y \in \mathcal{E}_\lambda \), \( B \in H_y \) such that \( \frac{1}{\omega(B)} \int_B |f| \, d\omega > \lambda \). Let \( G \) be a covering of \( \mathcal{E}_\lambda \) consisting of such sets and use 1.1.2 to get \( F \subseteq G \), \( F \), an at most countable collection of pairwise disjoint sets with

\[
\omega(\mathcal{E}_\lambda) \leq c_1 \omega(\bigcup B),
\]

so that

\[
\omega(\mathcal{E}_\lambda) \leq c_1 \sum_{F} \omega(B) \leq \frac{c_1}{\lambda} \sum_{F} \int |f| \, d\omega \leq \frac{c_1}{\lambda} \int_{\Omega} |f| \, d\omega .
\]

Proof of 1.1.4. Given \( f \in L^p(\omega, \Omega) \), \( 1 < p \leq \infty \), it follows that \( f \in L^1(\omega, \Omega) \) since \( \omega(\Omega) = \infty \). Without loss of generality, assume \( f \geq 0 \).

Let \( f_\lambda = X_{\{f > \lambda/2\}} f \) so that \( f \leq f_\lambda + \lambda/2 \) and \( Mf \leq Mf_\lambda + \lambda/2 \), but then

\[
\omega((Mf > \lambda)) \leq \omega((Mf_\lambda > \lambda/2)) \leq \frac{2c_1}{\lambda} \int f_\lambda \, d\omega = \frac{2c_1}{\lambda} \int_{\{f > \lambda/2\}} f \, d\omega
\]

and

\[
\int Mf^p \, d\omega = p \int_0^{p-1} \omega((Mf > \lambda)) \, d\lambda
\]

\[
\leq 2pc_1 \int_0^{p-2} \int_{\{f > \lambda/2\}} f \, d\omega \, d\lambda
\]

\[
= 2pc_1 \int_{\Omega} f \, \int_0^{2f} \lambda^{p-2} \, d\lambda \, d\omega
\]

\[
= \frac{2p}{p-1} c_1 \int_{\Omega} f^p \, d\omega .
\]
Proof of 1.1.5. Let \( Lf(y) = \lim_{\alpha \to 0} \sup \left\{ \frac{1}{\omega(B)} \int_B |f-f(y)| \, dw : B \in \mathcal{H}_Y \right\} \).

\[ \text{diam } B < \alpha \} \text{ so } Lf(y) \leq Mf(y) + |f(y)| \text{ and} \]

\[ \omega(\{Lf > \lambda\}) \leq \omega(\{Mf > \lambda/2\}) + \omega(\{|f| > \lambda/2\}) \]

\[ \leq \frac{2(c_1+1)}{\lambda} \int |f| \, dw. \]

If \( g \) is continuous and integrable, then it is clear that \( Lg = 0 \).

Choose \( g_n \) continuous such that \( g_n \to f \) in \( L^1(\omega, \Omega) \). \( Lf \leq L(f-g_n) + Lg_n = L(f-g_n) \) and so \( \omega(\{Lf > \lambda\}) \leq \omega(\{L(f-g_n) > \lambda\}) \)

\[ \leq \frac{2(c_1+1)}{\lambda} \int |f-g_n| \, dw \to 0 \text{ as } n \to \infty. \] Thus \( Lf = 0 \) almost everywhere. \( \blacksquare \)
1.1.8 Covering Lemmas

The covering lemma 1.1.9 is a direct generalization to doubling measures of a standard covering lemma for Lebesgue measure. For nondoubling measures this may be replaced by Besicovitch-type covering lemmas, a very general form of which is proved in [MR], the proof following the basic outline in Besicovitch's original paper [B]. A more accesable reference is [G].

1.1.9 Proposition. If \( \omega \) is a doubling measure in a bounded open set \( \Omega \), i.e. \( \omega(B(x,r)) \leq c_{\omega} \omega(B(x,2r)) \) for all \( x,r \) such that \( B(x,2r) \subseteq \Omega \), then the covering property 1.1.2 holds with \( \{L_y\}_{y \in \Omega} \) being the collection of all balls \( B \subseteq \Omega \) with \( y \in B \).

Proof. Proceed as in [ST], page 9.

1.1.10 Calculus for Functions Absolutely Continuous to a Measure. The basic calculus for functions absolutely continuous with respect to a measure \( \omega \) closely resembles that for \( \omega = \) Lebesgue measure.

If \( \omega \) is a finite positive Borel measure on \([a,b)\) and \( f:[a,b) \to \mathbb{R} \), then it is said that \( f \) is absolutely continuous with respect to \( \omega \) if
\[ V \epsilon > 0 \exists \delta > 0 \text{ so that if } \sum_{i=1}^{\infty} \omega(I_i) < \delta, \text{ where the } I_i = \]

\[ (1.1.11) \quad [a_i, b_i] \subseteq [a,b] \text{ are pairwise disjoint intervals, then } \]

\[ \sum_{i=1}^{\infty} |f(b_i) - f(a_i)| < \epsilon. \]

As a direct consequence \( f \) is left-continuous and in fact discontinuous only on atoms of \( \omega \).

Let \( N = \{ y \in [a,b) : \omega(y, x) = 0 \text{ for some } x > y, \ x \in [a, b) \} \). \( N \) is a countable union of disjoint maximal intervals of measure zero, and so

\[ (1.1.12) \quad \omega(N) = 0. \]

The results of the previous section will be applied to the measure space \([a,b) - N\), with \( N \) consisting of all intervals \([y, x)\) with \( x > y, \ x \in [a, b)\), so that \( Mf(y) = \sup_{y < x < b} \frac{1}{\omega([y, x))} \int_{[y, x)} f \, d\omega \). The fact that continuous integrable functions are dense in \( L^1(\omega, [a,b) - N) \) follows from this being true in \( L^1(\omega, [a, b)) \).

1.1.13 Proposition. Suppose \( f, g \) are absolutely continuous with respect to \( \omega \). Then:

\[ (1.1.14) \quad f \text{ is of bounded variation and } f(t) = f(a) + \int_{[a, t)} \frac{df}{d\omega} \, d\omega, \]

where \( p_a^t, n_a^t \) are the positive and negative variations of \( f \) on \([a, t)\).

\[ (1.1.15) \quad p_a^t, n_a^t \text{ are absolutely continuous with respect to } \omega \text{ and induce measures } p, n \text{ absolutely continuous to } \omega \text{ so that } \]

\[ f(t) = f(a) + \int_{[a, t)} \frac{df}{d\omega} \, d\omega. \]
where $\frac{df}{dw}$ is defined as $\frac{df}{dw} = \bar{p} - \bar{n}$ for $\bar{p}, \bar{n}$, the densities of $p, n$ with respect to $\omega$.

\begin{equation}
\lim_{x \to y^+} \frac{1}{\omega([y,x])} \int_{[y,x)} h \, dw = h(y),
\end{equation}

$\omega$ almost everywhere for $h \in L^1(\omega,[a,b])$, and so

\begin{equation}
\lim_{x \to y^+} \frac{f(x) - f(y)}{\omega([y,x])} = \frac{df}{dw}(y),
\end{equation}

$\omega$ almost everywhere.

\begin{equation}
fg \text{ is absolutely continuous with respect to } \omega \text{ and }
\frac{d(fg)}{dw} = \frac{df}{dw}g + \frac{dg}{dw}f_+,
\end{equation}

$\omega$ almost everywhere, with $f_+$ representing the limit from the right of $f$. The asymmetry disappears if it is realized that $f_+(y) \neq f(y)$ only if $\omega((y)) \neq 0$, in which case $\frac{df}{dw}(y) = \frac{f_+(y) - f(y)}{\omega((y))}$, and so

\begin{align*}
\frac{d(fg)}{dw}(y) &= (f_+(y) - f(y))g(y) + (g_+(y) - g(y))f(y) + (g_+(y) - g(y))(f_+(y) - f(y)) \\
&= \frac{(f_+(y) - f(y))g(y) + (g_+(y) - g(y))f(y)}{\omega((y))}
\end{align*}

\begin{equation}
(1.1.19) \text{If } g \geq c > 0 \text{ for some } c, \text{ then } 1/g \text{ is absolutely continuous with respect to } \omega \text{ and }
\frac{d}{dw}(\frac{f}{g}) = \frac{df}{dw}g - \frac{dg}{dw}f
\end{equation}
(1.1.20) \[ \int_{[a,b)} \frac{da}{d\omega} f_+ d\omega = f_g(]a,b) \frac{df}{d\omega} g d\omega. \]

(1.1.21) If \( F: \mathbb{R} \to \mathbb{R} \) is differentiable, then \( F \circ f \) is absolutely continuous and

\[
\frac{d}{d\omega} (F \circ f) = \begin{cases} 
F' \circ f \frac{df}{d\omega}, & \text{a.e. where } f \text{ is continuous} \\
\frac{F_{f+} - F_{f-}}{f_{f-}}, & \text{everywhere } f \text{ is discontinuous.}
\end{cases}
\]

A typical application of Proposition 1.1.13 is the evaluation of

\[
\int_{[a,\infty)} \left( \omega([t,\infty)) + \lambda \right)^{\alpha} d\omega(t) \quad \text{for } \alpha > -1 \text{ and } \lambda \geq 0,
\]

where \( \omega \) is a finite positive Borel measure on \([a,\infty)\) and \( \omega([a,\infty)) \neq 0 \).

Let \( f(t) = \omega([t,\infty)) + \lambda \) so that \( f \) is absolutely continuous with respect to \( \omega \) on any finite interval and \( \frac{df}{d\omega} = 1 \) by (1.1.17). Let \( b' = \inf \{ \in [a,\infty) : \omega([t,\infty)) = 0 \} \), \( b' \) possibly \( \infty \), and choose \( b \) such that \( a < b < b' \) and \( \omega([t,\infty)) \geq c > 0 \) on \([a,b)\) for some \( c \). Altering the function \( F(t) = t^{\alpha+1} \) on \((-\infty, c/2)\) if necessary to insure that it is differentiable on \( \mathbb{R} \), apply 1.1.21 to see that \( F \circ f \) is absolutely continuous on \([a,b)\) with respect to \( \omega \) and that

\[
\frac{d(F \circ f)}{d\omega}(t) = \begin{cases} 
-(\alpha+1)(\omega([t,\infty)) + \lambda)^{\alpha} & \text{if } t \text{ is not an atom of } \omega \\
\frac{(\omega([t,\infty)) + \lambda)^{\alpha+1} - (\omega([t,\infty)) + \lambda)^{\alpha+1}}{\omega([t,\infty))} & \text{if } t \text{ is an atom of } \omega.
\end{cases}
\]

By 1.1.15 it follows that
\[(\omega([b,\omega]) + \lambda)^{\alpha + 1} = (\omega([a,\omega]) + \lambda)^{\alpha + 1} \]

\[- (\alpha + 1) \int_{[a, b) - T_b} (\omega([t, \omega]) + \lambda)^{\alpha} \, dt \]

\[+ \sum_{t_i \in T_b} \left[ (\omega([t_i, \omega]) + \lambda)^{\alpha + 1} - (\omega([t_i, \omega]) + \lambda)^{\alpha + 1} \right] \]

where \( T_b \) is the set of atoms of \( \omega \) in \([a, b)\) and so

\[\int_{[a, b]} (\omega([t, \omega]) + \lambda)^{\alpha} \, dt \]

\[= \frac{(\omega([a, \omega]) + \lambda)^{\alpha + 1} - (\omega([b, \omega]) + \lambda)^{\alpha + 1}}{\alpha + 1} \]

\[+ \frac{1}{\alpha + 1} \sum_{t_i \in T_b} \left[ (\omega([t_i, \omega]) + \lambda)^{\alpha + 1} - (\omega([t_i, \omega]) + \lambda)^{\alpha + 1} \right] \]

\[+ (\alpha + 1)(\omega([t_i, \omega]) + \lambda)^{\alpha} \omega([t_i]) \]

Let \( b \to b' \), recall that \( \omega(b', \omega) = 0 \), and make a few adjustments if \( b' \) is an atom to get

\[\int_{[a, \omega]} (\omega([t, \omega]) + \lambda)^{\alpha} \, dt \]

\[= \frac{(\omega([a, \omega]) + \lambda)^{\alpha + 1}}{\alpha + 1} \]

\[+ \frac{1}{\alpha + 1} \sum_{t_i \in T} \left[ (\omega([t_i, \omega]) + \lambda)^{\alpha + 1} - (\omega([t_i, \omega]) + \lambda)^{\alpha + 1} \right] \]

\[+ (\alpha + 1)(\omega([t_i, \omega]) + \lambda)^{\alpha} \omega([t_i]) \]
where $T$ is the set of atoms of $\omega$ in $[a,\infty)$. A simple calculation shows that

$$-\text{sign} \alpha \int_{[a,\infty)} (\omega(t) + \lambda)^{\alpha} \, dt \leq -\frac{\text{sign} \alpha}{\alpha+1} (\omega([a,\infty)) + \lambda)^{\alpha+1}. \quad (1.1.22)$$

**Proof of 1.1.14.** This is a slight variation on the standard proof to avoid the discontinuities of $f$. Let $\delta > 0$ be related to $\epsilon = 1$, as in (1.1.11), so that $\sum_{i=1}^{\infty} |f(b_i) - f(a_i)| < 1$ if $\sum_{i=1}^{\infty} \omega(I_i) < \delta$. Since $\omega([a,b))$ is finite, $\omega$ has at most a finite number of atoms of measure larger than $\delta/2$. Let these be located at $x_1, \ldots, x_n$, $x_i < x_{i+1}$.

Pick $\epsilon_1$ such that $\omega(x_i, x_i + \epsilon_1) < \delta$, $i = 1, \ldots, n$, so given $x_i < y < x_i + \epsilon_1$, then $\omega(y, x_i + \epsilon_1) < \delta$, and so $|f(x_i + \epsilon_1) - f(y)| < 1$. Pick a partition $a = a_0 < a_1 < \ldots < a_m = b$, which includes $\{x_i\}$ and $\{x_i + \epsilon_1\}$ and for which $\omega((a_j, a_{j+1})) < \delta$, $j = 0, \ldots, m-1$.

Given a partition $a = b_0 < \ldots < b_{m_1} = b$, let $a = c_0 < \ldots < c_{m_2} = b$ be a refinement including both $\{a_i\}$, $\{b_i\}$ so that

$$\sum_{i=0}^{m_2-1} |f(b_{i+1}) - f(b_i)| \leq \sum_{i=0}^{m_2-1} |f(c_{i+1}) - f(c_i)| \leq \sum_{j=1}^{n} |f(x_{j}) - f(x_{j-1})| + \sum_{c_i \notin x_j} |f(c_{i+1}) - f(c_i)|.$$
where \( c_{x_j} \) is the division pt to the immediate right of \( x_j \) and so

\[
\sum_{j=1}^{m-1} |f(b_{i+1}) - f(b_i)| \leq \sum_{j=1}^{n} |f(x_j + \epsilon_j) - f(x_j)| + \sum_{j=1}^{n} |f(x_j + \epsilon_j) - f(c_{x_j})| \\
+ \sum_{j=1}^{n} |f(x_j + \epsilon_j) - f(c_{x_j})| \\
+ \sum_{j=1}^{n} \sum_{a_i < c_k < a_i + 1, c_k \neq x_j} |f(c_{k + 1}) - f(c_k)| \\
\leq \sum_{j=1}^{n} |f(x_j + \epsilon_j) - f(x_j)| + n + m_1,
\]

which is independent of the partition \( \{b_i\} \), so \( f \) is of bounded variation.

**Proof of 1.1.15.** From the above, it follows that \( f(t) = f(a) + p^t_a - n^t_a \), where \( p^t_a, n^t_a \) are the positive and negative variation of \( f \) on \([a, t)\). \( p^t_a \) will be shown to be absolutely continuous with respect to \( \omega \), and the same will follow for \( n^t_a \) by considering \(-f\).

Given \( \varepsilon > 0 \), let \( \delta \) be as in (1.1.11). If \( \sum_{i=1}^{\infty} \omega(I_i) < \delta \) for \( I_i = [a_i, b_i] \), pairwise disjoint intervals, pick a partition \( a_i = c_i, 0 < \ldots < c_i, n_i = b_i \) such that \( p_{a_i} \leq \sum_{j=0}^{n_i} (f(c_{i,j+1}) - f(c_{i,j})) + \frac{\varepsilon_i}{2} \), where \( x^+ = \{x : x > 0\} \). It is now clear that \( p^t_a \) is absolutely continuous since

\[-16-\]
\[ \sum_{i=1}^{n_i-1} \sum_{j=0}^{f(c_{1,j+1}) - f(c_{1,j})} + \epsilon \leq 2\epsilon \]

since

\[ \sum_{i=1}^{n_i-1} \sum_{j=0}^{f(c_{1,j+1}) - f(c_{1,j})} + \epsilon = \sum_{i=1}^{n_i-1} \omega(I_i) < \delta. \]

1.1.23. Since \( p_a, n_a \) are monotone increasing and left-continuous, they induce measures \( \mu, \nu \). To see that these are absolutely continuous to \( \omega \), let \( E \) be a set such that \( \omega(E) = 0 \). Given \( \epsilon > 0 \), pick \( \delta > 0 \), as in (1.1.27) (with \( f \) replaced by \( p_a \)) and \( V \) relatively open in \([a,b)\) such that \( E \subseteq V \) and \( \omega(V) < \delta \). \( V = \bigcup_{i=1}^{\infty} I_i \), where the \( I_i \) are pairwise disjoint intervals, \( I_i = (a_i, b_i) \), \( i = 2, \ldots, \infty \) and either \( I_1 = [a_1, b_1] \) and \( a_1 = a \) or \( I_1 = (a_1, b_1) \). Only the first case will be dealt with, the other being similar.

\[ p(V) = p_a b_1 + \sum_{i=2}^{\infty} p_a b_i (p_a)^i \]

\[ \leq p_a b_1 + \left( \sum_{i=2}^{\infty} p_a b_i (p_a)^i + \delta_i \right) + \epsilon \quad \text{for some } \delta_i > 0 \]

\[ \leq 2\epsilon \].
since \( \omega([a,b]) + \sum_{i=2}^{\infty} \omega([a_i + \delta, b_i]) \leq \omega(V) < \delta \). The absolute continuity of \( n \) follows similarly.

The Radon-Nikodym theorem now gives the existence of \( \tilde{p}, \tilde{n} \), the densities of \( p, n \) with respect to \( \omega \). Letting \( \frac{df}{d\omega} = \tilde{p} - \tilde{n} \), 1.1.15 follows from (1.1.14) and 1.1.23.

Proof of (1.1.16). Recalling (1.1.12), it is only necessary to show that \( \{H_{y}\}_{y \in [a, b]} \) satisfies property 1.1.2 in order to use Proposition 1.1.5 to conclude for \( h \in L^1(\omega, [a, b]) \) that

\[
\lim_{x \to y^+} \frac{1}{\omega(y, x)} \int_{[y, x]} h \, d\omega = h(y) \text{ a.e. } \omega.
\]

This being proven, (1.1.17) follows easily since

\[
\frac{f(x) - f(y)}{\omega(y, x)} = \frac{1}{\omega(y, x)} \int_{[y, x]} \frac{df}{d\omega} \, d\omega
\]

from 1.1.15.

To show property 1.1.2 is satisfied, let \( G \) be a collection of intervals \([y_\alpha, x_\alpha]\), \( \alpha \in A \), \( A \) some index set.

1.1.24. It will be said that \( F \) is subordinate to \( G \) if \( F \subseteq G \) and

\[ \bigcup_{I \in F} I = \bigcup_{I \in G} I. \]

1.1.25. It will be shown that there is an at most countable collection \( F \) subordinate to \( G \), in which case there is a finite collection \( F_1 \subseteq F \) such that

\[
\omega(\bigcup_{I \in F} I) < 2\omega(\bigcup_{I \in G} I).
\]
Due to the properties of intervals, there then exists a collection $F_2$ subordinate to $F_1$ which has the property that every point in

$$\bigcup_{I \in F_1} I = \bigcup_{I \in F_2} I$$

is covered at most twice by intervals in $F_2$. $F_2$ can then be split into two collections $F_3, F_4$, with $F_2 = F_3 \cup F_4$, where the intervals in $F_i$, $i = 3, 4$, are pairwise disjoint. Then

$$\omega\left(\bigcup_{I \in F_2} I\right) \leq 2\omega\left(\bigcup_{I \in F_1} I\right)$$

for one of $i = 3, 4$, in which case considering 1.1.24 to (1.1.28), it is seen that property 1.1.2 is satisfied with $c_1 = 4$.

To show that there exists an at most countable collection $F$ subordinate to $G$, let $Y$ be the set of points $y_\alpha$, $\alpha \in A$, such that $y_\alpha$ is not in the interior of any interval $[y_\beta, x_\beta]$, $\beta \in A$. It is claimed that $Y$ is at most countable. For $y_\alpha \in Y$, no point of $[y_\alpha, x_\alpha)$ can lie in $Y$. Pick a rational number $r_\alpha \in [y_\alpha, x_\alpha)$ and pair it with $y_\alpha$. $r_\alpha$ cannot be paired in this way with any other element of $Y$, so the map $y_\alpha \mapsto r_\alpha$ is a one-to-one map of $Y$ into the rational numbers, and so $Y$ is at most countable. The conclusion now follows easily since to each pair of rational numbers $r, s$ with $y_\beta < r < s < x_\beta$ for some $\beta \in A$, one such interval $[y_\beta, x_\beta)$ can be associated, $\beta$ denoted as $\beta_{r,s}$. Given $y \in \bigcup_{\alpha \in A} [y_\alpha, x_\alpha) - Y$, $y$ lies in the interior of some interval $[y_\alpha, x_\alpha)$, so there exist $r, s$ rational with $y_\alpha < r < s < x_\alpha$, and so $y$ lies in one of the countably many intervals $[y_{\beta_{r,s}}, x_{\beta_{r,s}})$.
and the proof is done. ■

Proof of 1.1.18-1.1.20. The absolute continuity of \( fg \) and \( 1/g \) follows exactly as in the Lebesgue measure case. Using (1.1.17) then gives 1.1.18, 1.1.19, exactly as in basic calculus. 1.1.20 follows from 1.1.15 and 1.1.18. ■

Proof of 1.1.21. Since \( f \) is bounded, it follows that \( F \) is uniformly continuous on the closure of the range of \( f \), so that it is easily seen that \( F \circ f \) is absolutely continuous with respect to \( \omega \). Using (1.1.17) again and proceeding as in the basic calculus proof of the chain rule, 1.1.21 follows. ■

1.2.0 Weighted Hardy Inequalities

Tomaselli [TM], Talenti [TL], and Artola [AR] characterized the weights for which a Hardy inequality of type (1.2.10) or (1.2.12) with \( p=q \) holds. A simpler proof was found by Muckenhoupt [M1], which in turn was generalized by Bradley [BR] to include the case \( q>p \). The other inequalities dealt with in this section are not direct generalizations of the original Hardy inequalities but are similar in nature. Their importance stems from the fact that they arise naturally in the analysis of certain Sobolev inequalities.

It will be assumed that \( \mu, \lambda \) are positive measures on \((\mathbb{R} \cup \{-\infty, \infty\}, K)\), where \( K \) is the \( \sigma \)-algebra generated by the Borel sets \( B \) and the points \( \{-\infty, \infty\} \); and \( \nu \) is a positive measure on \((\mathbb{R}, B)\) for which there is a Lebesgue decomposition with respect to Lebesgue measure.
For notational simplicity, \( A \int_{\mathbb{R}} \tilde{\nu}(t)^{-1/(p-1)} \, dt \) will represent \( \sup_{A} \tilde{\nu}^{-1} \) when \( p = 1 \), \( \tilde{\nu} \) being the density of the absolutely continuous part of \( \nu \) and \( \frac{1}{p} + \frac{1}{p'} = 1 \). The proofs of the following theorems will be deferred to 1.2.13.

**1.2.1 Theorem.** For \( 1 \leq p \leq q < \infty \),

\[
(1.2.2) \quad \left( \int_{-\infty}^{\infty} \left( \int_{t}^{\infty} g(s) \, ds \right)^{q} \, \nu_{\mathbb{R}}(t) \, dt \right)^{1/q} \leq c_{1} \left( \int_{-\infty}^{\infty} g_{\mathbb{R}}(t) \, \nu_{\mathbb{R}}(t) \, dt \right)^{1/p}
\]

for some \( c_{1} > 0 \) and all nonnegative Borel measurable \( g \) iff

\[
(1.2.3) \quad \mu^{1/q} \left( [-r, r] \right) \int_{-r}^{r} g(s) \, ds \leq c_{2} \left( \int_{-\infty}^{\infty} g_{\mathbb{R}}(t) \, \tilde{\nu}(t) \, dt \right)^{1/p}
\]

for some \( c_{2} < \infty \) and all \( r \in \mathbb{R} \) and \( g \) nonnegative and Borel measurable; iff

\[
(1.2.4) \quad \mu^{1/q} \left( [-r, r] \right) \left( \int_{-\infty}^{\infty} \tilde{\nu}(t)^{-1/(p-1)} \, dt \right)^{1/p'} \leq c_{3}
\]

for some \( c_{3} < \infty \) and all \( r \in \mathbb{R} \). And, by a reflection,

\[
(1.2.5) \quad \left( \int_{-\infty}^{\infty} \left( \int_{-\infty}^{t} g(s) \, ds \right)^{q} \, \nu_{\mathbb{R}}(t) \, dt \right)^{1/q} \leq c_{1} \left( \int_{-\infty}^{\infty} g_{\mathbb{R}}(t) \, \nu_{\mathbb{R}}(t) \, dt \right)^{1/p}
\]

for some \( c_{1} < \infty \) and all nonnegative Borel measure \( g \) iff

\[
(1.2.6) \quad \mu^{1/q} \left( [r, \infty] \right) \int_{r}^{\infty} g(s) \, ds \leq c_{2} \left( \int_{r}^{\infty} g_{\mathbb{R}}(t) \, \tilde{\nu}(t) \, dt \right)^{1/p}
\]
for some $c_2 < \infty$ and all $r \in \mathbb{R}$ and $g$ nonnegative and Borel measurable; iff

$$
\left( \int_{-\infty}^{r} \tilde{v}(t)^{-1/(p-1)} \, dt \right)^{1/p'} \leq c_3
$$

for some $c_3 < \infty$ and all $r \in \mathbb{R}$, where $\tilde{v}$ is the Lebesgue density of $v (d\nu = \tilde{v}(t) \, dt + d\nu_s)$.

If the constants $c_i$, $i = 1, 2, 3$ are chosen as small as possible, then $c_3 \leq c_2 \leq c_1 \leq p^{1/p'} p^{1/q} c_3$. The convention $0 \cdot \infty = 0$ is assumed, and $p^{1/p'}$ is taken to be 1 when $p' = \infty$.

Given $\mu$ a positive measure on $(A,K)$ and $\nu$ a positive measure on $(B,B)$, extend $\mu$ so that $\mu(\mathbb{R} \cup \{-\infty, \infty\} \setminus A) = 0$ and $\nu$ to have infinite density on $\mathbb{R} - B$, then it easily follows from Theorem 1.2.1 that

$$
\left( \int_{A} \left( \int_{Bn(t, \infty)} g(s) \, ds \right)^{q} \, d\mu(t) \right)^{1/q} \leq c \left( \int_{B} g(t)^{p} \, d\nu(t) \right)^{1/p}
$$

for some $c < \infty$ and all nonnegative Borel measurable functions $g$ iff

$$
\sup_{r} \mu^{1/q} (r, \infty) (\int_{Bn(r, \infty)} \tilde{v}(t)^{-1/(p-1)} \, dt)^{1/p'} < \infty. 
$$

Theorem 1.2.9 presents two special cases of this.

1.2.9 Theorem. For $1 \leq p \leq q < \infty$,

$$
\left( \int_{0}^{\infty} \left( \int_{t}^{\infty} g(s) \, ds \right)^{q} \, d\mu(t) \right)^{1/q} \leq c_i \left( \int_{0}^{\infty} g^{p}(t) \, d\nu(t) \right)^{1/p}
$$
for some \( c_1 < \infty \) and all nonnegative Borel measurable functions \( g \), iff

\[
\sup_{0 \leq r} \mu^{1/q} ([0, r]) \left( \int_r^\infty \tilde{v}^{-1/(p-1)} \, dt \right)^{1/p'} = b_1 < \infty .
\]

And

\[
\left( \int_0^t \left( \int_0^s g(s) \, ds \right)^q \, du(t) \right)^{1/q} \leq c_2 \left( \int_0^\infty g^p(t) \, dv(t) \right)^{1/p}
\]

for some \( c_2 \) and all nonnegative Borel measurable functions \( g \) iff

\[
\sup_{0 \leq r} \mu^{1/q} ([r, \infty]) \left( \int_0^r \tilde{v}(t)^{-1/(p-1)} \, dt \right)^{1/p'} = b_2 < \infty .
\]

And, as a consequence,

\[
\left( \int_0^t \left( \int_0^s g(s) \, ds \right)^q \, du(t) \right)^{1/q} \leq c_3 \left( \int_0^\infty g^p(t) \, dv(t) \right)^{1/p}
\]

for some \( c_3 > 0 \) and all nonnegative Borel measurable \( g \) iff

\[
\left\{ \begin{array}{l}
\sup_{0 \leq r} \mu^{1/q} ([r, \infty]) \left( \int_0^r \tilde{v}(t)^{-1/(p-1)} \, dt \right)^{1/p'} = b_2 < \infty \\
\text{and}\\
\sup_{r \leq 0} \mu^{1/q} ([0, r]) \left( \int_r^0 \tilde{v}(t)^{-1/(p-1)} \, dt \right)^{1/p'} = b_3 < \infty ,
\end{array} \right.
\]

where \( \tilde{v} \) is as in Theorem 1.2.1.

If \( c_i , i = 1, 2, 3 \), \( b_i , i = 1, 2 \) are chosen as small as possible, then \( b_i \leq c_i \leq p^{1/q} p^{1/p'} b_i \) for \( i = 1, 2 \) and
\[ \max\{b_2, b_3\} \leq c_3 \leq p^{1/q} p'^{1/p'} \max\{b_2, b_3\}. \] The convention \( \int_0^t g(s) \, ds = -\int_t^0 g(s) \, ds \) for \( t < 0 \) is used in (1.2.14) and \( 0 \cdot \infty = 0 \) is used throughout. Also \( p^{1/p'} = 1 \) for \( p' = \infty \).

The inequalities dealt with in Theorem 1.2.16 depart somewhat from the structure of the classical Hardy inequalities, but their analysis is similar. They arise naturally in the study of certain Sobolev inequalities. It is somewhat remarkable that (1.2.23) and (1.2.24) are equivalent since in general their left-hand sides are not comparable unless \( |\lambda|, |\mu| < \infty \) and \( \lambda(E) \leq c \mu(E) \).

**1.2.16 Theorem.** For \( 1 \leq p < q < \infty \),

\[
(1.2.17) \quad \left( \int_0^\infty \left( \int_0^s g(\sigma) \, d\sigma \right)^q \, d\lambda(s) \right)^{1/q} \leq c_{1,1} \left( \int_0^\infty g^p(t) \, d\nu(t) \right)^{1/p}
\]

for some \( c_{1,1} < \infty \) and all nonnegative Borel measurable \( g \) iff

\[
(1.2.18) \quad \mu^{1/q}([-\infty, r]) \int_r^\infty g(s) \lambda([s, \infty]) \, ds \leq c_{2,1} \left( \int_r^\infty g^p(t) \, d\nu(t) \right)^{1/p}
\]

for some \( c_{2,1} < \infty \) and all \( r \in \mathbb{R} \) and \( g \) nonnegative and Borel measurable iff

\[
(1.2.19) \quad \sup_r \mu^{1/q}([-\infty, r]) \left( \int_r^\infty \left( \frac{\lambda^p[t, \infty]}{\nu(t)} \right)^{1/(p-1)} \, dt \right)^{1/p'} = b_1 < \infty
\]

And, by a reflection,
for some \( c_{1,2} \leq \infty \) and all nonnegative Borel measurable \( g \) iff

\[
(1.2.21) \quad \mu^{1/q}([r, \infty]) \int_{-\infty}^{\infty} g(s) \lambda([-\infty, r]) \, ds \leq c_{2,2} \left( \int_{-\infty}^{r} g^p(t) \, dv(t) \right)^{1/p}
\]

for some \( c_{2,2} \leq \infty \) and all \( r \in \mathbb{R} \) and \( g \) nonnegative and Borel measurable, iff

\[
(1.2.22) \quad \sup_r \mu^{1/q}([r, \infty]) \left( \int_{-\infty}^{r} \left( \frac{\lambda([s, t])}{v(t)} \right)^{1/(p-1)} \, dt \right)^{1/p'} = b_2 < \infty.
\]

And, in consequence,

\[
(1.2.23) \quad \left( \int_{-\infty}^{\infty} \left( \int_{-\infty}^{t} g(s) \, ds \right) \lambda(s) \, dq(t) \right)^{1/p} \leq c_{1,3} \left( \int_{-\infty}^{\infty} g(t) \, dv(t) \right)^{1/p}
\]

for some \( c_{1,3} \leq \infty \) and all nonnegative Borel measurable \( g \) iff

\[
(1.2.24) \quad \left( \int_{-\infty}^{\infty} \left( \int_{s}^{t} g(\sigma) \, d\sigma \right) \lambda(s) \, dq(t) \right)^{1/p} \leq c_{2,3} \left( \int_{-\infty}^{\infty} g^p(t) \, dv(t) \right)^{1/p}
\]

for some \( c_{2,3} \leq \infty \) and all nonnegative Borel measurable \( g \) which are bounded and have compact support, iff (1.2.18) and (1.2.21) hold, iff (1.2.19) and (1.2.22) hold, where \( \tilde{v} \) is as in Theorem 1.2.1.

The conventions \( \int_{s}^{t} g(\sigma) \, d\sigma = - \int_{t}^{s} g(\sigma) \, d\sigma \) for \( s > t \).
If the numerator and denominator are either both 0 or both $\infty$, and $0 \cdot \infty = 0$ are used.

1.1.25. If the integral \( \int_{-\infty}^{\infty} \int_{s}^{t} g(\sigma) \, d\sigma \, d\lambda(s) \) in (1.2.24) is not defined in the classical sense, that is, if \( t \) is given and \( \int_{s}^{t} g(\sigma) \, d\sigma \) takes on both positive and negative values and is not in \( L^1(\lambda) \), then it may be given an arbitrary value without affecting the theorem. Care must be taken if for fixed \( t \), \( \int_{s}^{t} g(\sigma) \, d\sigma \) is of one sign and is not in \( L^1(\lambda) \), in which case the integral 1.2.25 is given the value 0 or \(-\infty\), depending on the sign of \( \int_{s}^{t} g(\sigma) \, d\sigma \). The assumption that \( g \) is bounded and of compact support in (1.2.24) is added solely for use in the applications; it is not necessary here.

If \( c_{1,j} \) are chosen as small as possible, then \( b_i \leq c_{2,i} \leq c_{1,i} \leq p^1/q \cdot p'/p' \cdot b_i \) for \( i = 1, 2 \) and \( \max\{b_1, b_2\} \leq c_{2,3} \leq c_{1,3} \leq 2p^1/q \cdot p'/p' \cdot \max\{b_1, b_2\} \).

Remark. Theorems 1.2.1, 1.2.9, and 1.2.16 are equivalent. Theorems 1.2.9 and 1.2.16 will be proven directly from 1.2.1, and Theorem 1.2.1 may be recovered from 1.2.9 by a change of variable from \([0, \infty]\) to \([\infty, -\infty]\) accompanied by appropriate choices of measures, and from 1.2.16 by choosing \( \lambda \) to be a point mass at \(-\infty\) or \(\infty\).

It would be interesting to extend the preceding theorems to the case \( q < p \). The following theorem extends the last part of Theorem 3 to the case \( q = 1 \). The global nature of condition renders it of no use in proving Sobolev inequalities.
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1.2.26 Theorem. For $1 \leq p < \infty$,

$$
\int_0^T \int_0^t |g(s)\,d\lambda(s)\,d\mu(t)| \leq c \left( \int_0^\infty g^p(t)\,d\nu(t) \right)^{1/p}
$$

for all nonnegative Borel measurable $g$ iff

$$
\left( \int_0^\infty \left[ \frac{\mu(t,\infty) + \lambda(t,\infty) \mu[\infty, t])}{\nu(t)} \right]^{1/(p-1)} dt \right)^{1/p'} \leq c,
$$

$\tilde{\nu}$ as in Theorem 1.2.1. The conventions $\frac{0}{0} = \frac{\infty}{\infty} = 0$ for the integrand of (1.2.28), $0 \cdot \infty = 0$, and $\int_s^t g(\sigma)\,d\sigma = -\int_t^s g(\sigma)\,d\sigma$ for $s > t$ are used.

Proof of Theorem 1.2.1. The main substance of the result is the sufficiency of inequality (1.2.4). Assume (1.2.4) and $p > 1$. Let $h(t) = \left( \int_t^\infty \tilde{\nu}(s)^{-1/(p-1)} \,ds \right)^{1/p'}$ and $I_\infty = \{ t : \mu(E, t] = 0 \}$ so that $\mu(I_\infty) = 0$. From (1.2.4) it follows that $h = \infty$ only on $I_\infty$ and so $h < \infty$ on $T = \mathbb{R} - I_\infty$.

1.2.29. Let $I_0$ be the interval $I_0 = \{ t : h(t) = 0 \}$ so that $h$ is locally absolutely continuous on $T - I_0$. This combined with the continuity of $h$ on $T$ leads to

$$
h(t) = -\int_t^\infty h'(s)\,ds \quad \text{for} \quad t \in T.
$$

1.2.31. If $g > 0$ and $\tilde{\nu} = \infty$ on a set of positive measure, then (1.2.2) is true; otherwise $g = 0$ a.e. on $\{ \tilde{\nu} = \infty \}$, and so $g = p'/p' \,g(\tilde{\nu}h)^{1/p} \,(h')^{1/p'}$ a.e. in $T$. Now using Hölder's inequality and (1.2.30), and recalling that $\mu(\mathbb{R} - T) = 0$, it follows that
\[
\left( \int_{-\infty}^{\infty} \left( \int_{t}^{\infty} g(s) \, ds \right)^{q} \, du(t) \right)^{p/q} \\
\leq p' p' \left( \int_{-\infty}^{\infty} \left( \int_{t}^{\infty} g^{p'}(s) \, ds \right)^{q/p} \, du(t) \right)^{p/q} \\
\leq p' p' \int_{-\infty}^{\infty} g^{p'}(s) \left( \int_{-\infty}^{t} h^{q/p'}(t) \, du(t) \right)^{p/q} \, ds
\]
(by using Minkowski's inequality)

\[
\leq p' p' c_{3}^{-1} \int_{-\infty}^{\infty} g^{p'}(s) \left( \int_{-\infty}^{s} \mu^{-1/p'}(s) \, du(t) \right)^{p/q} \, ds
\]
(by (1.2.4), where \( I' = \{ t : \mu(-\infty, t] = \infty \} \))

\[
\leq p' p' c_{3}^{-1} p/p' \int_{-\infty}^{\infty} g^{p'}(s) \mu^{1/q}(s) \, ds
\]
(using 1.2.32)

\[
\leq p' p' c_{3} p/p' \int_{-\infty}^{\infty} g^{p'}(s) \, ds
\]
(by (1.2.4))

1.2.32. \([-\infty, s'] \cap I'\) is an interval \([-\infty, s']\) or \((-\infty, s')\) on which \(\mu([-\infty, t])\) is finite. Pick \(s'' < s'\) and let \(\tilde{\omega}\) be the restriction of \(\omega\) to \((-\infty, s'')\), and let \(\omega\) be the reflection of \(\tilde{\omega}\), i.e. \(\omega(A) = \omega(-A)\).

Now apply the results of 1.1.13, specifically (1.1.22), with \(\omega\) and \(\lambda = \mu((-\infty))\) to get that

\[
\int_{-\infty}^{s''}[\mu^{-1/p'}([-\infty, t]) \, du(t)] \leq pu^{1/p}([-\infty, s'']) \]

Let \(s'' \to s'\) and use \(u^{-1/p'}((s'))\mu((s')) = u^{-1/p}((s'))\) if \(s'\) is an atom of \(\mu\) to get (1.2.33) with \(s''\) replaced by \(s\) as required.
If $p=1$, then

$$\left( \int_{-\infty}^{\infty} \left( \int_{t}^{\infty} g(s) \, ds \right)^q \, du(s) \right)^{1/q}$$

$$\leq \int_{-\infty}^{\infty} g(s) u^{1/q}([\infty, s]) \, ds \quad \text{by Minkowski's inequality}$$

$$\leq c_3 \int_{-\infty}^{\infty} g(s) \text{ess inf } \tilde{\nu} \, ds$$

$$\leq c_3 \int_{-\infty}^{\infty} g(s) \tilde{\nu} \, ds.$$ 

The fact that (1.2.2) implies (1.2.3) follows by first replacing $g$ by $g_{x(r,\infty)L_A}$, where $\mathbb{R} - A$ supports the singular part of $\nu$ and $|\mathbb{R} - A| = 0$ and then reducing the interval of integration with respect to $\mu$ to $[-\infty, \nu].$

The proof of the implication (1.2.3) $\Rightarrow$ (1.2.4) is broken down into 3 cases depending on whether $(\int_{-\infty}^{\infty} \tilde{\nu}(t)^{-1/(p-1)} dt)^{p-1}$ is zero, strictly positive but finite, or infinite (recall that for $p=1$ this integral represents $\sup_{(r,\infty)} \tilde{\nu}^{-1}$). In the first case (1.2.4) is trivial. In the second case, if $p > 1$, set $g = \tilde{\nu}^{-1/(p-1)}$, and if $p = 1$ set $g = g_n = x_{B_n}$, where

$$B_n = \{t: \tilde{\nu}^{-1}(t) \geq -\frac{1}{n} + \sup_{(r,\infty)} \tilde{\nu}^{-1} \},$$

and let $n \to \infty$ to achieve (1.2.4).

1.2.34. In the third case it is necessary to construct a function $g$ such that $g \geq 0$, $\int_{-\infty}^{\infty} g^p \tilde{\nu} \, dt < \infty$ while $\int_{-\infty}^{\infty} g = \infty$, in which case, recalling the convention $0 \cdot \infty = 0$, it is seen that $\mu([-\infty, r]) = 0$ and (1.2.4) is proven.
To construct \( g \) as in 1.2.34 it is first assumed that \( \bar{\nu} > 0 \) a.e.; otherwise let \( g \) be \( \infty \) on \( \{ \bar{\nu} = 0 \} \) and zero elsewhere. For \( p > 1 \) let \( E_n = \{ t \in (r, \infty) : 2^{-n} \leq \bar{\nu}(t) < 2^{-n+1} \} \). If \( |E_n| = \infty \) for some \( n \), then pick \( g \) such that \( g \in L^p(E_n) \), \( g \notin L^1(E_n) \), and \( g = 0 \) elsewhere. Otherwise \( |E_n| < \infty \) for all \( n \).

\[
\sum_{n=-\infty}^{\infty} |E_n| 2^{(n+1)/(p-1)} \geq \int_r \frac{-1}{\nu} \, d\nu = \infty, \text{ so pick } i_k \text{ iteratively such that } i_0 = 0 \text{ and for } n_k = \sum_{\ell=0}^{k-1} 1 \text{ it holds that}
\]

\[
S_k = \sum_{n_k \leq |n| < n_k + i_k} |E_n| 2^{(n+1)/(p-1)} > (k+1)^\alpha
\]

for a fixed \( \alpha > \frac{2}{p-1} \).

Let \( g(t) = \left( \frac{2^{(1+pn)/(p-1)}}{(k+1)^2 S_k} \right)^{1/p} \) if \( n_k \leq |n| < n_{k+1} \) and \( t \in E_n \) so

\[
\int_r g^p \, d\nu = \sum_{n=-\infty}^{\infty} \frac{|E_n| 2^{(n+1)/(p-1)}}{(k+1)^2 S_k}
\]

\[
= \sum_{k=0}^{\infty} \frac{1}{(k+1)^2 S_k} \sum_{n_k \leq |n| < n_{k+1}} |E_n| 2^{(n+1)/(p-1)}
\]

\[
= \sum_{k=0}^{\infty} \frac{1}{(k+1)^2} < \infty,
\]

while
\[
\int g = 2^{-1/p} \sum_{n=0}^{\infty} \frac{|E_n|}{((k+1)^2 S_k)^{1/p}} \frac{2^{(n+1)/(p-1)}}{n k S_{k+1}}
\]
\[
= 2^{-1/p} \sum_{k=0}^{\infty} \left( \frac{1}{(k+1)^2 S_k} \right)^{1/p} \sum_{n_k \leq n \leq n_k + 1} |E_n| \frac{2^{(n+1)/(p-1)}}{n k S_{k+1}}
\]
\[
= 2^{-1/p} \sum_{k=0}^{\infty} \frac{S_k^{1-1/p}}{(k+1)^{2/p}} \geq 2^{-1/p} \sum_{k=0}^{\infty} \frac{(k+1)\alpha(1-1/p)-2/p}{k+1}
\]

since \(\alpha(1-\frac{1}{p}) - \frac{2}{p} > 0\).

For \(p = 1\), \(\inf_{r,\infty} \tilde{v} = 0\), so pick a set \(A\) of positive finite measure such that \(\inf_{r,\infty} \tilde{v} = 0\). Either \(\tilde{v} = 0\) on a set \(B\) of positive measure in which case take \(g = \infty\) on \(B\) and zero elsewhere, or else \(\tilde{v}_n\) can be chosen such that \(\tilde{v}_n < \frac{1}{2}\) and \(|\tilde{v}_n| = 0\), where \(E_n = \{t \in A : \tilde{v}(t) < \tilde{v}_n\}\). For this case let \(a_n = |\{t \in A : \tilde{v}(t) < \tilde{v}_n\}|\) so that \(|E_n| = a_n - a_{n+1}\), and let \(g = \begin{cases} \frac{\tilde{v}_n - \tilde{v}_{n+1}}{\varepsilon_n} \cdot \frac{1}{\varepsilon_n} & \text{on } E_n, \\ 0 & \text{elsewhere} \end{cases}\). It then follows that

\[
\int g = \sum_{n=0}^{\infty} \frac{|E_n|}{\varepsilon_n} \frac{\varepsilon_n - \varepsilon_{n+1}}{\varepsilon_n} \cdot 1
\]
\[
\geq \sum_{n=0}^{\infty} \left( 1 - \frac{\varepsilon_{n+1}}{\varepsilon_n} \right) \geq \sum_{n=0}^{\infty} \frac{1}{2} = \infty,
\]

while
\[ \int_{r}^{\infty} g u \leq \sum_{n=0}^{\infty} |\varepsilon_{n}| \frac{\varepsilon_{n} - \varepsilon_{n+1}}{a_{n} - a_{n+1}} \varepsilon_{n} \]

\[ = \varepsilon_{0} - \lim_{n \to \infty} \varepsilon_{n} \]

\[ = \varepsilon_{0} < \infty. \]

The second half of the theorem is proven by replacing \( u, v, g \) by \( \tilde{u}, \tilde{v}, \tilde{g} \), where \( \tilde{u}(A) = u(-A), \tilde{v}(A) = v(-A), \tilde{g}(t) = g(-t) \), and using \( \int_{A} \tilde{g}(t) d\tilde{u}(t) = \int_{A} g(t) du(t) \).

**Proof of Theorem 1.2.9.** Restrict \( u \) to \( A = [0,\infty) \) and \( v \) to \( B = [0,\infty) \), and then extend them as in (1.2.8). If (1.2.10) holds, then (1.2.2) holds with the extended measures since if \( g > 0 \) on a set of positive measure in \( (-\infty,0) \), then the right-hand side of (1.2.2) is infinite. (1.2.11) then follows from (1.2.3). Conversely, if (1.2.11) is true, then (1.2.4) trivially holds for the extended measures, the condition for \( r < \infty \) reducing to that of \( r = 0 \), and (1.2.10) follows from (1.2.2) by taking \( g \) with support in \([0,\infty)\). The equivalence of (1.2.12) and (1.2.13) follows similarly.

Assume (1.2.14). Letting \( g \) have support in \([0,\infty)\) and \((-\infty,0]\) respectively, it follows that (1.2.12) and its reflection

\[ (\int_{-\infty}^{0} (\int_{t}^{0} g(s) ds)^q du(t))^{1/q} \leq c_3 (\int_{-\infty}^{0} g^p(t) dv(t))^{1/p} \]

hold, which then implies (1.2.13) and its reflection, and so (1.2.15) holds.

Conversely, if (1.2.15) is true, then both (1.2.12) and its reflection hold so that
Proof of Theorem 1.2.16. The equivalence of (1.2.17), (1.2.18), and (1.2.19) will follow from that of (1.2.2), (1.2.3), and (1.2.4). The equivalence of (1.2.20), (1.2.21), and (1.2.22) then follows from applying the reflection $A \rightarrow -A$, as in Theorem 1.2.1.

It will now be shown that (1.2.17) $\Longrightarrow$ (1.2.18) $\Longrightarrow$ (1.2.19) $\Longrightarrow$ (1.2.17).

(1.2.35) \[ \int_t^\infty \int_t^\infty g(\sigma) d\sigma d\lambda(s) = \int_t^\infty g(\sigma) \lambda[\sigma, \infty] ds \] by Fubini.

Assume (1.2.17), so

\[ \left( \int_t^\infty \left( \int_t^\infty g(s) \lambda[s, \infty] ds \right)^q du(t) \right)^{1/q} \leq \mathcal{C}_1 \left( \int_t^\infty g^p(t) \nu(t) \right)^{1/p}. \]

Replace $g$ by $g \cdot \chi_{(r, \infty)}$ and reduce the interval of integration on the left to get $u^{1/q} \left[ -\infty, r \right] \int_r^\infty g(s) \lambda[s, \infty] ds \leq \mathcal{C}_{1,1} \left( \int_t^\infty g^p(t) \nu(t) \right)^{1/p}$, and (1.2.18) is verified.

Assume (1.2.18), replace $g$ by $g \cdot \chi_A$, where $A$ is the support of the singular part of $\nu$, to get
\[ (1.2.36) \quad \mu^{1/q}[-r, r] \int_{-r}^{r} g(s) \lambda(s, \infty) \, ds \leq c_{2,1} \left( \int_{-r}^{r} g^p(t) \tilde{\nu}(t) \, dt \right)^{1/p}. \]

Let \( I_0 = \{ t : \mu(-\infty, t) = 0 \} \) so \( \mu(I_0) = 0 \) since \( I_0 \) is an interval. Let \( J_0 = \{ t : \lambda(t, \infty) = 0 \} \) and \( J_\infty = \{ t : \lambda(t, \infty) = \infty \} \). From (1.2.36) it is seen that \( \tilde{\nu} = \infty \) a.e. on the interval \( J_\infty - I_0 \) (let \( g = g_n = \chi(\tilde{\nu} \in n)(J_\infty - I_0)n(-\infty, n) \)), so if \( \tilde{\nu}_*(t) = \frac{\tilde{\nu}(t)}{\lambda^p(t, \infty)} \), then \( \tilde{\nu}_*(t) = \infty \) on \( J_\infty - I_0 \) using the convention that \( \lambda^p(t, \infty) = 0 \) if \( \lambda(t, \infty) \) and \( \tilde{\nu}(t) \) are either both 0 or both \( \infty \). Also \( \tilde{\nu}_*(t) = \infty \) on \( J_0 \) using the same convention.

If it doesn't hold that \( g = 0 \) a.e. on \( (J_\infty - I_0) \cup J_0 \), then

\[ (1.2.37) \quad \mu^{1/q}[-r, r] \int_{-r}^{r} g(s) \, ds \leq c_{2,1} \int_{-r}^{r} g^p(t) \tilde{\nu}_*(t) \, dt. \]

otherwise let \( \tilde{g}(t) = \begin{cases} 0, & J_0 \cup J_\infty \\ \frac{g(t)}{\lambda(t, \infty)}, & \text{otherwise} \end{cases} \), so on \( \mathbb{R} - I_0 \), \( g(t) = \tilde{g}(t)\lambda(t, \infty) \) and \( g^p \tilde{\nu} = g^p \tilde{\nu}_* \). Using \( \tilde{g} \) in (1.2.36) then gives (1.2.37), but since (1.2.3) \( \Rightarrow \) (1.2.4), it follows that \( \mu^{1/q}[-r, r] \left( \int_{-r}^{r} \tilde{\nu}_*^{-1/(p-1)}(t) \, dt \right)^{1/p} \leq c_{2,1} \), so (1.2.19) is verified.

Assume (1.2.19). Using (1.2.4) \( \Rightarrow \) (1.2.2), it follows that

\[ \left( \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} g(s) \, ds \right)^q \, du(t) \right)^{1/q} \leq p^{1/q} p^{1/p}\, b_1 \left( \int_{-\infty}^{\infty} g^p(t) \tilde{\nu}_*(t) \, dt \right)^{1/p}. \]

Replace \( g(s) \) by \( g(s)\lambda(s, \infty) \) and use that \( \lambda(t, \infty) \tilde{\nu}_*(t) \leq \tilde{\nu}(t) \) to get (1.2.17) and so the circle of implications is completed.
It remains to show that $(1.2.23)\Rightarrow(1.2.24)\Rightarrow\{(1.2.18), (1.2.21)\} \Rightarrow \{(1.2.19), (1.2.22)\} \Rightarrow (1.2.23)$. Recall 1.2.25. $(1.2.23) \Rightarrow (1.2.24)$ is trivial. To show $(1.2.24) \Rightarrow (1.2.18)$, first reduce the interval of integration on the far left of (1.2.24) to $[-\infty, r]$ and replace $g$ by $g \chi_{(r, \infty)}$ to get

$$\mu^{1/q}[\sim, r] \int_r^\infty g(s)\lambda[s, \infty] ds$$

$$= \left( \int_r^\infty \left( \int_s^\infty g(\sigma) d\lambda(\sigma) \right)^q du(t) \right)^{1/q}$$

$$\leq c_{2,3} \left( \int_r^\infty g^p(t) dv(t) \right)^{1/p}$$

for bounded $g$ of compact support since $\int_s^t g(\sigma)\chi_{[r, \infty)} d\sigma = 0$ if both $s, t \leq r$. Take monotone limits to get all positive measurable $g$. In a similar way $(1.2.24) \Rightarrow (1.2.21)$. $\{(1.2.18), (1.2.21)\} \Rightarrow \{(1.2.19), (1.2.22)\}$ by the first part of Theorem 1.2.16. From Theorem 1.2.1 it is seen that $\{(1.2.19), (1.2.22)\} \Rightarrow \{(1.2.2), (1.2.5)\}$, with $\tilde{V}(t)$ replaced by $\tilde{V}(t)/\lambda[t, \infty]$ so replacing $g(t)$ by $g(t)\lambda[t, \infty]$ and using that $\lambda[t, \infty]\tilde{v}(t) \leq \tilde{v}(t)$, it follows that

$$\left( \int_{-\infty}^t \left( \int_s^t g(\sigma) d\sigma \right)^q du(t) \right)^{1/q}$$

$$\leq \left( \int_t^\infty \left( \int_s^\infty g(\sigma) d\sigma \right)^q du(t) \right)^{1/q}$$

$$+ \left( \int_{-\infty}^t \left( \int_{-\infty}^s g(\sigma) d\sigma \right)^q du(t) \right)^{1/q}$$

$$= \left( \int_t^\infty \left( \int_s^\infty g(\sigma)\lambda[s, \infty] d\sigma \right)^q du(t) \right)^{1/q}$$

$$+ \left( \int_{-\infty}^t \left( \int_{-\infty}^s g(\sigma)\lambda[-\infty, \sigma] d\sigma \right)^q du(t) \right)^{1/q}$$

$$\leq 2^{1/q} p^{1/p'} \max(b_1, b_2) \left( \int_{-\infty}^\infty g^p(t) \tilde{v}(t) dt \right)^{1/p}$$
and the proof is complete. □

Proof of Theorem 1.2.26.

\[
\int_{-\infty}^{t} \int_{-\infty}^{t} g(\sigma) \, d\lambda(s) \, d\mu(t) \\
= \int_{-\infty}^{t} \left( \int_{-\infty}^{\lambda(\sigma, \infty)} g(\sigma) \, d\sigma + \int_{\lambda(\sigma, \infty)}^{t} g(\sigma) \, d\lambda(-\sigma) \right) \, d\mu(t) \\
= \int_{-\infty}^{t} g(\sigma) \, \int_{-\infty}^{t} f(\sigma, t) \, d\mu(t) \, d\sigma \\
\text{for } f(\sigma, t) = \begin{cases} 
\lambda(\sigma, \infty) & , \sigma > t \\
0 & , \sigma = t \\
\lambda(-\sigma, \sigma) & , \sigma < t 
\end{cases}
\]

(1.2.38) \[= \int_{-\infty}^{t} g(\sigma) \, h(\sigma) \, d\sigma \]

for \( h(\sigma) = \lambda(\sigma, \infty)\mu(-\sigma, \sigma) + \lambda(-\sigma, \sigma)\mu(\sigma, \infty) \).

Let \( E_0 = \{ t : h(t) = 0 \} \), \( E_\infty = \{ t : h(t) = \infty \} \).

Assume (1.2.27). Replace \( g \) by \( g x_A \), where \( A \) is the support of the singular part of \( v \) to get

(1.2.39) \[\int_{-\infty}^{t} g(\sigma) \, h(\sigma) \, d\sigma \leq c \left( \int_{-\infty}^{t} g^p(t) \, \tilde{\nu}(t) \, dt \right)^{1/p} .\]

From this it is easy to see that \( \tilde{\nu} = \infty \) on \( E_\infty \) so that \( \tilde{\nu}_x(t) = \frac{\tilde{\nu}(t)}{h^p(t)} = \infty \) on \( E_\infty \) using the convention for \( \frac{h^p(t)}{\tilde{\nu}(t)} \) that \( \frac{\infty}{0} = \infty \). Also \( \tilde{\nu}_x(t) = \infty \) on \( E_0 \) using the \( \frac{0}{0} = 0 \) convention for \( \frac{h^p(t)}{\tilde{\nu}(t)} \). If it is not true that \( g = 0 \) a.e. on \( E_0 \cup E_\infty \), then

(1.2.40) \[\int_{-\infty}^{t} g(s) \, ds \leq c \left( \int_{-\infty}^{t} g^p(t) \, \tilde{\nu}_x(t) \, dt \right)^{1/p} .\]
otherwise let \( \tilde{g}(t) = \begin{cases} 0 & E_0 \cup E_\infty, \\ \frac{g(t)}{h(t)} & \text{otherwise} \end{cases} \) and substitute \( \tilde{g} \) in (1.2.39) to get (1.2.40). Assuming \( \left( \int_0^\infty \tilde{\nu}_\ast(t)^{-1/(p-1)} \, dt \right)^{p-1} = \infty \) leads to a contradiction with (1.2.40) using the construction in Theorem 1 since either \( \left( \int_0^\infty \tilde{\nu}_\ast(t)^{-1/(p-1)} \, dt \right)^{p-1} = \infty \) or \( \left( \int_0^\infty \tilde{\nu}_\ast(t)^{-1/(p-1)} \, dt \right)^{p-1} = \infty \).

If \( \left( \int_0^\infty \tilde{\nu}_\ast(t)^{-1/(p-1)} \, dt \right)^{p-1} = 0 \), then (1.2.28) is trivial; otherwise for \( p > 1 \) let \( g(t) = \tilde{\nu}_\ast(t)^{-1/(p-1)} \) in (1.2.40) to get (1.2.28). For \( p = 1 \) let \( g_n(t) = \frac{1}{n} \chi_{[t-n, t+n]} \) in (1.2.40), and let \( n \to \infty \) to differentiate the integrals and achieve (1.2.28).

Assume (1.2.28). The integrability of \( \left( \frac{h_p}{\tilde{\nu}} \right)^{1/(p-1)} \) implies that

\[
\frac{h_p}{\tilde{\nu}} < \infty \quad \text{a.e., and so considering the } \frac{0}{0} = 0 \quad \text{convention, off a set of positive measure,}
\]

(1.2.41)

either \( \tilde{\nu}(t) = 0 \) or \( h(t) = 0 \) for a given \( t \).

Also it can be assumed that \( g = 0 \) a.e. on \( \{ t : \tilde{\nu}(t) = \infty \} \) since otherwise (1.2.27) is trivially true. Considering this and (1.2.41) it follows that \( g(t)h(t) \leq g(t) \tilde{\nu}^{1/p}(t) \left( \frac{h_p(t)}{\tilde{\nu}(t)} \right)^{1/p} \) a.e. and so Hölder's inequality applied to (1.2.38) gives (1.2.27). □

1.3.0  Equivalence of Capacities

The set functions which arise naturally in the analysis of the Sobolev inequalities treated in Chapter 2 are difficult to work with in
their original form except in special cases. In the present section they are shown to be comparable to more familiar capacities and set functions.

Let \((M, F, \nu)\) be a measure space with \(\nu\) positive, and let \(W_0^{1,p}(\nu, M)\) be a set of real valued \(F\) measurable functions on \(M\) satisfying the following properties. \(W_0^{1,p}(\nu, M)\) is closed under composition with functions \(f \in N = \{f \in C^\infty(\mathbb{R}) : f(0) = 0, f' \) is bounded, and \(f' \geq 0\}\). There is a map \(|D| : W_0^{1,p}(\nu, M) \rightarrow L^p(\nu, M)\) such that

\[
(1.3.1) \quad \left( \int |Df\circ\phi|^p \, d\nu \right)^{1/p} \leq \nu_d \left( \int |f'(\phi)|^p \, |D\phi|^p \, d\nu \right)^{1/p}
\]

for all \(\phi \in W_0^{1,p}(\nu, M)\), where the notation \(|D\phi| = |D|(\phi)\) and \(a \preceq b\) iff \(d^{-1}a \leq b \leq da\) has been used.

If \(H \subseteq W_0^{1,p}(\nu, M)\), \(H\) closed under composition with \(f \in N\) and \(1 \leq p < \infty\), \(A \subseteq M\), then let

\[
C_{H,p}(A) = \inf \left\{ \int |D\phi|^p \, d\nu : \phi \in H, \phi \geq 1 \text{ on } A \right\},
\]

\[
K_{H,p}(A) = \inf \left\{ \left( \int_0^1 \tilde{\mu}_\phi(t)^{-1/(p-1)} \, dt \right)^{(p-1)} : \phi \in H, \phi \geq 1 \text{ on } A \right\}.
\]

\(\tilde{\mu}_\phi\) is the density of the absolutely continuous part of \(\mu_\phi\), the distribution measure of \(\mu_\phi\) with respect to \(\phi\), where \(d\mu_\phi = |D\phi|^p \, d\nu\), i.e.,

\[
\mu_\phi^*(E) = \int_{\phi^{-1}(E)} |D\phi|^p \, d\nu.
\]

The conventions are used that

\[
(\int_0^1 \tilde{\mu}_\phi(t)^{-1/(p-1)} \, dt)^{(p-1)} = \inf \tilde{\mu}_\phi(t) \text{ if } p > 1, \text{ and } \inf = \infty \text{ if } G = \emptyset.
\]
1.3.2 Theorem. $K_{H,p}(A) \sim_d C_{H,p}(A)$ for $A \subseteq M$.

Proof. Let $H_A = \{ \phi \in H : \phi \geq 1 \text{ on } A \}$, so $H_A$ is closed under composition with $f \in N^* = \{ f \in N : f(1) = 1 \}$.

(1.3.3) $\tilde{\mu}_\phi^* < L^1(\mathbb{R})$.

since $\int_{\mathbb{R}} \tilde{\mu}_\phi^*(t) \, dt \leq \int_{\mathbb{R}} \tilde{\mu}_\phi = \int |D\phi|^P \, dv$, which is finite since $\phi \in W_0^{1,P}(\nu, M)$. Given $f \in N^*$, let $g = f'$; so $\int_0^1 g(t) \, dt = 1$ and

$\int_{\mathbb{R}} g^P \, d\mu_\phi^* = \int g^P(\phi) |D\phi|^P \, dv$. Use (1.3.1) and Lemma 1 with $\mu_\phi^*$ as the measure on $\mathbb{R}$, $a = 0$, $b = 1$, $\sigma = 1$, and $I = \mathbb{R}$, to get

$\inf_{N^*} \int |Df \circ \phi|^P \, dv \sim_d p \left( \int_0^1 \tilde{\mu}_\phi^*(t)^{-1/(p-1)} \, dt \right)^{1/(p-1)}$. Taking the infimum over $H_A$ gives $K_{H,p}(A) \sim_d C_{H,p}(A)$ since the function $f(x) = x$ is in $N^*$ and $H_A$ is closed under composition with functions in $N^*$.

Let $(M, F, \lambda)$ be a measure space and $W_0^{1,P}(\nu, M)$ be a set of real-valued $F$ measurable functions closed under composition with $f \in N^* = \{ f \in C^\omega : f'$ is bounded and of one sign $\}$ and on which $|D|$ is defined as before. If $H \subseteq W_0^{1,P}(\nu, M)$, $H$ closed under composition with $f \in N^*$, $1 \leq p < \infty$ and $A \subseteq M$, then let

$\mathcal{C}_{H,p}(A) = \inf \{ \int |D\phi|^P \, dv : \phi \in H \cap L^1(\lambda, M), \phi \geq 1 \text{ on } A, \int \phi \, d\lambda = 0 \}$.

$\mathcal{C}_{H,p}^+(A) = \inf \{ \int |D\phi|^P \, dv : \phi \in H \cap L^1(\lambda, M), \phi \geq 0 \text{ on } A, \int \phi \, d\lambda = 1 \}$.
\[ \mathbb{R}_{H,p}(A) = \inf \left( \int_0^\infty \left( \frac{\lambda^p((\phi \geq t))}{\bar{\nu}_\phi(t)} \right)^{1/(p-1)} \, dt \right)^{(p-1)} : \phi \in H, \phi \leq 0 \text{ on } A \].

The conventions \( \left( \int_0^\infty \left( \frac{\lambda^p((\phi \geq t))}{\bar{\nu}_\phi(t)} \right)^{1/(p-1)} \, dt \right)^{(p-1)} = \inf \left( \frac{\bar{\nu}_\phi(t)}{(0,\infty)} \lambda^p((\phi \geq t)) \right) \) if \( p = 1 \), \( \inf = \infty \) if \( G = \emptyset \) and \( 0_0 = 0 \), \( \infty = 0 \) for the ratio \( \frac{\lambda^p((\phi \geq t))}{\bar{\nu}_\phi(t)} \) are used.

All of the expressions above are comparable (equal if \( d = 1 \)), except for one pathological case, this being if

(1.3.4) \( \exists \phi \in H, \phi \leq 0 \) such that \( \lambda((\phi \geq t)) = \infty \) for some \( t > 0 \).

It is clear that this is impossible if \( \lambda(M) < \infty \). In applications \( \lambda(M) \) is typically equal to one.

1.3.5 Theorem.

(1.3.6) \( \mathbb{R}_{H,p}(A) \sim_{d_p} \mathcal{C}_{H,p}(A) \)

if (1.3.4) does not hold,

(1.3.7) \( \mathcal{C}_{H,p}(A) \sim_{d_p} \mathcal{C}_{H,p}(A) \)

if \( \lambda(M) = 1 \),

(1.3.8) \( \text{If (1.3.4) holds, then } \mathbb{R}_{H,p}(A) = 0 \).

Remark. Under fairly general circumstances, it is possible to show that another comparable expression is
\[ \inf \{ \frac{|D\phi|^p}{\lambda^p(\{\phi \geq \phi(x)\})} \} \quad \text{for} \quad \phi \in H, \quad \phi \leq 0 \text{ on } A, \]
\[ \inf \{ \lambda(\{\phi \geq t\}) = 0 \} = 1 \} \]

**Proof of Theorem 1.3.5.** (1.3.8) follows from the definition of \( \overline{K}_{H,P} \) and (1.3.3). (1.3.7) follows by replacing \( \phi \) with \( 1 - \phi \) and using \( f(x) = 1 - x \) in (1.3.1).

1.3.9. It can be assumed that there exists a \( \phi \in H \) with \( \phi \leq 0 \) on \( A \) and \( \lambda(\{\phi > 0\}) > 0 \) since otherwise \( \overline{K}_{H,P}(A) = \infty \) from its definition and the \( \frac{0}{0} = 0 \) convention, and \( \overline{K}_{H,P}(A) = \infty \) using the convention \( \inf = \frac{0}{0} \) if \( G = \emptyset \), since it would be true that \( \int \phi \, d\lambda \leq 0 \).

1.3.10. In addition to 1.3.9, assume that (1.3.4) does not hold.

Given \( \phi \in H \) with \( \phi \leq 0 \) on \( A \) and \( b = \inf \{ t \in [0,\infty) : \lambda(\{\phi \geq t\}) = 0 \} \) (\( b = \infty \) possible), then \( b > 0 \) by 1.3.9, and \( 0 < \lambda(\{\phi \geq t\}) \leq \frac{\mu^*_\phi}{\lambda^p(\{\phi \geq t\})} \) by 1.3.10. If \( \mu' = \frac{d\mu^*_\phi}{\lambda^p(\{\phi \geq t\})} \), then \( \nu'(K) < \infty \) and \( 0 < C_k \leq \lambda(\{\phi \geq t\}) \leq C'_k < \infty \) for some \( C_k, C'_k \) if \( K \subseteq (0,b) \), \( K \) compact and \( t \in K \) since \( \lambda(\{\phi \geq t\}) \) is monotone and \( \mu^*_\phi(\mathbb{R}) < \infty \). Applying Lemma 1.3.14 with \( I = (0,b) \), \( a = 0 \), and \( \sigma(t) = \lambda(\{\phi \geq t\}) \), it follows that

\[
1.3.11 \quad \left\{ \begin{array}{l}
\left( \int_0^b \frac{\left( \frac{\lambda^p(\{\phi \geq t\})}{\mu^*_\phi(t)} \right)^{1/(p-1)}}{\mu^*_\phi(t)} \, dt \right)^{-1/(p-1)} \\
\inf \left\{ \int_{(0,b)} g^p(t) \, d\mu^*_\phi(t) : g \in F, \, g \geq 0, \text{ and} \right.
\left. \int_0^b g(t) \lambda(\{\phi \geq t\}) \, dt = 1 \right\}
\end{array} \right.
\]
for both $F = C^0(R) \cap L^\infty(R)$ and $F = C^0_0(0,b)$. Let

$$L = \{ g \in C^0(R) \cap L^\infty(R): g \geq 0, \quad \int_0^\infty g(t) \lambda(\{ \phi \geq t \}) \, dt + \int_0^\infty g(t) \lambda(\{ \phi < t \}) \, dt < \infty, \quad \text{and} \quad \int_0^\infty g(t) \lambda(\{ \phi < t \}) \, dt - \int_\infty^0 g(t) \lambda(\{ \phi \geq t \}) \, dt = 1 \}.$$ 

Considering all $g^* = g(\int_0^b g(t) \lambda(\{ \phi \geq t \}) \, dt)^{-1}$ for $g \in L$ and noticing that $\int_0^b g(t) \lambda(\{ \phi \geq t \}) \, dt = \int_0^\infty g(t) \lambda(\{ \phi \geq t \}) \, dt \geq 1$ for $g \in L$ by the definition of $b$ and $L$, it follows that (1.3.11) with $F = C^0(R) \cap L^\infty(R)$ is no larger than

$$\inf_{g \in L} \int g^P(t) \, d\mu^*(t). \tag{1.3.12}$$

But $L$ contains $F = C^0_0(0,b)$, so the opposite inequality is true, therefore (1.3.11) and (1.3.12) are equal.

Now let $f(t) = \int_0^t g(s) \, ds$ using the convention that $\int_t^0 = -\int_0^t$ so that $\int_0^\infty g(t) \lambda(\{ \phi \geq t \}) \, dt - \int_0^\infty g(t) \lambda(\{ \phi < t \}) \, dt = \int f(\phi) \, d\lambda$. This holds because $\int_0^\infty f'(t) \lambda(\{ \phi \geq t \}) \, dt = \int_0^\infty f'(t) \lambda(\{ f(\phi) \geq f(t) \}) \, dt$ since $f'(t) = 0$, where $f$ is not one to one, and so a change of variables gives

$$\int_0^\infty f'(t) \lambda(\{ \phi \geq t \}) \, dt = \int_{f(0)}^{f(\infty)} \lambda(\{ \phi \geq t \}) \, dt \quad = \int_{f(0)}^{f(\infty)} \lambda(\{ f(\phi) \geq t \}) \, dt \quad = \int_{\{ f(\phi) \geq 0 \}} f(\phi) \, d\lambda \quad \text{since} \quad f(0) = 0,$$

and then a similar calculation handles the other
integral. It is now clear that

$$\inf \left\{ \int g^p(t) \, d\mu^{*}(t) \right\}_{g \in L}$$

$$= \inf \left\{ \int f'(\phi)^p \, |D\phi|^p \, d\nu : f \in C^\infty, f' \geq 0 , \right.$$  

and \( f' \) bounded, \( f(0) = 0 \), \( f(\phi) \in L^1(\lambda, M) \),

$$\left. \right\}$$

(1.3.13)

Finally, using (1.3.1) and taking the infimum over \( \phi \in H \) with \( \phi \leq 0 \) on \( A \) and \( \int \phi \, d\lambda = 1 \), it follows that \( F_{H, p}(A) \sim d\mu F_{H, p}(A) \), since \( H \) is closed under composition with \( f \) of the type described in (1.3.13), one of which is \( f(x) = x \).

1.3.14 Lemma. Suppose \( \nu \) is a positive Borel measure, \( \sigma : \mathbb{R} \to \mathbb{R} \) is a Borel measurable function, \( a, b \in \mathbb{R} \cup \{-\infty, \infty\} \), \( a < b \), and \( I \) is an interval, possibly unbounded, such that \( \nu(K) < \infty \) and \( 0 < C_K \leq \sigma(x) \leq C_K' \) for \( K \) compact, \( x \in K \) and \( K \subseteq (a, b) \subseteq I \), then

$$\inf_{g \notin F} \left\{ \int g(t) \, d\nu(t) \right\} = (\int_a^b \left( \frac{\sigma^p(t)}{\nu(t)} \right)^{1/(p-1)} \, dt)^{-(p-1)},$$

(1.3.15)

where \( F \) may be any subcollection of \( G = \{ g : \mathbb{R} \to \mathbb{R} : g \) is Borel measurable, \( g \geq 0 \), \( \int_a^b g(t) \, \sigma(t) \, dt = 1 \} \) which contains \( G \cap C_0^\infty(a, b) \). \( \tilde{\nu} \) is the density of the absolutely continuous part of \( \nu \). The convention

$$\left( \int_a^b \left( \frac{\sigma^p(t)}{\nu(t)} \right)^{1/(p-1)} \, dt \right)^{-(p-1)} = \inf_{(a, b)} \frac{\tilde{\nu}}{\sigma} \left( \frac{\sigma}{\nu} \right)$$

will be used if \( p = 1 \).
Proof. (1.3.15) will first be proven for $dv(t) = \tilde{\nu}(t) \, dt$ both with $F = G$ and $F = G \cap C_{0}^{\infty}(a,b)$. Then Lemma 1.3.16 will imply (1.3.15) in the general case for $F = G \cap C_{0}^{\infty}(a,b)$. It then follows that (1.3.15) is true for all intermediate subcollections of $G$.

Assume $dv = \tilde{\nu}(t) \, dt$. Once (1.3.15) is proven for $F = G$, a smoothing argument will be given to prove (1.3.15) for $F = G \cap C_{0}^{\infty}(a,b)$.

If $p = 1$, then for $x \in (a,b)$ let $g_{n} = x_{I_{n}}(\int_{I_{n}} \sigma(t) \, dt)^{-1}$, $I_{n} = [x - \frac{1}{n}, x + \frac{1}{n}]$, which is defined for large $n$ since then $I_{n} \subset (a,b)$.

It is now seen that $\int_{a}^{b} g_{n}(t) \sigma(t) \, dt = 1$ and

$$
\int_{I} g_{n}^{p}(t) \, dv(t) = \int_{I} g_{n}^{p}(t) \tilde{\nu}(t) \, dt
$$

$$
= (2n \int_{I_{n}} \tilde{\nu}(t) \, dt) \left(2n \int_{I_{n}} \sigma(t) \, dt\right)^{-1}
$$

$$
+ \tilde{\nu}(x) \frac{1}{\sigma(x)}
$$

for almost all $x \in (a,b)$. Therefore

$$
\inf_{g \in G} \int_{I} g^{p}(t) \, dv(t) \leq \inf_{(a,b)} \frac{\tilde{\nu}}{\sigma}
$$

In addition,

$$
\int_{I} g^{p}(t) \, dv(t) = \int_{I} g^{p}(t) \tilde{\nu}(t) \, dt
$$

$$
\geq \int_{a}^{b} g^{p}(t) \sigma(t) \, dt \inf_{(a,b)} \frac{\tilde{\nu}}{\sigma}
$$

$$
= \inf_{(a,b)} \frac{\tilde{\nu}}{\sigma}
$$
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If \( p > 1 \), then (1.3.15) will be proven for \( \sigma = 1 \), in which case making the substitutions \( g = g'\sigma \) and \( \tilde{\nu} = \frac{\tilde{\nu}}{\sigma} \) and recalling that \( 0 < \sigma < \infty \) on \((a,b)\), it follows that (1.3.15) holds for general \( \sigma \).

Assuming \( \sigma = 1 \), an inequality in one direction is obtained by letting \( g = x_{(a,b)} \tilde{\nu}^{-1/(p-1)} \left( \int_a^b \tilde{\nu}(t)^{-1/(p-1)} \, dt \right)^{-1} \) as long as \( \int_a^b \tilde{\nu}(t)^{-1/(p-1)} \, dt < \infty \), otherwise a construction virtually identical to that in the proof of the first Hardy inequality gives \( g \) such that \( \int_a^b g(t) \, dt = \infty \) and \( \int_a^b g^p(t) \tilde{\nu}(t) \, dt < \infty \) and so, letting \( a_n = \max\{a,-n\} \), \( b_n = \min\{b,n\} \),

\[
E_n = \{gsn\} \cap (a_n,b_n)
\]

and

\[
g_n = g x_{E_n} \left( \int_a^b g x_{E_n} \, dt \right)^{-1},
\]

so that \( \int_a^b g_n \, dt = 1 \) and

\[
\int_a^b g^p_n \tilde{\nu} \, dt \leq \left( \int_a^b g^p \tilde{\nu} \, dt \right) \left( \int_a^b g x_{E_n} \, dt \right)^{-p}
\]

so that \( \int_a^b g_n \, dt = 1 \) and

\[
\int_a^b g^p_n \tilde{\nu} \, dt \leq \left( \int_a^b g^p \tilde{\nu} \, dt \right) \left( \int_a^b g x_{E_n} \, dt \right)^{-p}
\]

the same inequality follows.

The opposite inequality is a consequence of Jensen's inequality. The inf is not increased if only \( g \in G \) supported in \((a,b)\) are considered. Given such a \( g \), let \( g_n \) be as above.
\[
\left( \int_a^b (\tilde{v} + \varepsilon)^{-1/(p-1)} \, dt \right)^{(p-1)} \leq \left( \int_{\text{spt } g_n} (\tilde{v} + \varepsilon)^{-1/(p-1)} g_n^{-1} \, g_n \, dt \right)^{(p-1)} \leq \int_a^b g_n^p (\tilde{v} + \varepsilon) \, dt
\]

by Jensen's inequality since \( \int_a^b g_n \, dt = 1 \).

Let \( \varepsilon \to 0 \) using the monotone convergence theorem on the left, then

\[
\int_a^b g_n^p \tilde{v} \, dt = \int_a^b g^p \, \chi_{E_n} \, \tilde{v} \, dt \to \int_a^b g^p \tilde{v} \, dt
\]

as well by the monotone convergence theorem, and so the opposite inequality holds and therefore equality as well.

(1.3.15) will now be proven for smooth \( g \). Given \( g \in G \), pick \( g_n \) bounded and positive with compact support in \((a, b)\) such that \( g_n \to g \) in \((a, b)\). Let \( \delta_m \) be a \( C^\infty \) approximate identity with \( \delta_m \geq 0 \), \( \int \delta_m = 1 \), and the diameter of the support of \( \delta_m \to 0 \). Thus \( \delta_m \ast g_n \) has compact support in \((a, b)\) for large \( m \) and is bounded independent of \( m \), so

\[
\lim_{m \to \infty} \int_a^b g_n \ast \delta_m \, \sigma \, dt = \int_a^b g_n \sigma \, dt
\]

and

\[
\lim_{m \to \infty} \int_a^b (g_n \ast \delta_m)^p \tilde{v} \, dt = \int_a^b g_n^p \tilde{v} \, dt
\]

by the dominated convergence theorem since \( \tilde{v} \) is integrable on compact
subsets of \((a,b)\) and \(c\) is bounded uniformly away from 0, \(-\infty\) on the support of \(g_n*\delta_m\).

The monotone convergence theorem now leads to

\[
\lim_{n \to \infty} \lim_{m \to \infty} \int_a^b g_n*\delta_m = \int_a^b g = 1
\]

and

\[
\lim_{n \to \infty} \lim_{m \to \infty} \int_a^b (g_n*\delta_m)^P \tilde{v} \, dt = \int_a^b g^P \tilde{v} \, dt.
\]

From this can be extracted a sequence \(\{f_k\}\), \(f_k = g_{n_k} \ast \delta_{m_k}\) such that
\(f_k \in C^0(a,b)\), \(\int_a^b f_k \sigma = 1\), and \(\int_a^b f_k^P \tilde{v} \, dt + \int_a^b g^P \tilde{v} \, dt\). Letting
\(f_k = \frac{1}{b-a} \int_a^b f_k \sigma \, dt\), it follows that \(\int_a^b f_k \sigma \, dt = 1\) and \(\int_a^b f_k^P \tilde{v} \, dt + \int_a^b g^P \tilde{v} \, dt\) and 1.3.14 is proven for smooth \(g\).

1.3.16 Lemma. If \(\nu\) is as in Lemma 1, then \(\inf \int g^P \nu = \inf \int g^P \tilde{v} \, dt\), the inf being taken over \(G \cap C^0(a,b)\).

Proof. Pick \(s\) a support of the singular part of \(\nu\) with \(|s| = 0\) and \(O_n\) open such that \(s \subseteq O_n\), \(a, b \in O_n\), and \(|O_n| \to 0\). Since \(O_n\) is a collection of pairwise disjoint open intervals, it is easy to construct \(C^0(a,b)\) functions \(\phi_{n,i}\) (each \(\phi_{n,i} = 1\) off of a finite number of the intervals) such that \(\phi_{n,i} \ast \chi_{(a,b) - O_n} \) everywhere on \((a,b)\) with \(0 \leq \phi_{n,i} \leq 1\), and \(\phi_{n,i} = 1\) on \((a,b) - O_n\). It then follows for \(g \in G \cap C^0(a,b)\) that
\[
\lim_{i \to \infty} \int (g \phi_{n,i})^P \, dv = \int g^P \chi_{(a,b)-O_n} \, dv = \int_{(a,b)-O_n} g^P \tilde{u} \, dt
\]

and

\[
\lim_{i \to \infty} \int_a^b g \phi_{n,i} \sigma \, dt = \int_{(a,b)-O_n} g \sigma \, dt,
\]

so

\[
\lim_{n \to \infty} \lim_{i \to \infty} \int (g \phi_{n,i})^P \, dv = \int_a^b g^P \tilde{u} \, dt
\]

and

\[
\lim_{n \to \infty} \lim_{i \to \infty} \int g \phi_{n,i} \, dt = \int_a^b g \, dt = 1.
\]

From this extract a sequence \( g_k = \frac{g \phi_{n_k,i_k}}{\int_{a}^{b} g \phi_{n_k,i_k} \sigma \, dt} \), so that \( g_k \in G \cap C_0^\infty(a,b) \) and

\[
\lim_{k \to \infty} \int g_k^P \, dv = \int g^P \tilde{u} \, dt,
\]

and the result is proven. \(\blacksquare\)
The results of Chapter 2 form the foundation on which Chapter 3 is built. For the most part they involve weighted analogues of important basic tools used in the study of partial differential equations.

In Section 2.1.0 the weights for several Sobolev inequalities are characterized in a very general setting. Section 2.2.0 develops the theory of weighted Sobolev spaces, weighted capacity, and weighted Sobolev inequalities in a setting appropriate for the application to differential equations. An example is developed in which Sobolev inequalities are proven having weights of the form \( \text{dist}^\sigma(x,K) \) for a class of sets \( K \) including unions of manifolds of co-dimension \( \geq 2 \). In section 2.3.0 a result on "reverse Hölder" inequalities is developed which implies higher integrability for functions satisfying a maximal function inequality.

### 2.1.0 Weighted Sobolev Inequalities

Conditions equivalent to two types of Sobolev inequalities are developed involving the dominance of measure by "capacity". It should be noted that V.G. Maz'ya [MA2] has proved 2.1.7 for \( \nu = \text{Lebesgue measure} \) and \( M = \mathbb{R}^d \) and D.R. Adams [Al-3] has done the same for higher order inequalities (as well as two-weighted inequalities for potentials). He has also shown that 2.1.9, in the special case described above, is needed only for \( K \) which are balls. After having discussed my results on Sobolev inequalities with me, Adams found an alternative proof for 2.1.7 and some cases of 2.1.20 using strong type capacitary estimates, the study of which was initiated by V.G. Maz'ya [MA1].

Let \((M,F,\omega)\) and \((M,G,\nu)\) be measure spaces with \( \omega,\nu \) positive. Let \( W^{1,p}_0(\omega,\nu,M) \) be a set of real-valued \( F \) measurable functions satisfying the following properties.
2.1.1. $W_0^{1,p}(\omega, \nu, M)$ is closed under composition with $f \in N = \{ f \in C^\infty(\mathbb{R}) : f(0) = 0 \text{, } f' \text{ is bounded and of one sign} \}$.

There is a map $|D|$ such that $|D| : W_0^{1,p}(\omega, \nu, M) \to L^p(\nu, M)$ and

\[
(2.1.2) \quad d^{-1}(\int |Df \circ \phi|^p \, \text{d} \nu)^{1/p} \leq (\int |f'(\phi)|^p \, |D\phi|^p \, \text{d} \nu)^{1/p} \leq d (\int |Df \circ \phi|^p \, \text{d} \nu)^{1/p}
\]

for some fixed $d > 0$, where the notation $|D\phi| = |D| \phi$ is used.

The symbol $|D|$ is only meant to suggest the absolute value of the gradient on the classical $W^{1,p}$ space. It should be noted that $|D|$ need not be sublinear. Special cases of $W_0^{1,p}(\omega, \nu, M)$ are developed in Section 2.2.0.

Given $\phi \in W_0^{1,p}(\omega, \nu, M)$, let $\mu_\phi$ be the finite measure defined by $d\mu_\phi = |D\phi|^p \, \text{d} \nu$. $\mu^*_\phi$ will be the distribution measure of $\phi$ with respect to $\mu_\phi$, that is, $\mu^*_\phi(E) = \mu(\phi^{-1}(E))$ so that $\int \omega \, d\mu^*_\phi(t) = \int g(\phi) \, d\mu_\phi$ for all Borel measurable $g$. Also let $\tilde{\mu}^*_\phi$ be the density of the absolutely continuous part of $\mu_\phi$. $p'$ will always represent the exponent conjugate to $p$, that is, $\frac{1}{p'} + \frac{1}{p} = 1$. The proofs of the following theorems will be deferred till later.

2.1.3 Theorem. If $1 \leq p < q < \infty$ and $\phi \in W_0^{1,p}(\omega, \nu, M)$, then

\[
(2.1.4) \quad \left( \int |u|^q \, d\omega \right)^{1/q} \leq c \left( \int |Du|^p \, d\nu \right)^{1/p}
\]

for some $c > 0$ and all $u = f \circ \phi$, $f \in N$, iff

\[
(2.1.5) \quad \sup_{r \neq 0} \omega^{1/q} \left( \frac{\phi}{r} + 1 \right) \left| \int_0^r \tilde{\mu}^*_\phi(t)^{-1/(p-1)} \, dt \right|^{1/p'} = b < \infty.
\]
The convention $\int_t^s g = -\int_t^s g$ is used for $t < s$. If $c$ is chosen as small as possible, then $d^{-1} b \leq c \leq d p^{1/q} p'^{-1/p} b$.

2.1.6 Remark. Under fairly general circumstances the co-area formula (F2) can be used to give an explicit expression for $\tilde{\mu}_\phi^*$. The following is a very special case.

Suppose $M = \Omega \subseteq \mathbb{R}^n$, $\Omega$ open, $|D\phi| = |\nabla \phi|$, $\nu$ is absolutely continuous with density $\tilde{\nu}$, an integrable Borel function and $\phi \in C^1(\Omega)$.

$$\int_{\Omega} \psi |\nabla \phi| dH^n = \int_{|\phi|} \int_{\partial \{\phi \leq t\}} \psi dH^{n-1} dt$$

for all positive Borel functions $\psi$ supported in $\Omega$ so letting $\psi = |\nabla \phi|^{p-1} \tilde{\nu} \chi_{\phi^{-1}(E)}$, it follows that $\tilde{\mu}_\phi^*(t) = \int_{\partial \{\phi \leq t\}} |\nabla \phi|^{p-1} \tilde{\nu} dH^{n-1}$ a.e.

This can be generalized to allow $M$ to be a "manifold" in a weak measure-theoretic sense and $\phi$ to be "Sobolev".

If $H \subseteq W_0^{1,p}(\omega,\nu,M)$ and $H$ is closed under composition with $f \in N$, then for $A \subseteq M$ let $C_{H,p}(A) = \inf \{ |D\phi|^p \, d\nu : \phi \in H, \, \phi \geq 1 \text{ on } A \}$.

2.1.7 Theorem. If $1 \leq p < q < \infty$, then

$$\left( \int |u|^q \, d\omega \right)^{1/q} \leq c \left( \int |Du|^p \, d\nu \right)^{1/p}$$

for some $c > 0$ and all $u \in H$ iff

$$\omega^{1/q}(A) = b C_{H,p}^{1/p}(A)$$

for some $b > 0$, and for all sets $A = \{ \frac{\phi}{\tau} \geq 1 \}, \phi \in H, \, \tau \neq 0$. 
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If both \(c\), \(b\) are chosen as small as possible, then \(d^{-3}p^{1/q}p^{1/p'}b\).

2.1.10 Remark. Although it seems in most cases that the use of the capacity \(C_{p,H}\) is more practical, there are specific cases when the equivalent expression \(K_{p,H}\) described in Section 1.3.0 is more easily calculated. This occurs, for instance, when the level sets of the Sobolev functions considered are of a fixed geometry or if they display certain symmetries. It is necessary in these cases to use the co-area formula, as described in 2.1.6, to calculate \(\bar{u}_\phi\).

Let \((M,F,\lambda)\) be a measure space with \(\lambda\) positive, and let \(W^{1,p}(\omega,\nu,M)\) be a set of real-valued \(F\) measurable functions satisfying the following.

2.1.11. \(W^{1,p}(\omega,\nu,M)\) is closed under composition with \(f \in N' = \{f \in C^\infty(\mathbb{R}) : f'\) is bounded and of one sign\}, and there is a map \(|D|: W^{1,p}(\omega,\nu,M) \rightarrow L^p(\nu,M)\) such that (2.1.2) holds.

2.1.12 Theorem. If \(1 \leq p \leq q < \infty\) and \(\phi \in W^{1,p}(\omega,\nu,M)\), then

\[
(\int (\int |u(x) - u(y)| d\lambda(y))^q d\omega(x))^{1/q} \leq c_1 (\int |D^p| d\nu)^{1/p}
\]

for some \(c_1 > 0\) and all \(u = f \circ \phi\), \(f \in N'\) iff

\[
\sup_{r,\psi \geq 1} \omega^{1/q}(\psi \leq r) \left(\int_0^\infty \frac{\lambda P((\psi \geq t))}{\mu^p(t)} t^{1/(p-1)} dt\right)^{1/p'} = b_1 < \infty.
\]

If \(\lambda(M) = 1\), \(\omega(M) < \infty\), and \(\phi \in L^1(\lambda,M)\), then

\[
(\int |u(x) - \int u(y) d\lambda(y)|^q d\omega(x))^{1/q} \leq c_2 (\int |D^p| d\nu)^{1/p}
\]
for some \( c_2 > 0 \) and all \( u = f \circ \phi, f \in N^1 \) iff (2.1.14) holds.

The conventions \( 0 \cdot \infty = 0 \) and, for \( \lambda^p/\mu_\phi^*, \frac{0}{0} = 0 \), \( \frac{\infty}{\infty} = 0 \) are used. If the \( c_i \) are chosen as small as possible, then \( d^{-1}b_1 \leq c_2 \leq c_1 \leq 2d^{1/q} p^{1/p'} b_1 \).

If \( H \subseteq W^{1,p}(\omega,\nu,M) \) and \( H \) is closed under composition with \( f \in N^1 \), then for \( A \subseteq M \) let

\[
\Phi_{H,p}(A) = \inf \{ \int |D\phi|^p \, d\nu : \phi \in H \cap L^1(\lambda,M), \phi \geq 0 \text{ on } A \text{ and } \int \phi \, d\lambda = 0 \},
\]

and

\[
\Phi_{H,p}'(A) = \inf \{ \int |D\phi|^p \, d\nu : \phi \in H \cap L^1(\lambda,M), \phi \leq 0 \text{ on } A \text{ and } \int \phi \, d\lambda = 1 \}.
\]

In Theorem 2.1.17 it will be assumed that

(2.1.16) \( \text{if } \phi \in H, \text{ then } \lambda(\{\phi \geq t\}) < \infty \text{ for } t > 0 \).

If this is not the case, then the theorem still holds but \( \Phi_{H,p} \) and \( \Phi_{H,p}' \) must be replaced by the set function \( \tilde{R}_{H,p} \) defined in Section 1.3.0.

2.1.17 Theorem. If \( 1 \leq p \leq q < \infty \) and (2.1.16) holds, then

(2.1.18) \( \left( \int (\int |u(x) - u(y)|^q \, d\lambda(y)) \right)^{1/q} \leq c_1 \left( \int |Du|^p \, d\nu \right)^{1/p} \)

for some \( c_1 > 0 \) and all \( u \in H \) iff

(2.1.19) \( \omega^{1/q}(A) \leq b_1 \Phi_{H,p}'(A) \)
for some $b_1 > 0$ and all sets $A = \{ \phi \neq 0 \}, \phi \in H$.

If $\lambda(M) = 1$, $\omega(M) < \infty$ and $H \subseteq L^1(\lambda, M)$, then

$$(2.1.20) \quad \left( \int |u(x) - u(y)|^q \, d\omega(x) \right)^{1/q} \leq c_2 \left( \int |Du|^p \, d\nu \right)^{1/p}$$

for some $c_2 > 0$ and all $u \in H$

iff

$$(2.1.21) \quad \omega^{1/q}(A) \leq b_2 \, \bar{c}_{H,p}^{1/p}(A)$$

for some $b_2 > 0$ and all sets $A = \{ \phi \neq 0 \}, \phi \in H$,

iff (2.1.19) holds since $d^{-p} \bar{c}_{H,p}(A) \leq \bar{c}_{H,p}(A) \leq d^p \bar{c}_{H,p}(A)$.

If $c_i, i = 1, 2$, $b_i, i = 1, 2$ are chosen as small as possible, then $\nu^{-3} b_i \leq c_i \leq 2 \nu^{-3} p^{1/q} p'^{1/p'} b_i, i = 1, 2$.

Remark: 2.1.10 is applicable to $\bar{c}_{H,p}$, $\bar{c}^{1/p}_{H,p}$, and $\bar{c}_{H,p}$ as well as $K_{H,p}$ and $C_{H,p}$.

Theorem 2.1.22 is an example of how the conditions in Theorems 2.1.7 and 2.1.17 can be put into a more computable form when $p = 1$.

2.1.22 Theorem. Let $H = C^\infty_0(\Omega), \Omega \subseteq \mathbb{R}^n$ is open, and let $\nu$ be absolutely continuous with density $\tilde{\nu} \in L^1(\Omega)$.

If $p = 1$, then condition (2.1.9) is equivalent to

$$(2.1.23) \quad \omega^{1/q}(A) \leq c \liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_{\delta}} \tilde{\nu} \, dx$$

for some $c > 0$, all $A$ compact with $C^\infty$ boundary and $C_{\delta} = \{ x \notin A : \text{dist}(x, A) \leq \delta \}$.
If $v$ is continuous, then this reduces to

$$\omega^{1/q}(A) \leq c \int_{\partial A} v \, dh^{n-1}$$  \hspace{1cm} (2.1.24)$$

or, in a more suggestive notation,

$$\omega^{1/q}(A) \leq c \nu_{n-1}(\partial A).$$

If $H = C^{\infty}(\Omega')|_{\Omega}$, $\Omega'$ open and $\Omega \subseteq \Omega'$, then for $p = 1$ condition (2.1.19) is equivalent to

$$\omega^{1/q}(A) \lambda(\Omega - A) \leq c \liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_{\delta}} v \, dx$$  \hspace{1cm} (2.1.25)$$

for some $c > 0$ and all $A$, closed relative to $\Omega$, which extend to compact sets with $C^{\infty}$ boundary in $\Omega'$.

If $v$ is continuous, then this becomes

$$\omega^{1/q}(A) \lambda(\Omega - A) \leq c \int_{\partial A \cap \Omega} v \, dh^{n-1}.$$  \hspace{1cm} (2.1.26)$$

The proof of Theorem 2.1.22 will rely on the following proposition.

**2.1.27 Proposition.** If $\phi \in C^{2}_{0}(\Omega)$, $\Omega \subseteq \mathbb{R}^{n}$ is open, $t \in \mathbb{R}$ is such that $\{\phi = t\} \cap \{\forall \phi = 0\} = \emptyset$, and if $\omega$ is continuous, then

$$\lim_{\delta \to 0} \frac{1}{\delta} \int_{C_{\delta}(t)} \omega \, dx = \int_{\{\phi = t\}} \omega \, dh^{n-1},$$

where $C_{\delta}(t) = \{x \in \{\phi \leq t\} : \text{dist}(x, \{\phi = t\}) \leq \delta\}$.

If $\phi \in C^{n}_{0}(\Omega)$ and $\omega$ is an integrable Borel measurable function, then

$$\liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_{\delta}(t)} \omega \, dx \leq \int_{\{\phi = t\}} \omega \, dh^{n-1}$$

for almost all $t \in \mathbb{R}$. 


Proof of Theorem 2.1.3. Assume (2.1.4) holds. Let $\omega^*_\phi(E) = \omega(\phi^{-1}(E))$ for $E \subseteq \mathbb{R}$ so that for all $f \in N$ and $u = f \circ \phi$,

$$
\left( \int |u|^q \, dw \right)^{1/q} = \left( \int_{-\infty}^{\infty} |f(t)|^q \, d\omega^*_\phi(t) \right)^{1/q}
$$

(2.1.28)

$$
= \left( \int_{-\infty}^{\infty} \left| \int_{0}^{t} f'(s) \, ds \right|^q \, d\omega^*_\phi(t) \right)^{1/q}
$$

since $f(0) = 0$ and the convention $\int_{-s}^{s} = -\int_{t}^{s}$ is used. Also,

$$
\left\{ \left( \int |D u|^p \, dv \right)^{1/p} \leq d \left( \int |f'(\phi)|^p \, |D \phi|^p \, dv \right)^{1/p} \right.
$$

(2.1.29)

$$
= d \left( \int_{-\infty}^{\infty} |f'(t)|^p \, d\omega^*_\phi(t) \right)^{1/p}.
$$

Letting $g = |f'|$ and recalling that $f'$ does not change sign, it follows that

$$
\left( \int_{-\infty}^{\infty} \left| \int_{0}^{t} g(s) \, ds \right|^q \, d\omega^*_\phi(t) \right)^{1/q} \leq cd \left( \int_{-\infty}^{\infty} g^p(t) \, d\omega^*_\phi(t) \right)^{1/p}
$$

(2.1.30)

for all bounded nonnegative $C^\infty$ functions $g$.

$\omega^*_\phi$ is a finite measure since $|D \phi| \in L^p$. Also $t^q$ is seen to be $\omega^*_\phi$ integrable by letting $g = 1$ in (2.1.30). Taking uniformly bounded pointwise limits of bounded nonnegative $C^\infty$ functions $g$ it follows that (2.1.30) holds for all bounded nonnegative Borel measurable $g$. Taking monotone limits then gives (2.1.30) for all nonnegative Borel measurable functions $g$. Using (2.1.14) it follows that
\[
\left\{ \begin{array}{l}
\sup_{0<r} \omega^{1/q}(r) \left( \int_0^r \tilde{\mu}^{-1/(p-1)} \phi(t) \, dt \right)^{1/p'} \leq cd \\
\text{and} \\
\sup_{r<0} \omega^{1/q}(-r) \left( \int_r^0 \tilde{\mu}^{-1/(p-1)} \phi(t) \, dt \right)^{1/p'} \leq cd .
\end{array} \right.
(2.1.31)
\]

But \( \omega^*(r) = \omega((s \leq r)) \) and \( \omega^*(-r) = \omega((-r \leq s)) \), so considering the sign of \( r \) and using the convention \( \int_t^s = - \int_s^t \), it follows that

\[
\sup_{r>0} \left( \frac{1}{r} \right)^{1/(p-1)} \left( \int_0^r \tilde{\mu}^{-1/(p-1)} \phi(t) \, dt \right)^{1/p'} \leq cd .
\]

Assume (2.1.5). As above, (2.1.5) is equivalent to (2.1.31) so, by (1.2.15), (2.1.30) holds (with a different constant) for all nonnegative Borel measurable \( g \). Given \( f \in N \), let \( g = |f'| \) and use (2.1.28), part of (2.1.29), and (2.1.2) to get (2.1.4). \( \square \)

Proof of Theorem 2.1.7. By Theorem 2.1.3 it follows that \( d^{-1} b' \leq c \leq d^p \left| \frac{1}{p} \right| \). If \( c \) is the smallest constant in (2.1.8) and

\[
b' = \sup_{\phi \in \mathbb{R}} \sup_{r>0} \left( \frac{1}{r} \right)^{1/(p-1)} \left( \int_0^r \tilde{\mu}^{-1/(p-1)} \phi(t) \, dt \right)^{1/p'} .
\]

Given \( \phi \in \mathbb{H} \) and \( r \in \mathbb{R} \), let \( f(t) = \frac{t}{r} \) so \( f \in N \).

a \( \sim c \) \( b \) will be used to mean that \( ac^{-1} \leq b \leq ac \). \( \nu^*_f \phi(E) = \mu_{f \phi}(E) = \int E |Df \phi|^p \, d\nu \sim_{g^p} |r|^{-p} \int_{E} |D\phi|^p \, d\nu = |r|^{-p} \nu^*_\phi(rE) \), so

\[
\int_{E} \tilde{\mu} (t) \, dt \sim_{g^p} |r|^{-p} \int_{rE} \tilde{\mu} (s) \, ds .
\]
Divide by \(|E|\) and differentiate using Lebesgue's theorem to get that
\[ \tilde{u}_{r\phi}(t) \sim_{dp} |r|^{1-p} \tilde{u}_{\phi}(rt) \text{ a.e.} \]  A change of variable now gives
\[
\omega^{1/q}(\{ f(\phi) > 1 \}) \left( \int_0^1 \tilde{u}_{r\phi}(t)^{-1/(p-1)} \, dt \right)^{1/p'}
\]
so that
\[
b \sim_{d} \sup_{\phi \in H} \omega^{1/q}(\{ \phi > 1 \}) \left( \int_0^1 \tilde{u}_{r\phi}(t)^{-1/(p-1)} \, dt \right)^{1/p'}
\]
since \( f \in N \). Using the \( 0 \cdot \infty = 0 \) convention, it is clear that \( b' \sim_{d} b'' \) if \( b'' \) is the smallest possible constant in the inequality
\[
\omega^{1/q}(A) \le b'' \inf \left( \left( \int_0^1 \tilde{u}_{r\phi}(t)^{-1/(p-1)} \, dt \right)^{-1/p'} : \phi > 1 \text{ on } A \text{ and } \phi \in H \right)
\]
considered for all sets \( A = \{ \psi > 1 \} \) where \( \psi \) is a function
in \( H \). Using Theorem 1.3.2 it then follows that (2.1.8) and (2.1.9) are equivalent and \( d^{-3} b \le c \le d^{-3} p^{1/q} p^{-1/p'} b \) for \( b, c \) chosen as small as possible. \( \blacksquare \)

**Proof of Theorem 2.1.12.** As in Theorem 2.1.3, (2.1.13) reduces to
\[
(2.1.32) \quad \left( \int_{-\infty}^{t} \left( \int_{s}^{t} g(\sigma) \, d\sigma \right)^{q} \, d\omega_{\phi}(t) \right)^{1/q} \le c_{1} d \left( \int_{-\infty}^{t} g^{p}(t) \, d\omega_{\phi}(t) \right)^{1/p}
\]
with \( g = |f'| \) and \( \lambda^* \) defined as \( \lambda^*(E) = \lambda(\phi^{-1}(E)) \) for \( E \subseteq \mathbb{R} \).

Also, as in the proof of Theorem 2.1.3, the function \(|t - s|\) has the necessary integrability properties to allow the taking of limits, thus giving (2.1.32) for all nonnegative Borel measurable \( g \). Using (1.2.23) and arguing as in Theorem 2.1.3 it is seen that (2.1.13) is equivalent to

\[
\sup_r \omega^{1/q}(\phi r) \left( \int_r^\infty \left( \frac{1}{\mu_\phi^*(t)} \right)^{(p-1)/p} \, dt \right)^{1/p'} < \infty
\]

combined with

\[
\sup_r \omega^{1/q}(\phi r) \left( \int_r^R \left( \frac{\lambda^p(\phi t)}{\mu_\phi^*(t)} \right)^{(p-1)/p} \, dt \right)^{1/p'} < \infty.
\]

It is easy to see that this is just (2.1.14).

If \( \lambda(M) = 1 \), \( \omega(M) < \infty \) and \( \phi \in L^1(\lambda,M) \), then (2.1.15) reduces to

\[
(2.1.33) \quad \left( \int_0^\infty \left( \int_0^\infty \left( \int_0^t g \, d\lambda^*_\phi(s) \right)^q \, d\mu^*_\phi(t) \right)^{1/q} \right)^{1/p} \leq c_2 d \left( \int_0^\infty g^p(t) \, d\mu^*_\phi(t) \right)^{1/p}.
\]

The finiteness of \( \lambda \), \( \omega \) implies that of \( \lambda^*_\phi \) and \( \omega^*_\phi \) so that taking limits of \( C^\infty \) functions of compact support it is seen that (2.1.33) holds for all bounded Borel measurable \( g \) of compact support. Using (1.2.24) and continuing as above, the equivalence of (2.1.14), (2.1.15) is proven.
Proof of Theorem 2.1.17. By Theorem 2.1.12, it follows that \( d^{-1} b \leq c_1 \leq 2d p^{1/q} p^{1/p'} b \) if \( c_1 \) is the smallest constant in (2.1.18) and

\[
b = \sup_{\phi \in H} \sup_{r} \omega^{1/q}(\phi \leq r) \left( \int_0^r \left( \frac{\lambda^p((\phi \leq t))}{\tilde{\mu}_\phi(t)} \right)^{(p-1)/p'} \, dt \right)^{-1/p'}
\]

since \( f \in N' \) if \( f(t) = -t \).

Given \( \phi \in H \), \( r \in \mathbb{R} \), let \( f(t) = t-r \) so \( f \in N' \) and \( \mu^*_\phi(E+r) = \mu^*_\phi((\phi-r \in E)) \sim \mu^*_\phi r(E) \), and therefore, by differentiation,

\[
\tilde{\mu}_\phi^*(t+r) \sim \mu^*_\phi(t) = \tilde{\mu}_\phi^*(t) \quad \text{a.e.}
\]

(Recall \( \mu^*_\phi \) is a finite measure so \( \tilde{\mu}_\phi^* \) is Lebesgue integrable.) A change of variables now gives

\[
\omega^{1/q}(\phi \leq r) \left( \int_r^\infty \left( \frac{\lambda^p((\phi \leq t))}{\tilde{\mu}_\phi(t)} \right)^{(p-1)/p'} \, dt \right)^{1/p'}
\]

\[
\sim \omega^{1/q}(\{f(\phi) \leq 0\}) \left( \int_0^\infty \left( \frac{\lambda^p((\phi \leq t))}{\tilde{\mu}_f^*(t)} \right)^{(p-1)/p'} \, dt \right)^{1/p'}
\]

and so \( \sup_{\phi \in H} \omega^{1/q}(\phi \leq 0) \left( \int_0^\infty \left( \frac{\lambda^p((\phi \leq t))}{\tilde{\mu}_\phi^*(t)} \right)^{(p-1)/p'} \, dt \right)^{1/p'} \sim_d b \).

Using the \( 0 \cdot \infty = 0 \) convention, it is clear that \( b \sim_d b' \) if \( b' \) is the smallest constant possible in the inequality

\[
\omega^{1/q}(A) \leq b' \inf \left( \int_0^\infty \left( \frac{\lambda^p((\phi \leq t))}{\tilde{\mu}_\phi^*(t)} \right)^{(p-1)/p'} \, dt \right)^{-1/p'} : \phi \leq 0 \text{ on } A, \phi \in H
\]

considered for all sets \( A = \{\psi \leq 0\} \) where \( \psi \) is a function in \( H \). Noting (2.1.16) and using Theorem 1.3.5, it now follows that
(2.1.18) and (2.1.19) are equivalent and $d^{-3} b_1 \leq c_1 \leq 2d^{-3} p^{1/q} p^{1/p'} b_1$
if $b_1$ and $c_1$ are chosen as small as possible. The equivalence of
(2.1.20) and (2.1.21) follows in a virtually identical manner.

Proof of Proposition 2.1.27. If $\{\phi = t\} \cap \{\nabla \phi = 0\} = \emptyset$, then $|\nabla \phi| \geq \delta > 0$ on $\{\phi = t\}$ for some $\delta > 0$ since $\phi$ has compact support, so $M_t = \{\phi = t\}$ is an oriented compact $n-1$ dimensional manifold. If $f_s(x) = x + n_x s$, where $n_x$ is the unit normal to $\{\phi = t\}$ at $x$ directed into $\{\phi \leq t\}$, then $\exists \beta > 0$ such that if $0 \leq s \leq \beta$, then $f_s: M_t \rightarrow f_s(M_t)$ is
a diffeomorphism and $|J_s| = 1$ as $s \rightarrow 0$, where $J_s$ is the Jacobian of the transformation.

If $\delta \leq \beta$ and $\psi$ is continuous, then

$$
\left| \frac{1}{\delta} \int_{S^\delta(t)} \psi \, dH^n - \int_{\{\phi = t\}} \psi \, dH^{n-1} \right|
$$

$$
= \left| \frac{1}{\delta} \int_0^\beta \int_{f_s(\{\phi = t\})} \psi(x) \, dH^{n-1} \, ds - \int_{\{\phi = t\}} \psi \, dH^{n-1} \right|
$$

from the co-area formula and the fact that the gradient of the
distance function has absolute value one a.e. on $C(\delta)$

$$
\leq \frac{1}{\delta} \int_0^\beta \int_{\{\phi = t\}} \left| \psi(f_s(x)) \right| |J_s| - \psi(x) | \, dH^{n-1} \, ds
$$

$$
\leq \epsilon \int_{\{\phi = t\}} dH^{n-1} \quad \text{if } \delta \leq \delta_\epsilon \text{ for some } \delta_\epsilon \text{ since } |J_s| + 1 \text{ and } \psi \text{ is continuous.}$$
Therefore the first statement of the proposition is proven with $\psi = \omega$.

If $\phi \in C^0_0(\Omega)$ and $B = \{t : (\phi = t) \cap (|\nabla \phi| = 0) \neq \emptyset\}$, then the Morse-Sard theorem says that $|B| = 0$. $B$ is closed since $\phi$ has compact support so $\mathbb{R} - B = \bigcup_1^i I_i$, $I_i$ being pairwise disjoint open intervals.

Given $[t_0, t_1] \subseteq I_i$, then $|\nabla \phi| \geq \delta > 0$ on $\phi^{-1}([t_0, t_1])$. If $f_s$ is defined essentially the same as before, then $f_s: \phi^{-1}(t_0, t_1) + f_s(\phi^{-1}(t_0, t_1))$ is a diffeomorphism for all sufficiently small $s$, say $s \leq d$ for some $d$.

If $\psi$ is an integrable Borel function, then

\[
\left| \int_{t_0}^{t_1} \frac{1}{\delta} \int_{C_0(t)} \psi \, dH^{n-1} \, dt - \int_{t_0}^{t_1} \int_{C_0(t)} \psi \, dH^{n-1} \, dt \right|
\leq \int_{t_0}^{t_1} \frac{1}{\delta} \int_0^{\delta} \int_{\phi(f_s^{-1}(x))=t} \psi(x) \, dH^{n-1} \, ds \, dt + \int \psi|\nabla \phi| \, dH^n
\leq \frac{1}{\delta} \int_0^{\delta} \int \psi|\nabla \phi \circ f_s^{-1}| \, dH^n \, ds + \int \psi|\nabla \phi| \, dH^n
\leq C \int \psi \, dH^n
\]

with $C$ independent of $t_0$, $t_1$ if $t_0, t_1 \in [a, b] \subseteq I_i$ for fixed $a, b$.

Given $\epsilon > 0$, pick $\tilde{\omega}$ continuous such that $\int |\omega - \tilde{\omega}| < \epsilon$ and pick $\delta > 0$, $\delta = \delta_\epsilon$ as in the first part of the proof. Then,
\[
\int_{t_0}^{t_1} \int_{C_\delta(t)} \omega \, dH^n \, dt - \int_{t_0}^{t_1} \int_{(\phi=0)} \omega \, dH^{n-1} \, dt \\
\leq \int_{t_0}^{t_1} \int_{C_\delta(t)} \tilde{\omega} \, dH^n \, dt - \int_{t_0}^{t_1} \int_{(\phi=0)} \tilde{\omega} \, dH^{n-1} \, dt \\
+ \int_{t_0}^{t_1} \int_{C_\delta(t)} (\tilde{\omega} - \omega) \, dH^n \, dt - \int_{t_0}^{t_1} \int_{(\phi=0)} (\tilde{\omega} - \omega) \, dH^{n-1} \, dt \\
\leq \varepsilon \left( \int_{t_0}^{t_1} \int_{(\phi=0)} dH^{n-1} \, dt + C \right) \\
\leq \varepsilon \left( \int_{t_0}^{t_1} |\nabla \phi| + C \right),
\]

so
\[
\liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta(t)} \omega \, dH^n = \lim_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta(t)} \omega \, dH^n \, dt \\
= \int_{t_0}^{t_1} \int_{(\phi=0)} \omega \, dH^n \, dt.
\]

Now divide by \( t_1 - t_0 \) and let \( t_1 \to t_0 \) to get the final result. 

**Proof of Theorem 2.1.22.** Assume (2.1.23), that is,

\[
\omega^{1/q(K)} \leq c \liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta} \tilde{\nu} \, dx
\]

for all \( K \) compact with \( C^\infty \) boundary.

Take \( \tilde{\nu} \) to be a representative of the \( L^1 \) equivalence class which is Borel measurable and everywhere defined. Let \( A = \{ \psi \geq 1 \} \) for
some $\psi \in C_0^\infty(\Omega)$. Given $\phi \in C_0^\infty(\Omega)$ such that $\phi \geq 1$ on $A$, it follows by the Morse-Sard theorem that $\{\phi = t\} \cap \{|\nabla \phi| = 0\} = \emptyset$ for almost all $t \in \mathbb{R}$ for which it then follows that $\{\phi = t\}$ is compact with $C^\infty$ boundary, so

$$\omega^{1/q}(A) \leq \omega^{1/q}(\{\phi \geq 1\}) \leq \omega^{1/q}(\{\phi \geq t\}) \quad \text{for} \quad 0 \leq t \leq 1
$$

$$\leq c \liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta(t)} \nabla v \, dx \quad \text{a.e.},$$

where $C_\delta(t) = \{x \in \phi \leq t\} : \text{dist}(x, \{\phi = t\}) \leq \delta\}$, by taking $K = \{\phi = t\}$ for those $t$ in $(0,1)$ where $\{\phi = t\} \cap \{|\nabla \phi| = 0\} = \emptyset$.

It now follows that

$$\omega^{1/q}(A) \leq \inf_{(0,1)} \liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta(t)} \nabla v \, dx
$$

$$\leq \inf_{(0,1)} \int_{\{\phi = t\}} \nabla v \, dx \quad \text{by Proposition 2.1.27}
$$

$$= \inf_{(0,1)} \mathcal{M}^*$$

considering the remark given after Theorem 2.1.3. Using Theorem 1.3.2 now shows that (2.1.9) holds for $p = 1$.

Assume (2.1.9) so that

$$(\int \phi^q \, dx)^{1/q} \leq c \int |\nabla \phi| \, v \, dx$$

for all $\phi \in C_0^\infty(\Omega)$. Given $A$ compact with $C^\infty$ boundary, $3 \varepsilon^* > 0$ such that $\psi(x) = \text{dist}(x, A)$ is $C^\infty$ for $x \in \{0 < \text{dist}(x, A) < \varepsilon^*\}$ with $|\nabla \psi(x)| = 1$. Let
\[
      f_\delta(x) = \begin{cases} 
        1 & \text{on } A , \\
        (1 - \frac{\psi(x)}{\delta}) & \text{if } \psi < \delta , \ x \notin A , \\
        0 & \text{otherwise} , 
      \end{cases}
\]

and let \( \phi_{n,\delta} = h_n \ast f_\delta \), where \( h_n(x) = 2n h(2n) \), \( h \in C^0_0(\mathbb{R}) \), \( h \geq 0 \), \( \int h = 1 \), and the support of \( h = \text{supp } h \subseteq [-1,1] \). If \( \sigma \in C^0_0(\Omega) \) with \( \sigma \geq 1 \) on a neighborhood of \( A \), \( n \) is large and \( \delta \) small, then \( \sigma \) dominates the \( \phi_{n,\delta} \). (2.1.34) then implies that \( \sigma \in L^1(\omega,\Omega) \) since \( \bar{\nu} \in L^1(\Omega) \), so the dominated convergence theorem can be used on (2.1.34) to show that \( \left( \int f_\delta^q \, d\omega \right)^{1/q} \leq c \frac{1}{\delta} \int_{\mathcal{C}_\delta} \bar{\nu} \, dx \). Taking the liminf gives (2.1.23).

To prove (2.1.25) equivalent to (2.1.19), first extend \( \nu , \omega , \lambda \) to be zero in \( \Omega' - \Omega \) and do all further work in \( \Omega' \). Assume (2.1.25) so that

\[
(2.1.35) \quad \omega^{1/q}(A) \lambda(\Omega' - A) \leq c \liminf_{\delta \to 0} \frac{1}{\delta} \int_{\mathcal{C}_\delta} \bar{\nu} \, dx
\]

for all \( A \subseteq \Omega' \), \( A \) compact with \( C^\infty \) boundary.

Let \( K = \{ x \in \Omega : \psi(x) \leq 0 \} \) for some \( \psi \in C^\infty(\Omega') \mid_\Omega \). Given \( \phi \in C^\infty(\Omega') \mid_\Omega \) such that \( \phi \leq 0 \) on \( K \), let \( \phi_1 = \sigma \phi_2 \), where \( \phi_2 \) is an extension of \( \phi \) to \( \Omega' \) and \( \sigma \in C^0_0(\Omega') \), \( \sigma = 1 \) on \( \Omega \). By the Morse-Sard theorem \( \{ \phi_1 = t \} \cap \{ \nabla \phi_1 = 0 \} = \emptyset \) for almost all \( t \), and so \( \{ \phi_1 \leq t \} \) is a compact set with \( C^\infty \) boundary for almost all \( t \), but then

\[
\omega^{1/q}(K) \leq \omega^{1/q}(\{ \phi_1 = 0 \}) \leq \omega^{1/q}(\phi_1 \leq t) \quad \text{for } 0 \leq t \leq
\]
\[
\liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta(t)} \tilde{v} \, dx \\
\leq \frac{1}{\lambda(\{\phi_1 > t\})} a.e. \text{ by } (2.1.35), \text{ where the}
\text{convention } \frac{0}{0} = \infty = \infty \text{ is used for this ratio},
\]

\[
\liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta(t)} \tilde{v} \, dx \\
= \frac{1}{\lambda(\{\phi_1 > t\})} a.e.,
\]

since \(\lambda(\{\phi_1 > t\})\), being monotone, has at most a countable number of discontinuities and therefore \(\lambda(\{\phi_1 = t\}) = 0\) a.e.

It now follows that
\[
\omega^{1/q(K)} \leq \inf_{(0,\infty)} \frac{\liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta(t)} \tilde{v} \, dx}{\lambda(\{\phi_1 > t\})} \leq \inf_{(0,\infty)} \frac{\int_{\{\phi_1 = t\}} \tilde{v} \, dH^{n-1}}{\lambda(\{\phi_1 > t\})} \text{ by Proposition 2.1.27}
\]
\[
= \inf_{(0,\infty)} \frac{\mu^*_\phi(t)}{\lambda(\{\phi > t\})}
\]

since \(\tilde{v}\) and \(\lambda\) are zero in \(\Omega' - \Omega\) and \(\phi_1|_{\Omega} = \phi\). Using Theorem 1.3.5
it can be seen that (2.1.19) is verified.

Assume (2.1.19), so for \(\phi \in C^\infty(\Omega')_{[\Omega}\) it follows that
\[
(2.1.36) \quad \left( \int \left( \int |\phi(x) - \phi(y)| \, d\lambda(y) \right)^q \, d\omega(y) \right)^{1/q} \leq c \int \int |\phi| \tilde{v} \, dx.
\]
Given \( A \subset \Omega' \) with \( C^\infty \) boundary, let \( \phi_{n,\delta} \) be as before, recalling that the diameter of \( \text{spt } h_n = \frac{1}{n} \). Let \( F_n = \{ x \in \Omega' : \text{dist}(x, \partial A) \leq \delta + \frac{1}{n} \} \).

Then \( \phi_{n,\delta} = 0 \) on \( \Omega' - A - F_n \) and \( \phi_{n,\delta} \geq 1 - \frac{1}{n\delta} \) on \( A \) for \( \frac{1}{n} \leq \delta \) since \( f_\delta \geq 1 - \frac{1}{n\delta} \) on \( \{ x \in \Omega' : \text{dist}(x, \partial A) \leq 1/n \} \), and so \( \delta_n * f_\delta \geq (1 - \frac{1}{n\delta}) \int h_n = 1 - \frac{1}{n\delta} \). From (2.1.36) it follows that

\[
\omega^{1/q}(A) \lambda(\Omega' - A - F_n)(1 - \frac{1}{n\delta})
\]

\[
\leq \left( \int_A \left( \int_{\Omega' - A - F_n} |\phi_{n,\delta}(x) - \phi_{n,\delta}(y)|^q \, d\lambda(y) \right)^{1/q} \, d\omega(x) \right)^{1/q}
\]

\[
\leq c \int |\nabla \phi_{n,\delta}| \tilde{v} \, dx .
\]

Let \( n \to \infty \) to get

\[
\omega^{1/q}(A) \lambda(\Omega' - A) \leq c \frac{1}{\delta} \int_{C_\delta} \tilde{v} \, dx ,
\]

and taking the \( \liminf \) gives (2.1.25), as required.

In case \( \tilde{v} \) is continuous (2.1.24) and (2.1.26) can be shown equivalent to (2.1.9) and (2.1.19), respectively, by going through the proof above, using the first part of Proposition 2.1.27 and replacing \( \liminf \) by \( \lim \). 

Alternately, (2.1.24) and (2.1.26) may be shown equivalent by using directly the methods of Proposition 1. \( \blacksquare \)
2.2.0 Properties of Sobolev Spaces and Capacities for Application to Differential Equations

The Sobolev spaces and 'capacities' dealt with in Sections 1.3.0 and 2.1.0 will now be placed in a setting appropriate for the applications to differential equations developed in Chapter 3.

Basic properties of the capacity $C_{H,P}$ and its extremals are developed such as subadditivity and capacitability. It is shown that Sobolev spaces are closed under operations such as composition with certain Lipschitz functions. The weight conditions for Sobolev inequalities developed in Section 2.1.0 are translated into the setting of Euclidean space and an example is given, where it is shown that weights of the form $\text{dist}^q(x,K)$ are admissible, for a class of sets $K$ including unions of $C^2$ compact manifolds of codimension $\geq 2$. The notion of quasicontinuity is developed and applied to prove a weighted analogue of a result of Bagby [BG] which characterizes $W^{1,p}_0(\Omega)$. This in turn is used to demonstrate the equivalence of two approaches to the definition of weak boundary values for the Dirichlet problem. Many of these results are true in a more general setting.

Throughout Section 2.2.0 $\Omega$ will be an open subset of $\mathbb{R}^d$, $p \geq 1$, and $\omega$, $\nu$, and $\lambda$ will be locally finite positive Borel measures on $\Omega$ with $\nu$ absolutely continuous to $\omega$ and $\lambda(\Omega) = 1$.

2.2.1. Sobolev Spaces. Let $L^p(E) = L^p(\omega,E) \times \prod_{i=1}^d L^p(\nu,E)$ for $E \subseteq \Omega$, $E$ Borel measurable. Assign $L^p(E)$ the norm $\|(f,g_1, ..., g_d)\|_{p,E} = \left( \int_E |f|^p \, d\omega + \sum_{K=1}^d \int_E |g_K|^p \, d\nu \right)^{1/p}$.
Let $L^p_{1 \text{oc}}(\Omega) = \{(f, g_1, \ldots, g_d) : (f, g_1, \ldots, g_d) \mid K \in L^p(K) \}$ for all $K \subseteq \Omega$, $K$ compact. $L^p_{1 \text{oc}}(\Omega)$ is given the topology induced by the seminorms $\| \cdot \|_{p; K}$, $K \subseteq \Omega$ compact. $W^{1, p}(\omega, v; \Omega)$ is now defined as the closure of $H = \{(\phi, \nabla \phi) : \phi \in C_c(\Omega) \cap L^p(\omega, \Omega) \text{ and } \nabla \phi \in \prod_{K=1}^n L^p(v, \Omega) \}$ in $L^p(\Omega)$; $W^{1, p}_0(\omega, v; \Omega)$ as the closure of $H \cap C_c(\Omega) \times \prod_{K=1}^n C_c(\Omega)$ in $L^p(\Omega)$; and $W^{1, p}_{1 \text{oc}}(\Omega)$ as the closure of $H$ in $L^p_{1 \text{oc}}(\Omega)$.

Given $(u, v) \in W^{1, p}_{1 \text{oc}}(\omega, v; \Omega)$, the notation $v = \nabla u$, $u \in W^{1, p}_{1 \text{oc}}(\omega, v; \Omega)$ and $\|(u, v)\|_{p; \Omega} = \| u \|_{1, p}$ will be used for convenience even though this is misleading. It is not claimed that $u$ has a unique gradient. In fact Serapioni has observed that for some weighted Sobolev spaces, zero may have a nontrivial gradient in the sense above as well as a zero gradient. Under fairly weak conditions it can be shown that if $(u_1, v), (u_2, v) \in W^{1, p}(\omega, v; \Omega)$, then $u_1 = u_2$ almost everywhere. If $\omega(E) = 0$ on sets $E$ of capacity zero, then this will follow from Proposition 7. For convenience $W^{1, p}(\Omega)$ will be used to denote $W^{1, p}(\omega, v; \Omega)$.

One of the basic operations needed in the theory of Sobolev functions is composition with Lipschitz functions. The following proposition shows that this is possible for a wide class of Lipschitz functions. For example, any Lipschitz function with at most a countable number of discontinuities in its derivative is acceptable. The other basic operations considered are needed in Chapter 3 to show that certain functions are allowable as test functions in the definition of weak solution.

Unless a particular space is specified, all the Sobolev functions in Proposition 2.2.2 will be assumed to lie in one fixed Sobolev space, the three possible cases being $W^{1, p}_{1 \text{oc}}(\Omega)$, $W^{1, p}(\Omega)$, and $W^{1, p}_0(\Omega)$. Convergence is always that appropriate to the particular space considered.
unless otherwise indicated. It will be assumed throughout that \((u, 7u), (u_n, \nabla u_n), (v, \nabla v), (v_n, \nabla v_n)\) are Sobolev functions and that \(f(0) = f_n(0) = 0\) if \(W_0^{1,p}(\Omega)\) is being considered or if \(\omega(\Omega) = -\) and \(W^{1,p}(\Omega)\) is being considered.

### 2.2.2 Proposition

Assuming the above it follows that:

1. **(2.2.3)** If \(f \in C^1(\mathbb{R})\) with \(f'\) bounded, and if \(u_n \in C^{\omega}(\Omega)\) with \((u_n, \nabla u_n) \to (u, \nabla u)\), then
   
   \[
   (f(u_{n_m}), f'(u_{n_m}) \nabla u_{n_m}) \to (f(u), f'(u) \nabla u)
   \]
   
   for some subsequence \((n_m)\).

2. **(2.2.4)** Suppose \(f: \mathbb{R} \to \mathbb{R}\) is uniformly Lipschitz and \(3 f_n \in C^1(\mathbb{R})\) such that \(f_n'\) converges everywhere in a uniformly bounded pointwise manner to a Borel measurable function \(g\), \(g = f'\ a.e.\), and \(f_n(0) \to f(0)\).

   If \((u_n, \nabla u_n) \to (u, \nabla u)\), then there is a sequence \(n_m\) such that
   
   \[
   (f_m(u_{n_m}), f_m'(u_{n_m}) \nabla u_{n_m}) \to (f(u), g(u) \nabla u)
   \]
   
   and if \(u_{n_m} + u\) pointwise everywhere on a set \(E\), then \(f_m(u_{n_m}) \to f(u)\) pointwise on \(E\) as well.

3. **(2.2.5)** Let
   
   \[
   X_E = \begin{cases} 
   1 & x \in E \\
   0 & \text{otherwise}
   \end{cases}, \quad x^+ = \begin{cases} 
   x & x \geq 0 \\
   0 & x \leq 0
   \end{cases},
   \]
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\[
\text{sign } x = \begin{cases} 
1 & x > 0 \\
0 & x = 0 \\
-1 & x < 0 
\end{cases}
\]
\[
h_{a,b}(x) = \begin{cases} 
b & x \geq b \\
a & a \leq x \leq b \\
x & x < a 
\end{cases}
\]

where it is assumed that \( a \leq 0 \leq b \) in the \( W^1_0(\Omega) \) case or in the \( W^1(P) \) case if \( \omega(\Omega) = \infty \). The cases \( a = -\infty \) and \( b = \infty \) are included.

For each of the pairs \((x^+, X_{x>0})\), \((|x|, \text{sign } x)\), \((h_{a,b}(x), X_{a<x<b})\), represented as \((f, g)\), there is a sequence \( \{f_n\} \subseteq C^\infty(\mathbb{R}) \) such that \( f_n \to f \), \( \{f_n\} \), \( g \) satisfy the requirements of 2.2.4. Therefore it follows that \((u^+, X_{u>0} \cap \Omega)\), \((|u|, \text{sign } u \cap \Omega)\), and \((h_{a,b}(u), X_{a<u<b} \cap \Omega)\) are Sobolev functions.

The \( f_n \) may be chosen to converge uniformly. For \( f(x) = x^+ \) or \(|x|\), the \( f_n \) may be chosen such that \( 0 \leq f_n(x) \leq f(x) \) and for \( f(x) = h_{a,b}(x) \), the \( f_n \) may be chosen such that \( a \leq f_n \leq b \). If in addition \( a < 0 < b \), then \( a < f_n < b \) is possible.

(2.2.6) If \( f: \mathbb{R} \to \mathbb{R} \), \( f \in C^1[a,b] \) and \( a < u < b \), then \((f(u), f'(u) \cap \Omega)\) is Sobolev.

(2.2.7) If \( u \) and \( v \) are bounded, then \((uv, v \cap \Omega + u \cap \Omega)\) is Sobolev.

(2.2.8) If \( u \), \( v \) are bounded, \( u \in W^1_0(\Omega) \) and \( v \in W^1(P) \), then \( uv \in W^1_0(\Omega) \).

(2.2.9) If \( u \in C_0(\Omega) \), \( v \in W^{1,P}(\Omega) \), and either \( v \) is bounded or \( v \leq c_0 \), then \( uv \in W^1_0(\Omega) \).
Proof of Proposition 2.2.2.

Throughout the proof it will be assumed that $E = \Omega$ if $W_0^{1,p}(\Omega)$ or $W^{1,p}(\Omega)$ are being considered and $E$ is an arbitrary compact subset of $\Omega$ if $W_0^{1,p}(\Omega)$ is being considered.

Proof of 2.2.3. Since $|f'(x)| \leq M$ for some $M < \infty$, then $f(x) \leq M|x| + f(0)$, so $f(u) \in L^p(\omega, \Omega)$ or $L^p_{\text{loc}}(\omega, \Omega)$ depending on the case being considered. Also on some subsequence $n_m$, $u_{n_m} \to u$ pointwise almost everywhere with respect to $\omega$ (and also $\nu$ since $\nu$ is absolutely continuous to $\omega$), so

$$
\int_E |f'(u_{n_m}) \nabla u_{n_m} - f'(u) \nabla u|^p \, d\nu \leq \int_E |f'(u_{n_m})|^p |\nabla u_{n_m} - \nabla u|^p \, d\nu
+ \int_E |f'(u_{n_m}) - f'(u)|^p |\nabla u|^p \, d\nu
\to 0
$$

since $|f'(u_{n_m})| \leq M$ and $|f'(u_{n_m}) - f'(u)| \to 0$ pointwise almost everywhere $\nu$ in a uniformly bounded manner. Also

$$
\int_E |f(u_{n_m}) - f(u)|^p \, d\omega \leq M^p \int_E |u_{n_m} - u|^p \, d\omega \to 0.
$$

Proof of 2.2.4. By 2.2.3, $(f_m(u_n), f_m'(u_n) \nabla u_n)$ is Sobolev, also $u_{n_1} \to u$ pointwise almost everywhere $\omega, \nu$ on some subsequence $n_1$, so
\[ \int_{E} |g(u) - f(u) - g_{m}(u)| \, dv \]
\[ \leq \int_{E} |g(u) - f_{m}(u)| \, dv + \int_{E} |f_{m}(u) - g_{m}(u)| \, dv \]
and therefore
\[ \lim_{m \to \infty} \limsup_{l \to 0} \int_{E} |g(u) - f_{m}(u)| \, dv = 0 \]
the second term converging to zero as in 2.2.3, and the first converging
to zero since \( f_{m} \to g \) everywhere in a pointwise uniformly bounded manner.

A subsequence \( \{\tilde{h}_{m}\} \) can now be chosen so that \( f_{m}(u) \to g(u) \) \( \forall u \) \( \in \)
\[ \int_{k=1}^{d} L_{p}(u, \Omega) \] 

For \( x > 0 \),
\[ |f_{m}(x) - f(x)| \leq \int_{0}^{t} |f_{m}(s) - g(s)| \, ds + |f_{m}(o) - f(o)| 
\leq M|x| + |f_{m}(o) - f(o)| 
for some \( M < \infty \) and also \( f_{m}(x) \to f(x) \) since \( f_{m} \to g \) pointwise in a
uniformly bounded manner and \( f_{m}(o) \to f(o) \). The same is true for \( x \leq 0 \)
so the dominated convergence theorem implies that \( \int_{E} |f_{m}(u) - f(u)|^{p} \, dv \to 0 \).

Also \( |f_{m}'| \leq M \) for some \( M < \infty \) and all \( m \), so
\[ \int_{E} |f_{m}(u_{m}^{+}) - f_{m}(u)|^{p} \, dv \leq M^{p} \int_{E} |u_{m}^{+} - u|^{p} \, dv \to 0 . \]
Combining these shows that
\[ \int_{E} |f_{m}(u_{m}^{+}) - f(u)|^{p} \, dv \leq \int_{E} |f_{m}(u) - f(u)|^{p} \, dv + \int_{E} |f_{m}(u_{m}^{+}) - f_{m}(u)|^{p} \, dv \to 0 , \]
and so \( f_m(u^-) \to f(u) \) in Sobolev norm.

If \( u_n^m \to u \) pointwise everywhere on a set \( F \), then,

\[
|f_m(u^-) - f(u)| \leq |f_m(u^-) - f(u)| + |f_m(u^m) - f_m(u^-)|
\]
\[
\leq |f_m(u^-) - f(u)| + M|u^m - u|
\]
\[
\to 0
\]
on \( F \) as well. 

Proof of 2.2.5. Pick \( \eta \in C_0^\infty(\mathbb{R}) \) such that the support of \( \eta \subseteq [0,1] \), \( \eta \geq 0 \), and \( \int \eta = 1 \). Let \( \eta_n(x) = \eta(nx) \), \( f(x) = x^+ \), and \( f_n(x) = \eta_n \ast f(x) \) so that

\[
f_n'(x) = \eta_n \ast f_n'(x) = \begin{cases} 
0 & x \leq 0 \\
1 & x \geq \frac{1}{n}
\end{cases}
\]

with \( 0 \leq f_n' \leq 1 \). It is now clear that

\[
(2.2.10) \quad f_n' \to x^+_{\{x>0\}} \quad \text{everywhere in a pointwise uniformly bounded manner.}
\]

Also \( f_n(0) = f(0) = 0 \) and \( 0 \leq f_n(x) \leq x^+ \) since

\[
0 \leq \eta_n \ast f(x) = x^+ - \int_0^1 \eta(y) \left( x^+ - (x - \frac{y}{n})^+ \right) dy \leq x^+.
\]

The fact that the \( f_n \) converge uniformly follows from (2.2.10), \( f_n(0) = f_m(0) \), and \( f_n = f_m \) in \( \mathbb{R} - [0,1] \).

For \( f(x) = |x| \) use that \( |x| = x^+ + (-x)^+ \) in combination with the smoothing of \( x^+ \) done above to define \( f_n \) so that \( f_n(x) \to \text{sign } x \).
everywhere and the conditions of b) are met.

For \( f(x) = h_{a,b}(x) \) pick \( n \in C_0^\infty(\mathbb{R}) \) with \( n \geq 0 \), \( \int n = 1 \), and the support of \( n \subseteq [-1,1] \). Let \( n_n = n (n x) \) and \( g_n(x) = n_n \ast X E_n \) with \( E_n = \{ a + \frac{2}{n} < x < b - \frac{2}{n} \} \) so

\[
(2.2.11) \quad 0 \leq g_n \leq 1, \quad g_n(x) = \begin{cases} 
0 & \text{if } x \leq a + \frac{1}{n} \text{ or } x \geq b - \frac{1}{n} \\
1 & \text{if } a + \frac{3}{n} \leq x \leq b - \frac{3}{n}
\end{cases}
\]

for large \( n \) and \( g_n(x) = X_{\{a < x < b\}} \) everywhere in a pointwise uniformly bounded manner.

Let

\[
(2.2.12) \quad f_n(x) = f(0) + \int_0^x g_n(s) \, ds,
\]

(where the convention \( \int_0^{-x} = -\int_0^x \) for \( x < 0 \) is used) so that \( f_n(0) = f(0) \)

and \( f_n' = g_n + X_{\{a < x < b\}} \) everywhere in a pointwise uniformly bounded manner.

Uniform convergence of the \( f_n \) follows as for \( x^+ \). If \( a < 0 < b \), then it is seen from (2.2.11) and (2.2.12) that \( a < f_n < b \) for large \( n \).

Otherwise it follows similarly that \( a < f_n < b \). \( \blacksquare \)

Proof of 2.2.6. With \( f_n \) as above, apply 2.2.4 to \( f(f_n), f(h_{a,b}), \) and \( g = f'(h_{a,b})X_{\{a < x < b\}} \). Since \( a < u < b \), this implies 2.2.6. \( \blacksquare \)

Proof of 2.2.7. Assume \( |u|, |v| \leq M < \) and apply 2.2.5 with \( h_{a,b}, \ a = -M, \ b = M \) in combination with 2.2.4 to see that \( 3 \{ u_n \}, \{ v_n \} \in C^\infty(\mathbb{R}) \) such that \( (u_n, \nabla u_n) + (u, \nabla u) \) and \( (v_n, \nabla v_n) + (v, \nabla v) \) with \( |u_n|, |v_n| \leq M \). In addition, choose the sequences so that they converge pointwise almost everywhere \( \omega, v \). Consequently,
\[
\int_{E} |uv - u_n v_n|^p \, d\omega \leq \int_{E} |u|^p |v - v_n|^p \, d\omega + \int_{E} |v_n|^p |u - u_n|^p \, d\omega \\
\leq M^p \left( \int_{E} |v - v_n|^p \, d\omega + \int_{E} |u - u_n|^p \, d\omega \right) \\
+ 0 ,
\]

and
\[
\left( \int_{E} |(u v v + v v u) - (u_n v v_n + v_n u_n)|^p \, d\nu \right)^{1/p} \\
\leq \left( \int_{E} |u v v - u_n v v_n|^p \, d\nu \right)^{1/p} + \left( \int_{E} |v v u - v_n u_n|^p \, d\nu \right)^{1/p} \\
\leq \left( \int_{E} |u - u_n|^p |v v|^p \, d\nu \right)^{1/p} + M \left( \int_{E} |v v - v_n|^p \, d\nu \right)^{1/p} \\
+ \left( \int_{E} |v - v_n|^p |v u|^p \, d\nu \right)^{1/p} + M \left( \int_{E} |v u - u_n|^p \, d\nu \right)^{1/p} \\
+ 0
\]

since \( v_n \to v \) and \( u_n \to u \) almost everywhere in a pointwise uniformly bounded manner. \( \blacksquare \)

**Proof of 2.2.8 and 2.2.9.** Assume that \( u \in W_0^{1,p}(\Omega) \), \( v \in W_0^{1,p}(\Omega) \), and \( u \), \( v \) are bounded. In the proof of 2.2.7 choose \( E = \Omega \) and \( u_n \in C_0^\infty(\Omega) \) so that \( uv \in W_0^{1,p}(\Omega) \) since \( u_n v_n \in C_0(\Omega) \).

If instead \( u \in C_0^\infty(\Omega) \), \( v \in W_0^{1,p}(\Omega) \), and \( v \) is bounded, then choose \( E = \text{support } u \) and choose \( u_n = u \), so again \( uv \in W_0^{1,p}(\Omega) \). In the last case when \( u \in C_0^\infty(\Omega) \), \( v \in W_0^{1,p}(\Omega) \) and \( v \leq c_\omega \), the only change is that \( v \leq c_\omega \) is used to show that \( \int_{E} |v - v_n|^p |v u|^p \, d\nu + 0 \). This is
clear since $|\nabla u|$ is bounded on $E = \text{support } u$ and $v_n + v$ in $L^p(\Omega, E)$. ■

2.2.13 Capacity. $C_{H,P}$, $\tilde{C}_{H,P}$, and $\tilde{C}_{H,P}$ will be redefined and $C_{H,P}$ will be shown to be subadditive and capacitable. The concepts of quasi-continuity and capacitary extremal will be developed. The proof of the fact that the capacitary extremal satisfies a degenerate elliptic partial differential equation will be left to later, when it is used to prove a particular Sobolev inequality.

If $H$, as described in 2.1.7, is $C^\infty_0(\Omega)$, then all level sets are compact and the conditions, equivalent to the Sobolev inequalities dealt with in 2.1.7, only involve capacities of compact sets. This motivates an alternate and more classical definition of capacity for noncompact sets.

Let $H$ be a subset of $C^\infty(\Omega)$ (the functions typically vanishing on some set or a nbd of some set) closed under addition, and composition with $f \in \{f \in C^\infty : f' \text{ bounded, } f(0) = 0\}$. Let

$$C_H'(K) = \inf \left\{ \int |\nabla \phi|^p \, dv : \phi \in H, \phi \geq 1 \text{ on } K \right\}$$

for $K \subset \Omega$ compact,

$$C_H'(\Omega) = \sup \{C'(K) : K \subset \Omega, K \text{ compact} \}$$

for $\Omega \subset \Omega$ open,

$$C_H'(E) = \inf \{C'(\Omega) : \Omega \text{ open } E \subset \Omega \}$$

for arbitrary $E \subset \Omega$. 
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2.2.14 Proposition. $C_H$ is monotone increasing and for $E$ either compact or open

$$C'_H(E) = C_H(E).$$

Proof. If $E$ is open and $E \subseteq O$, $O$ open, then for any $K \subseteq E$, $K$ is also in $O$ so $C'(O) \geq C'(E)$, and so $C(E) \geq C'(E)$, but $C'(E) \geq C(E)$ since $E$ is open, so $C'(E) = C(E)$ as required.

If $E$ is compact and if $E \subseteq O$, $O$ open, then $C'_H(O) \geq C'_H(E)$, and taking the infimum over such open sets gives $C_H(E) \geq C'_H(E)$. If $\phi \in H$ and $\phi \geq 1$ on $E$, then $\phi > 1-\epsilon$ on an open set $O$ with $E \subseteq O$, so that

$$C_H(E) \leq C'_H(\{\phi > 1-\epsilon\})$$

$$= \sup\{C'_H(K): K \subseteq \{\phi > 1-\epsilon\}, K \text{ compact}\}$$

$$\leq \frac{1}{(1-\epsilon)^P} \int |\nabla\phi| \, dv$$

since $\frac{\phi}{1-\epsilon} \geq 1$ on all $K \subseteq \{\phi > 1-\epsilon\}$. Now let $\epsilon \to 0$ and take the infimum over all such $\phi$ to get $C_H(E) \leq C'_H(E)$. \[\square\]

2.2.15 Proposition. If $A, B \subseteq \Omega$, then

$$(2.2.16) \quad C_H(A \cup B) + C_H(A \cap B) \leq C_H(A) + C_H(B)$$

and $C_H$ is capacitable, that is, if $E$ is Suslin (this includes the Borel sets), then $\exists K_n$ compact such that $K_n \subseteq E$ and $C_H(K_n) + C_H(E)$ as $n \to \infty$.

Proof. Once (2.2.16) is proven, then capacitability follows from a theorem of Choquet [C]. Assume $A$ and $B$ are compact. If $C_H(A) = \infty$ or...
C(B) = \infty, then (2.2.16) holds. Otherwise let \( S_{\text{Max}}(x,y) = f_n(y-x) + x \) and \( S_{\text{Min}}(x,y) = y - f_n(y-x) \), where \( f_n(x) \) is the smoothing of \( x^+ \) as in Proposition 2.2.2, so \( f_n(x) \to x^+ \), \( f_n^+ \to X_{\{x>0\}} \), and \( x^+ - \epsilon_n \leq f_n(x) \leq x^+ \) for some \( \epsilon_n \to 0 \). Pick \( \phi, \psi \in H \) with \( \phi \geq 1 \) on \( A \), \( \psi \geq 1 \) on \( B \), \( \int |\nabla \phi|^P \, d\nu < \infty \) and \( \int |\nabla \psi|^P \, d\nu < \infty \). Let \( \sigma_{1,n} = S_{\text{Max}}(\phi,\psi) \), \( \sigma_{2,n} = S_{\text{Min}}(\phi,\psi) \), so \( \sigma_{1,n} + (\psi - \phi)^+ + \phi = \text{Max}(\phi,\psi) \), \( \sigma_{2,n} + \psi - (\psi - \phi)^+ = \text{Min}(\phi,\psi) \), and \( \frac{\sigma_{1,n}}{1-\epsilon_n} \geq 1 \) on \( A \cup B \), \( \sigma_{2,n} \geq 1 \) on \( A \cap B \).

From Proposition 2.2.14 and the definition of \( C_H^I \) it now follows that

\[
C_H(A \cup B) + C_H(A \cap B)
\]

\[
\leq \frac{1}{(1-\epsilon_n)^P} \int |\nabla \sigma_{1,n}|^P \, d\nu + \int |\nabla \sigma_{2,n}|^P \, d\nu
\]

\[
= \frac{1}{(1-\epsilon_n)^P} \int |f_n^+(\psi - \phi)(\psi - \phi)|^P \, d\nu + \int |\nabla \psi_f^+(\psi - \phi)(\psi - \phi)|^P \, d\nu
\]

\[
+ \int |X_{\{\psi > \phi\}}(\psi - \phi)|^P \, d\nu + \int |\nabla \psi - X_{\{\psi > \phi\}}(\psi - \phi)|^P \, d\nu
\]

\[
= \int_{\{\psi > \phi\}} |\nabla \psi|^P \, d\nu + \int_{\{\psi = \phi\}} |\nabla \phi|^P \, d\nu + \int_{\{\psi < \phi\}} |\nabla \phi|^P \, d\nu + \int_{\{\psi = \phi\}} |\nabla \psi|^P \, d\nu
\]

\[
= \int |\nabla \psi|^P \, d\nu + \int |\nabla \phi|^P \, d\nu.
\]

Taking the infimum over such \( \phi, \psi \) it follows that

\[C_H(A \cup B) + C_H(A \cap B) \leq C_H^I(A) + C_H^I(B)\]

and so (2.2.16) follows for \( A, B \) compact by Proposition 2.2.14.

If \( \{K_n\} \) are compact and \( 0 \) is open, then \( \{K_n\} \) is said to approximate \( 0 \) if \( K_n \subseteq \text{Interior } K_{n+1} \) and \( \bigcup K_n = 0 \). Assume \( A, B \) are
open and pick \( \{ A_n \} \), \( \{ B_n \} \), compact sets which approximate \( A \), \( B \), respectively. It is seen that \( \{ A_n \cup B_n \} \) and \( \{ A_n \cap B_n \} \) approximate \( A \cup B \) and \( A \cap B \), respectively. Given \( K \subseteq A \cup B \) and \( C \subseteq A \cap B \), \( K \) and \( C \) compact, then \( K \subseteq A_n \cup B_n \), and \( C \subseteq A_n \cap B_n \) for some \( n \), so

\[
C_H(K) + C_H(C) \leq C_H(A_n \cup B_n) + C_H(A_n \cap B_n)
\]

\[
\leq C_H(A_n) + C_H(B_n)
\]

\[
\leq C_H(A) + C_H(B).
\]

Taking the supremum over all such \( K \) and \( C \), and using Proposition 2.2.14, it follows that (2.2.16) holds for open sets.

Assume \( A \), \( B \) are arbitrary sets in \( \Omega \). Given open sets \( O \), \( P \subseteq \Omega \) with \( A \subseteq O \) and \( B \subseteq P \), then

\[
C_H(A \cup B) + C_H(A \cap B) \leq C_H(O \cup P) + C_H(O \cap P)
\]

\[
\leq C_H(O) + C_H(P)
\]

and taking the infimum over such \( O \), \( P \) shows that (2.2.16) holds.

**2.2.17 Proposition.** \( C_H \) is countably subadditive.

**Proof.** Given \( E_i \subseteq \Omega \), \( i = 1, \ldots, n \), it follows from Proposition 2.2.16 that

\[
C_H(\bigcup_{i=1}^{n} E_i) \leq \sum_{i=1}^{n} C_H(E_i).
\]

Let \( \{ O_i \}_{i=1}^{\infty} \) be open sets and \( K \) a compact set with \( K \subseteq \bigcup_{i=1}^{\infty} O_i \) so

\[
C_H(K) \leq C_H(\bigcup_{i=1}^{\infty} O_i) \leq \sum_{i=1}^{\infty} C_H(O_i) \leq \sum_{i=1}^{\infty} C_H(O_i)
\]
for some \(m\), so taking the supremum over all such \(K\) it follows that
\[
C_H(\bigcup_{i=1}^{\infty} O_i) \leq \sum_{i=1}^{\infty} C_H(O_i) \ .
\]
Finally for \(E_i \subseteq \Omega\), \(i = 1, 2, \ldots\), if
\[
C_H(E_i) = \infty \text{ for some } i , \text{ then } C_H(\bigcup_{i=1}^{\infty} E_i) = \sum_{i=1}^{\infty} C_H(E_i) .
\]
Otherwise pick \(O_i\) open such that \(E_i \subseteq O_i \subseteq \Omega\) and \(C_H(O_i) \leq C_H(E_i) + \epsilon 2^{-i}\)
so
\[
C_H(\bigcup_{i=1}^{\infty} E_i) \leq C_H(\bigcup_{i=1}^{\infty} O_i) \leq \sum_{i=1}^{\infty} C_H(O_i) \leq \epsilon + \sum_{i=1}^{\infty} C_H(E_i)
\]
and letting \(\epsilon \to 0\) gives the result. 

Propositions 2.2.18 and 2.2.19 will be used to motivate the definition of quasicontinuity.

2.2.18 Proposition. If \(\phi \in H\), then
\[
C_H(\{ |\phi| > \lambda \}) \leq \frac{2}{\lambda^p} \int |\nabla \phi|^p \ d\nu
\]
for all \(\lambda > 0\).

Remark. Using a smoothing of the absolute value function the coefficient 2 may be replaced by 1.

Proof. If \(K \subseteq \{ \phi > \lambda \}\) and \(K\) is compact, then \(\frac{\phi}{\lambda} \geq 1\) on \(K\), so
\[
C_H(K) \leq \frac{1}{\lambda^p} \int |\nabla \phi|^p \ d\nu ,
\]
therefore taking the supremum over all such \(K\) gives \(C_H(\{ \phi > \lambda \}) \leq \frac{1}{\lambda^p} \int |\nabla \phi|^p \ d\nu \). Considering that \(\{ |\phi| > \lambda \} = \{ \phi > \lambda \} \cup \{-\phi > \lambda \}\) and using the subadditivity of \(C_H\), it is seen that Proposition 2.2.18 holds.

2.2.19 Proposition. If \(\phi_n \in H , \ n = 1, 2, \ldots\), and the \(\phi_n\) are Cauchy in \(W^{1,p}(\Omega)\), then a subsequence of the \(\phi_n\) converges uniformly off
open sets of arbitrarily small $C_H$ capacity.

If $H = C_0(\Omega)$, $\{\phi_n\}_{n=1}^\infty$ are Cauchy in $W^{1,p}_\text{loc}(\Omega)$ and either $|\phi_n| \leq M$ $\forall n$ or $\|\phi_n\|_{L^p(\Omega)} \leq \omega$, then there is a subsequence $\{n_i\}$ and there are open sets of arbitrarily small $C_H$ capacity off of which the $\phi_{n_i}$ converges uniformly on compact sets. In any of these cases a subsequence of the $\phi_n$ converges pointwise off a set of $C_H$ capacity zero.

Proof. Choose $n_1$ iteratively so that $n_1 < n_{i+1}$ and $\|\phi_{n_1} - \phi_{n_m}\|_{L^1} \leq 2^{-(i+2)(p+1)}$ for all $m > n_1$. Let $E_i = \{|\phi_{n_i} - \phi_{n_{i+1}}| > 2^{-(i+2)}\}$

so that by Proposition 2.2.18 it follows that $C_H(E_i) \leq 2^{-(i+1)}$ and so $C_H(\bigcup E_i) \leq 2^m$ for all $m > 0$. If $x \in \Omega - \bigcup E_i$, then

$$\sum_{k=m}^{i-1} |\phi_{n_k}(x) - \phi_{n_{k+1}}(x)| \leq 2^{-m}$$

for $i > m$ and so the $\phi_{n_i}$ converge uniformly off the open set $\bigcup E_i$ which has capacity $2^{-n}$.

If $H = C_0^\infty(\Omega)$ and $\{\phi_n\}_{n=1}^\infty$ is Cauchy in $W^{1,p}_\text{loc}(\Omega)$, then pick $K_1 \subseteq \Omega$ compact such that $K_i \subseteq \text{interior } K_{i+1}$ and $\bigcup K_i = \Omega$ and choose $n_1 \in C_0^\infty(\text{interior } K_{i+1})$ so that $n_1 = 1$ on $K_1$. Also choose a subsequence $n_i$ so that the $\phi_{n_i}$ converge $\omega$ almost everywhere (and so $\nu$ almost everywhere since $\nu$ is assumed absolutely continuous with respect to $\omega$) so that

$$\int |n_i \phi_{n_j} - n_i \phi_{n_k}|^p \, d\omega \leq c \int_{K_{i+1}} |\phi_{n_j} - \phi_{n_k}|^p \, d\omega \to 0$$

as $j, k \to \infty$, and
\[
\int |\nabla (n_i \phi_{n_j}) - \nabla (n_i \phi_{n_k})|^p \, dv \\
\leq \int |(n_i \phi_{n_j} - \phi_{n_k})|^p \, dv + c \int_{K_{i+1}} |\nabla \phi_{n_j} - \nabla \phi_{n_k}|^p \, dv + 0
\]
as \(j, k \to \infty\) if \(|\phi_{n_j}| \leq M\) or if \(v \leq \omega\). Therefore \(\{n_i \phi_{n_j}\}_{j=1}^\infty\) is Cauchy in \(W^{1,p}(\Omega)\) and so by the first part of Proposition 2.2.19 sub-sequences \(n_{1,j}\) can be chosen iteratively so that \(\{n_{1,j}\}\) is a subsequence of \(\{n_{i-1,j}\}\), and \(\{n_i \phi_{n_{1,j}}\}_{j=1}^\infty\) converges uniformly on \(K_1 - G_1\), where \(G_1\) is an open set with \(C_H(G_1) < 2^{-(i+1)}\). Let \(F_k = \bigcup_{i \geq k} G_i\) so \(C_H(F_k) \leq 2^{-k}\) and the diagonalized sequence \(\phi_{n_{1,j}}\) converges uniformly on any compact sub-set \(K\) of \(\Omega - F_k\) since \(K\) must lie in \(K_i\) for some \(i\).

2.2.20 Definition. If a property holds everywhere except possibly on a set of \(C_H\) capacity zero, where \(H = C^0_0(\Omega)\), then it is said to hold quasi-everywhere. If \(u \in W^{1,p}_0(\Omega)\) and there exists a sequence \(\phi_n \in C^0_0(\Omega)\) such that \(\phi_n \to u\) in \(W^{1,p}_0(\Omega)\) and \(\phi_n \to u\) pointwise quasi-everywhere, then it is said that \(u\) is quasi-continuous. If \(u \in W^{1,p}_{10c}(\Omega)\) and there exist \(\phi_n \in C^0(\Omega)\) such that \(\phi_n \to u\) in \(W^{1,p}_{10c}(\Omega)\), then it is said that \(u\) is locally quasi-continuous.
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2.2.21 Proposition

(2.2.22) If \( u \in W_0^{1,p}(\Omega) \), then \( u \) can be redefined \( \omega \) almost everywhere so as to be quasicontinuous.

(2.2.23) If \( u \) is quasicontinuous, then \( u \) is continuous off open sets of arbitrarily small \( C_H \) capacity for \( H = C_0^\infty(\Omega) \) and if \( \phi_n \in C_0^\infty(\Omega) \) and \( \phi_n + u \) in \( W^{1,p}_0(\Omega) \), then \( \phi_n + u \) pointwise quasieverywhere for some subsequence \( \{n_i\} \).

(2.2.24) If either \( u \) is bounded or \( v \leq \omega \), then (2.2.22) and (2.2.23) hold for \( u \in W^{1,p}_0(\Omega) \) and \( \psi_n \in C^\infty(\Omega) \) if quasicontinuity is replaced by local quasicontinuity.

Remark. The conditions \( u \) bounded and \( v \leq \omega \) in Propositions 2.2.19 and 2.2.21 are actually needed only near the boundary of \( \Omega \).

Proof. Given \( u \in W^{1,p}_0(\Omega) \), there exist \( \psi_n \in C_0^\infty(\Omega) \) such that \( \psi_n + u \) in \( W^{1,p}_0(\Omega) \). Using Proposition 2.2.19 a subsequence \( \{n_i\} \) may be chosen such that \( \psi_{n_i} \) converges pointwise quasieverywhere as well as \( \omega \) almost everywhere so \( u \) can be redefined on a set of \( \omega \) measure zero to equal \( \lim_{n \to n_i} \psi_n(x) \), where it exists, and so is quasicontinuous.

If \( u \) is quasicontinuous, then there exist \( \psi_n \in C_0^\infty(\Omega) \) such that \( \psi_n + u \) in \( W^{1,p}_0(\Omega) \) and pointwise off a set \( E \), where \( C_H(E) = 0 \), and \( H = C_0^\infty(\Omega) \). By Proposition 2.2.19, there exists a subsequence \( \{n_i\} \) such that \( \psi_{n_i} \) converge uniformly off open sets \( G_j \) with \( C_H(G_j) < \varepsilon_j \) and \( \varepsilon_j \to 0 \). Choose \( 0_j \) open such that \( E \subseteq 0_j \subseteq \Omega \) and \( C_H(0_j) < \varepsilon_j \) so
\( \psi_{n_1} \rightarrow u \) uniformly off \( G_j \cup O_j \) and \( C_H(G_j \cup O_j) < 2\varepsilon_j \). Therefore \( u \) is continuous off open sets of arbitrarily small \( C_H \) capacity.

If \( \phi_n \in C_0^\infty(\Omega) \) and \( \phi_n \rightarrow u \) in \( W_0^{1,p}(\Omega) \), then \( \phi_n - \psi_n \rightarrow 0 \) in \( W_0^{1,p}(\Omega) \) and by Proposition 2.2.19 \( \phi_{n_1} - \psi_{n_1} \rightarrow 0 \) quasieverywhere for some subsequence \( \{n_1\} \). \( \psi_{n_1} \rightarrow u \) quasieverywhere so it is now clear that \( \phi_{n_1} \rightarrow u \) quasieverywhere.

The proofs above go over to the \( W_0^{1,p}(\Omega) \) case with minor changes as in the proof of 2.2.19. \( \Box \)

It is useful to know that there exist extremal functions where the infimum in the definition of \( C_H^i \) is achieved. To accomplish this a vector-valued form of the Clarkson inequalities is needed.

2.2.25 Lemma. Suppose \((M,F,\nu)\) is a measure space and \( H \) a real Hilbert space with norm \( \| \cdot \| \). If \( f, g \) are \( H \)-valued functions on \( M \) with \( \| f \|, \| g \|, \| f+g \|, \| f-g \|, F \) measurable, then

\[
(2.2.26) \quad \int \left( \frac{f-g}{2} \right)^P \nu + \int \left( \frac{f+g}{2} \right)^P \nu \leq \frac{1}{2} \int \| f \|^P \nu + \frac{1}{2} \int \| g \|^P \nu
\]

for \( 2 \leq p < \infty \), and

\[
(2.2.27) \quad \left( \int \left( \frac{f-g}{2} \right)^P \nu \right)^{\frac{1}{p-1}} + \left( \int \left( \frac{f+g}{2} \right)^P \nu \right)^{\frac{1}{p-1}} \leq \left( \frac{1}{2} \int \| f \|^P \nu + \frac{1}{2} \int \| g \|^P \nu \right)^{\frac{1}{p-1}}
\]

for \( 1 < p \leq 2 \).
Proof. Given \( u, v \in H \), let \( L \) be their span. Since the scalar field is \( \mathbb{R} \), there is a linear map \( \phi : L \to \mathbb{C} \) such that \( \|x\| = |\phi(x)| \) for \( x \in L \). Using 15.4 and 15.7 in [HS] it follows that

\[
\left| \frac{\phi(u) - \phi(v)}{2} \right|^p + \left| \frac{\phi(u) - \phi(v)}{2} \right|^p \leq \frac{1}{2} \|\phi(u)\|^p + \frac{1}{2} \|\phi(v)\|^p
\]

for \( 2 \leq p < \infty \), and

\[
\left| \frac{\phi(u) - \phi(v)}{2} \right|^{p/(p-1)} + \left| \frac{\phi(u) - \phi(v)}{2} \right|^{p/(p-1)} \leq \left( \frac{1}{2} \|\phi(u)\|^p + \frac{1}{2} \|\phi(v)\|^p \right)^{1/(p-1)}
\]

for \( 1 < p \leq 2 \).

Using linearity of \( \phi \) and \( \|x\| = |\phi(x)| \) and letting \( u = f, v = g \)
leads to

\[
\left| \frac{f+g}{2} \right|^p + \left| \frac{f-g}{2} \right|^p \leq \frac{1}{2} \|f\|^p + \frac{1}{2} \|g\|^p
\]

for \( 2 \leq p < \infty \), and

\[
\left| \frac{f+g}{2} \right|^{p/(p-1)} + \left| \frac{f-g}{2} \right|^{p/(p-1)} \leq \left( \frac{1}{2} \|f\|^p + \frac{1}{2} \|g\|^p \right)^{1/(p-1)}
\]

for \( 1 < p \leq 2 \).

(2.2.26) follows by integration of the \( 2 \leq p < \infty \) inequality. Using Minkowski's inequality for powers between zero and one, 12.9 in [HS], it follows that
\[
\left( \int \left| \frac{f + g}{2} \right|^p \, dv \right)^{1/(p-1)} + \left( \int \left| \frac{f - g}{2} \right|^p \, dv \right)^{1/(p-1)}
\leq \left( \int \left( \frac{1}{2} |f|^p + \frac{1}{2} |g|^p \right) \, dv \right)^{1/p}
\]

from above, and so (2.2.27) holds. ■

2.2.28 Proposition. If \( H = C^0_0(\Omega) \), \( E \subseteq \Omega \), and the inequality

\[(2.2.29) \quad \int |\phi|^p \, dv \leq c \int |\nabla \phi|^p \, dv
\]

holds for all \( \phi \in C^0_0(\Omega) \), then:

\[(2.2.30) \quad C_H(E) = \inf \left\{ \int |\nabla u|^p \, dv : u \in W^{1,p}_0(\Omega), \right. \]

\[\left. \quad u \geq 1 \text{ on } E \text{ quasieverywhere,} \right.

\[\left. \quad \text{and } u \text{ is quasicontinuous} \right\},
\]

and

\[(2.2.31) \quad C_H(\{|u| > \lambda\}) \leq \frac{2}{\lambda} \int |\nabla u|^p \, dv
\]

for all quasicontinuous \( u \in W^{1,p}_0(\Omega) \).

(2.2.32) If \( u_n \in W^{1,p}_0(\Omega) \) is quasicontinuous for \( n = 1, 2, \ldots \) and \( \{u_n\} \) is Cauchy in \( W^{1,p}_0(\Omega) \), then there exists \( u \in W^{1,p}_0(\Omega) \), \( u \) quasicontinuous and a subsequence \( \{u_{n_k}\} \) such that \( u_{n_k} \to u \) in \( W^{1,p}_0(\Omega) \)

and uniformly off open sets of arbitrarily small measure, and so
pointwise quasieverywhere as well.

(2.2.33) If \( C_H(E) < \infty \), there exists \( u \in W_0^{1,p}(\Omega) \) such that \( u \) is quasiconstant, \( 0 \leq u \leq 1 \), \( u = 1 \) everywhere on \( E \), and
\[
\int |\nabla u|^p \, d\nu = C_H(E).
\]

(2.2.34) If \((u_1,\nabla u_1)\) is an extremal in the sense that \( u_1 \in W_0^{1,p}(\Omega) \), \( u \) is quasiconstant, \( u_1 \geq 1 \) quasieverywhere on \( E \), and
\[
\int |\nabla u_1|^p \, d\nu = C_H(E), \quad \text{then } (u_1,\nabla u_1) = (u,\nabla u) \text{ in } W_0^{1,p}(\Omega), \quad \text{where}
\]
\((u,\nabla u)\) is as in 2.2.33. Also, \( u = u_1 \) quasieverywhere.

(2.2.35) If \( \Omega' \) is open and bounded, \( \Omega' \subseteq \Omega \), \( E \subseteq \Omega' \), and \( C_H(E) = 0 \) for \( H = C_0^\infty(\Omega) \), then \( C_{H'}(E) = 0 \) for \( H' = C_0^\infty(\Omega') \).
In consequence, if either \( u \) is bounded or \( v \leq c_0 \) and if
\( u \in W_0^{1,p}(\Omega) \), \( u \) locally quasiconstant and \( u|_{\Omega'} \in W_0^{1,p}(\Omega') \), then
\( u|_{\Omega'} \) is quasiconstant with respect to \( \Omega' \).

**Remarks.** If \((u,\nabla u)\) is an extremal as in 2.2.34, then \( u \) will be called a capacitary extremal of \( E \). It is clear that it is essentially unique.

The assumption of the Poincaré inequality 2.2.29 may be avoided by the use of a definition of \( W_0^{1,p}(\Omega) \) which does not require \( u \in L^p(\omega,\Omega) \) for \( u \in W_0^{1,p}(\Omega) \).
Proof of Proposition 2.2.28. As will be shown in Proposition 2.2.41, the inequality (2.2.29) implies that if $H = C_0^P(\Omega)$, then $\omega(E) \leq c^PC_H(E)$ for all Borel sets $E$. Thus any set of $C_H$ capacity zero is automatically of $\omega$ measure zero. Therefore if $u \in W^{1,p}_0(\Omega)$, then redefining it on a set of $C_H$ capacity zero will not alter the $L^p(\omega, \Omega)$ equivalence class in which it lies and so it is unchanged as an element of $W^{1,p}_0(\Omega)$. Also, if it is quasicontinuous initially, then from the definition of quasicontinuity it will remain so. This property will be used periodically throughout the rest of the section.

Given $u \in W^{1,p}_0(\Omega)$, $u$ quasicontinuous and $u \geq 1$ quasieverywhere on $E$, pick $\phi_n \in C_0^P(\Omega)$ such that $\phi_n + u$ in $W^{1,p}_0(\Omega)$ and uniformly pointwise off sets of arbitrarily small capacity. Let

$$E_{n, \delta} = \{x \in \Omega: \phi_n(x) \geq 1-\delta \text{ for all } n \geq N\},$$

so

$$C_\lambda(E_{n, \delta}) \leq \frac{1}{(1-\delta)^p} \int |\nabla \phi|^p \, d\nu \leq \frac{1}{(1-\delta)^p} \left( \int |\nabla u|^p \, d\nu + \epsilon_N \right),$$

where $\epsilon_N \to 0$ as $N \to \infty$. Since the $\phi_n$ converge uniformly to $u$ off sets of arbitrarily small capacity, there exist $F_N \subset \Omega$ such that $C_H(F_N) < \epsilon_N$, $\epsilon_N \to 0$ as $N \to \infty$, and $\{u \geq 1\} \subset E_{n, \delta} \cup F_N$. As a result,

$$C_H(E) \leq C_H(\{u \geq 1\}) \leq C_H(E_{n, \delta}) + C_H(F_N) \leq \frac{1}{(1-\delta)^p} \left( \int |\nabla u|^p \, d\nu + \epsilon_N \right) + \epsilon'_N.$$
Let \( n \to \infty \) and then \( \delta \to 0 \) to get \( C_H(E) \leq \int |\nabla u|^p \; dv \). Given \( \epsilon > 0 \), pick \( O \) open, \( E \subset O \) such that \( C_H(O) \leq C_H(E) + \epsilon \). Choose \( K_n \) compact, \( K_n \supset O \) such that \( C(K_n) + C(O) \) and \( \phi_n \in C^\infty_0(\Omega) \) such that \( \phi_n \equiv 1 \) on \( K_n \) and \( \int |\nabla \phi_n|^p \; dv \leq C_H(K_n) + 2^{-n} \).

(2.2.36) By Lemma 2.2.25, using \( H = \mathbb{R}^d \), it follows that

\[
\left( \int \left| \frac{\nabla \phi_n - \nabla \phi_m}{2} \right|^p \, dv \right)^{1/(p-1)} + \left( \int \left| \frac{\nabla \phi_n + \nabla \phi_m}{2} \right|^p \, dv \right)^{1/(p-1)}
\leq \left( \frac{1}{2} \int |\nabla \phi_n|^p \, dv + \frac{1}{2} \int |\nabla \phi_m|^p \, dv \right)^{1/(p-1)} \quad \text{for } 1 < p \leq 2 .
\]

\( \frac{\phi_n + \phi_m}{2} \equiv 1 \) on \( K_{n,m} \), where \( n,m = \min(n,m) \), so \( C_H(K_{n,m}) \leq \int \left| \frac{\nabla \phi_n + \nabla \phi_m}{2} \right|^p \, dv \). Using this inequality on the above and then taking the \( \limsup \), recalling that \( C(K_n) \to C(O) \), it follows that

\[
\limsup_{n,m \to \infty} \left( \int \left| \frac{\nabla \phi_n - \nabla \phi_m}{2} \right|^p \, dv + C_H(O) \right) \leq C_H(O)
\]

for \( p \geq 2 \). A similar inequality holds for \( 1 < p < 2 \) so the \( \nabla \phi_n \) are Cauchy in \( \frac{d}{\limsup_{K=1} L^p(\nu, \Omega)} \). The inequality (2.2.29) now implies that the \( \phi_n \)
are Cauchy in $L^P(w,\Omega)$ and so the $\phi_n$ are Cauchy in $W_0^{1,p}(\Omega)$. The $\phi_n$ converge to some $u \in W_0^{1,p}(\Omega)$ which can, by Proposition 2.2.21, be chosen such that a subsequence $\phi_{n_i}$ converges quasieverywhere to $u$, and so $u \geq 1$ quasieverywhere on $\Omega$ and $u$ is quasicontinuous.

In addition,

$$\int |\nabla u|^p \, dv = \lim_{n \to \infty} \int |\nabla \phi_n|^p \, dv \leq \lim_{n \to \infty} \left( C_H(K_n) + 2^{-n} \right) = C_H(\emptyset) \leq C_H(E) + \epsilon,$$

and so (2.2.30) is established. □

Proof of (2.2.31). Using (2.2.30) and arguing as in Proposition 2.2.18, it follows that $C_H(\{|u| > \lambda\}) \leq \frac{2}{\lambda^p} \int |\nabla u|^p \, dv$ for all quasicontinuous $u \in W_0^{1,p}(\Omega)$. □

Proof of (2.2.32). Proceeding as in the first part of Proposition 2.2.19 implies that a subsequence of the $u_n$ converges uniformly off sets of arbitrarily small capacity. Since the capacity of a set $E$ can be approximated arbitrarily closely by capacities of open sets containing $E$, it follows that the exceptional sets above may be taken to be open. Let $u$ be the $W_0^{1,p}(\Omega)$ limit of the $u_n$. Redefine it on a set of $\omega$ measure zero as in (2.2.22) so that $u_n \to u$ quasieverywhere. Arguing as in the last part of (2.2.23) with $\phi_n$ a sequence in $C_0^\infty(\Omega)$ such that $\phi_n \to u$ in $W_0^{1,p}(\Omega)$, it follows that $u$ is quasicontinuous. □
Proof of (2.2.33). Given $E \subseteq \Omega$, it can be seen from (2.2.30) that there exist quasicontinuous $u_n \in W^{1,p}_0(\Omega)$ such that $u_n \geq 1$ quasieverywhere on $E$ and

$$C_H(E) \leq \int |\nabla u_n|^p \, dv \leq C_H(E) + \varepsilon_n, \quad \varepsilon_n \to 0 \text{ as } n \to \infty.$$  

Using Clarkson's inequalities as before, it follows that the $u_n$ are Cauchy and therefore by (2.2.32) there exists $u \in W^{1,p}_0(\Omega)$ quasicontinuous and a subsequence $\{n_i\}$ such that $u_{n_i} + u$ in $W^{1,p}_0(\Omega)$ and point-wise quasieverywhere, so $\int |\nabla u|^p \, dv = C_H(E)$ and $u \geq 1$ quasieverywhere on $E$. Use 2.2.5 with $h_{0,1}$ to show that $(h_{0,1}(u), x_{(0<u<1)} \nabla u) \in W^{1,p}_0(\Omega)$. It is also clear from the proof of 2.2.5 that $h_{0,1}(u)$ is quasicontinuous. Also

$$\int |x_{(0<u<1)} \nabla u|^p \, dv \leq \int |\nabla u|^p \, dv \leq C_H(E),$$

but $C_H(E) \leq \int |x_{(0<u<1)} \nabla u|^p \, dv$ from (2.2.30), so equality holds and $h_{0,1}(u)$ is the required extremal after redefined on a set of capacity zero. 

Proof of (2.2.34). Clarkson's inequalities imply that $\int |\nabla u_1 - \nabla u|^p \, dv = 0$ and the inequality $\int \phi^p \, dv \leq c \int |\nabla \phi|^p \, dv$, which holds for $u_1, u$ by taking limits, then implies that $\int |u_1 - u|^p \, dv = 0$ and so $(u_1, \nabla u_1) = (u, \nabla u)$ in $W^{1,p}_0(\Omega)$. If $\phi_n \in C_0^\infty(\Omega)$ and $\phi_n \to (u, \nabla u)$ in $W^{1,p}_0(\Omega)$, then $\phi_n + (u_1, \nabla u_1)$ in $W^{1,p}_0(\Omega)$, in which case there is a subsequence of the $\phi_n$ which converges to both $u$ and $u_1$ quasieverywhere so that $u = u_1$ quasieverywhere. 
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Proof of (2.2.35). If \( K \subseteq \Omega' \) is compact and \( C_H(K) = 0 \), then
\[
3 \phi_n \in C_0^\infty(\Omega) \text{ such that } \phi_n \geq 1 \text{ on } K \text{ and } \int |\nabla \phi_n|^P \, dv > 0 .
\]
If
\[
g(x) = \begin{cases} 
1 & x > \frac{1}{2}, \\
2x & \frac{1}{2} \leq x \leq \frac{1}{2}, \\
-1 & x < -\frac{1}{2},
\end{cases}
\]
\( \sigma \in C^\infty_0(\mathbb{R}) \), support \( \sigma \subseteq [-\frac{1}{2}, \frac{1}{2}] \), \( \sigma \geq 0 \), \( \int \sigma = 1 \), and \( \sigma(x) = \sigma(-x) \), then let \( f = \sigma * g \) so that \( |f| \leq 1 \), \( f(x) = 1 \) if \( x \geq 1 \), \( f(0) = 0 \), and \( |f'| \leq 2 \). It now follows that \( f(\phi_n) \in C^\infty_0(\Omega) \), \( f(\phi_n) = 1 \) on \( K \) and \( \int |\nabla f(\phi_n)|^P \, dv \leq 2 \int |\nabla f|^P \, dv > 0 \). An application of Clarkson's inequalities implies that \( f(\phi_n) \to 0 \) in \( W^{1,P}(\Omega) \) as in 2.2.36, and so \( f(\phi_n) \to 0 \), \( \omega \) almost everywhere.

Choose \( n \in C^\infty_0(\Omega') \), \( 0 \leq n \leq 1 \) and \( n = 1 \) on \( K \) so that \( nf(\phi_n) = 1 \) on \( K \) and
\[
\int |\nabla nf(\phi_n)|^P \, dv \leq \int |\nabla n|^P |f(\phi_n)|^P \, dv + 2 \int |\nabla f|^P \, dv \\
\to 0
\]
since \( |f(\phi_n)| \leq 1 \), \( f(\phi_n) \to 0 \), \( \omega \) almost everywhere, and \( \nabla \) is absolutely continuous to \( \omega \). It is now clear that \( C_{H'}(K) = 0 \). If \( E \subseteq \Omega' \) and \( C_{H'}(E) = 0 \), then \( C_{H'}(K) = C_H(K) = 0 \) for all \( K \subseteq E \), \( K \) compact but then the capaciability of \( C_{H'} \), as in Proposition 2.2.15 implies that \( C_{H'}(E) = 0 \).

Suppose \( u \in W_0^{1,P}(\Omega) \), \( u \) locally quasicontinuous and \( u|_{\Omega'} \in W_0^{1,P}(\Omega') \). Choose \( \{\phi_n\} \), \( \phi_n \in C^\infty(\Omega) \) such that \( \phi_n \to u \) in
\( W^{1,p}_{\text{loc}}(\Omega) \) and pointwise quasieverywhere and \( \{ \psi_n \} \), \( \psi_n \in C^\infty_0(\Omega') \) such that \( \psi_n + u \big|_{\Omega'} \) in \( W^{1,p}_{\text{loc}}(\Omega') \) and pointwise quasieverywhere. \( \Omega' \) is compact since \( \Omega' \) is bounded so \( \phi_n \big|_{\Omega'} \to u \big|_{\Omega'} \) in \( W^{1,p}(\Omega') \) and from the above \( \phi_n \big|_{\Omega'} \to u \big|_{\Omega'} \), \( \Omega' \) - quasieverywhere, but then \( u \big|_{\Omega'} \) is \( \Omega' \) - locally quasicontinuous. By (2.2.24) it now follows that \( \psi_n + u \big|_{\Omega'} \), \( \Omega' \) - quasieverywhere, and so \( u \big|_{\Omega'} \) is \( \Omega' \) - quasicontinuous.

The set function \( \tilde{c}_{\tilde{H},p} \) defined in Section 2.1.0 is unfortunately not subadditive, even in the case of Lebesgue measure, though it can be redefined, as \( C_{\tilde{H},p} \) has been, to give a more natural measure of non-compact sets. If \( \Omega' \) is open, \( \tilde{\Omega}' \subseteq \Omega \), \( \omega(\Omega) < \infty \), \( \lambda \) is a positive Borel measure with \( \lambda(\Omega') = 1 \) and \( \tilde{\eta} \) is a subset of \( C_0^\infty(\Omega) \big|_{\Omega'} \), closed under addition, and under composition with \( C^\infty(\mathbb{R}) \) functions having bounded derivative, then let

\[
\tilde{c}_{\tilde{H}}^*(K) = \inf \left\{ \int_{\Omega'} |D\phi|^p \, d\nu : \phi \in \tilde{\eta}, \phi \geq 1 \text{ on } K, \text{ and } \int_{\Omega'} \phi \, d\lambda = 0 \right\}
\]

for all sets \( K \), \( K = K' \cap \Omega' \) for some compact \( K' \subseteq \Omega \),

\[
\tilde{c}_\tilde{H}(O) = \sup \{ \tilde{c}_{\tilde{H}}^*(K) : K = K' \cap \Omega' \text{ for some compact } K' \subseteq \Omega \text{ and } K \subseteq O \}
\]

and

\[
\tilde{c}_\tilde{H}(E) = \inf \{ \tilde{c}_\tilde{H}(O) : O \text{ is open, } E \subseteq O \subseteq \Omega' \}
\]

for all \( E \subseteq \Omega' \).

**2.2.37 Proposition.** \( \tilde{c}_\tilde{H}(E) = \tilde{c}_\tilde{H}(E) \) if \( E \) is open or \( E = K \cap \Omega' \) for some compact \( K \subseteq \Omega \).
Proof. The proof is virtually identical to that of Proposition 2.2.14 but with compact sets replaced by the intersections with $\Omega'$ of compact subsets of $\Omega$. $
abla$

2.2.38 Proposition. Assume $\lambda \leq c\omega$, $\nu \leq c\omega$, and

\begin{equation}
\int |\phi - \int \phi \, d\lambda| \omega \leq c \int |\nabla \phi|^p \, d\nu
\end{equation}

for all $\phi \in \mathcal{H}$.

If $K = K' \cap \Omega'$ with $K' \subseteq \Omega$ compact and $c_\nu(K) < \infty$, then there exists $u \in W^{1,p}(\Omega)$ such that $u$ is locally quasicontinuous, $\int u \, d\lambda = 0$, $u \geq 1$ quasieverywhere on $K$, and $\int |\nabla u|^p \, d\nu = c_\nu(K)$.

Proof. Choose $\phi_n \in \mathcal{H}$ such that $\phi_n \geq 1$ on $K$, $\int \phi_n \, d\lambda = 0$, and $\int |\nabla \phi_n|^p \, d\nu + c_\nu(K)$. Use Clarkson's inequalities as in 2.2.36 to show that the $\nabla \phi_n$ are Cauchy in $\Pi_{K=1}^{d} L^p(\nu, \Omega)$. Inequality (2.2.39) then implies that the $\phi_n$ are Cauchy in $L^p(\omega, \Omega)$ so the $\phi_n$ converge in $W^{1,p}(\Omega)$ to some $u$ which can be chosen locally quasicontinuous by (2.2.24), in which case for some subsequence $\{n_i\}$ the $\phi_{n_i} \rightarrow u$ pointwise quasieverywhere and $u \geq 1$ quasieverywhere on $K$. Since $\lambda \leq c\omega$, it follows that the $\phi_n$ converge to $u$ in $L^1(\lambda, \Omega)$ so that $\int u \, d\lambda = 0$. Finally, $\int |\nabla u|^p \, d\nu = c_\nu(K)$ since $\int |\nabla \phi_n|^p \, d\nu \rightarrow c_\nu(K)$. $
abla$

Sobolev Inequalities. The characterizations of the weights for the two inequalities (2.1.4) and (2.1.15) will be translated into the present setting, (2.2.42) and (2.2.46), and weights of the form $dist^\sigma(x,K)$ will be shown to be admissible.
A number of sufficient conditions for special cases of (2.2.42) and (2.2.46) appear in the literature. The condition on \( \omega, \nu \) assumed in [K], [MS], and [TI] is fairly strict. A result of Muckenhoupt and Wheeden [MW] introduces a less strict condition but the resultant inequalities are not useful here, since they assume that the density of \( \nu \) is a fixed power of the density of \( \omega \). Welland [W] has given a simplified proof of this result, the methods of which (along with the Besicovitch covering lemma [GI]) can easily be adapted to yield suitable inequalities if \( \omega, \nu \) satisfy a condition of the form

\[
\left( \int_B \omega(x) \, dx \right)^{1/q^*} \left( \int_B \nu(x)^{-1/(p^*-1)} \, dx \right)^{(p^*-1)/p^*} \leq c |B|^{(1-1/n)+\epsilon}
\]

for all balls \( B \subseteq \Omega \), \( \Omega \) a bounded open set and for some \( \epsilon > 0 \), \( p^* < p \), and \( q^* = p^* \frac{q}{p} \). If \( \omega = \nu \), then this includes the \( A_p \) weights [M1]. The assertion above will not be put into rigorous form and proven since it departs from the general direction of these notes. The fact that \( A_p \) weights are admissible for the appropriate Sobolev inequalities was also recognized by E.B. Fabes, C.E. Kenig and R.P. Serapioni [FKS] independently and at the same time as by the present author. The use of fractional integrals in this approach turns out to be too crude to allow a characterization of the weights needed for the Sobolev inequality (2.2.42) and (2.2.46), since it annihilates important geometric properties of certain classes of weights. A simple example is provided by the weights \( \omega(x) = \nu(x) = |x|^\alpha \) in \( \Omega = B(0,1) \). The condition assumed in [K] forces \(-\min(p,n) < \alpha < \min(p,n(p-1))\), while altering the methods of [MW] and [W] allows \(-n < \alpha < (p-1)n \) and the present methods allow \(-n < \alpha < \infty \).
It will be assumed in Lemma 2.2.40 and Theorem 2.2.41 that
\[ H = C_0^\infty(\Omega) \text{ and } \tilde{H} = C_0^\infty(\Omega)|_{\Omega'}, \text{ where } \Omega' \text{ is open, } \overline{\Omega'} \subseteq \Omega. \]

**2.2.40 Lemma.** If \( K \subseteq \Omega \) is compact, then \( \exists K_n \subseteq \Omega \) such that \( K_n = \{ \phi \geq 1 \} \) for some \( \phi_n \in C_0^\infty(\Omega) \), \( K \subseteq K_n \), \( \forall K_n \) is \( C^\infty \) and \( C_H(K_n) + C_H(K) \).

If \( K \subseteq \Omega' \), \( K = K' \cap \Omega \) for some compact set \( K' \subseteq \Omega \), then
\[ \exists K_n' \subseteq \Omega \text{ such that } K_n' = \{ \phi_n' \geq 1 \} \text{ for some } \phi_n' \in C_0^\infty(\Omega), \quad \forall K_n' \text{ is } C^\infty, \]
\( K \subseteq K_n' \), and \( \tilde{c}_H(K_n' \cap \Omega') \subseteq \tilde{c}_H(K) \).

**Proof.** Let \( K \subseteq \Omega \) be compact. Given \( \varepsilon > 0 \), choose \( \phi \in C_0^\infty(\Omega) \) such that \( \phi \geq 1 \) on \( K \) and \( \int |\nabla \phi|^P \, d\nu \leq C_H(K) + \varepsilon \). By the Morse-Sard theorem \( \{ |\nabla \phi| = 0 \} \cap \{ \phi = t \} = \emptyset \) for almost all \( t \in \mathbb{R} \). Choose one such \( t_0 \) with \( 1 - \varepsilon \leq t_0 \leq 1 \) so that \( \{ \phi \geq t_0 \} \) is a compact set with smooth boundary, \( K \subseteq \{ \phi \geq t_0 \} \) and
\[
C_H(\{ \phi \geq t_0 \}) \leq \frac{1}{1-\varepsilon} \int |\nabla \phi|^P \, d\nu \leq \frac{1}{1-\varepsilon} (C_H(K) + \varepsilon). 
\]

Sequences \( K_n, \phi_n \) can now be easily chosen.

If \( K \subseteq \Omega' \), \( K = K' \cap \Omega' \) for some compact set \( K' \subseteq \Omega \), then argue as above with \( \phi \) chosen so that \( \phi \geq 1 \) on \( K \), \( \int_{\Omega'} \phi \, d\lambda = 0 \) and \( \int_{\Omega'} |\nabla \phi|^P \, d\nu \leq \tilde{C}_H(K') + \varepsilon \), and with \( C_H(\{ \phi \geq t_0 \}) \) replaced by \( \tilde{C}_H(\{ \phi \geq t_0 \} \cap \Omega') \).

**2.2.41 Theorem.** If \( 1 \leq p \leq q < \infty \), then
\[
(\int |u|^q \, d\omega)^{1/q} \leq c_H(\int |\nabla u|^P \, d\nu)^{1/p}
\]
for some $c_1 > 0$ and all $u \in C_0^\infty(\Omega)$ iff

$$\omega^{1/q}(K) \leq b_1 C_\partial^{1/p}(K)$$  \hspace{1cm} (2.2.43)$$

for some $b_1 > 0$ and all compact sets $K \subseteq \Omega$ with $C^\infty$ boundary iff

$$\omega^{1/q}(E) \leq b_1 C_\partial^{1/p}(E)$$ \hspace{1cm} (2.2.44)$$

for some $b_1 > 0$ and all Borel measurable sets $E \subseteq \Omega$.

If $p = 1$ and $\nu$ is absolutely continuous with respect to Lebesgue measure on $\Omega$ with density $\tilde{\nu} \in L^1(\Omega)$, then (2.2.42) holds iff

$$\omega^{1/q}(K) \leq b_1 \liminf_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta} \tilde{\nu} \, dx$$ \hspace{1cm} (2.2.45)$$

for some $b_1 > 0$ and all compact sets $K$ with $C^\infty$ boundary, where

$C_\delta = \{x \in \Omega-K: \text{dist}(x,K) \leq \delta\}$.

If $\tilde{\nu}$ is continuous, then this reduces to $\omega^{1/q}(K) \leq b_1 \int_{3K} \tilde{\nu} \, dH^{n-1}$.

If $\omega(\Omega') = \infty$, $\lambda(\Omega') = 1$ and $1 \leq p \leq q < \infty$, then

$$\left(\int_{\Omega'} |u - \int_{\Omega'} u \, dx|^q \, d\omega\right)^{1/q} \leq c_2 \left(\int_{\Omega'} |\nabla u|^q \, d\nu\right)^{1/p}$$ \hspace{1cm} (2.2.46)$$

for some $c_2 > 0$ and for all $u \in C_0^\infty(\Omega)|_{\Omega'}$, iff

$$\omega^{1/q}(K) \leq b_2 C_\partial^{1/p}(K)$$ \hspace{1cm} (2.2.47)$$

for some $b_2 > 0$ and all $K \subseteq \Omega$ such that $K = K' \cap \Omega$ for some compact set $K' \subseteq \Omega$. 
iff

\( \omega^{1/q}(E) \leq b_2 \frac{c_1}{p} \)  

for some \( b_2 > 0 \) and all Borel measurable sets \( E \in \Omega' \).

If \( p = 1 \) and \( \nu \) is absolutely continuous with density \( \tilde{\nu} \in L^1(\Omega') \), then (2.2.46) holds iff

\[ \omega^{1/q}(K) \lambda(\Omega' - K) \leq b_2 \limsup_{\delta \to 0} \frac{1}{\delta} \int_{C_\delta} \tilde{\nu} \, dx \]

for some \( b_2 > 0 \) and all \( K \in \Omega' \) such that \( K = K' \cap \Omega' \) for some compact set \( K' \in \Omega' \), and where \( C_\delta = \{ x \in \Omega' - K : \text{dist}(x, K) \leq \delta \} \).

If \( c_1, b_1, c_2, b_2 \), are chosen as small as possible, then \( b_1 \leq c_1 \leq p^{1/q} \frac{1}{p'}, b_1 \) and \( b_2 \leq c_2 \leq 2p^{1/q} \frac{1}{p'} b_2 \).

**Proof.** Consider Theorem 2.1.7. It is claimed that (2.1.9), (2.2.43), and (2.2.44) are all equivalent. It is clear that (2.2.44) implies both (2.1.9) and (2.2.43). (2.2.44) follows from each of these in a similar manner so only one implication will be done explicitly. Assume (2.1.9).

Given a compact set \( K \in \Omega' \), Lemma 2.2.40 supplies a sequence \( \{K_n\} \) of compact sets of the type considered in 2.2.40 such that \( \omega^{1/q}(K) \leq \omega^{1/q}(K_n) \leq b_1 \frac{c_1}{p} (K_n) + b_1 \frac{c_1}{p}(K) \). Given a Borel set \( E \in \Omega' \), use the regularity of \( \omega \) to choose a sequence of compact sets \( K_n' \) such that \( K_n' \subseteq E \) and \( \omega(K_n') = \omega(E) \), so

\[ \omega^{1/q}(E) = \lim_{n \to \infty} \omega^{1/q}(K_n) \leq b_1 \limsup_{n \to \infty} c_1(K_n) \leq b_1 c_1(E) \]

and (2.2.44) is verified.

The equivalence of (2.2.42) and (2.2.45) now follows directly from Theorem 2.1.22.
The second half of the theorem follows in a similar manner to the first using Theorem 2.1.17 instead of 2.1.7. □

It will be shown in Theorem 2.2.56 that weights of the form \( \text{dist}^\alpha(x,K) \) admit Sobolev inequalities of the type (2.2.42) and (2.2.46). These will be used in Chapter 3 to demonstrate the Holder continuity of solutions of certain differential equations which have these weights as degeneracies.

It will first be shown that two weighted isoperimetric inequalities hold under the conditions (2.2.51), (2.2.52), and (2.2.53). The rather technical verification of these conditions for specific geometries is left to the proof of Theorem 2.2.56.

Let \( \omega, \nu \) be nonnegative Borel functions defined everywhere on \( \mathbb{B}(x_0, 2\hat{R}_0) \subseteq \mathbb{R}^d \), \( d \geq 2 \). For each \( r, 0 < r \leq 2\hat{R}_0 \), let \( C_r \) and \( D_r \) be Borel measurable subsets of \( \mathbb{B}(x_0, 2\hat{R}_0) \). \( C_r \) will correspond to sets where \( \nu \) is "small" and \( D_r \) to sets where \( \omega \) is "large". Finally, let \( P_z \) be the projection of \( \mathbb{R}^d \) onto the hyperplane \( \{ x \in \mathbb{R}^d : x \cdot z = 0 \} \), \( z \in \mathbb{R}^d, z \neq 0 \), \( P_z(\mathbb{R}^d) \) will sometimes be casually identified with \( \mathbb{R}^{d-1} \).

\( a(d) \) will be the \( d \)-dimensional measure of the unit ball in \( \mathbb{R}^d \).

2.2.50 Proposition. Assume that the following conditions hold for all \( B(x,r) \subseteq B(x_0,2\hat{R}_0) \) and \( z \in \mathbb{R}^d, z \neq 0 \).

\[
\begin{align*}
(2.2.51) & \quad H^{d-1}(P_z(C_r \cap B(x,r))) \leq \frac{a(d)}{2^{5d+4}} r^{d-1}, \\
(2.2.52) & \quad \omega(B(x,r)) \leq c_1 \omega(B(x,r) - D_r), \\
(2.2.53) & \quad \max_{B(x,r) - D_r} \omega \leq c_2 \min_{B(x,r) - C_r} \nu \left| B(x,r) \right|^{(d-1)/d} \left( \frac{1}{q} \right)^{1/q} \\
& \quad \text{and} \quad \min_{B(x,r) - C_r} \nu \left| B(x,r) \right|^{(d-1)/d} \left( \frac{1}{q} \right)^{1/q} 
\end{align*}
\]
for some $q \geq 1$ and $c_1$, $c_2$ independent of $r$, $x$, $z$, then there exists a constant $c(d)$ such that

(2.2.54) If $X$ is open and $|B(x_0, R_0) - X| = \frac{1}{2} |B(x_0, R_0)|$, then

$$\omega^{1/q}(X \cap B(x_0, R_0)) \leq c(d) c_1^{1/q} c_2 \nu_{d-1}(\partial X \cap B(x_0, R_0)).$$

(2.2.55) If $X$ is open and $X \subseteq B(x_0, R_0)$, then

$$\omega^{1/q}(X) \leq c(d) c_1^{1/q} c_2 \nu_{d-1}(\partial X),$$

where $\omega(E) = \int_E \omega$ and $\nu_{d-1}(E) = \int_E \nu dH^{d-1}$.

The abbreviations $\max$, $\min$ have been used instead of $\sup$ and $\inf$ to emphasize that it is the true supremum or infimum which is indicated and not the essential supremum or infimum. The proof of Proposition 2.2.50 will be deferred till later.

Suppose $K \subseteq \mathbb{R}^d$, $|\tilde{K}| = 0$, $d \geq 2$, and $\alpha, \beta \in \mathbb{R}$. Then let $\omega(x) = \text{dist}^{\alpha}(x, K)$, $\nu(x) = \text{dist}^{\beta}(x, K)$, and $A(t) = \{x \in \mathbb{R}^d : \text{dist}(x, K) \leq t\}$.

2.2.56 Theorem. If $1 \leq q \leq \frac{d}{d-1}$, $\frac{\alpha + d}{q} \geq d + \beta - 1$, and the following conditions hold for all $B(x, r) \subseteq B(x_0, R_0)$ and $z \in \mathbb{R}^d$:

(2.2.57) If $\beta > 0$, then $H^{d-1}(P_2(B(x, r) \cap A(\varepsilon_1 r))) \leq \frac{a(d)}{2^{5d+4}} r^{d-1}$ for some $\varepsilon_1$, $0 < \varepsilon_1 < \frac{1}{2}$.

(2.2.58) If $\alpha < 0$, then $\omega(B(x, r)) \leq c_1 \omega(B(x, r) - A(\varepsilon_2 r))$ for some $c_1 > 0$ and some $\varepsilon_2$, $0 < \varepsilon_2 < \frac{1}{2}$.
with \( \varepsilon_1, \varepsilon_2 \), and \( c_1 \) independent of \( r, R_0, x, z, x_0 \), then there exists a constant \( c_2 \) independent of \( x_0, R_0 \) such that

\[
(2.2.59) \quad \text{If } X \subseteq \mathbb{R}^d, \text{ then }
\omega^{1/q}(X \cap B(x_0, R_0)) \omega(B(x_0, R_0) - X)
\leq c_2 R_k^{(p/q) - 1} + 1 \omega(B(x_0, R_0)) \omega_{d-1} (X \cap B(x_0, R_0)).
\]

\[
(2.2.60) \quad \text{If } X \subseteq B(x_0, R_0), \text{ then }
\omega^{1/q}(X) \leq c_2 R_k^{(p/q) - 1} + 1 \omega (X \cap B(x_0, R_0))
\]

where \( R_k = \max(R_0, \text{dist}(x_0, K)) \).

In addition, if \( 1 \geq \frac{1}{p} > 1 - \frac{1}{q}, \frac{1}{t} = \frac{1}{p} + \frac{1}{q} - 1 \) and \( \sigma(x) = \text{dist}(x, K)^{-(p-1)} \), then there exists a constant \( c_3 \) independent of \( x_0, R_0 \) such that

\[
(2.2.61) \quad \left( \int |\phi| t \omega \right)^{1/t} \leq c_3 R_k^{(p/q) - 1} + 1 \omega (X \cap B(x_0, R_0)) \int |\nabla \phi|^{p \sigma}
\]

for all \( \phi \in C_0^\infty(B(x_0, R_0)) \).

\[
(2.2.62) \quad \left( \int |\phi - \frac{1}{|B|} \int_B \phi \omega | t \omega \right)^{1/t} \leq c_3 R_k^{(p/q) - 1} + 1 \omega (X \cap B(x_0, R_0)) \int |\nabla \phi|^{p \sigma}
\]

for all \( \phi \in C_0^\infty(B(x_0, 2R_0) | B(0, R_0)) \) and \( B = B(x_0, R_0) \).

If \( K = \bigcup_{i=1}^n M_i, M_i \) a compact \( C^2 \) manifold of co-dimension \( \gamma_i \geq 2 \), or a point \( (\gamma_i = d) \), and \( \alpha > -\gamma_i, i=1, \ldots, n \), then (2.2.57) and (2.2.58)
are satisfied for all \( x \in \mathbb{R}^d \) and \( r \in (0, \infty) \) so that (2.2.61) and (2.2.62) hold for all \( x_0, R_0 \). In addition, if \( \beta p - (p-1)\alpha > -\gamma \), then

\[
(2.2.63) \quad R_K^{(\alpha/q) - \beta} R_0^{(d/q) - d + 1} \leq c_4 \omega^{1/t(B(x_0, R_0))} \sigma^{-1/p(B(x_0, R_0))} \quad R_0
\]

for some \( c_4 \) independent of \( x_0, R_0 \).

**Remarks.** The conditions on \( \omega, \sigma \) allow \( \sigma/\omega \) to degenerate to zero on \( K \) and also \( q \) may be chosen arbitrarily close to 1 so as to allow consideration of arbitrarily large \( p \).

The assumption that \( M_1 \) is a compact manifold is not necessary but merely convenient. The conclusions of the theorem are true for much more general sets \( K \).

The specific estimate for the coefficient \( R_K^{(\alpha/q) - \beta} R_0^{(d/q) - d + 1} \) given in (2.2.63) is important since its existence will lead to a proof that solutions of certain differential equations with degeneracies of the form \( \text{dist}_d^\sigma(x, K) \) are Hölder-continuous.

It is first convenient to prove a lemma which is a generalization of a lemma of Federer [F1] which he used to provide a simple proof of an important result of Gustin [GU].

**2.2.64 Lemma.** If \( A, B \) are compact sets, \( A \cup B \) convex with diameter \( \delta \) and \( E \) is a Borel set, then
\[
\frac{|A|}{\delta^d} \frac{|B|}{\delta^d} \leq \frac{a(d)}{\delta^{d-1}} H^{d-1}((A \cap B) - E) + \frac{1}{\delta^{2d-1}} \int_{|z| \leq \delta} H^{d-1}(P_z(E)) \, dz.
\]

**Proof of Lemma 2.2.64.** If \( A, B \) are compact sets, \( A \cup B \) convex with diameter \( \delta \) and \( E \) is a Borel measurable set, then

\[
|A| |B| = \iint x_A(x) x_B(y) \, dx \, dy
\]

\[
= \iint x_A(x) x_B(x+z) \, dx \, dz
\]

\[
\leq \delta \int_{|z| \leq \delta} |\{x : x \in A, x+z \in B\}| \, dz
\]

\[
\leq \delta \int_{|z| \leq \delta} \int P_z(AnB) \, d\xi \, dz
\]

\[
\leq \delta \int_{|z| \leq \delta} H^{d-1}(P_z((AnB)) \, dz
\]

\[
\leq \delta \int_{|z| \leq \delta} H^{d-1}(P_z(((AnB) - E) \cup E)) \, dz
\]

\[
\leq \delta \int_{|z| \leq \delta} [H^{d-1}(P_z((AnB) - E)) + H^{d-1}(P_z(E))] \, dz
\]

\[
\leq a(d) \delta^d H^{d-1}((AnB) - E) + \delta \int_{|z| \leq \delta} H^{d-1}(P_z(E)) \, dz.
\]

Dividing by \( \delta^{2d} \) now gives the result. □

**Proof of Proposition 2.2.50.** Assume that (2.2.51), (2.2.52), and (2.2.53) hold and that \( X \) is open and \( |B(x_0,R_0) - X| \geq \frac{1}{2} |B(x_0,R_0)| \).

2.2.65. Given \( x \in X \cap B(x_0,R_0) \), \( 0 < r \leq 2R_0 \), such that

\[
|B(x,r) \cap B(x_0,R_0) \cap X| = \frac{1}{2} |B(x,r) \cap B(x_0,R_0)| \text{ since}
\]

\[
|B(x,r) \cap B(x_0,R_0) \cap X| \text{ is continuous in } r, \ |B(x,r) \cap B(x_0,R_0) \cap X| = |B(x,r)| = |B(x,r) \cap B(x_0,R_0)| \text{ for small } r \text{ and}
\]
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\[ |B(x,r) \cap B(x_0,R_0) \cap X| = |B(x_0,R_0) \cap X| \]
\[ = |B(x_0,R_0)| - |B(x_0,R_0) - X| \]
\[ \leq \frac{1}{2} |B(x_0,R_0)| \]
\[ = \frac{1}{2} |B(x,r) \cap B(x_0,R_0)| \]

for \( r = 2R_0 \).

Let \( r' = r(1-\varepsilon) \) and \( R'_0 = R_0(1-\varepsilon) \) for small \( \varepsilon \) so that

\[ |B(x,r') \cap B(x_0,R'_0) \cap X| = \frac{1}{2} f(\varepsilon) |B(x,r') \cap B(x_0,R'_0)| \]

where \( f(\varepsilon) \to 1 \)

as \( \varepsilon \to 0 \). Now apply (2.2.51) and Lemma 2.2.64 with \( A = B(x,r') \cap B(x_0,R'_0) \cap X \), \( B = (B(x,r') \cap B(x_0,R'_0)) - X \) and \( E = C_r \cap B(x,r') \) to get that

\[ \frac{|B(x,r') \cap B(x_0,R'_0) \cap X|}{\delta^d} \leq \frac{|B(x,r') \cap B(x_0,R'_0)| - |X|}{\delta^d} \]

\[ \leq \frac{a(d)}{\delta^{d-1}} + \frac{2(d)}{\delta^{d-1} + 1} \frac{r'^d}{\delta^{d-1}} \]

for \( \delta = \text{diam } B(x,r') \cap B(x_0,R'_0) \).

A simple calculation shows that \( \delta \leq 2r \) and

\[ |B(x,r) \cap B(x_0,R_0)| \geq a(d) \left( \frac{\min(r,R_0)}{2} \right)^d \]

\[ \geq a(d) \left( \frac{r}{4} \right)^d \]

so letting \( \varepsilon \to 0 \) it follows that
\[ \frac{|B(x,r) \cap B(x_0,R_0) \cap A|}{|B(x,r) \cap B(x_0,R_0)|} \leq \frac{2^{5d+1}}{a(d)r^{d-1}} H^{d-1}((\exists X \cap B(x,r) \cap B(x_0,R_0)) - C_r) + \frac{1}{23}, \]

and by 2.2.65, \( \frac{1}{8} \leq \frac{2^{5d+1}}{a(d)r^{d-1}} H^{d-1}((\exists X \cap B(x,r) \cap B(x_0,R_0)) - C_r) \), and

\[ |B(x,r)|^{(d-1)/d} \leq 2^{5d+1} a(d)^{-1/d} H^{d-1}((\exists X \cap B(x,r) \cap B(x_0,R_0)) - C_r). \]

Using (2.2.52) and (2.2.53), it follows that

\[ \omega^{1/q}(B(x,r)) \]

\[ \leq c_1^{1/q} \omega^{1/q}(B(x,r) - D_r) \]

\[ \leq c_1^{1/q} \max_{B(x,r)-D_r} |B(x,r)|^{1/q} \]

\[ \leq c_1^{1/q} c_2 \min_{B(x,r)-C_r} \nu |B(x,r)|^{(d-1)/d} \]

\[ \leq 2^{5d+4} a(d)^{-1/d} c_1^{1/q} c_2 \min_{B(x,r)-C_r} \nu H^{d-1}((\exists X \cap B(x,r) \cap B(x_0,R_0)) - C_r) \]

\[ \leq 2^{5d+1} a(d)^{-1/d} c_1^{1/q} c_2 \nu_{d-1}(\exists X \cap B(x,r) \cap B(x_0,R_0)) \].

Now apply the Besicovitch covering lemma [G] to find \( F_i \), \( i = 1, \ldots, m \), each \( F_i \) a collection of pairwise disjoint closed balls \( \tilde{B} \), \( B = B(x,r) \) as above, such that \( \bigcup_i F_i \) is a cover of \( X \cap B(x_0,R_0) \). Since \( m \) can be chosen to be dependent only on \( d \), it follows that \( \omega(X \cap B(x_0,R_0)) \leq m \omega(\bigcup_{B \in F_i} \tilde{B}) \) for some \( i \).

Let \( F_i = \{B(x_j,r_j)\}_j \) so that
\[
\omega^{1/q}(X \cap B(x_j, r_j)) \leq m^{1/q} \left( \sum_j \omega(B(x_j, r_j)) \right)^{1/q}
\]
\[
\leq m^{1/q} \sum_j \omega^{1/q}(B(x_j, r_j))
\]
\[
\leq m^{1/q} 2^{5d+4} a(d)^{-1/d} c_1^{1/q} c_2 \sum_j \nu_{d-1}(\exists x \in B(x_j, r_j) \cap B(x_0, R_0))
\]
\[
\leq c(d) c_1^{1/q} c_2 \nu_{d-1}(\exists x \in B(x_0, R_0))
\]
since the balls \(B(x_j, r_j)\) are pairwise disjoint.

(2.2.55) follows almost identically since given \(x \in X\), there exists an \(r\), \(0 < r \leq 2R_0\), such that \(|B(x, r) \cap X| = \frac{1}{2} |B(x, r)|\).
This is true since \(B(x, r) \subseteq X\) for small \(r\), and \(X \subseteq B(x, r)\) and \(|B(x, r) \cap X| = |X| \leq |B(x_0, R_0)| \leq \frac{1}{2} |B(x, r)|\) for \(r = 2R_0\). Lemma 2.2.64 is applied with \(A = B(x, r') \cap X\) and \(B = B(x, r') - X\). A short calculation simpler than the one above then leads to
\[
|B(x, r)|(d-1)/d \leq 2^{d+4} a(d)^{-1/d} H^{d-1}((\exists x \in B(x, r)) - C_r)
\]
and the proof is concluded as above with the exception that \(B(x_0, R_0)\) does not appear.

Proof of Theorem 2.2.56. Recall that \(A(t) = \{x \in \mathbb{R}^d : \text{dist}(x, K) \leq t\}\). Let \(C_r = A(\epsilon_1 r)\) if \(\beta > 0\) and \(C_r = \emptyset\) if \(\beta \leq 0\), and let \(D_r = A(\epsilon_2 r)\) if \(\alpha < 0\) and \(D_r = \emptyset\) if \(\alpha \geq 0\). Assumptions (2.2.51) and (2.2.52) now follow from (2.2.57) and (2.2.58). (2.2.53) is verified as follows.
There are a number of cases to consider, depending on the relative geometry of $K$ and $B(x,r)$ and the sign of $\alpha$ and $\beta$. Assume $B(x,r) \subseteq B(x_0,R_0)$, and let $r_1 = \text{dist}(x,K)$.

A. If $r < \frac{1}{2} r_1$, then $A(e_i r) \cap B(x,r) = \emptyset$, $i = 1, 2$, since $e_i < \frac{1}{2}$, and so

$$
\max_{B(x,r)-D_r} \omega = \begin{cases} 
\left( \frac{3}{2} r_1 \right)^\alpha & \alpha \geq 0 \\
\left( \frac{r_1}{2} \right)^\alpha & \alpha < 0 
\end{cases}
$$

$$
\min_{B(x,r)-C_r} \omega = \begin{cases} 
\left( \frac{3r_1}{2} \right)^\beta & \beta \leq 0 \\
\left( \frac{r_1}{2} \right)^\beta & \beta > 0 
\end{cases}
$$

B. If $r \geq \frac{r_1}{2}$, then

$$
\max_{B(x,r)-D_r} \omega = \begin{cases} 
(3r)^\alpha & \alpha \geq 0 \\
e_2 (r)^\alpha & \alpha < 0 
\end{cases}
$$

$$
\min_{B(x,r)-C_r} \omega = \begin{cases} 
(3r)^\beta & \beta \leq 0 \\
e (r)^\beta & \beta > 0 
\end{cases}
$$

The proof of (2.2.53) is virtually identical in each of the cases so only one will be done explicitly. If $\alpha < 0$, $\beta > 0$, and $r < \frac{r_1}{2}$, then
\[
\max \frac{1}{q} \omega \\
B(x,r)-D_r
\]

\[
\leq \left( \frac{1}{2} \right)^{\frac{\alpha}{q}} \left( \frac{1}{2} \right)^{\frac{\alpha}{q}} \min_{B(x,r)-C_r} \nu
\]

\[
\leq 2^{\frac{\alpha}{q}} \left( (1/d) - \frac{1}{d+1} \right)_{\min_{B(x,r)-C_r}} \nu
\]

\[
\leq c R_k^{\alpha/q} R_0^{d/q} - d+1 \min_{B(x,r)-C_r} \nu
\]

for \( R_k = \max(R_0, \text{dist}(x,K)) \).

Since (2.2.51), (2.2.52), and (2.2.53) are verified, it follows that (2.2.54) and (2.2.55) hold. It will now be shown that the assumption that \( X \) is open is superfluous. If \( \partial X \cap B(x_0,R_0) \) has positive \( d \)-dimensional measure, then (2.2.59) holds since \( |\bar{K}| = 0 \). Otherwise assume \( |\partial X \cap B(x_0,R_0)| = 0 \). Let \( X' = \text{interior} X \) in which case

\[
\partial X' \subseteq \partial X \quad \text{and} \quad |B(x_0,R_0) - X'| = |B(x_0,R_0) - X|,
\]

so if \( |B(x_0,R_0) - X| \geq \frac{1}{2} |B(x_0,R_0)| \), then

\[
(2.2.66) \quad \omega^{1/q}(X \cap B(x_0,R_0)) = \omega^{1/q}(X' \cap B(x_0,R_0))
\]

\[
\leq c R_k^{\alpha/q} R_0^{d/q} - d+1 \nu_{B(x_0,R_0)}
\]

A similar argument works for (2.2.55), in which case (2.2.60) is proven.
(2.2.59) follows directly from (2.2.66) if $|B(x_0,R_0) - X| > \frac{1}{2} |B(x_0,R_0)|$ since $\omega(B(x_0,R_0) - X) \leq \omega(B(x_0,R_0))$. If $|B(x_0,R_0) - X| \leq \frac{1}{2} |B(x_0,R_0)|$, then let $X' = B(x_0,R_0) - X$ so $|B(x_0,R_0) - X'| > \frac{1}{2} |B(x_0,R_0)|$, and (2.2.66) implies that

$$\omega^{1/q}(X' \cap B(x_0,R_0)) \leq C\, R_K^{(\alpha/q)-\beta} R_0^{(d/q)-d+1} \nu_{d-1}(\partial X' \cap B(x_0,R_0)).$$

Let $X' = \partial X$ so

$$\omega^{1/q}(X \cap B(x_0,R_0)) \omega(B(x_0,R_0) - X) \leq \omega(B(x_0,R_0)) \omega^{1/q}(B(x_0,R_0) - X) \leq C\, R_K^{(\alpha/q)-\beta} R_0^{(d/q)-d+1} \omega(B(x_0,R_0)) \nu_{d-1}(\partial X \cap B(x_0,R_0)).$$

$\omega(B(x_0,R_0)) > 0$ since $|R| = 0$, so let $\lambda = \omega/\omega(B(x_0,R_0))$. If $\nu$ were integrable, then (2.2.61) and (2.2.62) could be proven by appealing to 2.2.41, but there are interesting cases when this is not the case.

To handle these, Section 2.1.0 is used in conjunction with a direct proof of the capacitory conditions involved. It will first be proven that $\omega^{1/q}(A) \leq C\, R_K^{(\alpha/q)-\beta} R_0^{(d/q)-d+1} R_{H,1}(A)$ for all level sets $A = \{ \phi = 0 \}$, where

$$\phi \in H = C^\infty(B(x_0,2R_0)) \cap B(x_0,R_0) \quad \text{and} \quad \n \phi \in L^p(\nu),$$

in which case it will follow from Section 2.1.0 and 1.3.5 that (2.2.62) is true in the case $p = 1$ and $t = q$. It will then be shown that (2.2.62) holds in general.
Given \( A = (\phi \leq 0) \) for some \( \phi \in H \), pick \( \psi \in H \) with \( \psi \leq 0 \) on \( A \).

\[
\omega^{1/q(A)}(\{(\psi \leq t)\}) \leq \omega^{1/q(\{\psi < t\})} \lambda(B(x_0, R_0) - \{\psi < t\})
\]

\[
\leq c_2 R_0^{(d/q) - d + 1} \int_{\{\psi < t\} \cap B(x_0, R_0)} v \, dH^{d-1}
\]

for all \( t > 0 \), recalling that the domain of \( \psi \) is \( B(x_0, R_0) \). It is claimed that

\[
\int_{\{\psi < t\} \cap B(x_0, R_0)} v \, dH^{d-1} \quad \text{a.e., so using the infinite arithmetic conventions in 1.3.5 it is seen that}
\]

\[
\omega^{1/q(A)} \leq c_2 R_0^{(d/q) - d + 1} \inf_{t \in (0, \infty)} \frac{\mu_{\psi}^*(t)}{\lambda(\{(\psi \leq t)\})}
\]

Taking the infimum over all such \( \psi \) gives

\[
\omega^{1/q(A)} \leq c_2 R_0^{(d/q) - d + 1} \mathcal{R}_{H,1}(A)
\]

Theorem 1.3.5 states that \( \mathcal{R}_{H,1}(A) = \tilde{c}_{H,1}(A) \), so (2.2.61) holds by Theorem 2.1.17.

To prove the claim use the co-area formula to get that

\[
\mu_{\psi}^*(E) = \int_{\{\psi \leq t\} \cap B(x_0, R_0)} |\nabla \psi| \, v
\]

\[
= \int_{E} \int_{\{\psi < t\} \cap B(x_0, R_0)} v \, dH^{d-1} \, dt
\]

for \( E \subseteq \mathbb{R}' \). These integrals are defined and finite since \( |\nabla \psi| \in L^p(v) \) and \( v \) can be realized by a pointwise everywhere, monotone increasing limit of bounded functions. This means that
\[ \int_{B|y|nB(x_0,R_0)} v \, d\mu^{d-1} \text{ is locally integrable so that } \tilde{\mu}_\psi(t) = \int_{B|y|nB(x_0,R_0)} v \, d\mu^{d-1} \text{ a.e. as required.} \]

A similar proof, using the capacity \( K_{l,1} \), establishes (2.2.61) for the case \( p = 1 \) and \( t = q \).

To prove (2.2.62) in general it is necessary to prove the \( t = q \), \( p = 1 \) case for \( \phi \) replaced by \((\phi^+)^\alpha = \chi_{\{\phi \geq 0\}} \phi^\alpha \) for \( \alpha \geq 1 \). To do this choose a \( C^\infty \) smoothing \( (f_n^+) \) of \( f(x) = \chi_{\{x \geq 0\}} x \) such that \( f_n^+ + f \) uniformly and \( f_n^+ + \chi_{\{x \geq 0\}} \) with \( 0 \leq f_n^+ \leq \chi_{\{x \geq 0\}} \). It is clear that \( f_n^\alpha(\phi) + (\phi^+)^\alpha \) in \( L^1(\omega,\Omega) \) and \( L^q(\omega,\Omega) \) so that substituting \( f_n^\alpha(\phi) \) in (2.2.62) with \( t = q \), \( p = 1 \), and then taking limits, it follows that (2.2.62) holds with \((\phi^+)^\alpha \) instead of \( \phi \). The same is true for \((\phi^-)^\alpha = \chi_{\{\phi \geq 0\}} \phi^\alpha \).

One additional calculation is necessary. If \( a \) and \( b \) are non-negative and \( \alpha \geq 1 \), then \( |a - b|^{\alpha} \leq |a^{\alpha} - b^{\alpha}| \) since if \( \alpha \) is the largest of the two, then \( a = \theta b \) for some \( \theta \), \( 0 \leq \theta \leq 1 \), and

\[ |a - b|^{\alpha} = (1 - \theta)^\alpha a^{\alpha} \leq (1 - \theta) a^{\alpha} - \theta b^{\alpha} = |a^{\alpha} - b^{\alpha}|. \]

It will also be used, for \( B = B(x_0,R_0) \), that

\[
\left( \frac{1}{\omega(B)} \int_B |u(x) - \frac{1}{\omega(B)} \int_B u(y) \omega(y) \, dy|^S \omega(x) \, dx \right)^{1/S} \leq \left( \frac{1}{\omega(B)} \int_B \left( \frac{1}{\omega(B)} \int_B |u(x) - u(y)| \omega(y) \, dy \right)^S \omega(x) \, dx \right)^{1/S}
\]

\[
\leq \left( \frac{1}{\omega(B)} \int_B \left( \frac{1}{\omega(B)} \int_B |u(x) - \frac{1}{\omega(B)} \int_B u(z) \omega(z) \, dz| \omega(y) \, dy \right)^S \omega(x) \, dx \right)^{1/S}
\]

\[
\leq \left( \frac{1}{\omega(B)} \int_B \left( \frac{1}{\omega(B)} \int_B |u(y) - \frac{1}{\omega(B)} \int_B u(z) \omega(z) \, dz| \omega(y) \, dy \right)^S \omega(x) \, dx \right)^{1/S} + \left( \frac{1}{\omega(B)} \int_B \left( \frac{1}{\omega(B)} \int_B |u(x) - \frac{1}{\omega(B)} \int_B u(z) \omega(z) \, dz| \omega(y) \, dy \right)^S \omega(x) \, dx \right)^{1/S}
\]
so that the first two integrals are comparable. Now let \( \alpha = \frac{t}{q} \geq 1 \) and let \( u(x) = \phi(x) - \frac{1}{\omega(B)} \int_B \phi(y) \omega(y) \, dy \) so that

\[
\left( \int |u|^t \omega(x) \, dx \right)^{1/q} \leq \left( \int \left( \frac{1}{\omega(B)} \int_B |u(x) - u(y)| \omega(y) \, dy \right)^t \omega(x) \, dx \right)^{1/q}
\]

\[
\leq \left( \int \left( \frac{1}{\omega(B)} \int_B |u(x) - u(y)|^\alpha \omega(y) \, dy \right)^q \omega(x) \, dx \right)^{1/q}
\]

\[
\leq 2^{\alpha-1} \left[ \left( \int \left( \frac{1}{\omega(B)} \int_B |u^+(x) - u^+(y)|^\alpha \omega(y) \, dy \right)^q \omega(x) \, dx \right)^{1/q} \right.
\]

\[
+ \left( \int \left( \frac{1}{\omega(B)} \int_B |u^-(x) - u^-(y)|^\alpha \omega(y) \, dy \right)^q \omega(x) \, dx \right)^{1/q} \right]
\]

\[
\leq 2^\alpha \left[ \left( \int \left( \frac{1}{\omega(B)} \int_B (u^+(x))^\alpha - (u^+(y))^\alpha \omega(y) \, dy \right)^q \omega(x) \, dx \right)^{1/q} \right.
\]

\[
+ \left( \int \left( \frac{1}{\omega(B)} \int_B (u^-(x))^\alpha - (u^-(y))^\alpha \omega(y) \, dy \right)^q \omega(x) \, dx \right)^{1/q} \right]
\]

\[
\leq 2^\alpha \left[ \left( \int \frac{1}{\omega(B)} \int_B (u^+(y))^\alpha \omega(y) \, dy \right|^q \omega(x) \, dx \right)^{1/q}
\]

\[
+ \left( \int \frac{1}{\omega(B)} \int_B (u^-(y))^\alpha \omega(y) \, dy \right|^q \omega(x) \, dx \right)^{1/q}\]
\begin{align*}
\leq c R_k^{(a/q)} R_0^{(d/q)-d+1} & \left[ \int_{B_n(u>0)} |\nabla(u^a)| \nu + \int_{B_n(u<0)} |\nabla(u^a)| \nu \right] \\
= c R_k^{(a/q)} R_0^{(d/q)-d+1} & \int_{B(x_0,R_0)} |u|^{a-1} |\nabla u| \nu \\
\leq c R_k^{(a/q)} R_0^{(d/q)-d+1} & \left( \int |u|^{(a-1)p'} (\omega) \right)^{1/p'} \left( \int |\nabla u|^p \sigma \right)^{1/p}.
\end{align*}

It is easily seen that \((a-1)p' = t, \ \frac{1}{q} - \frac{1}{p'} = \frac{1}{k} \), and \(\nabla u = \nabla \phi \) so that

\[
\left( \int_{B} |\phi - \frac{1}{\omega(\delta)} \int_{B} \phi \omega | t \omega \right)^{1/t} \leq c R_k^{(a/q)} R_0^{(d/q)-d+1} \left( \int |\nabla \phi|^p \sigma \right)^{1/p}.
\]

To prove (2.2.61) let \(\phi = u^a \) for \(a = \frac{t}{q} \) so that

\[
\left( \int |u|^{aq} \omega \right)^{1/q} \leq \alpha c_2 R_k^{(a/q)} R_0^{(d/q)-d+1} \left( \int |u|^{a-1} |\nabla u| \nu \right),
\]

and so (2.2.61) follows after using Hölder's inequality.

If \(K = \bigcup_{i=1}^n M_i \), \(M_i \) a compact \(C^2 \) manifold of co-dimension \(\gamma_i \geq 2 \) or a point \((\gamma_i = d) \) then it is routine to show that there exist \(c_0, r_0, \varepsilon_0 > 0 \) such that

\[
(2.2.67) \quad H^{d-1}(B(x,r) \cap B(t)) \leq c_0 r^{d-\gamma} t^{\gamma-1}
\]

for \(0 \leq r \leq r_0 \), \(t \leq \varepsilon_0 r, \gamma = \min \gamma_i \) and \(B(t) = \{x \in \mathbb{R}^d : \text{dist}(x,K) = t\} \). This will be used to verify (2.2.57) and (2.2.58) for all \(x \in \mathbb{R}^d \) and \(r \in (0,\varepsilon) \) and (2.2.63).
Assume \( \frac{2 \text{diam } K}{C} \leq r \) for \( C = \left( \frac{a(d)}{2^{5d+4} a(d-1)} \right)^{1/d-1} \). Let \( r' = \text{diam } K + \epsilon_1 r \) so if \( \epsilon_1 \leq \frac{C}{2} \), then \( A(\epsilon_1 r) \subseteq B(x',r') \) for \( x' \in K \) and

\[
H^{d-1}(pz(B(x,r) \cap A(\epsilon_1 r))) \leq H^{d-1}(pz(A(\epsilon_1 r))) \\
\leq H^{d-1}(pz(B(x',r'))) \\
\leq H^{d-1}(pz(B(x',cr))) \\
\leq a(d-1)(cr)^{d-1} \\
= \frac{a(d)}{2^{5d+4}} r^{d-1}
\]

as required in (2.2.57).

If \( r \leq r_0 \), \( t \leq \varepsilon_0 r \), and \( \sigma > -\gamma \), then the co-area formula implies that

\[
(2.2.68) \quad \int_{B(x,r) \cap A(t)} \text{dist}^\sigma(x,K) \, dH^d = \int_0^t s^\sigma H^{d-1}(B(x,r) \cap B(s)) \, ds \\
\leq c_0 r^{d-\gamma} \int_0^t s^{\sigma+\gamma-1} \, ds \\
\leq \frac{c_0}{\sigma+\gamma} r^{d-\gamma} t^{\sigma+\gamma} .
\]

2.2.69. By covering \( K \) with a finite number of balls of radius less than \( r_0 \) and applying (2.2.68) with \( \sigma = 0 \), it is clear that there exists \( c' \), \( t_0 > 0 \), such that \( |A(t)| \leq c' t^\gamma \) for \( t \leq t_0 \).
If \( x_1 \in P_z(A(t)) \), then choose \( x_2 \in A(t) \) such that \( P_z(x_2) = x_1 \). \( P_z^{-1}(x_1) \cap A(2t) \) contains a line segment of length \( 2t \)

since any point within a distance of \( t \) from \( x_2 \) is in \( A(2t) \),

so \( 2tH^{d-1}(P_z(A(t))) \leq |A(2t)| \leq c'2^yt^y \) and \( H^{d-1}(P_z(A(t))) \leq c'2^{y-1}t^{y-1} \) for \( t \leq t_0/2 \).

If \( \frac{r_0}{2} < r < \frac{2 \text{ diam } K}{c} \) and \( \epsilon_1 \leq \frac{t_0c}{4 \text{ diam } K} \), then

\[
H^{d-1}(P_z(B(x,r) \cap A(re_1))) \leq H^{d-1}(P_z(A(re_1))) \leq c'2^{y-1}(\frac{2 \text{ diam } K}{c})^{y-1} \epsilon_1^{y-1}
\]

so that for \( \epsilon_1 \) small enough it follows that

\[
H^{d-1}(P_z(B(x,r) \cap A(re_1))) \leq \frac{a(d)}{2^{6d+3}} r_0^{-d-1} \leq \frac{a(d)}{2^{5d+4}} r^{d-1}
\]

Finally, (2.2.57) will be verified for \( r \leq \frac{r_0}{2} \). If \( x_1 \in P_z(B(x,r) \cap A(re_1)) \) and \( \epsilon_1 \leq \min(1/2, \epsilon_0/2) \), then \( P_z^{-1}(x_1) \cap B(x,(1+2\epsilon_1)r) \cap A(2re_1) \) contains a line segment of length \( 2re_1 \).

Using (2.2.68) with \( \sigma = 0 \), it now follows that

\[
2re_1 H^{d-1}(P_z(B(x,r) \cap A(re_1))) \leq H^d(B(x,2r) \cap A(2re_1)) \leq \frac{c_0}{\gamma} 2^d \epsilon_1 r^d
\]

and

\[
H^{d-1}(P_z(B(x,r) \cap A(re_1))) \leq \frac{c_0}{\gamma} 2^{d-1} \epsilon_1^{y-1} r^{d-1}
\]
It is now clear that (2.2.57) is verified for a sufficiently small choice of $\varepsilon_1$.

Let $\lambda_\sigma(x) = \text{dist}^\sigma(x, K)$ and \[ \lambda_\sigma(E) = \int_E \lambda_\sigma(x) \, dx . \]

It will be shown for $\sigma > -\gamma$ that

\[
(2.2.70) \quad c^{-1} \lambda_\sigma(B(x, r)) \leq \max^\sigma(r, \text{dist}(x, K)) r^d \leq c \lambda_\sigma(B(x, r) - A(\varepsilon_2 r))
\]

for some $c, \varepsilon_2 > 0$ independent of $x$ and $r$. (2.2.58) then follows by setting $\sigma = \alpha$. Also, considering $\sigma = p\sigma - (p-1)\alpha$, it follows that if $p\sigma - (p-1)\alpha > -\gamma$ in addition to $\alpha > -\gamma$, then

\[
R_0^{\omega/\lambda(B(x_0, R_0))} \sigma^{-1/p} \lambda_\sigma(R_0, R_0) = c R_0 R_0^{\alpha/\lambda} R_0^{d/p} R_0^{-(p-1)\alpha/p} R_0^{-d/p} = c R_0^{(\alpha/q)-\beta} R_0^{(d/q)-d+1},
\]

so (2.2.63) is verified.

The proof of (2.2.70) will be broken down into a number of cases. First consider the case where $r_1 > 2r$ for $r_1 = \text{dist}(x, K)$. An easy calculation shows that

\[
\lambda_\sigma \leq \begin{cases} 
(r_1 + r)^\sigma & \sigma \geq 0 \\
\left(\frac{r_1}{2}\right)^\sigma & \sigma < 0 
\end{cases}
\]

on $B(x, r)$, so $\lambda_\sigma(B(x, r)) \leq c \max^\sigma(r_1, r) r^d$. Similarly it is seen that
\[ \lambda_0(B(x,r)) \geq c \max^\sigma(r_1, r)r^d. \] If \( \epsilon_2 \leq 1 \), then \( B(x,r) \cap A(\epsilon_2 r) = \emptyset \) so \( \lambda_0(B(x,r) - A(\epsilon_2 r)) \geq c \max^\sigma(r_1, r)r^d. \)

If \( r_1 \leq 2r \) and \( r \leq r_0 \), then it follows from (2.2.68) that

\[ \lambda_0(B(x,r) \cap A(\epsilon_0 r)) \leq c_0 \frac{r^{d+\sigma} \epsilon_1^{\gamma+\sigma}}{\gamma + \sigma}. \]

Also,

\[ \lambda_0 = \begin{cases} (3r)^\sigma & \sigma \geq 0 \\ (\epsilon_0 r)^\sigma & \sigma < 0 \end{cases} \]

on \( B(x,r) - A(\epsilon_0 r) \), so

\[ \lambda_0(B(x,r)) \leq \lambda_0(B(x,r) - A(\epsilon_0 r)) + \lambda_0(B(x,r) \cap A(\epsilon_0 r)) \]

\[ \leq c r^{\sigma+d} \]

\[ \leq c \max^\sigma(r_1, r)r^d. \]

If \( \epsilon_2 \leq \epsilon_0 \), then \( |B(x,r) \cap A(\epsilon_2 r)| \leq c \epsilon_2^\gamma r^d \) so if \( \epsilon_2 \) is small enough, then \( |B(x,r) - A(\epsilon_2 r)| \geq c r^d \). Now considering the two cases \( \sigma < 0 \) and \( \sigma \geq 0 \) separately, it follows that

\[ \lambda_0(B(x,r) - A(\epsilon_2 r)) \geq c r^{d+\sigma} \geq c \max^\sigma(r_1, r)r^d. \]

Covering \( K \) with balls as in 2.2.69 and using (2.2.68) it follows that there exists \( t_0 > 0 \) such that \( \lambda_0(A(t)) \leq c t^{\sigma+\gamma} \) for \( t \leq t_0 \). If \( r_0 < r \leq 2 \text{ diam } K \), then
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\[ \lambda_0(B(x,r)) \leq \lambda_0(B(x,r) - A\left(\frac{t_0\ r}{2\ \text{diam}\ K}\right)) + \lambda_0\left(A\left(\frac{t_0\ r}{2\ \text{diam}\ K}\right)\right) \]

\[ \leq c(r^{d+\sigma} + t_0^{\sigma+\gamma}) \]

\[ \leq c \left( 1 + \frac{t_0^\gamma}{r_0^{d+\sigma}} \right) r^{d+\sigma} \]

\[ \leq c \max^\sigma(r_1, r)r^d. \]

As in 2.2.69, \(|A(t)| \leq c t^\gamma\) for \(t \leq t_0\), so if \(\varepsilon_2 \leq t_0(2 \ \text{diam}\ K)^{-1}\), then

\[ |B(x,r) - A(\varepsilon_2 r)| \geq |B(x,r)| - |A(\varepsilon_2 r)| \]

\[ \geq a(d) r_0^d - c \varepsilon_2^\gamma (2 \ \text{diam}\ K)^\gamma, \]

and so for \(\varepsilon_2\) small enough

\[ |B(x,r) - A(\varepsilon_2 r)| \geq c(2 \ \text{diam}\ K)^d \]

\[ \geq c r^d, \]

and

\[ \lambda_0(B(x,r) - A(\varepsilon_2 r)) \geq c r^{\sigma+d} \geq c \max^\sigma(r_1, r) r^d. \]

Finally, if \(r > 2 \ \text{diam}\ K\), then for some \(x' \in K\) use polar coordinates to get
\[
\lambda_c(B(x,r)) \leq \lambda_0(B(x', 2 \text{ diam } K)) + \lambda_c(B(x', 4r) - B(x', 2 \text{ diam } K)) \\
\leq c((2 \text{ diam } K)^{d+\sigma} + \int_{2 \text{ diam } K}^{4r} s^{\sigma+d-1} ds) \\
\leq c r^{d+\sigma} \\
\leq c \max(\sigma)(r_1, r)^d.
\]

Also, \(A(\epsilon_2 r) \leq B(x', r')\) for \(x' \in K\) and \(r' = \text{diam } K + \epsilon_2 r\), so if \(\epsilon_2 < \frac{1}{4}\), then \(r' < \frac{3}{4} r\), and \(|B(x, r) - A(\epsilon_2 r)| \geq a(d)(1 - \left(\frac{3}{4}\right)^d)r^d\), so

\[
\lambda_c(B(x, r) - A(\epsilon_2 r)) \geq c \max(\sigma)(r_1, r)^d.
\]

The Euler Equation for Capacitary Extremals and a Wirtinger Inequality

The \(C_H\)-capacitary extremal for \(E \subseteq \Omega\) satisfies a degenerate differential equation. This can be used to develop an interesting sufficient condition for a special case of inequality (2.2.46). This is motivated by a paper of Meyers [MY1].

If \((u, \nabla u) \in W^{1, p}_0(\Omega)_0\) and \(\mu\) is a finite positive Borel measure, then it is said that \((u, \nabla u)\) satisfies \(-\text{div}(\nabla |\nabla u|^{p-2} \nabla u) = \mu\) weakly if \(\int \nabla \phi \cdot \nabla |\nabla u|^{p-2} \nabla \nabla u = \int \phi \, \mu\) for all \(\phi \in C_0^\infty(\Omega)\). The convention \(0 \cdot \infty = 0\) is used for \(|\nabla u|^{p-2} \nabla u\) if \(1 \leq p < 2\).

2.2.71 Proposition. Assume \(1 < p < \infty\) and inequality (2.2.42) holds with \(p = q\). If \(E \subseteq \Omega\), \(E\) compact, and \(0 < C_H(E) < \infty\) for \(H = C_0^\infty(\Omega)\), then there exists a finite positive Borel measure \(\mu\) supported on \(\partial E\) such that \(\mu(\partial \Omega) = C_H(E)\) and \(\mu(F) = 0\) if \(C_H(F) = 0\) and \(F\) is
Borel measurable. Also,
\[ |\int \sigma \, dv| \leq c \left( \int |\nabla \sigma|^p \, dv + \int |\sigma|^p \, dv \right)^{1/p} \]
for all \( \sigma \in C^0(\Omega) \) and \( c = c_H^{(p-1)/p} \max(\text{dist}^{-1}(E,\partial \Omega),1) \), and
\[
-\text{div}(\nabla |\nabla u|^{p-2} \, \nabla u) = \mu \text{ weakly}
\]
if \((u,\nabla u)\) is the capacitary extremal of \( E \).

Remarks. A weaker notion of Sobolev space can be developed which admits much of Proposition 2.2.71 without assuming the Poincaré inequality (2.2.42).

The dependence of \( c \) on \( \text{dist}(E,\partial \Omega) \) can be removed in the non-weighted case if an alternate capacity is used.

Using Lagrange multiplier techniques it can be shown that \( \mathcal{C}_H \) capacitary extremals of compact sets satisfy a similar differential equation.

Proof. Let \((u,\nabla u)\) be the capacitary extremal of \( E \) which exists by (2.2.33) and (2.2.34), and let \( F(t,\sigma) = \int |\nabla u + t \sigma|^p \, dv \) for \( t \in \mathbb{R} \) and \( \sigma \in C^0_0(\Omega) \). By the mean value theorem if \( x, y \in \mathbb{R}^n \), then
\[
\frac{|x+ty|^p}{t} - |x|^p = p |x+t^*y|^{p-2}(x+t^*y) \cdot y
\]
for some \( t^* \) between \( 0, t \), where the convention \( 0 \cdot \infty = 0 \) is used for \( |x+t^*y|^{p-2}(x+t^*y) \) if \( 1 < p < 2 \) and \( x+t^*y = 0 \). It is clear then that
\[
\frac{|v + t\nabla v|^p}{v} - \frac{|v|^p}{v} + p|v|^{p-2} v \cdot \nabla v
\]

\(v\) almost everywhere, the difference quotient being dominated by

\[p(|v| + t|\nabla v|)^{p-1}|\nabla v|\]

which is seen to be in \(L^p(v,\Omega)\) by using Hölder's inequality and recalling that \(|\nabla v|\) has compact support and \(v\) is locally finite. From the dominated convergence theorem it now follows that

\[
(2.2.72) \quad \left. \frac{d}{dt} \right|_{t=0} = \lim_{t \to 0} \frac{F(t,\sigma) - F(0,\sigma)}{t} = p \int |v|^{p-2} v \cdot \nabla v \, dv.
\]

2.2.73. If \(u + \tau \sigma \geq 1\) quasieverywhere on \(E\), then by Proposition 2.2.30 it follows that

\[
F(0,\sigma) = \int |v|^p \, dv
= C_H(E)
\leq \int |v + t\nabla \sigma|^p \, dv
= F(t,\sigma).
\]

If \(\sigma \geq 0\) and \(t \geq 0\), then \(u + \tau \sigma \geq 1\) quasieverywhere on \(E\) and

\[
(2.2.74) \quad 0 \leq \left. \frac{dF}{dt} \right|_{t=0} = p \int |v|^p - 2 v \cdot \nabla v \, dv.
\]

Let \(T(\sigma) = \int |v|^p - 2 v \cdot \nabla v \, dv\) for \(\sigma \in C_0^\infty(\Omega)\). By Hölder's inequality it follows that

\[|T(\sigma)| \leq C_H^{(p-1)/p}(E)(\int |\nabla \sigma|^p \, dv)^{1/p},\]

so that \(T\) is a distribution. From (2.2.74) it follows that \(T\) is positive, and so \(T\)
is a locally finite positive Borel measure $\mu$ on $\Omega$, that is,$$
abla \cdot \nabla u = \mu$$weakly.

If the support of $\sigma \subseteq \Omega$ is compact, then for any $t \in \mathbb{R}$, $u \to \sigma \geq 1$ quasi-everywhere on $E$ and so $T(\sigma) = 0$ by (2.2.72) and 2.2.73, but then $\mu$ is supported in $E$ and so is finite since $E$ is compact.

If $K \subseteq \Omega$ is compact and $C_H(K) = 0$, then choose $\phi_n \in C_0^\infty(\Omega)$ such that $\phi_n \geq 1$ on $K$ and $\int |\nabla \phi_n|^p \, d\nu \to 0$ so

$$
\mu(K) \leq \int \phi_n \, d\mu = \int |\nabla u|^2 \nabla u \cdot \nabla \phi_n \, d\nu \leq \left( \int |\nabla u|^p \, d\nu \right)^{(p-1)/p} \left( \int |\nabla \phi_n|^p \, d\nu \right)^{1/p} \to 0.
$$

If $F \subseteq \Omega$ is Borel measurable and $C_H(F) = 0$, use the regularity of $\mu$ to choose $K_n \subseteq F$, $K_n$ compact such that $\mu(K_n) + \mu(F)$.

$C_H(K_n) \leq C_H(F) = 0$ so $\mu(K_n) = 0$ as above, and therefore $\mu(F) = 0$.

Choose $\phi_n \in C_0^\infty(\Omega)$ such that $\phi_n \to u$ in $W_0^1, p(\Omega)$. As in the proof of Proposition 2.2.7, the $\phi_n$ can be chosen to be uniformly bounded and by (2.2.23) they can be chosen to converge pointwise quasi-everywhere to $u$. Therefore

$$
\int u \, d\mu = \lim_{n \to \infty} \int \phi_n \, d\mu = \lim_{n \to \infty} \int |\nabla u|^2 \nabla u \cdot \nabla \phi_n \, d\nu = \int |\nabla u|^p \, d\nu = C_H(E).
$$
If $E$ is compact, then since $u = 1$ quasieverywhere on $E$ and $\mu$ is supported on $E$, it follows that $\mu(\Omega) = u(E) = \int u \, d\mu = C_H(E)$. Otherwise use Proposition 2.2.15 to choose $K_n \subseteq E$ such that $K_n \subseteq K_{n+1}$ and $C_H(K_n) \to C_H(E)$. If $u_n$ is the capacitary extremal for $K_n$ and $\mu_n$ the associated measure, then an application of Clarkson's inequalities as in the proof of (2.2.30) implies that the $u_n$ are Cauchy in $W_0^{1,p}(\Omega)$. By (2.2.32) there exists a $\tilde{u} \in W_0^{1,p}(\Omega)$, $\tilde{u}$ quasiconstant and a subsequence $\{n_i\}$ such that $u_{n_i} \to \tilde{u}$ in $W_0^{1,p}(\Omega)$ and pointwise quasieverywhere. $C_H(E) = \lim_{n \to \infty} C_H(K_n) \leq C_H(\cup K_n) \leq C_H(E) = \int |\nabla u|^p \, dv$ and $\tilde{u} = 1$ quasieverywhere on $\cup K_n$, since $K_n \subseteq K_{n+1}$, so $\tilde{u}$ is a capacitary extremal for $\cup K_n$ but $u$ is as well, for similar reasons so $u = \tilde{u}$ in $W_0^{1,p}(\Omega)$ by (2.2.34), and so $u_n \to u$. Choose $\sigma \in C_0^\infty(\Omega)$ with $\sigma = 1$ on $E$ so that

$$C_H(E) = \lim_{n \to \infty} C_H(K_n) = \lim_{n \to \infty} \mu_n(K_n)$$
$$= \lim_{n \to \infty} \int \sigma \, d\mu_n$$
$$= \lim_{n \to \infty} \int |\nabla u_n|^{p-2} \nabla u_n \cdot \nabla \sigma$$
$$= \int |\nabla u|^{p-2} \nabla u \cdot \nabla \sigma \, dv$$
$$= \int \sigma \, d\mu = \mu(E).$$

To complete the proof that $\mu$ is supported in $\partial E$ consider $h_{-1}$ as in 2.2.5 so that $(h_{-1}(u), \chi_{\{u < 1\}} \nabla u) \in W_0^{1,p}(\Omega)$. It is clear that this is quasiconstant by inspection of the proof of 2.2.5.
Also \( h_{u,1}(u) = 1 \) quasieverywhere on \( E \), so

\[
C_E (E) \leq \int |x_{\{u<1\}} v-u|^{p} \, dv
\]
\[
\leq \int |v-u|^{p} \, dv = C_E (E)
\]

therefore \( v = 0 \), \( v \) almost everywhere on \( \{u \geq 1\} \). Since \( u \) may be chosen to be one everywhere on \( E \) by (2.2.33), it is seen that \( v = 0 \) \( v \) almost everywhere on \( E \).

Choose \( \sigma_n \in C_0^\infty (\Omega) \), \( n = 0, 1, 2, \ldots \) such that \( 0 \leq \sigma_n \leq 1 \), \( \sigma_0 = 1 \) on \( \bar{E} \), \( \sigma_n(x) = \sigma_0(x) \) for \( x \in \Omega \) - interior \( E \) and

\[\lim_{n \to \infty} \sigma_n(x) = 0 \text{ for } x \in \text{interior } E.\]

\[
\mu (\partial E) = \lim_{n \to \infty} \int \sigma_n \, dv
\]
\[
= \lim_{n \to \infty} \int |v-u|^{p-2} \, v \cdot \nabla \sigma_n \, dv
\]
\[
= \lim_{n \to \infty} \int |v-u|^{p-2} \, v \cdot \nabla \sigma_0 \, dv \quad \text{since } v = 0, \ v \text{ almost everywhere on interior of } E
\]
\[
= \int \sigma \, dv = \mu (\bar{E})
\]

Finally, given \( \sigma \in C_0^\infty (\Omega) \), choose \( \phi \) such that \( \phi \in C_0^\infty (\Omega) \), \( 0 \leq \phi \leq 1 \), and \( \phi = 1 \) on \( \bar{E} \).

\[
|\int \sigma \, dv| = |\int \phi \sigma \, dv|
\]
\[
= |\int |v-u|^{p-2} \, v \cdot \nabla (\phi \sigma) \, dv|
\]
\[ \leq \left( \int |\nu|^{p} \, dv \right)^{(p-1)/p} \left( \int \left( |\nu|^{p} |\phi|^{p} + |\nu|^{p} |\sigma|^{p} \right) \, dv \right)^{1/p} \]
\[ \leq \max(1, \sup |\nu|) c_{1}^{(p-1)/p}(E) \left( \int \left( |\nu|^{p} + |\sigma|^{p} \right) \, dv \right)^{1/p} \]

and a \( C_{0}^{\infty}(\Omega) \) smoothing of \( 1 - \frac{\text{dist}(x, E)}{\text{dist}(E, \partial \Omega)} \) along with a limiting process gives the necessary constant. \( \square \)

2.2.75 Proposition. Assume (2.2.42) for some \( q \geq p \geq 1 \), \( \lambda = \omega = \nu \), \( \lambda(\Omega) = 1 \). If \( \Gamma \) is a linear functional on \( C_{0}^{\infty}(\Omega) \cap W^{1,p}(\Omega) \) such that \( |\Gamma \phi| \leq c_{1} \left( \int |\nu|^{p} \, dv + \int |\phi|^{p} \, dv \right)^{1/p} \) and \( \Gamma(1) = 1 \), then

\[ \left( \int |\phi - \Gamma(\phi)|^{q} \, dv \right)^{1/q} \leq c_{2} \left( \int |\nu|^{p} \, dv \right)^{1/p} . \]

Proof. If \( \phi \in C_{0}^{\infty}(\Omega) \), then

\[ \left( \int |\phi - \Gamma(\phi)|^{q} \, dv \right)^{1/q} \leq \left( \int \left| \phi - \int \phi \, dv \right|^{q} \, dv \right)^{1/q} \]
\[ + \left( \int \left| \Gamma(\phi - \int \phi \, dv) \right|^{q} \, dv \right)^{1/q} \]
\[ \leq c \left( \int |\nu|^{p} \, dv \right)^{1/p} + |\Gamma(\phi - \int \phi \, dv)| \quad \text{since } \nu(\Omega) = 1 \]
\[ \leq c \left( \int |\nu|^{p} \, dv \right)^{1/p} \]
\[ + c_{1} \left( \int \left| \nu \right|^{p} + |\phi - \int \phi \, dv|^{p} \right) \, dv \right)^{1/p} \]
\[ \leq c \left( \int |\nu|^{p} \, dv \right)^{1/p} . \]

2.2.76 Proposition. Assume \( 1 < p < \infty \), \( \lambda = \omega = \nu \), \( \lambda(\Omega) = 1 \), inequality (2.2.46) holds for \( q = r \), and inequality (2.2.42) holds for
q = p. If $E \subseteq \Omega$, $E$ compact and $0 < C_H(E) < \infty$, then

$$\left( \int |\phi - \int \phi \, d\mu|^r \, d\mu \right)^{1/r} \leq c_1 \left( \int |\nabla \phi|^p \, d\mu \right)^{1/p}$$

for all $\phi \in C^\infty(\Omega)$, where $\mu$ is the measure associated with $E$ as in Proposition 2.2.71 and $c_1 = c(1 + \max(\text{dist}^{-1}(E, \partial \Omega), 1)) C_H^{-1/p}(E)$.

Consequently if $\phi \in C^\infty(\Omega)$ and $\phi = 0$ on $E$, then

$$\left( \int |\phi|^q \, d\mu \right)^{1/q} \leq c_1 \left( \int |\nabla \phi|^p \, d\mu \right)^{1/p} .$$

**Proof.** Let $T(\phi) = C_H^{-1}(E) \int \phi \, d\mu$ and use Propositions 2.2.71 and 2.2.75: $\blacksquare$

**Boundary Values for $W^{1,p}_0$ Functions**

The following proposition is a generalization to weighted spaces of a result of Bagby [BG].

**2.2.77 Proposition.** Suppose $\Omega' \subseteq \mathbb{R}^d$ is open and bounded, $\tilde{\Omega}' \subseteq \Omega$, and

$$(2.2.78) \quad \int |\phi|^p \, d\omega \leq c \int |\nabla \phi|^p \, d\nu$$

for all $\phi \in C^\infty_0(\Omega)$.

If $(u, \nabla u) \in W^{1,p}_0(\Omega)$, $u$ is quasicontinuous and $u = 0$ quaseverywhere in $\Omega - \Omega'$, then

$$((u \cdot x, \nabla u)|_{\Omega'}) \in W^{1,p}_0(\Omega')$$

and is quasicontinuous with respect to $\Omega'$. If in addition $\nabla u = 0$, $\nabla$ almost everywhere on $\{u = 0\}$, then
\[ (u,\nabla u)_{\Omega'} \in W_0^{1,p}(\Omega') . \]

**Proof.** At first it is assumed that \(|u| < M < \infty\). Inequality \((2.2.78)\) implies as in Proposition \(2.2.41\) that \(\omega(E) \leq C_E(E)\) for Borel sets \(E \subseteq \Omega\) and \(H = C^0_0(\Omega)\), so a Borel set of zero capacity always has zero \(\omega\) measure.

2.2.79. It is clear then that \(u\) may be altered on a set of \(C_H\) capacity zero so that \(u = 0\) everywhere on \(\Omega - \Omega'\). By Definition 2.2.20 \(u\) is still quasicontinuous and there exist \(\bar{\phi}_n \in C^\infty_0(\Omega)\) such that \(\bar{\phi}_n \rightarrow u\) in \(W_0^{1,p}(\Omega)\) and pointwise quasi-everywhere. As in the proof of 2.2.7 the \(\bar{\phi}_n\) can be chosen so that \(|\bar{\phi}_n| < M\).

2.2.80. By 2.2.5 and 2.2.4 there exist \(f_n \in C^\infty(\mathbb{R})\) with \(0 \leq f_n(x) \leq x^+\) and a subsequence \(n_m\) such that if \(\phi_m = f_m(\bar{\phi}_m)\), then \((\phi_m, \nabla \phi_m) + (u^+, x_{\{u>0\}} \nabla u)\) in \(W_0^{1,p}(\Omega)\). Since \(\bar{\phi}_n \rightarrow u\) quasi-everywhere, it follows from 2.2.4 that \(\phi_n + u^+\) quasi-everywhere.

2.2.81. Therefore \((u^+, x_{\{u>0\}})\) is quasicontinuous (with respect to \(\Omega\)). The \(\phi_n\) will be used to construct a sequence \(\{u_n\}\) in \(W_0^{1,p}(\Omega)\) such that \(u_n \leq 0\) on \(\Omega' - c_n\), where \(c_n \subseteq \Omega'\) is compact, and \((u_n, \nabla u_n) + (u^+, x_{\{u>0\}} \nabla u)\) in \(W_0^{1,p}(\Omega)\). Using this it will be shown that \(\left( u^+, x_{\{u>0\}} \nabla u \right)_{\Omega'} \in W_0^{1,p}(\Omega')\).

Choose a bounded open set \(\Omega'' \subseteq \mathbb{R}^d\) such that \(\Omega' \subseteq \Omega''\) and \(\tilde{\Omega}'' \subseteq \Omega\). In addition choose \(\rho \in C^\infty_0(\tilde{\Omega})\) such that \(0 \leq \rho \leq 1\) and \(\rho = 1\) on \(\Omega''\).
2.2.82. Given $\epsilon > 0$, pick $m$ s.t. $\|\phi_n - u^+\|_{1,2;\Omega} < \epsilon$ for all $n \geq m$, and choose $N$, $N'$ open such that $\emptyset \Omega' \subseteq N$, $\emptyset \subseteq N'$, $\emptyset \subseteq \Omega''$, and

$$\int_{N' \setminus \{u > 0\}} |\nabla u|^p \, du < \epsilon.$$ 

This can be done since $u = 0$ on $\Omega - \Omega'$ and so in particular on $\emptyset \Omega'$.

2.2.84. Choose $\alpha > 0$ such that $\|\alpha\|_{1,2;\Omega} = \alpha \|\beta\|_{1,2;\Omega} < \epsilon$, and choose $\sigma \in C_0^\infty(N')$ such that $\sigma = 1$ on $N$. The $\phi_n$ converge $\nu$ almost everywhere to $u^+$ since $\nu$ is absolutely continuous with respect to $\omega$ so arguing as in the proof of 2.2.7 it follows that $\sigma \phi_n + \sigma u^+$ in $W_0^1, p(N')$ and so by 2.2.19 if $H' = C_0^\infty(N')$, then for some subsequence $\{n_i\}$, the $\sigma \phi_{n_i}$ converge uniformly off open sets of arbitrarily small $C_H'$ capacity. Let $E = \{x \in N' : \phi_{n_i}(x) \not\rightarrow u^+(x)\}$. Since $u^+$ is quasicontinuous with respect to $\emptyset$, it follows that $C_H(E) = 0$ for $H = C_0^\infty(\emptyset)$ and (2.2.35) implies that $C_{H'}(E) = 0$. Since $E$ is contained in open subsets of $N'$ with arbitrarily small $C_{H'}$ capacity, it follows that the $\sigma \phi_{n_i}$ converge uniformly to $\sigma u^+$ off open subsets of $N'$ of arbitrarily small $C_{H'}$ capacity. Let $G$ be an open subset of $N'$ such that $C_{H'}^1 p(G) < \epsilon$ and $|\sigma \phi_{n_i} - \sigma u^+| < \epsilon$ in $\emptyset \Omega' - G$ for $1 \geq i \geq 1$. On $\emptyset \Omega$, $u^+ = 0$ and $\rho - \sigma = 1$, so $\phi_{n_i} - \alpha \rho$ in $\emptyset \Omega - G$, in which case $\phi_{n_i} - \alpha \rho < 0$ on an open set $H_{n_i}$ with $\emptyset \Omega - G \subseteq H_{n_i}$. Let $W$ be a capacitary extremal for $G$ relative to $C_0(N')$ as in (2.2.33) such that
2.2.82. Given \( \epsilon > 0 \), pick \( m \) s.t. \( \| \phi_n - u^+ \|_{1,p;\Omega} < \epsilon \) for all \( n \geq m \), and choose \( N, N' \) open such that \( \partial \Omega' \subseteq N \), \( \hat{\Omega} \subseteq N' \), \( \hat{\Omega}' \subseteq \Omega' \), and

\[
(2.2.83) \quad \int_{N' \cap \{ u > 0 \}} |\nabla u|^p \, d\nu < \epsilon .
\]

This can be done since \( u = 0 \) on \( \Omega - \hat{\Omega} \) and so in particular on \( \partial \Omega' \).

2.2.84. Choose \( \alpha > 0 \) such that \( \| \alpha \rho \|_{1,2;\Omega} = \alpha \| \rho \|_{1,2;\Omega} < \epsilon \), and choose \( \sigma \in C^0_0(N') \) such that \( \sigma = 1 \) on \( N \). The \( \phi_n \) converge \( \nu \) almost everywhere to \( u^+ \) since \( \nu \) is absolutely continuous with respect to \( \omega \) so arguing as in the proof of 2.2.7 it follows that \( \sigma \phi_n - \sigma u^+ \) in \( W^{1,p}_0(N') \) and so by 2.2.19 if \( \mathcal{H}' = C^0_0(N') \), then for some subsequence \{\( n_l \)\}, the \( \sigma \phi_{n_l} \) converge uniformly off open sets of arbitrarily small \( C_\mathcal{H} \) capacity. Let \( E = \{ x \in N' : \phi_{n_l}(x) \to u^+(x) \} \). Since \( u^+ \) is quasicontinuous with respect to \( \Omega \), it follows that \( C_\mathcal{H}(E) = 0 \) for \( H = C^0_0(\Omega) \) and (2.2.35) implies that \( C_{\mathcal{H}'}(E) = 0 \). Since \( E \) is contained in open subsets of \( N' \) with arbitrarily small \( C_{\mathcal{H}'} \) capacity, it follows that the \( \sigma \phi_{n_l} \) converge uniformly to \( \sigma u^+ \) off open subsets of \( N' \) of arbitrarily small \( C_{\mathcal{H}'} \)-capacity. Let \( G \) be an open subset of \( N' \) such that \( C_{\mathcal{H}'}^{1/p}(G) < \epsilon \) and \( |\sigma \phi_{n_l} - \sigma u^+| \leq \frac{\alpha}{2} \) in \( N' - G \) for \( 1 \geq 1 \). On \( \partial \Omega , u^+ = 0 \) and \( \rho = \sigma = 1 \), so \( \phi_{n_l} - \alpha \rho \leq -\frac{\alpha}{2} \) on \( \partial \Omega - G \), in which case \( \phi_{n_l} - \alpha \rho < 0 \) on an open set \( \mathcal{H}_{n_l} \) with \( \partial \Omega - G \subseteq \mathcal{H}_{n_l} \).

Let \( W \) be a capacitary extremal for \( G \) relative to \( C_0(N') \) as in (2.2.33) such that
\[ (2.2.85) \quad 0 \leq W \leq 1, \quad W = 1 \text{ on } G, \quad \text{and } \int |\nabla W|^p \, dv = C_{\mathcal{H}}(G) < \epsilon^p. \]

Let \( V = (\phi_{n_1} - \alpha)(1-W), \) where \( i \geq i_\alpha \) and \( n_1 \geq m_\alpha \) so \( V \leq 0 \) on \( n_1 \cup G \) and \( V \in W_0^{1,p}(\Omega) \) by 2.2.9. Using (2.2.78), 2.2.82, (2.2.83), 2.2.84, and (2.2.85) it follows that

\[
\| V - u^+ \|_{1,p;\Omega} \leq \| \phi_{n_1} - u \|_{1,p;\Omega} + \| \alpha \|_{1,p;\Omega} + \| (\phi_{n_1} - \alpha)W \|_{1,p;\Omega}
\]

\[
\leq 2\epsilon + (c+1)^{1/p} \left( \int |\nabla((\phi_{n_1} - \alpha)W)|^p \, dv \right)^{1/p}
\]

\[
\leq 2\epsilon + (c+1)^{1/p} \left( M + \frac{\epsilon}{|B|_{1,p;\Omega}} \right) \left( \int |\nabla W|^p \, dv \right)^{1/p}
\]

\[
\leq \left[ 2 + (c+1)^{1/p} \left( M + \frac{\epsilon}{|B|_{1,p;\Omega}} \right) \right] \epsilon
\]

\[
+ (c+1)^{1/p} \left[ \left( \int_{\Omega' \cap \{u > 0\}} |\nabla u|^p \, dv \right)^{1/p} \right]
\]

\[
+ (\int |\nabla \phi_{n_1} - \chi_{\{u > 0\}} \nabla u|^p \, dv)^{1/p}
\]

\[
\leq (2 + (c+1)^{1/p} \left[ 2 + M + \frac{\epsilon}{|B|_{1,2;\Omega}} \right]) \epsilon.
\]

Since \( \epsilon \) is arbitrary and \( \Omega' = (n_1 \cup G) \) is a compact subset of \( \Omega' \), \( (\forall \Omega' \subseteq n_1 \cup G) \), it is clear that there exist \( u \in W_0^{1,p}(\Omega) \) such that \( u \) is bounded, \( u^+ \) in \( W_0^{1,p}(\Omega) \), and \( u \leq 0 \) on \( \Omega' - c_n \) for some compact subset \( c_n \) of \( \Omega' \).
Let \( f_n \) be as in 2.2.80 so that for some subsequence \( \{n_m\} \),

\[
(f_m(u_{n_m}), f'_m(u_{n_m}) \cdot \text{or} u_{n_m}) \rightarrow (u^+, \chi_{\{u>0\}} \cdot \text{or} u) \text{ in } W_0^{1,p}(\Omega) .
\]

It is claimed that \((f_m(u_{n_m}), f'_m(u_{n_m}) \cdot \text{or} u_{n_m})|_{\Omega'} \in W_0^{1,p}(\Omega')\) so it follows that

\[
(u^+, \chi_{\{u>0\}} \cdot \text{or} u)|_{\Omega'} \in W_0^{1,p}(\Omega') .
\]

The same procedure applied to \(-u\) shows that \((-(-u)^+, \chi_{\{u<0\}} \cdot \text{or} u)|_{\Omega'} \in W_0^{1,p}(\Omega')\) so that addition gives

\[
(u, \chi_{\{u=0\}} \cdot \text{or} u)|_{\Omega'} \in W_0^{1,p}(\Omega') .
\]

To prove the claim choose \( \eta_m \in C_0^\infty(\Omega') \) such that \( \eta_m = 1 \) on \( c_n \). By 2.2.9

\[
(n_m f_m(u_{n_m}), f_m(u_{n_m}) \cdot \text{or} n_m f'_m(u_{n_m}) \cdot \text{or} u_{n_m})|_{\Omega'} \in W_0^{1,p}(\Omega') ,
\]

but \( f_m(x) = 0 \) if \( x \leq 0 \), so \( f_m(u_{n_m}) = 0 \) on \( \Omega' - c_{n_m} \) and also

\[
f'_m(u_{n_m}) = 0 \text{ on } \Omega' - c_{n_m}
\]

for the same reason, so this, combined with the fact that \( \eta_m = 1 \) and \( \eta_m = 0 \) on \( c_{n_m} \), implies that

\[
(f_m(u_{n_m}), f'_m(u_{n_m}) \cdot \text{or} u_{n_m})|_{\Omega'} \in W_0^{1,p}(\Omega') ,
\]

as claimed.

Considering 2.2.81 and (2.2.35) it is clear that \((u, \chi_{\{u=0\}})|_{\Omega'}\)

is quasicontinuous with respect to \( \Omega' \). If \( u \) is unbounded, then let \( f_n = h_{-N,N} \) as in 2.2.5 so that \((f_n(u), \chi_{\{|u|<N\}} \cdot \text{or} u) \in W_0^{1,p}(\Omega)\) and is quasicontinuous because of 2.2.4 and 2.2.5. Also \( f_N(u) \) is bounded and zero quasieverywhere in \( \Omega - \Omega' \) so that the work above implies that \((f_N(u), \chi_{\{|u|<N, u=0\}} \cdot \text{or} u)|_{\Omega'} \in W_0^{1,p}(\Omega')\), and so

\[
(u, \chi_{\{u=0\}} \cdot \text{or} u)|_{\Omega'} \in W_0^{1,p}(\Omega') \text{ since } \int f_N(u) - u|_P d\omega =
\]
\[ \int_{\{ |u| \geq N \}} |u|^p \, dw \to 0 \text{ as } N \to \infty \] and
\[ \int |X_{\{ |u| < N, u(x) = 0 \}} \, du|^p \, dv = \int_{\{ |u| \geq N \}} |\nabla u|^p \, dv \to 0 \text{ as } N \to \infty. \]

Since \( f_N(u) \), \( X_{\{ |u| < N \}} \, du \) is also quasicontinuous with respect to \( \Omega' \) and \( f_N(u) \to u \) everywhere, it follows from (2.2.32) that \( (u, X_{\{ u(x) = 0 \}} \, du) \) is quasicontinuous with respect to \( \Omega' \).

**Weak Boundary Values**

If \( f: \partial \Omega \to \mathbb{R} \) is continuous, \( u \in W^{1,p}(\Omega) \) and \( x \in \partial \Omega \), then it is said that \( u(x) \leq \ell \) weakly if for every \( k > \ell \) there exist an \( r > 0 \) such that \( (n(u-k)^+, nX_{\{ u(x) = k \}} \, du + (u-k)^+ \, dn) \in W^{1,p}(\Omega') \) for all \( n \in \mathcal{C}_0(\mathcal{B}(x, r)) \). In addition \( u(x) \leq \ell \) weakly if \( -u(x) \geq -\ell \) weakly and \( u(x) = \ell \) weakly if both \( u(x) \leq \ell \) weakly and \( u(x) \geq \ell \) weakly.

Proposition 2.2.86 shows that under certain conditions this definition of weak boundary values is virtually equivalent to a more conventional definition.

**2.2.86 Proposition.** Suppose \( \Omega' \) is open and bounded, \( \tilde{\Omega}' \subset \Omega \), \( u \in W^{1,p}(\tilde{\Omega}') \), \( f \in W_0^{1,p}(\Omega) \), \( f \) quasicontinuous in \( \Omega \) and continuous in \( \Omega - \tilde{\Omega}' \), and either \( v \) is continuous or \( u, f \) are bounded.

If \( (u - f|_{\Omega'} \, , \, \nabla u \cdot \nabla f|_{\Omega'}) \in W_0^{1,p}(\tilde{\Omega}') \), then \( u(x) = f(x) \) weakly for all \( x \in \partial \tilde{\Omega}' \). Conversely if \( u(x) = f(x) \) weakly for all \( x \in \partial \tilde{\Omega}' \), then \( (u - f|_{\tilde{\Omega}} \, , \, X_{\{ u=0 \}}(\nabla u \cdot \nabla f|_{\tilde{\Omega}})) \in W_0^{1,p}(\tilde{\Omega}') \).

**Remark.** In the converse it is only necessary to assume that \( u(x) = f(x) \) weakly quasideverywhere on \( \partial \tilde{\Omega}' \). This follows from an argument.
similar to that in Proposition 2.2.77, where a capacitary extremal is used to remove an open set of small capacity.

Proof. Assume \((u-f|_{\Omega'}, \nabla u-\nabla f|_{\Omega'}) \in W^{1,p}_0(\Omega')\). Choose \(\phi_n \in C_0(\Omega')\) such that \(\phi_n \rightarrow u-f|_{\Omega'}\) in \(W^{1,p}_0(\Omega')\). Consider the \(\phi_n\) as functions in \(C_0(\Omega')\), let \(v\) be a quasicontinuous limit of the \(\phi_n\) in \(W^{1,p}(\Omega)\) and \(\bar{u} = v+f\), so \(\bar{u} = f\) quasieverywhere on \(\Omega - \Omega'\). If \(\psi_n \in C_0(\Omega)\) such that \(\psi_n \rightarrow f\) in \(W^{1,p}(\Omega)\), then \((\phi_n+\psi_n, \nabla\phi_n+\nabla\psi_n) \rightarrow (\bar{u}, \nabla\bar{u})\) in \(W^{1,p}_0(\Omega)\) with \(\nabla\bar{u} = \nabla v + \nabla f\) so \((\phi_n+\psi_n|_{\Omega'}, \nabla\phi_n+\nabla\psi_n|_{\Omega'}) \rightarrow (\bar{u}, \nabla\bar{u})|_{\Omega'}\) in \(W^{1,p}(\Omega')\), but \((\phi_n+\psi_n|_{\Omega'}, \nabla\phi_n+\nabla\psi_n|_{\Omega'}) \rightarrow (u, \nabla u)\) in \(W^{1,p}(\Omega')\) also, so

\[
\bar{u} = u, \quad \text{\(\Omega\) almost everywhere, and}
\]

\[
\nabla \bar{u} = \nabla u, \quad \text{\(\nabla\) almost everywhere.}
\]

Given \(x_0 \in \partial\Omega'\), pick \(K\) so that \(f(x_0) < K\). Since \(f\) is continuous in \(\Omega - \Omega'\), there exists an \(r > 0\) such that \(f(x) < K\) in \(B(x_0, r) \cap (\Omega - \Omega')\), so if \(\eta \in C_0(B(x_0, r))\), then \(\eta(\bar{u} - K)^+ = \eta(f-K)^+ = 0\) quasieverywhere in \(\Omega - \Omega'\).

2.2.88. \(\bar{u} - K \in W^{1,p}_{\text{loc}}(\Omega)\) so that 2.2.5 implies that

\[((\bar{u} - K)^+, x_{(\bar{u} > K)} \nabla \bar{u}) \in W^{1,p}_{\text{loc}}(\Omega),\]

and so 2.2.9 implies that
Following the proofs of 2.2.5 and 2.2.9, it is clear that \((\tilde{u}-K)^+\) is locally quasicontinuous (2.2.20) and \(n(\tilde{u}-K)^+\) is quasicontinuous. Proposition 2.2.77 now implies that

\[
(n(\tilde{u}-K)^+, n\chi_{\{u \geq 0\}} \nu \tilde{u}^+ (\tilde{u}-K)^+ \forall n) \in W_0^{1,p}(\Omega),
\]

but (2.2.87) then implies that

\[
(n(u-K)^+, n\chi_{\{u > 0\}} \nu u^+ (u-K)^+ \forall n) \mid_{\Omega'} \in W_0^{1,p}(\Omega'),
\]

since \(\nu\) is absolutely continuous to \(\omega\). This is true for all \(K > f(x_0)\) so \(u(x_0) \leq f(x_0)\) weakly. In the same manner it is shown that \(u(x_0) \geq f(x_0)\) weakly and so \(u(x_0) = f(x_0)\) weakly for all \(x_0 \in \partial \Omega'\).

Conversely if \(u(x) = f(x)\) weakly for all \(x \in \partial \Omega'\), then for \(x_0 \in \partial \Omega'\) and \(\varepsilon > 0\), there exists an \(r > 0\) such that

\[
|f(x) - f(x_0)| < \varepsilon \text{ for } x \in B(x_0,r) \cap (\Omega - \Omega') \text{ and } n(u - f(x_0) - \varepsilon)^+ \in W_0^{1,p}(\omega) \text{ for all } n \in C^\infty_0(B(x_0,r)) \text{.}
\]

From the first inequality it follows that \(-f(x) + f(x_0) - \varepsilon < 0\) on \(B(x_0,r) \cap (\Omega - \Omega')\) so

\[
n(-f + f(x_0) - \varepsilon)^+ = 0 \text{ on } \Omega - \Omega' \text{ for } n \in C^\infty_0(B(x_0,r)) \text{.}
\]

As in 2.2.88, it follows that \(n(-f + f(x_0) - \varepsilon)^+ \mid_{\Omega'} \in W_0^{1,p}(\Omega')\). \(\partial \Omega'\) is compact since \(\Omega'\) is bounded so a covering of balls such as \(B(x_0,r/2)\) can be reduced to a finite subcover \(B(x_i,r_i/2)\), \(i = 1, \ldots, n\), such that \(n(u - f(x_i) - \varepsilon)^+\) and \(n(-f + f(x_i) - \varepsilon)^+\) are in \(W_0^{1,p}(\Omega')\) for \(n \in C^\infty_0(B(x_i,r_i))\). Pick \(n_i\), \(i = 1, \ldots, n\), such that \(n_i \in C^\infty_0(B(x_i,r_i))\) and \(n_i = 1\) on \(B(x_i,r_i/2)\), and
\( n_0 \in C^\infty_0(\Omega') \) such that \( n_0 = 1 \) on \( \Omega' - \bigcup_{i=1}^n B(x_i, r_i/2) \), in which case \( n_0(u-f-2\varepsilon)^+ \in W^{1,p}_0(\Omega) \) by 2.2.9. Also, \((u-f-2\varepsilon)^+ \leq (u-f(x_i)-\varepsilon)^+ + (-f+f(x_i)-\varepsilon)^+\), so if \( \phi = (u-f-2\varepsilon)^+ \), then

\[
0 \leq \phi \leq n_1(u-f(x_i)-\varepsilon)^+ + n_1(-f+f(x_i)-\varepsilon)^+
\]

in \( B(x_i, r_i/2), \ i=1, \ldots, n \), and

\[
0 \leq \phi \leq n_0(u-f-2\varepsilon)^+
\]

in \( \Omega' - \bigcup_{i=1}^n B(x_i, r_i/2) \). Let \( \psi = n_0(u-f-2\varepsilon)^+ + \sum_{i=1}^n [n_1(u-f(x_i)-\varepsilon)^+ + n_1(-f+f(x_i)-\varepsilon)^+] \), \( 0 \leq \phi \leq \psi \) on \( \Omega' \) and \( \psi \in W^{1,p}_0(\Omega') \). \( \phi \in W^{1,p}_{\text{loc}}(\Omega) \), so \( \phi \big|_{\Omega'} \in W^{1,p}_0(\Omega') \) since \( \Omega' \) is compact. Pick \( \phi_n \in C^\infty_0(\Omega') \cap W^{1,p}(\Omega') \) and \( \psi_n \in C^\infty_0(\Omega') \) such that \( \phi_n \rightarrow \phi \big|_{\Omega'} \) in \( W^{1,p}(\Omega') \) and \( \psi_n \rightarrow \psi \) in \( W^{1,p}_0(\Omega') \). Letting \( f(x) = x^+ \) and using 2.2.4 and 2.2.5, it follows that there exist \( f_m \in C^\infty(\mathbb{R}) \), \( m = 1, 2, \ldots, \) and a subsequence \( \eta_m \) such that \( \{f_m(\phi_{n_m}) - f_m(\phi_{n_m} - \psi_{n_m})\} \) converges in \( W^{1,p}(\Omega') \) to \( \phi^+ \big|_{\Omega'} - (\phi \big|_{\Omega'} - \psi)^+ = \phi \big|_{\Omega'} \) with gradient

\[
(\chi_{\{\phi > 0\}} \nabla \phi - \chi_{\{\phi > \psi\}} (\nabla \phi - \nabla \psi)) \big|_{\Omega'} = (\chi_{\{\phi > 0\}} \nabla \phi) \big|_{\Omega'} \]

since \( 0 \leq \phi \big|_{\Omega'} \leq \psi \). \( f_m(\phi_{n_m}) - f_m(\phi_{n_m} - \psi_{n_m}) = 0 \) when \( \psi_{n_m} = 0 \), and so is in \( C^\infty_0(\Omega') \).
therefore \(((u-f-2)^+ \cdot x_{(u-f-2 \epsilon > 0)} (\nabla u - \nabla f))|_{\Omega'} \in W_0^{1,p}(\Omega')\). By the dominated convergence theorem this converges in \(W_0^{1,p}(\Omega')\) to 
\(((u-f)^+ \cdot x_{(u>f)} (\nabla u - \nabla f))|_{\Omega'}\). Doing the above for \(-u, -f\) instead of \(u, f\) shows that \((-f-u)^+ \cdot x_{(u<f)} (\nabla u - \nabla f))|_{\Omega'} \in W_0^{1,p}(\Omega')\) so that \((u-f, x_{(u\neq f)} (\nabla u - \nabla f))|_{\Omega'} \in W_0^{1,p}(\Omega')\). □
2.3.0 Higher Integrability from Reverse Holder Inequalities

It will be shown that functions satisfying a maximal function inequality, where lower powers of the function dominate higher powers, actually lie in higher $L^p$ classes than initially assumed. This is applied in Chapter 3 to prove higher integrability for the gradient of solutions of degenerate elliptic systems.

Theorem 2.3.13 is a generalization of [S1] to weighted spaces, which in turn is an adaptation of a result of F.W. Gehring [GH] to a setting more natural for the analysis of differential equations. The first adaption of [GH] seems to be by M. Giaquinta and G. Modica [GM] although the slightly more general [S1] was done independently, see [GI] for further references.

Only measures which are doubling will be considered here and only very restricted geometries since these are sufficient for applications in Chapter 3. In [S2] Theorem 2.3.13 was proved for very general measures with the restriction that the density of the measure must be uniformly bounded away from zero near the boundary of the domain being considered. This restriction may be weakened even further to the assumption that the measure is doubling near the boundary.

Let $\Omega$ be an open set in $\mathbb{R}^d$ and $\omega$ a positive Borel measure. It will be assumed that $\omega$ is doubling, that is, there exists a constant $c_1 > 0$ such that

$$0 < \omega(B(x,r)) \leq c_1 \omega B(x,r/2)$$
for all balls $B(x,r) \subseteq \Omega$. By iterating this inequality it is easily seen that there exists a constant $\beta > 0$ such that

$$\omega(B(x,R)) \leq c_1 \left(\frac{R}{r}\right)^\beta \omega(B(x,r))$$

(2.3.1)

for all $x, r, R$, $0 < r \leq R$, $B(x,r) \subseteq \Omega$.

Let $Q_{\infty} \subseteq Q_1 \subseteq Q_0 \subseteq \Omega$ be open concentric cubes with sides parallel to the coordinate axes and with side lengths $s_{\infty}$, $2s_{\infty}$, $3s_{\infty}$ respectively. Also for ease in applying the doubling condition it will be assumed that $Q_0$ lies at least a distance of $15 \sqrt{d} \, s_{\infty}$ from $\partial \Omega$.

$L^P$ norms on $Q_\infty$ will be estimated in terms of $L^q$ norms on $Q_0$ for some $p > q$. To accomplish this a continuous "iteration" will be carried out on a parameterized collection of cubes $Q_t$, $1 \leq t \leq \infty$, where $Q_t$ is a cube concentric to $Q_\infty$ with sides parallel to $Q_\infty$ and side length $S(t) = S_{\infty} (1 + t^{-q/\beta})$.

The choice of parameterization is related to the following estimate which can be used to show that a ball centered in some $Q_s$ actually lies totally in $Q_t$ for some specific $t < s$, if its measure is small enough.

Given $B(x,r) \subseteq Q_0$ there exists an $\tilde{r} > 0$ such that $r < \tilde{r} < 3 \, s_{\infty} \sqrt{d}$ and $Q_0 \subseteq B(s, \tilde{r})$. Using (2.3.1) it now follows that

$$\omega(Q_0) \leq \omega(B(x,\tilde{r})) \leq c_1 (\frac{\tilde{r}}{r})^\beta \omega(B(x,r))$$

so that

$$r^\beta \leq c_1 (3 \, s_{\infty} \sqrt{d})^\beta \frac{\omega(B(x,r))}{\omega(Q_0)}$$

(2.3.2)
for all $B(x,r) \subseteq Q_0$.

The maximal functions to be dealt with are defined as follows for $0 < R \leq \infty$.

$$M_R f(x) = \sup \{ \omega^{-1}(B) \int |f| \, d\omega : B = B(x,r) \subset \Omega, 0 < r < R \}$$

For convenience let $Mf = M_\infty f$. The super-level sets of functions $g,f$ will be of central importance in the main estimate for theorem 2.3.3. These are denoted by $E^*(t) = \{ x \in Q_0 : g > t \}$, $E(t) = E^*(t) \cap Q_t$ and $E_*(t) = E^*(t) \cap Q_\infty$. $F^*(t), F(t), F_*(t)$ are defined analogously with respect to $f$.

2.3.3. Theorem. Suppose $g,f$ are nonnegative Borel measurable functions defined on $Q_0$, $0 \leq a < 1$, $b \geq 1$ and

$$M_R(g^q) \leq b M^q(g) + M(f^q) + \alpha M(g^q) \quad \text{a.e. in } Q_1$$

then there exists a constant $p_0$ such that if $p_0 > p > q$ then

$$\left( \frac{1}{\omega(Q_\infty)} \int_{Q_\infty} g^p \, d\omega \right)^{1/p} \leq c \left[ \left( \frac{1}{\omega(Q_0)} \int_{Q_0} g^q \, d\omega \right)^{1/q} + \left( \frac{1}{\omega(Q_0)} \int_{Q_0} f^p \, d\omega \right)^{1/p} \right]$$

where $c$ depends only on $d,p,q,a,\beta,c_1,b,R/S_\infty$, and $p_0$ depends only on $d,q,a,c_1,b,R/S_\infty$.

Proof. (2.3.5) will first be proved under the assumption that

$$M_R(g^q) \leq b M^q(g+f) + \alpha M(g^q) \quad \text{a.e. in } Q_1$$
Then either \( f \not\in L^p(\omega, Q_0) \) in which case 2.3.4 is true or \( f \in L^p(\omega, Q_0) \), in which case from propositions 1.1.3, 1.1.4, 1.1.5 and 1.1.9 it follows that \( M(M^{1/q}(f^q)) \geq M^{1/q}(f^q) \) a.e.

(2.3.4) then implies that (2.3.6) holds for \( f \) replaced by \( M^{1/q}(f^q) \) and (2.3.5) follows from propositions 1.1.3 and 1.1.4 and (2.3.5) with \( f \) altered as above.

Let

\[
(2.3.7) \quad \delta = \min \left\{ \frac{\omega(Q_\infty)}{\omega(Q_0)}, \left( \frac{1 + \alpha - q/\beta}{2 - \beta} \right)^{2/3} \right. \frac{c_1 c_5}{\beta}, \left. \frac{1 - k^{q/\beta}}{2 \beta} \right\}
\]

where \( c_5 \) is the constant appearing in 2.3.11 (depends only on \( c_1, d \)) and \( k^q = 3^q (c_5 b(1+\alpha)/(1-\alpha)) > 1 \). The doubling condition implies that \( \omega(Q_\infty)/\omega(Q_0) \) is bounded below by a positive number depending only on \( c_1, d \) so that \( \delta \) is bounded below by a positive constant depending only on \( d, c_1, a, \beta, R/S_\omega \).

Normalize \( g \) and \( f \) by dividing by

\[
\delta \left( (\omega^{-1}(Q_0) \int_{Q_0} g^{q_d\omega})^{1/q} + (\omega^{-1}(Q_0) \int_{Q_0} f^{p_d\omega})^{1/p} \right)^{-1}
\]

so that without loss of generality (replace \( g, f \) by these normalized versions) we may assume that

\[
(2.3.8) \quad \left( \int_{Q_0} g^{q_d\omega} \right)^{1/q} + \left( \int_{Q_0} f^{p_d\omega} \right)^{1/p} = \delta.
\]

The remainder of the proof will consist of four parts.
Part I (Decomposition)

Fix $s > k$ and let $t = s/k$. From 2.3.7 it follows that

\[
\frac{1}{\omega(Q_s)} \int_{Q_s} g^q d\omega \leq \frac{\omega(Q_0)}{\omega(Q)} \cdot \frac{1}{\omega(Q_0)} \int_{Q_0} g^q d\omega \\
\leq \frac{\omega(Q_0)}{\omega(Q)} \delta^q < 1 < s^q.
\]

Divide $Q_s$ dyadically a minimum number of times so that the subcubes have diameters less than $\text{Min}(R, S)/S$. For each such $Q$

\[
\frac{1}{\omega(Q)} \int_Q g^q d\omega \leq \frac{\omega(Q_s)}{\omega(Q)} \cdot \frac{1}{\omega(Q_s)} \int_{Q_s} g^q d\omega \\
\leq \frac{\omega(Q_0)}{\omega(Q_s)} \cdot s^q < c_3 s^q
\]

where $c_3$ depends only on $\text{Min}(R, S)/S$, $d$, $c_1$. Now subdivide each subcube as in the decomposition lemma of Calderon and Zygmund [ST] to get disjoint subcubes \{P_i\} of $Q_s$ such that

\[
g \leq s \quad \text{a.e. in } Q_s \setminus \bigcup_i P_i \quad \text{and}
\]

\[(2.3.9) \quad s^q \leq \frac{1}{\omega(P_i)} \int_{P_i} g^q d\omega \leq c_4 s^q
\]

for some $c_4$ depending only on $d$, $c_1$, $c_3$. The Calderon-Zygmund lemma easily generalizes to the case of a doubling measure because of propositions 1.1.3, 1.1.4, 1.1.5 and 1.1.9. The initial subdivision guarantees that $\text{diam } P_i \leq \text{Min}(R, S)/S$. Let $G = \bigcup_i P_i$ so

\[(2.3.10) \quad \int_G g^q d\omega \leq c_4 s^q \omega(G).
\]
Given \( x \in P_i \) consider \( B(x,r) \) with \( r = \text{diam } P_i \leq \text{Min}(R, S_{\infty}) \) so that

\[
(2.3.11) \quad s^q < \frac{1}{\omega(P_i)} \int_{P_i} \frac{g^q \omega}{\omega(P_i)} < \frac{1}{\omega(B)} \int_B g^q \omega \leq c_5 M_R(g^q)(x)
\]

where \( c_5 \) depends only on \( c_1, d \).

Part II (Removal of the term \( \alpha M(g^q) \))

Let \( F = \{ x \in G : (2.36) \text{ hold } \} \) so \( \omega(F) = \omega(G) \). If \( \alpha = 0 \) continue from 2.3.12 otherwise 2.3.11 implies that

\[
c_5^{-1} s^q c_5^{-1} < M_R(g^q)(x) \leq M(g^q)(x) \quad \text{for all } x \in G.
\]

Given \( x \in F \) there exists a ball \( B = B(x,r) \subseteq Q_0 \) such that \((1+\alpha)2^{-1}c_5^{-1} < (1+\alpha)2^{-1} M(g^q)(x) < \omega^{-1}(B) \int_B g^q \omega \) since \((1+\alpha)2^{-1} < 1\).

From this it follows that

\[
\omega(B) < 2 c_5(1+\alpha)^{-1} \int_{Q_0} g^q \omega < 2 c_5(1+\alpha)^{-1} \omega(Q_0) \delta^q .
\]

(2.3.2) and (2.3.7) now imply that \( r < R \) and so

\[
M(g^q)(x) \leq 2(1+\alpha)^{-1} \omega^{-1}(B) \int_B g^q \omega < 2(1+\alpha)^{-1} M_R(g^q)(x) .
\]

Combining this with (2.3.6) gives

\[
(2.3.12) \quad M_R(g^q)(x) \leq \frac{(1+\alpha)}{1-\alpha} bh^q(g+f)(x)
\]

for all \( x \in F \).
Part III (Basic Estimate)

Given $x \in F$ use (2.3.11), $s = kt$ and the above to get

$$3^q(c_b(1+a)/(1-a))t^q = s^q < (c_b(1+a)/(1-a)) M^q(g+f)(x)$$

so there exists a ball $B = B(x,r) \subseteq Q_0$ such that

$$3t < \frac{1}{\omega(B)} \int (g+f) \, d\omega .$$

It will now be shown that $B \subseteq Q_t$. To see this it is sufficient to show that $r < (S(t) - S(s))/2 = S\omega t^{-q/\beta}(1-k^{-q/\beta})/2$. In addition $r < S\omega/10$ will be proved for later use. The definition of $E^s(t)$ implies that

$$\int_B g d\omega \leq t\omega(B) + \int_{B \cap E^s(t)} g d\omega .$$

Using this, a similar inequality for $f$ and (2.3.13) it follows that

$$t\omega(B) \leq \int_{B \cap E^s(t)} g d\omega + \int_{B \cap \tilde{E}^s(t)} f d\omega \leq t^{1-q} \int_{E^s(t)} g^q d\omega + t^{1-p} \int_{F^s(t)} f^p d\omega$$

and since $t > 1$ and $p > q$ it is seen that

$$\omega(B) \leq t^{-q}(\int g^q d\omega + \int f^p d\omega) \leq t^{-q}(\delta^q + \delta^p) \omega(Q_0) \leq 2 t^{-q} \delta^q \omega(Q_0) .$$

This combined with (2.3.2) and (2.3.7) implies that $r < S\omega^{-q/\beta}(1-k^{-q/\beta})/10$ and so $B \subseteq Q_t$. Since $t > 1$, $k > 1$ it also follows that $r < S\omega/10$ so that $B(x,5r) \subseteq Q_0$. Using the fact that $B \subseteq Q_t$ and arguing as above it follows that
\[(2.3.14) \quad t \omega(B) \leq \int_{B \cap E(t)} g \, d\omega + \int_{B \cap F(t)} f \, d\omega\]

F is covered by such balls B. Using the covering lemma 1.1.9 again it is seen that there exists a pairwise disjoint sub-collection of balls \( \{B_i\} \), \( B_i = B(x_i, r_i) \) such that \( \{B(x_i, 5r_i)\} \) is a cover for F. Now, since \( B(x_i, 5r_i) \subseteq Q_0 \), the doubling condition implies that

\[\omega(G) = \omega(F) \leq \Sigma \omega(B(x_i, 5r_i))\]

\[\leq c_1^3 \Sigma \omega(B(x_i, r_i))\]

and consequently

\[\int_{E(s)} g^q \, d\omega \leq \int_{G} g^q \, d\omega \leq c_4 \, s^q \omega(G)\]

\[\leq k \, c_1^3 \, c_4 \, s^{q-1} \left[ \int_{E(s/k)} g \, d\omega + \int_{F(s/k)} f \, d\omega \right]\]

from (2.3.10) and (2.3.14).

Part IV (Reduction to Stieltjes integral form)

Let \( h(s) = \int_{E(s)} g \, d\omega, H(s) = \int_{F(s)} f \, d\omega \), so \( h \) is non-increasing and right continuous, and \( \lim_{t \to 0} h(t) = 0 \) since \( t^{q-1} h(t) \leq \int_{E(t)} g^q \, d\omega + 0 \) as \( t \to 0 \). Integrate by parts to get
(2.3.15) \[ \int_{(s, \infty)} t^{q-1} dh(t) \]
\[ = (q-1) \int_{(s, \infty)} t^{q-2} h(t) dt + s^{q-1} h(s) \]
\[ = (q-1) \int_{(s, \infty)} t^{q-2} \int g \, dw \, dt + s^{q-1} h(s) \]
\[ = (q-1) \int_{(s, \infty)} t^{q-2} \int g \, dw \, dt + s^{q-1} h(s) \]
\[ = (q-1) \int_{E(s)} g \int t^{q-2} \, dt \, dw + s^{q-1} h(s) \]
\[ \leq k c_1^3 c_4 s^{q-1} \left( \int_{E(s/k)} g \, dw + \int_{F(s/k)} f \, dw \right) . \]

So
\[ \int_{(s, \infty)} t^{q-1} dh(t) \leq k c_1^3 c_4 s^{q-1} (h(s/k) + H(s/k)) \text{ for } s \geq k. \]

Apply lemma 2.3.18 to get
\[ \int_{(k, \infty)} t^{p-1} dh(t) \leq c \left( \int_{(k, \infty)} t^{q-1} dh(t) + \int_{(k, \infty)} t^{p-2} \int H(t/k) dt \, h(1) \right) . \]

Inequality (2.3.16) is reversed if \( E_k(s) \) replaces \( E(s) \), so with \( s = k \) use (2.3.15) to (2.3.17) (with \( p \) replacing \( q \)) and the inequality above to get
\[ \int_{E_k(k)} g^p dw \leq c \left( \int_{E(k)} g^q dw + \int_{F(t/k)} f \, dw \, dt + h(1) \right) . \]
\[ g^p \leq k^{p-q} g^q \text{ for } g \leq k \text{ so } \]
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\[
\int_{Q_0} g^p d\omega < c (1 + k^{p-q}) \int_{Q_0} g^q d\omega + c \int_{Q_0} f f^2 d\omega,
\]
\[
+ c \int_{E(1)} g d\omega
\]
\[
\leq c \delta^q \omega(Q_0) + c k^{p-1} \int_{Q_0} f^p d\omega + c \int_{E(1)} g^q d\omega
\]
\[
\leq c \omega(Q_0)
\]

c independent of \(\omega(Q_0)\). Reversing the normalization of \(f, g\) gives (2.3.5).

2.3.18 Lemma. Suppose \(h : (1, \infty) \rightarrow (0, \infty)\) is nonincreasing, right continuous, and \(\lim_{t \to \infty} h(t) = 0\). Also suppose \(H : (1, \infty) \rightarrow (0, \infty)\) is measurable, \(q > 1, a > 1, k > 1\) and \(p\) satisfies \(1 > ak^{p-1}(p-q)/(p-1)\) with \(p \geq q\). If

\[- \int_{(t, \infty)} s^{q-1} dh(s) \leq a t^{q-1}(h(t/k) + H(t/k)) \quad \text{for } t \geq k \quad (t, \infty)\]

then

\[
\int_{(k, \infty)} s^{p-1} dh(s) \leq c_1 (- \int_{(k, \infty)} s^{q-1} dh(s)) + c_2 \int_{(k, \infty)} t^{p-2} H(t/k) dt + c_3 h(1) \quad (k, \infty)
\]
Proof. Let $I_p^j = -\int_{(k,j]} s^{p-1}dh(s)$. An integration by parts gives

$$(2.3.19) \quad I_p^j = -\int_{(k,j]} t^{p-q} \, t^{q-1} \, dh(t) = k^{p-q} \, I_q^j + (p-q)J,$$

where $J = \int_{(k,j]} t^{p-q-1} \left(-\int_{(t,j]} s^{q-1} \, dh(s)\right) \, dt$.

Combining this with the hypothesis it follows that

$$(2.3.20) \quad J \leq \int_{(k,j]} t^{p-q-1}(at^{k-1}[h(t/k) + H(t/k)] + \int_{(j,\infty)} s^{q-1} \, dh(s)) \, dt,$$

but

$$\int_{(k,j]} t^{p-2} h(t/k) \, dt = k^{p-1} \int_{(1,j/k]} t^{p-2} h(t) \, dt$$

$$= \frac{k^{p-1}}{p-1} \left( \frac{1}{k} h(\frac{j}{k}) - h(1) - \int_{(1,j/k]} t^{p-1} \, dh(t) \right)$$

$$\leq \frac{k^{p-1}}{p-1} \left(-\int_{(1,j]} t^{p-1} \, dh(t) - \frac{j^{p-q}}{k^{p-1}} \int_{(j,\infty)} t^{q-1} \, dh(t) \right)$$

since

$$\left(\frac{1}{k} \right)^{p-1} h(\frac{j}{k}) = \left(\frac{1}{k} \right)^{p-1} (h(\frac{j}{k}) - h(j)) + \left(\frac{1}{k} \right)^{p-1} h(j)$$

$$\leq -\int_{(j/k,j]} t^{p-1} \, dh(t) - \frac{j^{p-q}}{k^{p-1}} \int_{(j,\infty)} t^{q-1} \, dh(t).$$
This combined with (2.3.19) and (2.3.20) gives

\[
I_p^j \leq k^{p-q} I_q^j + \frac{p-q}{p-1} ak^{p-1} \left(- \int_{(1,j]} t^{p-1} \, dh(t) \right)
+ \left(\frac{p-q}{p-1} a - 1\right) J^{p-q} \left(- \int_{(j,\infty)} t^{q-1} \, dh(t) \right)
- k^{p-q} \int_{(j,\infty)} t^{q-1} \, dh(t) + (p-q)a \int_{(k,j)} t^{p-2} H(\frac{t}{k}) \, dt.
\]

Now use that \([a(p-q)/(p-1) - 1] < 0\). Subtract part of the second term from both sides and let \(j \to \infty\) to get

\[
(1 - (\frac{p-q}{p-1})ak^{p-1}) I_p^\infty \leq k^{p-q} I_q^\infty + (p-q)a \int_{(k,\infty)} t^{p-2} H(\frac{t}{k}) \, dt
+ \frac{p-q}{p-1} ak^{p-1} \left(- \int_{(1,k]} t^{p-1} \, dh(t) \right).
\]

but \((1 - (p-q)/(p-1))ak^{p-1}) > 0\) by hypothesis, and
- \(\int_{(1,k]} t^{p-1} \, dh(t) \leq k^{p-1} h(1)\), so the desired conclusion is reached. \(\blacksquare\)
CHAPTER 3

The theme of Chapter 3 is that of establishing continuity for solutions of degenerate elliptic equations.

In Section 3.1.0 both interior and boundary continuity are considered for single equations of the form \( \text{div} A(x,u,Vu) = B(x,u,Vu) \), where \( A, B \) satisfy certain natural growth conditions. As a byproduct of this a Harnack inequality is proven for positive solutions.

In Section 3.2.0 estimates are derived for the modulus of continuity of functions in weighted Sobolev spaces, analogous to Morrey's result that functions in \( W^{1,p}(\mathbb{R}^d) \), \( p > d \), are Hölder continuous. This is relevant since solutions of equations with natural exponent \( p \) (\( p = 2 \) for linear equations) are often contained in such spaces.

In Section 3.3.0, degenerate elliptic systems are considered of the form \( \text{div} A_i(x,u,Vu) = B_i(x,u,Vu) \), \( i = 1, \ldots, N \), where \( A_i, B_i \) satisfy certain growth conditions. Additional integrability is proven for \( |Vu| \) and this, combined with the results of Section 3.2.0, establishes continuity in certain borderline cases where 3.2.0 does not apply directly.

In each section an example is worked using equations with degeneracies of the form \( \text{dist}^\alpha(x,K) \), for a class of sets \( K \) which includes finite unions of \( \mathbb{C}^2 \) manifolds of co-dimension greater than or equal to 2 (including co-dimension \( d \), i.e. points).
3.1.0 A Harnack Inequality and Continuity of Weak Solutions for Degenerate Elliptic Equations

The main results of this section are a Harnack inequality for positive solutions and the interior and boundary continuity for weak solutions.

The basic structure of the proof of the Harnack inequality is due to Moser [MEl]. Techniques of Trudinger [T1], [T2] are used to replace the John-Nirenberg lemma [JN], which is not of use when the weights are badly degenerate. The proof of the boundary continuity essentially follows that of Gariepy and Ziemer [GZ].

Various results have been proven for linear degenerate equations by Kruzkov [K], Murthy and Stampacchia [MS], P.D. Smith [SM] and Trudinger [T1], [T2] and a degenerate Harnack inequality has been proven by Edmunds and Peletier [EP] for quasi-linear degenerate equations. The present results allow a more general class of degeneracies. The reader should note the related work done independently by E.B. Fabes, D.S. Jerison, C.E. Kenig, and R.P. Serapioni [FKS], [FJK] (see comments preceding 2.2.40).

The equations considered are of the form

\[(3.1.1) \quad \text{div} A(x,u,\nabla u) = B(x,u,\nabla u), \]

where

\[A: \Omega \times \mathbb{R}^l \times \mathbb{R}^d \to \mathbb{R}^d \]

and

\[B: \Omega \times \mathbb{R}^l \times \mathbb{R}^d \to \mathbb{R}^l \]
are Borel measurable functions satisfying the conditions

\[
(3.1.2) \quad |A(x,u,w)| \leq u(x)|w|^p - a_1(x)|u|^p - a_2(x) + b_3(x), \\
|B(x,u,w)| \leq b_0 \lambda(x)|w|^p + b_1(x)|w|^p - b_2(x)|u|^p - b_3(x) + b_4(x), \\
A(x,u,w) - w \geq \lambda(x)|w|^p - c_1(x)|u|^p - c_2(x).
\]

\(\Omega \subseteq \mathbb{R}^d\) is open, \(p > 1, \lambda, \mu, a_i, i = 1, 2, b_i, i = 1, 2, 3, c_i, i = 1, 2\), are nonnegative Borel measurable functions on \(\Omega\) and \(\omega = \mu^p \lambda^{(p-1)}\) and \(\lambda\) are assumed to be integrable with \(0 < \lambda \leq \mu < \infty\) almost everywhere.

Identifying \(\omega\) and \(\lambda\) with the measures they induce, \(W^{1,p}_0(\omega, \lambda, \Omega)\), \(W^{1,p}_0(\omega, \lambda, \Omega)\) and \(W^{1,p}_0(\omega, \lambda, \Omega)\) will be the Sobolev spaces defined in 2.2.1. For convenience these will be represented by \(W^{1,p}_{\Omega}(\Omega)\), \(W^{1,p}_0(\Omega)\), and \(W^{1,p}_{10c}(\Omega)\).

There are a number of useful definitions of weak solution in the present setting. For simplicity a pair \((u, \varphi u) \in W^{1,p}_{10c}(\Omega)\) is called a weak solution of (3.1.1) in an open set \(V\) if

\[
(3.1.3) \quad \int V \varphi \cdot A(x,u,\varphi u) + \varphi B(x,u,\varphi u) = 0
\]

for all \((\varphi, \varphi u) \in W^{1,p}_0(V)\). In more specific contexts definitions such as that in [T1] may be more natural. In any case the basic methods are quite flexible in adapting to different definitions of weak solution.

The following Sobolev inequalities will be assumed. \(B = B(x_0, r)\) is a ball of radius \(r\), \(B \subseteq \Omega\), and \(x_0, r\) vary depending on the specific result being considered.
\[(3.1.4) \quad \left( \frac{1}{|B|} \int_B |\phi|^q \omega \right)^{1/q} \leq \rho(s(r)) \left( \frac{1}{|B|} \int_B |\nabla \phi|^p \lambda \right)^{1/p} + t(r) \left( \frac{1}{|B|} \int_B |\phi|^p \omega \right)^{3/p}\]

for all \((\phi, \nabla \phi) \in W_0^{1,p}(B)\), where \(q > p\) and \(s(r) \geq 2\) (for computational simplicity);

\[(3.1.5) \quad \int_B |\phi - \frac{1}{|B|} \int_B \phi \omega|^p \omega \leq r^p p(r) \int_B |\nabla \phi|^p \lambda + q(r) \omega(B)\]

for all \((\phi, \nabla \phi) \in W_0^{1,p}(B(x_0, \bar{r}))\), and some \(\bar{r} > r\);

\[(3.1.6) \quad \int_B |\phi|^p F_r \leq \epsilon r^p s_0 \int_B |\nabla \phi|^p \lambda + \epsilon^{-6} s_F(r) \int_B |\phi|^p \omega\]

for all \((\phi, \nabla \phi) \in W_0^{1,p}(B)\) and \(0 < \epsilon \leq 1\), where \(s_0\) is either 0 or 1 and \(F_r\) will be defined slightly differently in each of Theorems 3.1.10, 3.1.15, and Corollaries 3.1.12, 3.1.13.

The weights \(\omega, \lambda\) for which (3.1.4) and (3.1.5) hold, with \(t(r) = q(r) = 0\) and \(\phi \in C_0^\infty(B)\) and \(C_0^\infty(B(x_0, \bar{r}))\), respectively, are characterized in Theorem 2.2.41. Simple limit procedures as done in Lemma 3.1.7 then show that (3.1.4) and (3.1.5) hold for general Sobolev functions.

If \(F_r \leq s_F(r) \omega\), then (3.1.6) is trivially true with \(s_0 = 0\); otherwise (3.1.6) can be deduced from inequalities such as (3.1.8), for which the weights have been characterized in Theorem 2.2.41.
3.1.7 Lemma. Assume for some \( s, 1 \leq s < p \), that

\[
\int_B |\phi|^s F_r \leq c(r) r^s \int_B |\nabla \phi|^s \lambda^{s/p} (p-s)/p
\]

for all \( \phi \in C^\infty_0(B) \). Then

\[
\int_B |\phi|^p F_r \leq c(r) \int_B |\nabla \phi|^p \lambda + c(p,s) \epsilon^{-s/(p-s)} c(p/(p-s))(r) \int_B |\phi|^p \omega
\]

for all \( (\phi, \nabla \phi) \in W_0^{1,p}(B) \).

Proof. Given \( \phi \in C^\infty_0(B) \), let \( \phi = u^{p/s} \). \( \forall \phi = \frac{p}{s} u^{(p-s)/s} \forall u \), so by (3.1.8)

\[
\int_B |u|^p F_r \leq \left( \frac{p}{s} \right)^s c(r) r^s \int_B |u|^{p-s} |\nabla u|^s \lambda^{s/p} (p-s)/p
\]

Use Young's inequality to show that

\[
\left( \frac{p}{s} \right)^s c(r) r^s |u|^{p-s} |\nabla u|^s \lambda^{s/p} (p-s)/p
\]

\[
\leq c(p,s) \epsilon^{-s/(p-s)} c(p/(p-s))(r) |u|^p \lambda + c(p/(p-s)) \epsilon \int_B |\nabla u|^p \lambda
\]

so that (3.1.9) is true for \( \phi \in C^\infty_0(B) \). Given \( (\psi, \nabla \psi) \in W_0^{1,p}(B) \), pick \( \phi_n \in C^\infty_0(B) \) such that \( (\phi_n, \nabla \phi_n) \to (\psi, \nabla \psi) \) in \( W_0^{1,p}(\Omega) \). Using (3.1.9) with \( \phi = \phi_n - \phi_m \) it is seen that \( \{\phi_n\} \) is Cauchy in \( L^p(F_r,B) \) and since \( \phi_n \to \psi \) a.e. for some subsequence \( \{n_i\} \), it follows that \( \psi \in L^p(F_r,B) \) and \( \phi_n \to \psi \) in \( L^p(F_r,B) \).
Letting $\phi = \phi_n$ in (3.1.9) and letting $n \to \infty$ shows that (3.1.9) is true for $(\phi, \nabla \phi) = (\psi, \nabla \psi)$, as required.

For Theorem 3.1.10 it will be assumed that $a_2 = b_3 = c_2 = 0$,

$$F_R = R^p \left[ c_1 + b_1^p \lambda^{-(p-1)} + b_2 + a_1 \frac{p}{p-1} \mu^{p/(p-1)} \right], \quad B(x_0, R) \subseteq \Omega,$$

and (3.1.4), (3.1.5), and (3.1.6) hold for $r = R$.

3.1.10 Theorem. If $u$ is a positive weak solution of (3.1.1) in $B(x_0, R)$ with $u < M < \infty$ and $0 < \theta < 1$, then

$$\sup_{B(x_0, \theta R)} u \leq C(R) \inf_{B(x_0, \theta R)} u,$$

for $C(R) = c \left[ (s(R) + t(R)) \exp(p(R)H(R) + q(r)) \right]^{1/p(R)} \left[ s + \frac{1}{1 - \theta} \left( b_1^p \lambda^{-(p-1)} + b_2 \right) \right]^{1/(q-p)} R^{p-1}$

and $H(R) = 1 + \omega^{-1}(B(x_0, R)) \left[ b_1^p \lambda^{-(p-1)} \right]^{1/(q-p)} R^{p-1}$,

c depending only on $p, q, \theta, M, b_0$.

The proofs of Theorem 3.1.10 and the following results will be deferred until later.

Remarks.

The boundedness assumption for weak solutions is not essential if $b_0 = 0$. In this case methods of Aronson and Serrin [AS] can be used to achieve similar results.

As in [T3] the Harnack inequality may be split into two parts, one relevant to subsolutions and one to supersolutions.
The John-Nirenberg Lemma [JN] generalizes easily to accommodate doubling measures, that is, measures \( \mu \) such that \( \mu(B(x,2r)) \leq c_\mu \mu(B(x,r)) \). So if integration against \( \omega \) is a doubling measure and if the inequalities (3.1.4), (3.1.5), and (3.1.6) hold for \( 0 < r \leq R \) with \( p(r), q(r), H(r) \) bounded, then the "crossover" can be done as in [T3].

The last remark applies to supersolution calculations as well, but if full solutions alone are of concern and if the remaining Sobolev constants \( s(r), t(r), s_F(r) \) are bounded for \( 0 < r \leq R \), then a simple method due to Bombieri [BI] and appearing in [ME2] can be used as well, to prove (3.1.11) with \( R \) replaced by \( r \) and \( C(r) \) bounded.

If, as in the symmetric linear case, \( |w_1 \cdot A(x,u,w_2)| \leq |w_1 \cdot A(x,u,w_1)| + |w_2 \cdot A(x,u,w_2)| \), then the derivation of the fundamental inequality in the proof of Theorem 3.1.10 may be improved as in [ME2]. This leads to the replacement of \( \omega \) by the smaller weight \( \mu \), thus allowing consideration of more degenerate weights.

**Definition.** If \( x \in \Omega \) and \( \lim_{r \to 0} \inf_{B(x,r) \subset \Omega} V = \inf_{\Omega} V \), then it is said that \( V \) achieves its essential minimum at \( x \). The analogous definition is adopted for essential maximum at \( x \).

**3.1.12 Corollary.** Assume \( 0 = a_1 = a_2 = b_2 = b_3 = c_1 = c_2, F_r = r^\rho B_1^{\rho (p-1)}, \Omega \) is open and connected and for all \( x \in \Omega \), \( \exists r > 0 \) such that inequalities (3.1.4), (3.1.5), and (3.1.6) hold for \( x_0 = x \) and \( B(x,r) \subset \Omega \).
If \( V \) is a bounded weak solution of (3.1.1) in \( \Omega \) and \( V \) achieves its essential minimum or maximum at an interior point, then \( V \) is constant (off a set of measure zero).

Remarks. If \( a_1, a_2, b_2, b_3, c_1, c_2 \) are not assumed to be zero, then a weak maximum principle may be proven similar to that of [AS].

If \( C(R) \) in (3.1.11) depends on \( R \) in an appropriate manner, then a Liouville theorem may be proven as in [ME1].

In Corollary 3.1.13 it is shown that a slightly altered Harnack inequality holds if \( a_2, b_3, c_3 \) are not zero. The function \( K(r) \) is usually chosen to be \( r^\alpha \) for some \( \alpha > 0 \).

Let
\[
F_R = r^\delta (c_1 + c_2 K^{-p}(R) + b_1^p \lambda^{-(p-1)} + b_2 + b_3 K^{-(p-1)}(R) + (a_1 + a_2 K^{-p}(R)) \mu^{-p/(p-1)} \lambda)
\]
and assume (3.1.4), (3.1.5), and (3.1.6) for \( r = R \).

3.1.13 Corollary. If \( u \) is a positive weak solution of (3.1.1) in \( B(x_0, R) \) with \( u \leq M \) and \( 0 < \theta < 1 \), then

\[
\sup_{B(x_0, \theta R)} u \leq C(R) \inf_{B(x_0, \theta R)} u + (C(R)-1) K(R),
\]

where \( C(R) \) is as in Theorem 3.1.10.

For Theorem 3.1.15 let
\[
F_R = r^\delta ((c_1 M + c_2) K^{-p}(r) + b_1^p \lambda^{-(p-1)} + (b_2 M + b_3) K^{-(p-1)}(r) + (a_1 M + a_2) \mu^{-p/(p-1)} \lambda),
\]
and
assume (3.1.4), (3.1.5), and (3.1.6) for $0 < r < R$.

3.1.15 Theorem. If $u$ is a weak solution of (3.1.1) in $B(x_0, R)$, with $|u| \leq M/2$ and $C(R), K(R), \theta, M$ as in Corollary 3.1.13,

then $\lim_{k \to \infty} \text{Osc}_{B(x_0, r_k)} u = 0$ if\[ \sum_{k=0}^{\infty} C^{-1}(r_k) = \infty \text{ and } \lim_{k \to \infty} C(r_k)K(r_k) = 0, \]

where $r_k = \theta^k R$.

If $C(r_k)$ is bounded and $K(r_k) \leq c' r_k^{\alpha'}$ for some $c', \alpha' > 0$,

then

$$\text{Osc}_{B(x_0, r_k)} u \leq c r_k^{\alpha}$$

for some $c, \alpha > 0$.

These conditions are sharp in the sense of Lemma 3.1.16.

In addition, if $C(r)$ is nondecreasing and $K(r)$ is nonincreasing as $r \to 0$, then

$$\text{Osc}_{B(x_0, r_k)} u \leq e^{-cg(r_k)} \left( \text{Osc}_{B(x_0, R)} u + c \int_{0}^{g(r_k)} \gamma^{-1}(t) e^{ct} dt \right),$$

where $g(s) = \int_{s}^{R} \frac{1}{C(r)} \frac{dr}{r}$ and $\gamma(s) = C(s) K(s/\theta)$.

Remark. Semicontinuity results for subsolutions and supersolutions may be proven as in [T1] using the calculations mentioned in the second remark after Theorem 3.1.10.
Example

Let $K$ be as in Theorem 2.2.56 such that 2.2.61-3 hold and $\omega(x) = \mu(x) = \lambda(x) = \text{dist}^\alpha(x,K), \alpha > -\gamma$.

From this and a limiting argument (as in Lemma 3.1.7) it follows for some $q > p$ and all $B(x_0,r) \subseteq \mathbb{R}^d$, that (3.1.4) and (3.1.5) hold with $s(r) = p(r) = 1$ and $t(r) = q(r) = 0$. For simplicity assume that $a_1, a_2, c_1, c_2, b_1, b_2, b_3$ are bounded by a constant multiple of $\omega$ and choose $k(r) = r + r(p-1)/p$.

This implies that $F_r \leq c\omega$, so (3.1.6) is trivially true with $s_0 = 0$ and $s_F(r) = 1$. Also $C(r)$ is bounded for $r < R < \infty$.

It now follows from Theorem 3.1.15 that if $u$ is a bounded weak solution of (3.1.1) in $\Omega$, then $u$ is locally Hölder continuous.

3.1.16 Lemma. Let $r_k = \theta^k R$ for $0 < \theta < 1$, $R > 0$. Assume

(3.1.17) \[ C(r_k) > \delta > 1, \]

and

(3.1.18) \[ \text{Osc} \frac{u}{B(x_0,r_k)} \leq a_{k-1} \left( \text{Osc} \frac{u}{B(x_0,r_{k-1})} + 2K(r_{k-1}) \right), \]

for $k = 0, 1, 2, \ldots$, where $a_k = \frac{C(r_k) - 1}{C(r_k) + 1}$. Then

(3.1.19) \[ \text{Osc} \frac{u}{B(x_0,r_n)} \leq \left( \prod_{k=0}^{n-1} a_k \right) \text{Osc} \frac{u}{B(x_0,r_n)} + 2 \sum_{j=0}^{n-1} k(r_j) \sum_{k=j}^{n-1} a_k, \]

and if
(3.1.20) \[ \sum_{k=0}^{n} C^{-1}(r_k) = \infty \quad \text{and} \quad C(r_k)K(r_k) \to 0 \]
as \( k \to \infty \), then

(3.1.21) \[ \text{Osc}_{\mathbf{B}(x_0, r_n^*)} u \to 0 \quad \text{as} \quad n \to \infty. \]

(3.1.22) This is sharp because if (3.1.20) does not hold, then there exists \( u \) such that \[ \text{Osc}_{\mathbf{B}(x_0, r_n^*)} u \geq \lambda > 0. \]

If \( C(r_k) \) is bounded and \( K(r_k) \leq cr_k^\alpha \) for some \( c, \alpha > 0 \), then

(3.1.23) \[ \text{Osc}_{\mathbf{B}(x_0, r_n^*)} u \leq c' r_n^{\alpha'} \quad \text{for some} \quad c', \alpha' > 0. \]

If \( C(r_k) \) is nondecreasing as \( k \to \infty \), then this is sharp as well.

If \( C(r) \) is nondecreasing and \( K(r) \) is nonincreasing as \( r \to 0 \), then

\[ \text{Osc}_{\mathbf{B}(x_0, r_n^*)} u \leq e^{-g(r_n)} \left( \text{Osc}_{\mathbf{B}(x_0, R)} u + 2c \int_0^{g(r_n)} e^{t} dt \right), \]

where \( g(s) = \int_s^R \frac{1}{C(r)} \frac{dr}{r} \), \( \gamma(s) = C(s)K(s/\theta) \) and \( c = (\log \theta^{-1})^{-1} \).

**Proof of Theorem 3.1.10.** The fundamental inequality (3.1.29) is proven; then this is iterated to give (3.1.31). The final step is the crossover from \( L^p \) norms of \( u \) with \( p > 0 \) to those with \( p < 0 \). This is accomplished by iterating norms of \( \log u \).
It can be assumed without loss of generality that \( u \) is strictly positive, otherwise let \( \tilde{u} = u + \varepsilon \), \( \varepsilon > 0 \). \( \tilde{u} \) is a weak solution of \( \text{div} \, \tilde{A} = \tilde{b} \), where \( \tilde{A}(x,\tilde{u},\nabla \tilde{u}) = A(x,\tilde{u} - \varepsilon,\nabla \tilde{u}) \) and \( B(x,\tilde{u},\nabla \tilde{u}) = B(x,\tilde{u} - \varepsilon,\nabla \tilde{u}) \), and since \( \tilde{A}, \tilde{B} \) satisfy (3.1.2), the following proof gives \( \sup \tilde{u} \leq C(R) \inf \tilde{u} \). (3.1.11) is recovered by letting \( B(x_0, \theta R) \) as \( \varepsilon \to 0 \).

Throughout the proof, \( c \) will represent a constant depending only on \( p, q, \theta, M, b_0 \), and will change from time to time.

Let \( \phi = \phi^p u^\beta \exp(b_0 \text{sign}_B u) \), \( \beta \neq 0 \), \( \phi \in C_0^\infty(B(x_0, R)) \). Several applications of Proposition 2.2.2 show that \( \phi \in W^{1,p}(B(x_0, R)) \) with

\[
\nabla \phi = p \phi^{p-1} \nabla \phi u^\beta \exp(b_0 \text{sign}_B u) + \beta \phi^p u^{\beta-1} u \exp(b_0 \text{sign}_B u) + b_0 \text{sign}_B \phi^pu^\beta \exp(b_0 \text{sign}_B u) \nabla u ,
\]

and so

\[
\beta \int \phi^p u^{\beta-1} \exp(b_0 \text{sign}_B u) \nabla u \cdot A = - \int \phi^p u^\beta \exp(b_0 \text{sign}_B u) B - p \int \phi^{p-1} u^\beta \exp(b_0 \text{sign}_B u) \nabla \phi \cdot A - b_0 \text{sign}_B \int \phi^p u^\beta \exp(b_0 \text{sign}_B u) \nabla u \cdot A .
\]

Now multiply by \( \text{sign}_B \), use the structure inequalities (3.1.2) and \( u \leq M \), and let \( E = \exp(b_0 \text{sign}_B u) \) to get
The second and the seventh terms on the right-hand side cancel. This is in fact the reason for introducing $\exp(b_0 \text{ sign } u)$ in the test function $\phi$.

The following inequalities are proven using Young's inequality.

\[
\begin{align*}
\phi^p \| \nabla u \|^p \leq & \epsilon_1 (p-1) u^p b_1^p \lambda^{-(p-1)} + \frac{(p-1)}{p} \epsilon_1 u^{p-1} |\nabla u|^p \lambda, \\
\phi^{p-1} |\nabla \phi| u^p |\nabla u|^{p-1} \leq & \epsilon_2 (p-1) \frac{p}{|\nabla \phi|^p} u^{p+1} \mu^p \lambda^{-(p-1)} + \frac{(p-1)}{p} \epsilon_2 \phi^{p-1} u^p |\nabla u|^p \lambda, \\
\phi^{p-1} |\nabla \phi| a_1 \leq & \frac{1}{p} |\nabla \phi|^p \mu^p \lambda^{-(p-1)} + \frac{(p-1)}{p} \phi^{p/(p-1)} u^{p/(p-1)} \mu_p \lambda.
\end{align*}
\]

Applying these to (3.1.24) with $\epsilon_1 = \frac{p}{p-1} \cdot \frac{|b|}{4}$ and $\epsilon_2 = \frac{|b|}{4(p-1)}$, and absorbing the gradient terms into the left-hand side it follows that
\[
\frac{1}{2} \int \phi^p |\nabla u|^p \lambda E \\
\leq |\beta| \int \phi^p u^{\beta+p-1} c_1 E + \epsilon_1^{-(p-1)} \int \phi^p u^{\beta+p-1} b_1^p \lambda^{-(p-1)} E \\
+ \int \phi^p u^{\beta+p-1} b_2 E + (\epsilon_2^{-(p-1)} + 1) \int |\nabla \phi|^p u^{\beta+p-1} \mu^p \lambda^{-(p-1)} E \\
+ \int \phi^p u^{\beta+p-1} a_1^{p/(p-1)} \mu^{-p/(p-1)} E + b_0 M \int \phi^p u^{\beta+p-1} c_1 E.
\]

Considering that \(1 \leq b_0 u \leq b_0 M\) and \(u^{\beta-1} |\nabla u|^p = (\frac{D}{\gamma})^p |\nabla u|^{\gamma/p} \lambda^p\) for \(\gamma = \beta+p-1 \neq 0\), it follows for \(\gamma \neq p-1, \gamma \neq 0\), that

\[
\text{R}D \int \phi^p |\nabla u|^{\gamma/p} \lambda \leq c c(\gamma) \int \text{R}D |\nabla \phi|^p \omega + \phi^p F_R u^\gamma,
\]

where \(F_R = \text{R}D[c_1 + b_0^p \lambda^{-(p-1)} + b_2 + a_1^{p/(p-1)} \mu^{-p/(p-1)} \lambda] \) and \(c(\gamma) = (1 + |\beta|^{-p})\gamma^p\).

Now use (3.1.6) with \(\phi = \phi u^\gamma/p\) and \(\epsilon^{-1} = \max\{1, 2c c(\gamma)\}\). The resulting gradient terms may be absorbed on the left to give

(3.1.27) \(\text{R}D \int \phi^p |\nabla u|^{\gamma/p} \lambda \leq c c(\gamma) \int (\epsilon^{-\delta} s_F(R) \phi^p + \text{R}D |\nabla \phi|^p) u^\gamma \omega\)

(recall \(\lambda \leq \omega\)). Using inequality (3.1.4) with \(\phi = \phi u^\gamma/p\) and \(B_R = B(x_0, R)\), it follows that

\[
\left(\frac{1}{\omega(B_R)} \int_{B_R} \phi^q u^{\gamma q/p} \omega\right)^{1/q} \leq c \left(\frac{1}{\omega(B_R)} \int_{B_R} |\nabla u|^\gamma \omega\right)^{1/p},
\]
with \( G = s^P(R) C(\gamma) (\varepsilon^{-\delta} s_F(R) \phi^P + R^P |\nabla \phi|^P) + s^P(R) R^P |\nabla \phi|^P + t^P(R) \phi^P \).

3.1.28. This inequality is now iterated. To do this choose \( \theta_i \), \( i = 0, 1, 2, 3 \), such that \( \frac{\theta_i}{R} = \theta_0 < \theta_1 < \theta_2 < \theta_3 = 1 \), and let \( \rho_1 = R \theta_1 \). Also let \( B_k = B(x_0, r_k) \), where \( r_k = R(\theta_0 + (\theta_1 - \theta_0)2^{-k}) \).

Choose \( \phi_k \in C^0_0(B_k) \) such that \( 0 \leq \phi_k \leq 1 \), \( \phi_k = 1 \) on \( B_{k+1} \) and \( |\nabla \phi_k| \leq 2^{k+2}/[R(\theta_1 - \theta_2)] \), and let \( \gamma_k = \gamma_0(q/r)^k \). With these choices of \( \phi, \gamma \) it follows that

\[
(3.1.29) \quad \left( \frac{1}{\omega(B_R)} \int_{B_{k+1}} u \gamma_{k+1}^{1/|\gamma_{k+1}|} \right) \leq C_{1,k}(R) \left( \frac{1}{\omega(B_R)} \int_{B_k} u \gamma_k^{1/|\gamma_k|} \right) \]

where

\[
C_{1,k}(R) = c \left( s^P(R) \left[ C(\gamma_k) (\varepsilon^{-\delta} s_F(R) + \left( \frac{s^{k+2}}{\delta - \theta_0} \right)^P \right) + \left( \frac{s^{k+2}}{\delta - \theta_0} \right)^P \right] + t^P(R) \right)^{1/|\gamma_k|}.
\]

\( C(\gamma_k) \) and in turn \( C_{1,k}(R) \) blow up if \( \gamma_k \) tends to \( p-1 \). If \( \gamma_0 < 0 \), then this is impossible. If \( \gamma_0 > 0 \), then \( \gamma_0 \) must be chosen carefully.

3.1.30. Given \( 1 > \sigma > 0 \) (to be determined in 3.1.38), pick \( \gamma_0 \) such that \( \frac{D}{Q} \sigma < \gamma_0 < \sigma \) and \( |B_k| = |\gamma_k - (p-1)| \) \( \left( \frac{D+1}{2}(1 - \frac{D}{Q}) \right) \) for all \( k \). With this choice of \( \gamma_0 \), \( C(\gamma) \leq c \gamma_k^p \), and so after a crude
calculation it follows that

$$C_{1,k}(R) \leq C^{k/|\gamma_k|}(s(R)(|\gamma_0| s_F^{1/p}(R) + 1) + t(R))^{p/|\gamma_k|}.$$ 

Iterating (3.1.29) it follows that

$$(3.1.31) \quad \sup_{\mathcal{B}} \text{sign} \gamma_0 \leq \left( C_{1}(R) \frac{1}{\omega(B)} \right) \int B \gamma_0 \omega^{1/|\gamma_0|},$$

with $C_1(R) = \prod_{k=0}^{\infty} C_{1,k}(R)$. Recalling that $\gamma_k = \gamma_0(\frac{q}{p})^k$, it follows that

$$C_{1}(R) \leq c \left( s(R)(|\gamma_0| s_F^{1/p}(R) + 1) + t(R) \right)^{pq/(|\gamma_0|(q-p))}.$$ 

The last step in the proof is the "crossover". First an inequality is derived which in the uniformly elliptic case leads to the conclusion that $\log u \in B.M.O.$ which, in turn, gives the "crossover". If $\omega$ is not a doubling measure, this is not sufficient, and one further iterative procedure is necessary to get the "crossover".

3.1.32. Take $\beta = 1-p$ at (3.1.24), and proceed as before but without using inequality (3.1.26) to get

$$\int \phi^p |\nabla \log u|^p \lambda \leq c \int \phi^p (c_1 + b_1^{p-1}) + b_2)$$

$$+ \phi^{p-1} |\nabla \phi| a_1 + |\nabla \phi|^p \omega.$$ 
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calculation it follows that

$$C_{1,k}(R) \leq C^{k/|Y_k|}((s(R)(|Y_0| s_F^{1/p(R)} + 1) + t(R))^{p/|Y_k|}.$$

Iterating (3.1.29) it follows that

$$\sup_{B_p} u^{\text{sign}\gamma_0} \leq (C_1(R) \frac{1}{\omega(B_R)} \int_B \gamma_0 \omega)^{1/|Y_0|},$$

with $C_1(R) = \prod_{k=0}^{\infty} C_{1,k}(R)$. Recalling that $\gamma_k = \gamma_0^{(q_k/p)}$, it follows that

$$C_1(R) \leq C(s(R)(|Y_0| s_F^{1/p(R)} + 1) + t(R))^{pq/(|Y_0|(q-p))}.$$

The last step in the proof is the "crossover". First an inequality is derived which in the uniformly elliptic case leads to the conclusion that $\log u \in B.M.O.$, which, in turn, gives the "crossover". If $\omega$ is not a doubling measure, this is not sufficient, and one further iterative procedure is necessary to get the "crossover".

3.1.32. Take $\beta = 1-p$ at (3.1.24), and proceed as before but without using inequality (3.1.26) to get

$$\int \phi^p v \log u|^p \lambda \leq c \int \phi^p (c_1 + b_1^p \lambda^{(p-1)} + b_2)
+ \phi^{p-1} |\nabla| a_1 + |\nabla|^p \omega.$$
Choose \( \phi \in C_0^\infty(B(x_0, R)) \) such that \( 0 \leq \phi \leq 1 \), \( \phi = 1 \) on \( B_{p_2} \) and \( |\nabla \phi| \leq 2/(R-p_2) = R^{-1}(2/(1-\alpha_2)) \), so

\[
P_2 \int_{B_{p_2}} |\nabla \log u|^p \lambda \leq c \omega(R) \omega(B_R),
\]

where

\[
H(R) = 1 + \frac{1}{\omega(B_R)} \int_{B_R} [(c_1 + b_1)^p \chi^{-(p-1)} + b_2] + a_1 R^{p-1}.
\]

Using inequality (3.1.5) it follows that

\[
\int_{B_{p_2}} |\log \frac{u}{k}|^p \omega \leq c K(R) \omega(B_R),
\]

where \( K(R) = p(R) H(R) + q(R) \) and \( k = \frac{1}{\omega(B_{p_2})} \int_{B_{p_2}} (\log u) \omega \).

To derive the inequality needed in the final iteration let the test function be

\[
\phi = n^p u^{1-p} \Big( |v|^\beta + \Big( \frac{p-1}{p} \Big)^\beta \Big) \exp(-b_0 u),
\]

where \( n \in C_0^\infty(B_R) \), \( n \geq 0 \), \( \nu = \log \frac{u}{k} \), \( k \) as above, and \( \beta \geq 1 \).

Repeated applications of Proposition 2.2.2 show that \( \phi \in W_0^{1,p}(B(x_0, R)) \) with
\[ \forall \beta = n^{p-1} \nabla u \left( |v|^{\beta} + \left( \frac{\partial \beta}{p-1} \right)^{\beta} \right) \exp(-b_0 u) \]

\[ -n^p \nabla u \left( (p-1) \left( |v|^{\beta} + \left( \frac{\partial \beta}{p-1} \right)^{\beta} \right) - \beta |v|^{\beta-1} \sign v \right) \exp(-b_0 u) \]

\[ -b_0 n^p \nabla u \left( |v|^{\beta} + \left( \frac{\partial \beta}{p-1} \right)^{\beta} \right) \exp(-b_0 u) \nabla u . \]

3.1.34. Substituting this in 3.1.3 and letting \( E = \exp(-b_0 u) \), it follows that

\[ \int n^p \nabla E \left( (p-1) \left( |v|^{\beta} + \left( \frac{\partial \beta}{p-1} \right)^{\beta} \right) - \beta |v|^{\beta-1} \sign v \right) \nabla u \cdot A \]

\[ = p \int n^{p-1} \nabla E \left( |v|^{\beta} + \left( \frac{\partial \beta}{p-1} \right)^{\beta} \right) \nabla u \cdot A \]

\[ - b_0 \int n^p \nabla E \left( |v|^{\beta} + \left( \frac{\partial \beta}{p-1} \right)^{\beta} \right) \nabla u \cdot A \]

\[ + \int n^p \nabla E \left( |v|^{\beta} + \left( \frac{\partial \beta}{p-1} \right)^{\beta} \right) \beta . \]

Use the structure inequalities (3.1.2) and \( \frac{\partial \beta}{p-1} |v|^{\beta-1} \leq |v|^{\beta} + \left( \frac{\partial \beta}{p-1} \right)^{\beta} \) to get
\[
\frac{(p-1)^2}{p} \int \nabla^p u|\nabla v|^p \mathcal{E}(|v|^\beta + (\frac{p\beta}{p-1})^\beta) \lambda \\
\leq p \int \nabla^p \mathcal{E}(|v|^\beta + (\frac{p\beta}{p-1})^\beta) c_1 \\
\quad + p \int \nabla^{p-1}|\nabla v|u^{1-p} \mathcal{E}(|v|^\beta + (\frac{p\beta}{p-1})^\beta)|\nabla v|^{p-1} u \\
\quad + p \int \nabla^{p-1}|\nabla v| \mathcal{E}(|v|^\beta + (\frac{p\beta}{p-1})^\beta) a_1 \\
\quad - b_0 \int \nabla^p u^{1-p} \mathcal{E}(|v|^\beta + (\frac{p\beta}{p-1})^\beta)|\nabla v|^p \lambda \\
\quad + b_0 M \int \nabla^p \mathcal{E}(|v|^\beta + (\frac{p\beta}{p-1})^\beta) c_1 \\
\quad + b_0 \int \nabla^{p-1} u^{1-p} \mathcal{E}(|v|^\beta + (\frac{p\beta}{p-1})^\beta)|\nabla v|^{p-1} b_1 \\
\quad + \int \nabla^p \mathcal{E}(|v|^\beta + (\frac{p\beta}{p-1})^\beta) b_2.
\]

3.1.35. The fourth and sixth terms cancel. Eliminate \( \mathcal{E} \), multiply by \( R^p \), use Young's inequality as before, and recall that \( \nabla v = u^{-1} \nabla u \) to get

\[
R^p \int \nabla^p (|v|^\beta + (\frac{p\beta}{p-1})^\beta) \lambda \\
\leq c \int (|v|^\beta + (\frac{p\beta}{p-1})^\beta)(n_1 F_R + R^p |\nabla v|^p \omega) .
\]

Use \( |v|^\beta \leq (|v|^{\gamma/p} + (\frac{p\beta}{p-1})^{B/p})^p \), \( \gamma = \beta + p-1 \) (\( \beta \geq 1 \)) on the right and \( \beta |v|^{\beta-1} \leq |v|^\beta + (\frac{p\beta}{p-1})^\beta \) on the left to get
\[ R^p \int n^p |\nabla \gamma/p|^p \lambda \]
\[ \leq c_{\gamma}^p \int (|v|^{\gamma/p} + (d8/\lambda_{p-1})^{\beta/p})^p (n^p f_R + R^p |\nabla n|^p \omega). \]

Use inequality (3.1.6) on the $F_R$ term with $\phi = n(|v|^{\gamma/p} + (d8/\lambda_{p-1})^{\beta/p})$ and $\varepsilon^{-1} = 2c_{\gamma}^p \geq 1$ and then cancel gradient terms to get

\[ R^p \int n^p |\nabla \gamma/p|^p \lambda \leq c_{\gamma}^p \int (\varepsilon^{-\delta} s_F(R)n^p + R^p |\nabla n|) (|v|^{\gamma/p} + (d8/\lambda_{p-1})^{\beta/p})^p \omega. \]

Use inequality (3.1.4) with $\phi = n\gamma/p$ to get

\[ \left(\frac{1}{\omega(B_R)} \int n^q |v|^{\gamma q/p} \omega\right)^{1/q} \]
\[ \leq s(R) \left(\frac{c_{\gamma}^p}{\omega(B_R)} \int (\varepsilon^{-\delta} s_F(R)n^p + R^p |\nabla n|) (|v|^{\gamma} + (d8/\lambda_{p-1})^{\beta})^p \omega \right. \]
\[ + \frac{1}{\omega(B_R)} \int R^p |\nabla n|^p |v|^{\gamma/p} \omega^{1/p} + t(R) \left(\frac{1}{\omega(B_R)} \int n^p |\nabla n|^p \omega^{1/p} \right) \]
\[ \leq c \left(\frac{1}{\omega(B_R)} \int s(R) \gamma^p (\varepsilon^{-\delta} s_F(R)n^p + R^p |\nabla n|^p) + t^p(R)n^p \right) \times \]
\[ (|v|^{\gamma} + (d8/\lambda_{p-1})^{\beta})^{1/p} \].

Let $B_k = B(x, r_k)$, $r_k = R(\theta_1 - (\theta_2 - \theta_1)2^{-k})$, $k = 0, 1, \ldots$.

Pick $\eta_k \in C_0^\infty(B_k)$ such that $0 \leq \eta_k \leq 1$, $\eta_k = 1$ on $B_{k+1}$, and $|\nabla \eta_k| \leq 2^{k+2} / (R(\theta_2 - \theta_1))$, and let $\gamma_k = p(q/p)^k$. This gives
Recalling the definition of $\varepsilon$ it follows that
\[ C_{2,k}(R) \leq c^{k/\gamma_k}(s^p(R)(s_F(R) + 1) + t^p(R))^{1/\gamma_k}, \quad c \geq 1. \]

Use Minkowski's inequality to get
\[
\left( \frac{1}{\omega(B_R)} \int_{B_{k+1}} |v|^{\gamma_{k+1}} \right)^{1/\gamma_{k+1}} \leq c C_{2,k}(R) \left[ \left( \frac{1}{\omega(B_R)} \int_{B_k} |v|^p \right)^{1/p} + \gamma_k \right].
\]

Iterate this to get
\[
\left( \frac{1}{\omega(B_R)} \int_{B_{k+1}} |v|^{\gamma_{n+1}} \right)^{1/\gamma_{n+1}} \leq \prod_{k=0}^{n} C_{2,k}(R) \left( \frac{1}{\omega(B_R)} \int_{B_{k+1}} |v|^p \right)^{1/p} + \sum_{j=0}^{n} \left( \prod_{k=j}^{n} C_{2,k}(R) \right) \gamma_j.
\]

$C_{2,k}(R) \geq 1$ so
\[
\sum_{j=0}^{n} \left( \prod_{k=j}^{n} C_{2,k}(R) \right) \gamma_j \leq \sum_{j=0}^{n} \gamma_j \prod_{k=0}^{n} C_{2,k}(R) \leq c \gamma_n \prod_{k=0}^{n} C_{2,k}(R) \leq c \gamma_n (s(R)(s_F^{1/p}(R) + 1) + t(R))^{q/(q-p)}.
\]

Let $C_2(R) = c(s(R)(s_F^{1/p}(R) + 1) + t(R))^{q/(q-p)}$, then
Given $s \geq p$, then $\gamma_n \leq s < \gamma_{n+1}$ for some $n \geq 0$. Use Hölder's inequality, $\omega(B_{n+1})/\omega(B_R) \leq 1$ and $B_{n+1} \subseteq B_R$ to get

\[
(3.1.36) \quad \left(\frac{1}{\omega(B_R)} \int_{B_{n+1}} |v|^s \right)^{1/s} \leq C_2(R) \left[ \left(\frac{1}{\omega(B_R)} \int_{B} |v|^p \right)^{1/p} + s \right].
\]

Expanding $e^x$ in a Taylor series, it follows that

\[
\frac{1}{\omega(B_R)} \int_{B_{n+1}} e^{a|v|} \omega = \sum_{s=0}^{\infty} \frac{a^s}{s!} \left(\frac{1}{\omega(B_R)} \int_{B} |v|^s \omega \right).
\]

Use Hölder's inequality on the first $[p]$ terms and (3.1.36) on the rest to get

\[
\frac{1}{\omega(B_R)} \int_{B_{n+1}} e^{a|v|} \omega \leq \sum_{s=0}^{\infty} \frac{a^s}{s!} C_2^s(R) \left[ \left(\frac{1}{\omega(B_R)} \int_{B} |v|^p \right)^{1/p} + s \right]^s.
\]

The series $\sum_{s=0}^{\infty} \frac{b^s}{s!} (x+s)^s$ converges and is bounded by $ce^x$ if $b < e^{-1}$, so

\[
\frac{1}{\omega(B_R)} \int_{B_{n+1}} e^{a|v|} \leq c \exp \left(\frac{1}{\omega(B_R)} \int_{B} |v|^p \right)^{1/p} \quad \text{if } a < e^{-1}C_2^{-1}(R)
\]

\[
\leq ce^{c(p(R)H(R)+q(R))}
\]

since (3.1.33) holds. Finally,
\[
\frac{1}{\omega(B_R)} \int_{B_{\rho_1}} u^a \omega = \frac{1}{\omega(B_R)} \int_{B_{\rho_1}} e^{a \log u} \omega \\
\leq ce^{c(p(R)H(R)+q(R))a} \]

and so

\[
(3.1.37) \quad \left( \frac{1}{\omega(B_R)} \int_{B_{\rho_1}} u^a \omega \right)^{1/a} \left( \frac{1}{\omega(B_R)} \int_{B_{\rho_1}} u^{-a} \omega \right)^{1/a} \\
\leq ce^{c(p(R)H(R)+q(R))/a}
\]

if \( a < e^{-1}c^{-1}_2(R) \).

3.1.38. Let \( \sigma \) from 3.1.30 be \( e^{-1}c^{-1}_2(R) \) so that \( \exists a \) such that \( p\sigma/q < a < \sigma \) and (3.1.31) holds with \( \gamma_0 = \pm a \). With this choice of \( \gamma_0 \) it follows that \( |\gamma_0|^s_F^{1/p(R)} \leq 1 \) so that \( C_1(R) \leq c(s(R)+t(R))^{pq/(|\gamma_0|(q-p))} \). Combining (3.1.31) and (3.1.37) it now follows that

\[
\sup u \leq C(R) \inf u \\
B_p \quad \inf \quad B_p
\]

with \( C(R) = [(s(R)+t(R))^{p(R)H(R)+q(R)}]^{c(s(R)(s^{1/p(R)+1}+t(R))^{q/(q-p)}} \)

since it was assumed that \( s(R) \geq 2 \) for simplicity. \( \blacksquare \)

Proof of Corollary 3.1.12. It is easy to see that if \( u \) is a solution of (3.1.1), then \( -u \) is a solution of an equation which is almost
identical to (3.1.1) and which satisfies conditions (3.1.2). Because of this it is only necessary to deal with essential minima.

Since \( a_1 = a_2 = b_2 = b_3 = c_1 = c_2 = 0 \), it is seen that \( V - c \) is a solution for any constant \( c \). Assume \( V \) has an essential minimum at \( x_0 \) and let \( u = V - \inf V \), and apply Theorem 3.1.10 for any \( \theta \), \( 0 < \theta < 1 \), to show that

\[
\sup_{B(x_0, \theta R)} V - \inf_{B(x_0, \theta R)} V \leq C(R)(\inf_{B(x_0, \theta R)} V - \inf_{B(x_0, \theta R)} V) = 0,
\]

and so \( V = \inf_{B(x_0, \theta R)} V \) a.e. in \( B(x_0, \theta R) \). But then the set of points where \( V \) achieves its essential minimum is both open and closed so the connectedness of \( \Omega \) implies that \( V = \inf V \) a.e. in \( \Omega \). 

**Proof of Corollary 3.1.13.** Let \( \bar{u} = u + K(R) \) and define

\[
\bar{A}(x, \bar{u}, \nabla \bar{u}) = A(x, \bar{u} - K(R), \nabla \bar{u})
\]

and

\[
\bar{B}(x, \bar{u}, \nabla \bar{u}) = B(x, \bar{u} - K(R), \nabla \bar{u}),
\]

so that
\[ |\tilde{A}(x, \tilde{u}, \nu \tilde{u})| = |A(x, u, \nu u)| \]
\[ \leq \mu |\nu u|^p - 1 + a_1 u^p - 1 + a_2 \]
\[ \leq \mu |\nu \tilde{u}|^p - 1 + (a_1 + a_2 k^{-p-1}(R)) \tilde{u}^p - 1. \]

Similarly,
\[ |\tilde{B}(x, \tilde{u}, \nu \tilde{u})| \leq b_0 \lambda |\nu \tilde{u}|^p + b_1 |\nu \tilde{u}|^p - 1 + (b_2 + b_3 k^{-p}(R)) \tilde{u}^p - 1 \]
and
\[ \tilde{A}(x, \tilde{u}, \nu \tilde{u}) \cdot \nu \tilde{u} \geq \lambda |\nu \tilde{u}|^p - (c_1 + c_2 k^{-p}(R)) \tilde{u}^p \]
and \( \text{div} \tilde{A} = \tilde{B} \).

Now apply Theorem 3.1.10 to \( \tilde{u} \) to get
\[ \sup_{\tilde{B}(x_0, \theta R)} \tilde{u} \leq C(R) \inf_{\tilde{B}(x_0, \theta R)} \tilde{u}, \]
and (3.1.14) follows.

Proof of Theorem 3.1.15. Let \( \tilde{u}_1 = u - \inf_{\tilde{B}_r} u, \ \tilde{u}_2 = \sup_{\tilde{B}_r} u - u, \ B_r = B(x_0, r), \)
\[ \tilde{A}_1(x, \tilde{u}_1, \nu \tilde{u}_1) = A(x, \tilde{u}_1 + \inf_{\tilde{B}_r} u, \nu \tilde{u}_1), \]
\[ \tilde{A}_2(x, \tilde{u}_2, \nu \tilde{u}_2) = A(x, \sup_{\tilde{B}_r} u - \tilde{u}_2, -\nu \tilde{u}_2), \]
and similarly for \( \tilde{B}_1, \ i = 1, 2 \), so that \( \tilde{u}_i, \ i = 1, 2 \), are solutions to the equations \( \text{div} \tilde{A}_i = \tilde{B}_i, \ i = 1, 2 \), which satisfy the structure.
\[ |A_i| \leq \|v_i\|^p + (a_1M + a_2), \]
\[ |B_i| \leq b_0\|v_i\|^p + b_1\|v_i\|^p + (b_2M + b_3), \]
\[ A_i \cdot v_i \geq \lambda \|v_i\|^p - (c_1M + c_2). \]

Now apply Corollary 3.1.13 to get that
\[ \sup \bar{u}_i \leq C(r) \inf \bar{u}_i + (C(r) - 1)K(r) \quad \text{for} \quad 0 < r \leq R. \]

Adding these inequalities gives
\[ \text{Osc} u + \text{Osc} u \leq C(r)(\text{Osc} u - \text{Osc} u) + 2(C(r) - 1)K(r), \]

and so
\[ \text{Osc} u \leq \frac{C(r) - 1}{C(r) + 1} (\text{Osc} u + 2K(r)). \]

Now apply Lemma 3.1.16 to finish. \( \square \)

\textbf{Proof of Lemma 3.1.16.} Iterating (3.1.18) easily gives (3.1.19).

Assume (3.1.20), so

\[ \log \prod_{k=0}^{n-1} \frac{C(r_k)^{-1}}{C(r_k)^{+1}} = \sum_{k=0}^{n-1} \log \left( 1 - \frac{2}{C(r_k)^{+1}} \right) \]

\[ \sim -2 \sum_{k=0}^{n-1} \frac{1}{C(r_k)^{+1}} \sim -\sum_{k=0}^{n-1} \frac{1}{C(r_k)} \]

since \( C(r_k) \geq 1 \), so \( \prod_{k=0}^{n-1} a_k \to 0 \). Furthermore,
\[(3.1.40) \quad 2 \sum_{j=0}^{n-1} K(r_j) \prod_{k=j}^{n-1} a_k = \sum_{j=N}^{n-1} K(r_j)(C(r_j)^{-1})(\prod_{k=j+1}^{n-1} a_k - \prod_{k=j}^{n-1} a_k) + 2 \sum_{j=0}^{N-1} K(r_j) \prod_{k=j}^{n-1} a_k \leq \sup_{j \geq N} K(r_j) C(r_j) + 2(\prod_{k=0}^{n-1} a_k) \sum_{j=0}^{N-1} K(r_j)(\prod_{k=0}^{j-1} a_k)^{-1}, \]

so given \( \varepsilon > 0 \), pick \( N \) such that \( K(r_j)C(r_j) < \varepsilon \) for \( j \geq N \).

Then, since \( \prod_{k=0}^{n-1} a_k \to 0 \) as \( n \to \infty \), it is possible to pick \( n > N \) so that the second term is less than \( \varepsilon \). Therefore (3.1.21) is proven.

To prove 3.1.22, first assume that \( \sum_{k=0}^{n-1} \frac{1}{C(r_k)} < \infty \), so from (3.1.39) it follows that \( \prod_{k=0}^{n-1} a_k \geq C > 0 \), and so \( \prod_{k=0}^{n-1} a_k \) converges to a strictly positive number since \( a_k < 1 \). It is possible to choose \( u \) such that

\[ \text{Osc } u = a_k \text{ Osc } u, \quad k = 1, 2, \ldots, \]

but then \( \lim_{n \to \infty} \text{Osc } u = \prod_{k=0}^{n-1} a_k \text{ Osc } u > 0 \). The other possibility is

\[ \text{Osc } u = \varepsilon = (1 - \frac{1}{\delta})c, \]

that \( C(r_k)K(r_k) \geq c > 0 \), in which case pick \( u \) such that

\[ \text{Osc } u \leq \varepsilon = (1 - \frac{1}{\delta})c, \]

so
\[ \epsilon \leq (1 - \frac{1}{\delta}) C(r_k) K(r_k) \leq (C(r_k) - 1) K(r_k) \]

by (3.1.17), and so

\[ \epsilon(1 - a_k) \leq 2a_k K(r_k) \quad \text{and} \quad \epsilon \leq a_k (\epsilon + 2K(r_k)) \]

satisfying (3.1.18).

To prove (3.1.23), pick \( M, c, \alpha > 0 \) such that \( C(r_k) \leq M \), \( K(r_k) \leq cr_k^\alpha \), \( k = 0, 1, 2, \ldots \).

\[ a_k = 1 - \frac{2}{C(r_k)^{1+\epsilon}} \leq 1 - \frac{2}{M^{1+\epsilon}} = a = \theta^b \]

for some \( b > 0 \), and so

\[ \text{Osc}_{B_{r_k}^n} u \leq a^{n-1} \text{Osc}_{B_R} u + 2c R^\alpha \sum_{j=0}^{n-1} \theta^{j} a^{n-j} \]

\[ \leq (\theta R)^{-b} r_k^b \text{Osc}_{B_R} u + 2c R^\alpha \sum_{j=0}^{n-1} \theta^{(\alpha-b)j} \]

\[ \leq c' r_k^{\alpha'} \]

for some \( c', \alpha' > 0 \), since

\[ \sum_{j=0}^{n-1} \theta^{(\alpha-b)j} \leq \begin{cases} \frac{1}{1 - \theta^{\alpha-b}} & \alpha-b > 0 \\ n & \alpha = b \\ c' \theta^{(\alpha-b)n} & \alpha-b < 0 \end{cases} \]

To prove sharpness first assume that \( C(r_k) \) is not bounded so that the monotonicity assumption gives \( C(r_k) \to \infty \). Now pick \( u \) such that
Osc $u = a_{k-1} \frac{Osc \ u}{B_{r_k}} \frac{Osc \ u}{B_{r-1}}$

so that

$$\text{Osc } u = \prod_{k=0}^{n-1} a_k \frac{Osc \ u}{B_{r_k}}$$

If $\text{Osc } u \leq c r_n^\alpha$, then

$$\frac{n-1}{\prod_{k=0}^{n-1} a_k} \leq c \frac{\theta R}{\text{Osc } u}$$

Pick $N$ such that $\theta^\alpha < \sigma \leq a_k < 1$ for $k \geq N$, so

$$\left( \prod_{k=0}^{N} a_k \right)^{\sigma^{n-N}} \leq c \theta^{\sigma \alpha}$$

and then

$$\left( \frac{\sigma}{\theta^\alpha} \right)^n \leq c^n$$

for $n \geq N$, which is impossible since $\sigma > \theta^\alpha$. To show the necessity of $K(r_k) \leq c r_n^\alpha$, pick $u$ such that (3.1.19) is satisfied with equality. Assume $\text{Osc } u \leq c r_n^\alpha$, $n = 0, 1, \ldots$, so that

$$\theta^{-\alpha} c r_n^\alpha = c r_n^\alpha \geq \text{Osc } u$$

$$= \prod_{k=0}^{n-1} a_k \frac{Osc \ u}{B_{r_k}} + 2 \sum_{j=0}^{n-1} K(r_j) \prod_{k=j}^{n-1} a_k$$
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\[\geq 2a_{n-1} K(r_{n-1}) \geq 2 \left(1 - \frac{2}{\delta + 1}\right) K(r_{n-1}),\]

and \(K(r_k) \leq c' r_k^{\alpha_k}, \ k = 1, 2, \ldots .\)

Finally, assuming that \(C(r)\) is nondecreasing and \(K(r)\) is nonincreasing as \(r \to 0\), it follows that

\[\sum_{k=j}^{n-1} \log a_k - \sum_{k=j}^{n-1} 1/(C(r_k)) \leq e \sum_{k=j}^{n-1} \int_{r_k}^{r_{k+1}} (1/(C(r))) dr/r\]

where \(c = (\log \theta^{-1})^{-1}\), and so

\[\prod_{k=j}^{n-1} a_k \leq e^{-c(g(r_n) - g(r_j))}\]

where \(g(r) = \int_r^R \frac{1}{C(r)} \frac{dr}{r}\).

Also,

\[\sum_{j=0}^{n-1} K(r_j) \prod_{k=j}^{n-1} a_k \leq \sum_{j=0}^{n-1} K(r_j) e^{-c(g(r_n) - g(r_j))}\]

\[\leq c e^{-c g(r_n)} \sum_{j=0}^{n-1} \int_{r_j}^{r_{j+1}} K\left(\frac{s}{\theta}\right) e^{cg(s)} \frac{ds}{s}\]

\[= c e^{-g(r_n)} \int_{r_n}^R C(s) K\left(\frac{s}{\theta}\right) e^{cg(s)} |g'(s)| ds\]

\[= c e^{-g(r_n)} \int_0^{g(r_n)} g(r_n) \gamma \circ g^{-1}(t) e^{ct} dt,\]

where \(\gamma(s) = C(s)K\left(\frac{s}{\theta}\right)\), so that
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Boundary Continuity

In this section solutions which take on continuous boundary values in a weak sense will be shown to do so continuously. The definition of weak boundary values adopted is that introduced by Gariepy and Ziemer [GZ]. The local nature of this condition is more appropriate and less restrictive than the more usual global condition that \( u - f \in W^{1,p}_0(\Omega) \) for boundary values \( f \in W^{1,p}(\Omega') \), \( \bar{\Omega} \subset \Omega' \) and \( f \) continuous in \( \Omega' - \Omega \). In Proposition 2.2.86 it is shown that under certain circumstances the two are equivalent.

For \((u,v,u) \in W^{1,p}_0(\Omega), x_0 \in \partial\Omega \) and \( \ell \in \mathbb{R} \), it is said that

\[
(3.1.41) \quad u(x_0) = \ell \text{ weakly}
\]

if for every \( K > \ell \) there is an \( r > 0 \) such that \( \eta(u-k)^+ \in W^{1,p}_0(\Omega) \) for all \( \eta \in C^\infty_0(B(x_0,r)) \). The condition

\[
(3.1.42) \quad u(x_0) \geq \ell \text{ weakly}
\]

is defined analogously and \( u(x_0) = \ell \text{ weakly} \) if both (3.1.41) and (3.1.42) hold.

Throughout this section it will be assumed that \( \Omega, \Omega' \) are open with \( \bar{\Omega} \subset \Omega' \), and that \( \mu, \lambda, a_i, C_i, i=1,2,3; b_i, i=1,2,3 \) are defined in \( \Omega' \).

Suppose that \( u \) is a bounded weak solution of (3.1.1) in \( \Omega \) and that \( x_0 \in \partial\Omega \) and \( u(x_0) \leq \ell \text{ weakly} \). For \( k > \ell \) let
\begin{align*}
\mathbf{u}_k &= \begin{cases} 
(u-k)^+, & \Omega \\
0, & \Omega' - \Omega 
\end{cases} \\
\text{so for some } R > 0
\end{align*}

(3.1.43) \quad n \mathbf{u}_k \in W_0^{1,p}(\Omega) \quad \text{if } n \in C_0^\infty(B(x_0, R)).

In the setting of 3.1.48 it is shown that given \( R > 0 \), (3.1.43) holds for all \( k > \) \( \sup_{B(x_0, r) \cap \partial \Omega} f \). In any case, Theorem 3.1.44 holds for any \( R, k \) for which (3.1.43) holds. It will be assumed that the Sobolev inequalities (3.1.4), (3.1.5), (3.1.6) hold for

\[ 0 < r \leq R, \]

where

\[ F(r) = r^p [ (c_1 + c_2) K^{-p}(r) + b_1^p \lambda^{-(p-1)} + (b_2 + b_3) K^{-(p-1)}(r) \\
+ (a_1 + a_2)^p/(p-1) K^{-p}(r) \mu^{-p/(p-1)}] \]

for some function \( K(r), \ 0 < K(r) \leq 1 \).

Let \( \mu(r) = \sup_{B(x_0, r)} u_k \) and \( \bar{u} = \mu(r) + K(r) - u_k \).

3.1.44 Theorem. If \( u \) is a bounded weak solution of (3.1.1) in \( \Omega \) with \( |u| \leq M, \ x_0 \in 3\Omega \) and \( u(x_0) \leq \ell \) weakly, and \( n \in C_0^\infty(B(x_0, r/2)) \), with \( |\nabla n| \leq \frac{c}{r} \) and \( r \leq R \), then

\[ r^p \int |\nabla (n \bar{u})|^p \lambda \\
\leq (\mu(r) + K(r)) (\mu(r) - \mu(\frac{r}{2}) + K(r))^{p-1} \cdot G(r) \omega(B(x_0, r)) \].
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where

\[ G(r) = [(s(r) + t(r)) \exp(p(r)H(r) + q(r))] \]

and

\[ H(r) = 1 + \frac{1}{\omega(B_r)} \int_{B_r} \left( [(c_1 + c_2)K^{-p}(r) + b_1^D \chi^{(p-1)} + (b_2 + b_3)K^{-1}(r)]_p^P + (a_1 + a_2)K^{-1}(r) r^{-p-1} \right) . \]

\[ B_r = B(x_0, r) \text{. } c \text{ depends only on } p, q, M, \xi . \]

**Definition.** If \( K \subseteq \Omega' \) is compact, then

\[ C_\lambda(K) = \inf \left\{ \int |\nabla \phi|^p : \phi \in C_0^\infty(\Omega') , \phi \geq 1 \text{ on } K \right\} . \]

**3.1.45 Theorem.** Suppose \( u \) is a bounded solution of (3.1.1) in \( \Omega \) and \( |u| \leq M, x_0 \in \partial \Omega \) and \( u(x_0) = \xi \) weakly. If

\[ \int_0 \left( \frac{C_\lambda(B(x_0 + r/4) - \Omega) r^p}{\omega(B(x_0, r)) G(r)} \right)^{1/(p-1)} \frac{dr}{r} = \infty \]

and \( \int_0 K(r) \frac{dr}{r} < \infty \), then

\[ \limsup_{x \to x_0} |u(x) - \xi| = 0 . \]

\( G(r) \) is as in Theorem 3.1.44.

**Remarks.** Semicontinuity results for sub- and supersolutions and results on capacitary fine limits may be derived as in [GZ].
If \( u \) is taken to be quasicontinuous (see 2.2.20), as may be done if \( C_\lambda(E) = 0 \Rightarrow |E| = 0 \) (a condition which follows from the existence of a Poincaré inequality), then

\[(3.1.47) \quad \sup u = \sup_C u ,\]

where \( \sup u = \inf\{t \in \mathbb{R} : u < t \ \text{a.e.}\} \) and \( \sup_C u = \inf\{t \in \mathbb{R} : u < t \ \text{quasieverywhere}\} \). Theorem 3.1.45 then states that \( u(x) \to \mathbb{L} \) as \( x \to x_0 \) for all \( x \in \Omega \) outside of a set of capacity zero. (3.1.47) follows from the fact that \( u \) can be approximated pointwise quasieverywhere by \( \phi_n \in \mathcal{C}^\infty \) such that \( \phi_n \leq \sup u \). This is proven in Proposition 2.2.2.

**Modulus of Continuity at the Boundary**

3.1.48. Assume \( f : \partial\Omega \to \mathbb{R} \) is continuous, and \( u = f \) weakly on \( \partial\Omega \). If \( x_0 \in \partial\Omega \), let

\[
V(r) = \sup_{B(x_0, r) \cap \Omega} (u - f(x_0))^+
\]

and

\[
M(r) = \sup_{B(x_0, r) \cap \partial\Omega} f - f(x_0) .
\]

From (3.1.51) and (3.1.52) in the proof of Theorem 3.1.45 it follows that
\[ A(r) = \left( \frac{C_\lambda (B(x_0; r/4) - \Omega)}{\omega(B(x_0; r) G(r))} \right)^{1/(p-1)} \]

\[ \leq \frac{\mu(r) - \mu(r/2) + K(r)}{\mu(r) + K(r)} \leq 1 \]

when \( r, k \) satisfy (3.1.43). But by Lemma 3.1.50 \( r, k \) satisfy (3.1.43) if \( k > \sup_{B(x_0, r) \cap \Omega} f \). It is clear that 

\[(u-f(x_0))^+ \leq \sup_{B(x_0, r) \cap \Omega} f \]

\[(u-k)^+ + k - f(x_0) \], so \( V(r) \leq \mu(r) + k - f(x_0) \). But \((u-k)^+ \leq (u-f(x_0))^+ \), so \( \mu(r) - \mu(r/2) \leq V(r) - V(r/2) + k - f(x_0) \), and letting \( k = \sup_{B(x_0, r) \cap \Omega} f \) it is seen that

\[ (V(r) - m(r) + K(r)) A(r) \leq (V(r) - V(r/2) + m(r) + K(r)) \]

and

\[ V(r/2) \leq (1 - A(r))(V(r) + K(r)) + (1 + A(r)) m(r) \]

\[ \leq (1 - \frac{A(r)}{2}) (V(r) + K(r) + 4m(r)) \]

\[ \leq \left( \frac{C(r-1)}{C(r+1)} \right) (V(r) + 2R(r)) \]

for \( C(r) = 4A^{-1}(r) \) and \( R(r) = \frac{K(r)+4m(r)}{2} \). With this identification Lemma 3.1.16 applies. In particular:

**3.1.49 Theorem.** If \( A(r) \geq c > 0 \) and \( K(r) + m(r) \leq cr^\alpha \) for some \( \alpha > 0 \), then

\[ \sup_{B(x_0, r) \cap \Omega} |u-f(x_0)| \leq cr^{\alpha} \]
for some \( \alpha' > 0 \).

**Proof.** By Lemma 3.1.16 and the calculations above, it follows that
\[
V(r) \leq c r^{\alpha'}
\]
for some \( \alpha' > 0 \). Do the calculations above for \(-u\) and \(-f\) to get
\[
\sup_{B(x_0^+, R) \cap \Omega} (f(x_0)-u)^+ \leq c r^{\alpha''}, \quad \alpha'' > 0,
\]
and the result follows. \( \square \)

**Lemma.** If \( u \in W^{1,p}_0(\Omega) \), \( f: \partial \Omega \to \mathbb{R} \) is continuous with \( u \leq f \) weakly on \( \partial \Omega \) and \( x_0 \in \partial \Omega \), \( r > 0 \), then
\[
\eta(u-k)^+ \in W^{1,p}_0(\Omega)
\]
for \( k > \sup_{B(x_0^+, r) \cap \partial \Omega} f \) for all \( \eta \in C^\infty_0(B(x_0^+, r)) \).

**Proof.** The result follows from a partition of unity argument.

Assume \( k > \sup_{B(x_0^+, r) \cap \partial \Omega} f \) so given \( \bar{r} \in \partial \Omega \cap \overline{B(x_0^+, r)} \), \( \exists \bar{r} > 0 \) s.t.
\[
\bar{r} \leq r
\]
and \( \tilde{\eta}(u-k)^+ \in W^{1,p}_0(\Omega) \) for \( \tilde{\eta} \in C^\infty_0(B(\bar{\bar{x}}, \bar{\bar{r}})) \). The balls
\( B(\bar{\bar{x}}, \bar{\bar{r}}/2) \) cover \( B(x_0^+, r) \cap \partial \Omega \), which is compact, so pick a finite
subcover \( B_1 = B(x_1^+, r_1/2) \), \( i = 1, 2, \ldots, n \). Choose \( \eta_i \in C^\infty_0(B(x_i^+, r_i)) \) with \( \eta_i = 1 \) on \( B_i \), and let \( N = (B(x_0^+, r) \cap \partial \Omega) \setminus \bigcup_{i=1}^n B_i \).

\( N \) is compact, and \( N \subseteq \Omega \) since \( B(x_0^+, r) \cap \partial \Omega \subseteq \bigcup_{i=1}^n B_i \), so choose
\( \eta_0 \in C^\infty_0(\Omega) \) with \( \eta_0 = 1 \) on \( N \). Since \( \sum_{i=0}^n \eta_i > 1 \) on \( \bigcup_{i=1}^n B_i \cup N \),
choose \( \phi \in C^\infty_0(\{ \sum_{i=0}^n \eta_i > 1/2 \}) \) with \( \phi = 1 \) on \( \bigcup_{i=1}^n B_i \cup N \). It follows that
\[ \tilde{n}_i = \frac{n_i \phi}{n} \in C^\infty(\Omega) \]

and

\[ \psi = \sum_{i=0}^{n} \tilde{n}_i = 1 \]

on \( \bigcup_{i=1}^{n} B_1 \cup N \). But \( \tilde{n}_i (u-k)^+ \in W_0^{1,p}(\Omega) \) since \( \tilde{n}_1 \in C_0^\infty(B(x_i,r_i)) \)

for \( i = 1, \ldots, n \), and \( \tilde{n}_0 \in C_0^\infty(\Omega) \), so

\[ \psi(u-k)^+ = \sum_{i=0}^{n} \tilde{n}_i (u-k)^+ \in W_0^{1,p}(\Omega). \]

But \( \psi = 1 \) on \( B(x_0,r) \cap \Omega \subseteq \bigcup_{i=1}^{n} B_1 \cup N \), so \( n(u-k)^+ = n\psi(u-k)^+ \in W_0^{1,p}(\Omega) \) for all \( n \in C_0^\infty(B(x_0,r)) \), as required. \( \blacksquare \)

**Proof of Theorem 3.1.45.** Given \( k > \lambda \), it is clear that \( \tilde{u} = u - u_k \) if \( u_k = 0 \). Take \( n = 1 \) on \( B(x_0,r/4) \) so \( \tilde{u} = n\tilde{n}(u-k)^+ = 1 \)

on \( B(x_0,r/4) \setminus \{u_k = 0\} \), and

\[ C_\lambda(B(x_0,r/4) \cap \{u_k = 0\}) \]

\[ \leq r^{-p}(u(r) + k(r))^{-(p-1)} \cdot (\mu(r) - \mu(\frac{r}{2}) + k(r))^{p-1} \omega(B(x_0,r)) G(r) \]

from (2.2.30), Theorem 3.1.44, and the definition of \( C_\lambda \).

If \( \Lambda = \limsup u > \lambda \), then for \( k \) such that \( \lambda < k < \Lambda \), it

\[ x \in \Omega \]

\[ x \in \Omega \]
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is clear that \( \mu(r) \geq \Lambda - k > 0 \). Also,

\[
B(x_0, r) - \Omega = B(x_0, r) \cap \{ u_k = 0 \}
\]

(3.1.52)

by the definition of \( u_k \), so from (3.1.51) it follows that

\[
\int_0^1 \left( \frac{C_{\lambda} B(x_0, r/4) - \Omega}{\omega(B(x_0, r) G(r))} \right)^{1/(p-1)} \frac{dr}{r} \leq (\Lambda - k)^{-1} \int_0^1 (\mu(r) - \mu(r/2) + K(r)) \frac{dr}{r} .
\]

This is finite since \( \mu(r) \) is monotone increasing and \( \int_0^1 K(r) \frac{dr}{r} < \infty \),

but then (3.1.46) is contradicted, and so \( \limsup_{x \to x_0} u \leq \ell \).

Since \( -u \) is a solution of a slightly altered equation which satisfies the structure inequalities (3.1.2), it is also true that

\[
\limsup_{x \to x_0} -u \leq -\ell , \quad x \in \Omega
\]

which completes the proof. \( \blacksquare \)

**Proof of Theorem 3.1.44.** Let \( \psi_B = \bar{u}^B - (\mu(r) + K(r))^B \) for \( B \neq 0 \).

Given \( 0 < r < R \), \( R \) as in (3.1.43), assume \( \phi \in C_0^\infty(B_r) \), \( B_r = B(x_0, r) \), and choose \( \eta \in C_0^\infty(B_R) \) so that \( \eta = 1 \) on \( B_r \). \( \eta u_k \in W_0^{1,p}(\Omega) \), so repeated applications of Proposition 2.2.2 show that \( \phi \in W_0^{1,p}(\Omega \cap B_r) \), where
\[ \phi = \phi^p \psi_B e_{b_0 \text{sign} \bar{u}} \]

\[ = \phi^p ((\mu(r)+k(r)-n_k)^{\beta} - (\mu(r)+k(r)) \beta) e_{b_0 \text{sign} \beta (\mu(r)+k(r)-n_k)} \]

with gradient

\[ \nabla \phi = \phi \nabla \phi^{-1} \psi_B e_{b_0 \text{sign} \bar{u}} \]

\[ + \beta \phi^p \bar{u}^{\beta-1} \nabla \bar{u} e_{b_0 \text{sign} \bar{u}} \]

\[ + \text{sign} \beta b_0 \phi^p \psi_B e_{b_0 \text{sign} \bar{u}} \nabla \bar{u} . \]

Substitute this in (3.1.3), use \( E = e_{b_0 \text{sign} \bar{u}} \), and multiply by \( \text{sign} \beta \) to get

\[ |\beta| \int \phi^p \bar{u}^{\beta-1} \nabla \bar{u} \cdot AE \]

\[ = -\text{sign} \beta \int \phi^p \psi_B \nabla E - \text{sign} \beta \int \phi^p \psi_B \nabla \phi \cdot AE \]

\[ - b_0 \int \phi^p \psi_B \nabla \bar{u} \cdot AE . \]

Use the structure inequalities (3.1.2) with the fact that \( \phi \), \( \nabla \bar{u} \), and \( \psi_B \) are supported in \( \Omega \), \( \psi_B = 0 \) on \( \{u < k\} \), and \( \nabla \bar{u} = -X_{\{u \leq k\}} \nabla u \) to get
\[ |B| \int \phi^p \bar{u}^{p-1} |\nabla \bar{u}|^p \lambda E \]
\[ \leq |B| \int \phi^p \bar{u}^{p-1} (c_1 |u|^p + c_2) E \]
\[ + b_0 \int \phi^p \psi_B |\nabla \bar{u}|^p \lambda E \]
\[ + \int \phi^p \psi_B |\nabla \bar{u}|^{p-1} b_1 E \]
\[ + \int \phi^p \psi_B (b_2 |u|^{p-1} + b_3) E \]
\[ + p \int |\nabla \phi| \phi^{p-1} \psi_B |\nabla \bar{u}|^{p-1} u E \]
\[ + p \int |\nabla \phi| \phi^{p-1} \psi_B (a_1 |u|^{p-1} + a_2) E \]
\[ - b_0 \int \phi^p \psi_B |\nabla \bar{u}|^p \lambda E \]
\[ + b_0 \int \phi^p \psi_B (c_1 |u|^p + c_2) E . \]

The second and the seventh terms cancel. Use

(3.1.53) \[ \psi_B \leq \bar{u}^\beta, \quad |u| \leq M, \quad 1 \leq \bar{u} K^{-1}(r), \quad \bar{a} = (a_1 + a_2) K^{-(p-1)}(r), \]
\[ \bar{b} = (b_2 + b_3) K^{-(p-1)}(r), \quad \bar{c} = (c_1 + c_2) K^{-p}(r), \quad \text{and} \quad K(r) \leq 1, \]
to get

(3.1.54) \[ |B| \int \phi^p \bar{u}^{p-1} |\nabla \bar{u}|^p \lambda E \leq c(\beta+1) \int \phi^p \bar{u}^{\beta+p-1} (\bar{b} + \bar{c}) E \]
\[ + \int \phi^p \bar{u}^\beta |\nabla \bar{u}|^{p-1} b_1 E \]
\[ + p \int |\nabla \phi| \phi^{p-1} \bar{u}^\beta |\nabla \bar{u}|^{p-1} u E \]
\[ + c \int |\nabla \phi| \phi^{p-1} \bar{u}^{\beta+p-1} \bar{a} E . \]
Much of the rest of the proof follows that of Theorem 3.1.10. Continue as from (3.1.25) with minor changes such as the redefinition of \( F(r) \) to get as in (3.1.27) and (3.1.29) that

\[
(3.1.55) \quad r^p \int \phi^P \nu |\nu|^P P^\lambda \leq c C(y) \int (e^{-\delta} s_F(r) \phi^P + r^p |\nu|^P) \nu^y \omega
\]

for \( \gamma \neq p-1, \gamma \neq 0 \), and

\[
(3.1.56) \quad \left( \frac{1}{\omega(B^r_{\gamma})} \int_{B_{k+1}} \nu^y \right)^{1/|\gamma_{k+1}|} \leq C_{1,k}(r) \left( \frac{1}{\omega(B^r_{\gamma})} \int_{B_k} \nu^y \right)^{1/|\gamma_k|},
\]

where \( C_{1,k}(r) = c \left( s^P(r) \left[ C(y_k) \left( s_F(r) \left( \frac{2^{k+2}}{\theta_1 - \theta_0} \right)^P + \left( \frac{\theta_1 - \theta_0}{\theta_1 - \theta_0} \right)^P \right) + t^P(r) \right] \right)^{1/|\gamma_k|} \).

Given a s.t., \( 0 < a < p-1 \), iterate as in (3.1.31) with \( \gamma_0 = a < 0 \), to get

\[
(3.1.57) \quad \left( \frac{1}{\omega(B^r_{\gamma})} \int_{B_{\rho_1}} \nu^{-a} \omega \right)^{-a} \leq C_1(r) \inf_{B^r_{\rho_1}} \omega,
\]

with \( C_1(r) = c \left( s(r) |\gamma_0| s_F^P(r) + t(r) \right) \nu^\gamma_0 \nu^0 \). As in 3.1.38, \( \gamma_0 \) will be chosen so that

\[
C_1(r) \leq c \left( s(r) + t(r) \right)^{\nu^\gamma_0 \nu^0}.
\]

If \( \gamma_0 = a > 0 \), iterate inequality (3.1.56) only for \( k \leq k_0 \), where \( \gamma_{k_0} < p-1 \). By choosing \( \theta_1 \) and \( \theta_2 \) at 3.1.28 slightly
differently the iteration gives

\[(3.1.58) \quad \left( \frac{1}{\omega(B_r)} \int_{B_p} \tilde{u}^{q_0/p} \right)^{p/q_0} \leq C_1(r) \left( \frac{1}{\omega(B_{r_1})} \int_{B_{r_1}} \tilde{u}^a \right)^{1/a}\]

for \( \delta = \gamma_k < p-1 \).

The "crossover" also follows that of Theorem 3.1.10 closely. Proceeding as from 3.1.32, using (3.1.54) instead of (3.1.24) and letting

\[K_{f1} = \frac{1}{\omega(B_{r_2})} \int_{B_{r_2}} \log \tilde{u} \omega \text{, it follows that}\]

\[p \int_{B_{r_2}} |\log \tilde{u}_{K_{f1}}|^p \omega \leq c(p(r)H(r) + q(r))\]

where \(H(r) = 1 + \frac{1}{\omega(B_r)} \int_{B_r} \left( [(c_1 + c_2)K^{-p}(r) + b_1^p \lambda^{-(p-1)}(r) + (b_2 + b_3)K^{-(p-1)}(r)] r^p \right) + (a_1 + a_2)K^{-1}((r)(r)^{p-1})\). Now let \( \phi = n^p \psi \left( |v|^\beta + \left( \frac{\beta}{p-1} \right)^\beta \right) e^{-b_0 \tilde{u}} \) for \( \beta \geq 1 \) with \( n \in C_0(\Omega) \), \( \psi = \tilde{u}^{1-p} - (v(r) + K(r))^{1-p} \), and \( v = \log \frac{\tilde{u}}{K_{f1}} \), \( K_{f1} \) as above, and

\[v_\phi = n \int_{B_r} v_n \psi \left( |v|^\beta + \left( \frac{\beta}{p-1} \right)^\beta \right) e^{-b_0 \tilde{u}}
- n^p \tilde{u}^{-p} v_\phi (|v|^\beta + \left( \frac{\beta}{p-1} \right)^\beta) - \beta \psi \tilde{u}^{p-1} \left( |v|^{\beta-1} \text{sign} \tilde{u} \right) e^{-b_0 \tilde{u}}
- b_0 n^p \psi \left( |v|^\beta + \left( \frac{\beta}{p-1} \right)^\beta \right) e^{-b_0 \tilde{u}} v_\tilde{u} \].

Proceed as from 3.1.34 recalling that \( \psi \leq \tilde{u}^{1-p} \) and that \( n, v_\tilde{u} \).
$\psi$ are supported in $\Omega$, then continue as in (3.1.53) to get

$$\int \phi^p u^{-p} |\nabla u|^p \left( |v|^\beta + \left( \frac{p\delta}{p-1} \right)^\beta \right) \lambda$$

$$\leq c \left( \int \phi^p (5+\varepsilon) \left( |v|^\beta + \left( \frac{p\delta}{p-1} \right)^\beta \right) \right)$$

$$+ \int \phi^p u^{1-p} \left( |v|^\beta + \left( \frac{p\delta}{p-1} \right)^\beta \right) |\nabla v|^{p-1} \mu$$

$$+ \int \phi^{p-1} |\nabla \phi| \left( |v|^\beta + \left( \frac{p\delta}{p-1} \right)^\beta \right) \delta$$

$$+ \int \phi^p u^{1-p} \left( |v|^\beta + \left( \frac{p\delta}{p-1} \right)^\beta \right) |\nabla v|^{p-1} b_1$$

Proceed as from 3.1.35 with minor changes as in the redefinition of $F(r)$ to get

$$(3.1.59) \quad \left( \frac{1}{\omega(B_r)} \int_B u^a \omega \right)^{1/a} \left( \frac{1}{\omega(B_{r/2})} \int_{B_{r/2}} u^{-a} \omega \right)^{1/a}$$

$$\leq c a c(p(r)H(r)+q(r))/a$$

for $a < a^{-1} C_2^2(r)$, $C_2(r) = c(s(r)(s_F^{1/p(r)}+1)+t(r))q/(q-p)$.

Given $\delta$ s.t. $\frac{(p-1)}{2} \frac{p}{q} \leq \delta < p-1$, pick $a$ and $k_0$ s.t.

$$a \frac{p}{q} \leq \min(a^{-1} C_2^2(r), \frac{(p-1)}{2} \frac{p}{q}) < a \text{ and } \gamma k_0 = a \left( \frac{q}{p} \right)^{k_0} = \delta.$$

Now combine (3.1.57), (3.1.58), and (3.1.59) to get

$$\left( \frac{1}{\omega(B_{r/2})} \int_{B_{r/2}} g^{q\delta/p} \omega \right)^{p/q \delta} \leq C_3(r) \inf_{B_r} C_3$$
with $C_3(r) \leq c C_1^2(r) e^{c(p(r)H(r)+q(r))}/a$.

Taking $p = \frac{r}{2}$ and recalling that $\tilde{u} = u(r) - u_K + K(r)$, it follows that

$$\left( \frac{1}{\omega(B_r)} \int_{B_{r/2}} u^{q\delta}/p \right)^{p/q\delta} \leq C_3(r)(u(r) - u_K + K(r))$$

for $\frac{(p-1)}{2} \leq \delta < p-1$.

For the final step let $\phi = \phi^p e^{-b_0 \tilde{u}} u_K$, with $\phi \in C_0(B_{r/2})$,

$$|\nabla \phi| \leq \frac{c}{r} \quad \text{and} \quad |\phi| \leq c,$$

$$\nabla \phi = p \nabla \phi \phi^{p-1} e^{-b_0 \tilde{u}} u_K + \phi^p e^{-b_0 \tilde{u}} \nabla u_K + b_0 \phi^p e^{-b_0 \tilde{u}} u_K \nabla u_K$$

and following the usual procedure it is seen that

$$\int \phi^p \nabla u_K \cdot A E = -\int \phi^p u_K B E - p \int \phi^{p-1} u_K \nabla \phi \cdot A E$$

$$- b_0 \int \phi^p u_K \nabla u_K \cdot A E$$

and
\[
\int \phi^P |\nabla u_k|^P \, d\lambda \leq \int \phi^P (c_1 |u|^P + c_2) \, d\lambda
\]

\[
+ b_0 \int \phi^P u_k |\nabla u_k|^P \, d\lambda
\]

\[
+ \int \phi^P u_k |\nabla u_k|^{P-1} \, d\lambda
\]

\[
+ \int \phi^P u_k (b_2 |u|^{P-1} + b_3) \, d\lambda
\]

\[
+ p \int \phi^{P-1} |\nabla \phi| u_k |\nabla u_k|^{P-1} \, d\lambda
\]

\[
+ p \int \phi^{P-1} |\nabla \phi| u_k (a_1 |u|^{P-1} + a_2) \, d\lambda
\]

\[
- b_0 \int \phi^P u_k |\nabla u_k|^P \, d\lambda
\]

\[
+ b_0 \int \phi^P u_k (c_1 |u|^P + c_2) \, d\lambda
\]

Cancel the second and seventh terms and use an inequality similar to (3.1.26), \( |u| \leq M \), and \( K(r) \leq 1 \) to get

\[
r^P \int \phi^P |\nabla u_k|^P \, d\lambda
\]

\[
\leq c(u(r) + K(r)) K^{P-1}(r) \int (\phi^P r^P [(c_1 + c_2) K^{-P}(r) + (b_2 + b_3) K^{-P-1}(r)]
\]

\[
+ (a_1 + a_2) \frac{P}{(p-1)} \mu^{-p/(p-1)} \lambda \, d\lambda
\]

\[
+ r^P \int \phi^{P-1} u_k |\nabla u_k|^{P-1} (\phi b_1 + |\nabla \phi| u) \, d\lambda
\]

Use inequality (3.1.6) with \( c = 1 \) and \( \theta = \phi \) on the first expression along with \( \nabla u_k = -\nabla \phi \) to get
(3.1.61) \[ r^p \int \phi^p |\nabla u|^p \lambda \leq c(s_F(r)+1)(\mu(r)+K(r))K^{-1}(r) \omega(B_r) \]
\[ + r^p \int \phi^{p-1} u_k |\nabla u|^{p-1} (\phi b_1 + |\nabla| \mu) . \]

Pick \( \alpha > \frac{p-1}{2p} \) so that \( 1 < (1-\alpha)p < \frac{q}{p} \). Use inequality (3.1.6) with \( \varepsilon = 1 \), \( \phi = \phi \gamma^*/p \), \( \gamma^* = p(1-\alpha)(p-1) \) to get

(3.1.62) \[ r^p \int \phi^p \tilde{u}^{\gamma^*/p} b_1^p \lambda^{-p-1} \]
\[ \leq r^p \int \phi^p F(r) \]
\[ \leq r^p \int \phi^p |\nabla u|^{\gamma^*/p} \lambda + c(s_F(r)+1) \int_{B_{r/2}} \tilde{u}^{\gamma^*/p} \omega \]
\[ \leq c(s_F(r)+1) \int_{B_{r/2}} \tilde{u}^{\gamma^*/p} \omega \quad \text{by using 3.1.55.} \]

Also,

\[ r^p \int \phi^{p-1} u_k |\nabla u|^{p-1} (\phi b_1 + |\nabla| \mu) \]
\[ \leq \mu(r) \int (\phi^{p-1} \tilde{u}(\alpha-1)(p-1)\tau^{p-1} |\nabla u|^{p-1} \lambda^{(p-1)/p} x \]
\[ \quad \left(\tilde{u}(1-\alpha)(p-1) \tau (\phi b_1 + |\nabla| \mu) \lambda^{(p-1)/p}\right) \]
\[ \leq c\mu(r)(r^p \int \phi^p |\nabla u|^{\alpha} \lambda^{(p-1)/p} x \]
\[ \quad (r^p \int \tilde{u}^{\gamma^*/p} (\phi^p b_1^p \lambda^{-(p-1)} + |\nabla| \omega)^{1/p} ) \]
\[ \leq c(s_F(r)+1)\mu(r) \left( \int_{B_{r/2}} \omega^{(p-1)/p} \left( \int_{B_{r/2}} \tilde{u}^{\gamma^*/p} \omega^{1/p} \right) \right) \]

using (3.1.55) , (3.1.62)
\[ \leq c(s_F(r)+1)c_3^{P-1}(r)(\mu(r) - \mu(r/2) + K(r))^{P-1} \omega(B_r) \]

by using (3.1.60).

Combining this with (3.1.61) gives

\[ r^P \int \phi^P |\nabla \psi|^P \lambda \leq c(s_F(r)+1)c_3^{P-1}(r)(\mu(r) + K(r))(\mu(r) - \mu(r/2) + K(r))^{P-1} \omega(B_r) . \]

Using (3.1.60) once more gives

\[ r^P \int |\nabla \phi(\theta)|^P \lambda \]

\[ \leq G(r)(\mu(r)+K(r))(\mu(r)-\mu(r/2)+K(r))^{P-1} \omega(B_r) , \]

where

\[ G(r) = \left[ (s(r)+t(r)) \exp(p(r)H(r) + q(r)) \right] \]

using the assumption in (3.1.6) that \( s(r) \geq 2 \).

3.2.0 Modulus of Continuity Estimates for Weighted Sobolev and V.M.O. Functions

A result of Morrey implies that functions in the unweighted Sobolev space \( W^{1,p}(\mathbb{R}^d) \) are Hölder continuous for \( p > d \). In the present section a similar result is proven for the weighted spaces \( W^{1,p}(\omega, \nu, \Omega) \) which support a weak type of Sobolev inequality. This result is derived from an estimate for the modulus of continuity of functions of vanishing mean oscillation which in the unweighted case, for \( g(x,r) = cr \), is due independently to Campanato [CA] and Meyers [MY2]. It will be used in Section 3.3.0 to establish continuity for solutions of certain degenerate elliptic systems.
Functions of Vanishing Mean Oscillation

Let $g : \mathbb{R}^d \times \mathbb{R}^+ \to \mathbb{R}^+$ be Borel measurable and let $\omega$ be a locally finite positive Borel measure on an open set $\Omega \subseteq \mathbb{R}^d$. For simplicity it will be assumed that

$$(3.2.1) \quad \omega(\partial B) = 0$$

for all balls $B$ with $\partial B \subseteq \Omega$. The theory is much more technical without this assumption.

$M_0 g$ will be the space consisting of functions $u : \mathbb{R}^d \to \mathbb{R}$, $u \in L^{1}_{loc}(\omega, \Omega)$ such that

$$(3.2.2) \quad \frac{1}{\omega(B)} \int_{B} |u(y) - \frac{1}{\omega(B)} \int_{B} u(z) d\omega(z)| d\omega(y) \leq g(x, r)$$

for all $B = B(x, r), \ B \subseteq \Omega$. The methods used allow for much more general sets than balls. This restrictive approach was chosen for simplicity.

To estimate $|u(y) - u(z)|$ for $y, z \in B, \ B \subseteq \Omega$, it is only necessary to estimate $O(x) = |u(x) - \frac{1}{\omega(B)} \int_{B} u d\omega|$ for $x \in B$ since $|u(y) - u(z)| \leq O(y) + O(z)$.

To do this it is necessary to introduce some geometry.

3.2.3. Assume that $x \in B = B(x_0, R)$, and that $F_x : B \to [0, R)$ is continuous with $F_x^{-1}(0) = x, F_x^{-1}([0, R)) = B$, and $F_x^{-1}[0, r) = B_x(r)$ for $0 < r < R$, where $B_x(r)$ is a ball of radius $r$ centered
at \( c_x(r) \in \mathbb{R}^d \). The continuity of \( F_x \) forces \( c_x(r) \) to be continuous in \( r \). Also, assume that \( |x - c_x(r)| < \theta r \) for some \( \theta, \; 0 < \theta < 1 \), to ensure that \( \lim_{r \to 0} \frac{1}{\omega(B_x(r))} \int_{B_x(r)} u \, d\omega = u(x) \) a.e. \( \omega \). This follows from Propositions 1.1.3 and 1.1.5 and a covering result of A. P. Morse, page 6 [6]. Points where the limit above exists will be referred to as Lebesgue points.

Let \( \omega_x(r) = \omega(F_x^{-1}([0, r])) = \omega(B_x(r)) < \infty \) so that \( \omega_x(r) \) is a monotone increasing left-continuous function on \([0, R]\) and so induces a finite Borel measure \( \omega_x \) on \([0, R]\). \( \omega_x(r) \) is actually continuous in \( r \) because of (3.2.1), so \( \omega_x \) has no atoms. If \( f, E \) are Borel measurable and \( f \geq 0 \), then

\[
\int_E f(r) \, d\omega_x = \int_{F_x^{-1}(E)} f(F_x(y)) \, d\omega(y).
\]

The method of proof of Theorem 3.2.5 involves a reduction to one dimension, where an integration by parts with respect to \( \omega_x \) is carried out. (3.2.4) indicates the flavor of the reduction, the basic difference being that \( f(F_x(y)) \) must be replaced by an arbitrary function \( u(y) \).

3.2.5 Theorem. If \( u \in \mathcal{M}_g \) and \( x,y \) are Lebesgue points of \( u \) with respect to \( \omega \), then
(3.2.6) \[ 0(x) = |u(x) - \frac{1}{\omega(B)} \int_B u \, d\omega | \]
\[ \leq 2g(x_0, R) + 4 \int_0^R \frac{g(c_x(r), r)}{\omega_x(r)} \, d\omega_x(r) \]
and so

(3.2.7) \[ |u(x) - u(y)| \leq 4(g(x_0, R) + \int_0^R \frac{g(c_x(r), r)}{\omega_x(r)} \, d\omega_x(r) \]
\[ + \int_0^R \frac{g(c_y(r), r)}{\omega_y(r)} \, d\omega_y(r) \].

An alternate expression for (3.2.6), (3.2.7) results from (3.2.4) since

\[ \int_0^R \frac{g(c_x(r), r)}{\omega_x(r)} \, d\omega_x(r) = \int_B \frac{g(c_x(F_x(z)), F_x(z))}{\omega(B_x(F_x(z)))} \, d\omega(z) . \]

3.2.8. If, in addition,

\[ g(x, r) = f(\omega(B(x, r))) \]
for \( f: \mathbb{R}^+ \to \mathbb{R}^+ \) continuous, then

\[ |u(x) - u(y)| \leq 8(f(\omega(B)) + \int_0^{\omega(B)} \frac{f(s)}{s} \, ds) . \]
Remarks

It should be noted that the assumption that $x,y$ are Lebesgue points is usually unnecessary. In fact if
\[
\int_{0}^{R} \frac{g(c_{x}(r),r)}{\omega_{x}(r)} \, d\omega(r) < \infty \quad \text{then it can be seen from the proof of Theorem 3.2.5 that the averages}
\]
\[
\omega^{-1}(B_{x}(r)) \int_{B_{x}(r)} u \, d\omega \quad \text{form a cauchy sequence in } r \text{ and therefore converge. If the above integral is finite for all } x \text{ in some set } E \text{ then } u \text{ may be redefined almost everywhere } - \omega \text{ in } E \text{ so that every point is a Lebesgue point.}
\]

A typical geometry would be given by defining $F_{x}$ implicitly as $|y - c_{x}(F_{x}(y))| = F_{x}(y)$, with $c_{x}(r) =$
\[
x - \frac{F_{x}(x-x_{0})}{R}, \quad B = B(x_{0},R), \quad \frac{|x-x_{0}|}{R} < 1. \quad F(y) \text{ is the positive solution to a quadratic and its graph is a skewed cone with vertex } x.
\]
The geometry described at 3.2.3, with $x$ generally off centered in $B$, is not necessary if $\omega$ is a doubling measure. That is, if $\omega(B(x, 2r)) \leq c \omega(B(x, r))$. In this case take $x = x_0 = c_x(r)$ and $F_x(y) = |x_0 - y|$ so that for $x, y$ with $|x - y| = R$, 

\begin{equation}
|u(x) - u(y)| \leq |u(x) - \frac{1}{\omega(B(x, R))} \int_{B(x, R)} u \, d\omega| + |u(y) - \frac{1}{\omega(B(y, R))} \int_{B(y, R)} u \, d\omega| + E,
\end{equation}

where

$$E = \frac{1}{\omega(B(x, R)) \omega(B(y, R))} \int_{B(x, R)} \int_{B(y, R)} \left| u(x) - u(y) \right| \, d\omega(x) \, d\omega(y)$$

$$\leq \frac{c}{\omega^2(B)} \left( \int_{B} \int_{B} \left| u(x) - u(y) \right| \, d\omega(x) \, d\omega(y) \right)$$

for $B = B \left( \frac{x + y}{2}, \frac{3}{2} R \right)$, using the doubling condition. Considering (3.2.10), this can be bounded using (3.2.2).

The continuity of $f$ in (3.2.8) is not necessary. If $\omega(\delta^{-1}(B)) = 0$, where $B$ is the set of non-Lebesgue points of $f$, then (3.2.8) still holds.

**Proof of Theorem 3.2.5.** (3.2.6) will be proven first, then (3.2.7) will follow immediately.
Assume that \( u \in W^1_0 \) and that \( x \) is a Lebesgue point. 

\[
\omega(B_x(r)) > 0 \quad \text{for all } r > 0 \quad \text{since} \quad \lim_{r \to 0} \frac{1}{\omega(B_x(r))} \int_{B_x(r)} u \, d\omega \quad \text{must be defined.} 
\]

For convenience the subscript \( x \) will be dropped from \( \omega \), and \( \omega^x \), and \( B_r \) will be the ball \( B_r(x) \). \[
\int_B |u| \, d\omega < \infty \quad \text{since} \quad u \in L^1_{loc}(\omega, \Omega) \text{ and } B \subseteq \Omega. 
\]

Let \( f(r) = \int_{B_r} u \, d\omega \). \( f \) is absolutely continuous with respect to \( \omega \) (see 1.1.10) since \( \forall \varepsilon > 0, \exists \delta > 0 \) such that if \( \omega(A) < \delta \), \( A \subseteq B \), then \( \int_A |u| \, d\omega < \varepsilon \), so that given disjoint intervals \( I_i = [a_i, b_i] \), \( i = 1, 2, 3, \ldots \), with \( \omega(\bigcup_{i=1}^\infty I_i) < \delta \), then \( \omega(A) = \omega(\bigcup_{i=1}^\infty I_i) < \delta \), where \( A = \bigcup_{i=1}^\infty (B_{b_i} - B_{a_i}) \), so

\[
\sum_{i=1}^\infty |f(b_i) - f(a_i)| \leq \int_A |u| \, d\omega < \varepsilon.
\]

From Proposition 1.1.13 it follows that \( f(r) = \int_{[0,r]} \frac{df}{d\omega}(s) \, d\omega(s) \). Denote \( \frac{df}{d\omega} \) by \( \bar{u} \). It is easy to see for \( u, v \in L^1_{loc}(\omega, \Omega) \) and \( \lambda \in \mathbb{R} \) that \( \bar{u} + \lambda v = \bar{u} + \lambda \bar{b} \) a.e. \( \omega \).

It is claimed that \( |\bar{u}| \leq |u| \). Pick sets \( F_+ \), \( F_- \) disjoint so that \( \bar{u}^+ \), the positive part of \( \bar{u} \), is supported on \( F_+ \); and \( \bar{u}^- \), the negative part of \( \bar{u} \), is supported on \( F_- \), so

\[
\int_E \bar{u}^+ \, d\omega = \int_{\omega^{-1}(F_+)} \bar{u} \, d\omega = \int_{\omega^{-1}(\Omega \setminus F)} u \, d\omega 
\]

\[
\leq \int_{\omega^{-1}(\Omega \setminus F_+)} u^+ \, d\omega = \int_{\omega^{-1}(\Omega \setminus F)} \bar{u}^+ \, d\omega
\]
for all Borel measurable \( E \). Therefore \( \tilde{u}^+ \leq \tilde{u}^- \) and so 
\[
|\tilde{u}| = u^+ + (-u)^+ \leq u^+ + (-u)^+ = |u|
\]

From this it can be seen that

\[
\int_0^r \int_0^r |\tilde{u}(s) - \tilde{u}(t)| \, d\omega(s) \, d\omega(t) \\
\leq \int_0^r \int_0^r |u(x) - \tilde{u}(t)| s \, d\omega(s) \, d\omega(t) \\
= \int_0^r \int_B u(x) - \tilde{u}(t) \, d\omega(x) \, d\omega(t) \\
= \int_0^r \int_{B_r} u(x) - \tilde{u}(t) \, d\omega(t) \, d\omega(x) \\
\tag{3.2.10}
\leq \int_B \int_B |u(x) - u(y)| \, d\omega(y) \, d\omega(x) \\
\leq \int_B \int_{B_r} |u(x) - \frac{1}{\omega(B_r)} \int_{B_r} u(z) \, d\omega(z)| \, d\omega(y) \, d\omega(x) \\
+ \int_{B_r} \int_{B_r} |\frac{1}{\omega(B_r)} \int_{B_r} u(z) \, d\omega(z) - u(y)| \, d\omega(y) \, d\omega(x) \\
\leq 2\omega^2(B_r) g(c(r), r) \quad \text{by (3.2.2)},
\]

so \( \frac{1}{\omega^2(r)} \int_0^r \int_0^r |\tilde{u}(s) - \tilde{u}(t)| \, d\omega(s) \, d\omega(t) \leq 2g(c(r), r) \). Now let

\[ A(r) = \frac{1}{\tilde{\omega}(r)} \int_0^r \tilde{u}(s) \, ds \], which is absolutely continuous with respect
to \( \tilde{\omega} \) on \([\varepsilon, R]\), \( \varepsilon > 0 \) by Proposition 1.1.13 since \( \tilde{\omega}(r) > 0 \) for \( r > 0 \). Also by differentiating \( \tilde{\omega}(r)A(r) = \int_0^r \tilde{u}(s) \, ds \) with respect
to $\omega$, as in 1.1.8, it is seen that $A(r) + \dot{\omega}(r) \frac{dA}{d\omega}(r) = \ddot{u}(r)$ for $r > 0$, and so $\frac{dA}{d\omega}(r) = \frac{D(r) - A(r)}{\dot{\omega}(r)}$. Proposition 1.1.13 is used several times in the following.

$$|A(r) - A(c)| = \left| \int_\epsilon^r \frac{\ddot{u}(s) - A(s)}{\dot{\omega}(s)} \, d\omega(s) \right|$$

$$= \left| \int_\epsilon^r \frac{1}{\dot{\omega}^2(s)} \left[ \int_0^s (\ddot{u}(s) - \ddot{u}(t)) \, d\omega(t) \right] \, d\omega(s) \right|$$

$$\leq \int_\epsilon^r \frac{1}{\dot{\omega}^2(s)} \left[ \int_0^s |\ddot{u}(s) - \ddot{u}(t)| \, d\omega(t) \right] \, d\omega(s)$$

$$= \frac{1}{\dot{\omega}^2(\rho)} \int_0^\rho \int_0^s |\ddot{u}(s) - \ddot{u}(t)| \, d\omega(t) \, d\omega(s) \left|_{\rho=\epsilon}^{\rho=r} \right.$$  

$$+ 2 \int_\epsilon^r \frac{1}{\dot{\omega}^3(s)} \left[ \int_0^s \int_0^\rho |\ddot{u}(\rho) - \ddot{u}(t)| \, d\omega(t) \, d\omega(\rho) \right] \, d\omega(s)$$

$$\leq 2g(c(r), r) + 4 \int_\epsilon^r \frac{g(c(s), s)}{\dot{\omega}(s)} \, d\omega(s),$$

and the result follows by letting $\epsilon \to 0$ since

$$A(\epsilon) = \frac{1}{\dot{\omega}(\epsilon)} \int_0^\epsilon \ddot{u} \, d\omega = \frac{1}{\dot{\omega}(B_\epsilon)} \int_{B_\epsilon} u \, d\omega + u(x)$$

since $x$ is assumed to be a Lebesgue point of $u$ with respect to $\omega$.

To prove 3.2.8, let

$$G(r) = \frac{\int_\epsilon^r \ddot{u}(r) \, f(s)}{s} \, ds,$$

$G$ is absolutely continuous with respect to $\omega$ since
Differentiate using (1.1.33) to get \( \frac{dG}{d\omega} = \frac{f(\omega(r))}{\omega(r)} \), so that

\[
G(r) = \int_\epsilon^r \frac{f(\omega(s))}{\omega(s)} \, d\omega(s).
\]
Let \( \epsilon \to 0 \) to finish the proof. □

Continuity of Sobolev Functions

Let \( \Omega \subseteq \mathbb{R}^d \) be an open set and let \( \omega, \nu \) be locally finite positive Borel measures on \( \Omega \) with \( \nu \) absolutely continuous to \( \omega \).

Let \( W^{1,p}(\omega, \nu, \Omega) \) be the Sobolev space defined in 2.2.1 with \( p \geq 1 \).

3.2.11 Theorem. Assume that \( u \in W^{1,p}(\omega, \nu, \Omega) \) and that the Sobolev inequality

\[
(3.2.12) \quad \frac{1}{\omega(B)} \int_B |u(x) - \frac{1}{\omega(B)} \int_B u(y) \, d\omega(y)| \, d\omega(x) \leq K(x,r) \left( \int_B |\nabla u|^p \, d\nu \right)^{1/p}
\]

holds for every \( B = B(x,r) \) with \( B \subseteq \Omega \). Then, assuming the structure of Theorem 3.2.5,

\[
|u(x) - u(y)| \leq 4 \left( K(x_0, R) + \int_0^R \frac{K(c_x(r), r)}{\omega_x(r)} \, d\omega_x(r) \right) + \int_0^R \frac{K(c_y(r), r)}{\omega_y(r)} \, d\omega_y(r) \left( \int_{B(x_0, R)} |\nabla u|^p \, d\nu \right)^{1/p}
\]
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if $x, y$ are Lebesgue points of $u$ with respect to $\omega$.

If, in addition, $K(x, r) = f(\omega(B(x, r)))$ for $f: \mathbb{R}^+ \rightarrow \mathbb{R}^+$ continuous, then

$$|u(x) - u(y)| \leq 8 \left( f(\omega(B(x_0, R))) + \int_0^{\omega(B(x_0, R))} \frac{f(s)}{s} \, ds \right)$$

$$\left( \int_{B(x_0, R)} |\nabla u|^p \, dv \right)^{1/p}.$$

Proof. Apply Theorem 3.2.5 with

$$g(x, r) = K(x, r) \left( \int_{B(x_0, R)} |\nabla u|^p \, dv \right)^{1/p}. \quad \Box$$

Remarks. Theorem 3.2.11 is true in the more general setting of Section 2.1.0.

By applying Hölder's inequality, it is seen that the inequality

$$(3.2.14) \quad \frac{1}{\omega(B)} \int_B |\phi(x) - \frac{1}{\omega(B)} \int_B \phi(y) \, d\omega(y) |^p \, d\omega(x)$$

$$\leq K^p(x, r) \int_B |\nabla \phi|^p \, dv$$

for all $B = B(x, r)$ with $B \subseteq \Omega$ and all $\phi \in W^{1, p}(\omega, \nu, \Omega)$ is sufficient for (3.2.12) to hold. A limiting argument shows that (3.2.14) need only be assumed for $\phi \in C^0(\Omega)$. In Theorem 2.2.41 it is seen that (3.2.14) is equivalent to
\( (3.2.15) \quad \frac{\omega(K \cap B)}{\omega(B)} \leq c \, K(x, r) \mathcal{E}_H(K \cap B) \)

for compact sets \( K \subseteq \Omega \) (recall that \( \emptyset \subseteq \Omega \) so \( C_0^\infty(\Omega) \big|_B = C^\infty(\Omega) \big|_B \).

**Example.** If \( K \) is as in the example preceding Lemma 3.1.16 and \( \omega(x) = \nu(x) \, \text{dist}^\alpha(x, K) \) with \( \alpha > -\gamma \), then (3.2.13) holds with \( K(x, r) = c r^{\omega^{-1/p}(B(x, r))} \)

by Theorem 2.2.56 (specifically (2.2.62) and (2.2.63)). As in (2.2.70) it is seen that

\[
\omega(B(x, r)) \leq r^d \, \max^\alpha(r, \text{dist}(x, K)).
\]

If \( \alpha > 0 \), then \( r^{d+\alpha} \leq c \omega(B(x, r)) \), so \( K(x, r) = c r^{\omega^{-1/p}(B(x, r))} \) ≤ \( f(\omega(B(x, r))) \) for \( f(t) = ct^\beta \), \( \beta = \frac{1}{d+\alpha} - \frac{1}{p} \). If \( p > d+\alpha \), apply (3.2.13) to get

\[
|u(x) - u(y)| \leq c \omega(B(x_0, R))
\]

\[
\leq c R^\beta \, \max^\alpha(R, \text{dist}(x_0, K)),
\]

so \( u \) is Hölder continuous.

If \( \alpha < 0 \), then

\[
r^d \leq \omega(B(x, r)) \max^\alpha(r, \text{dist}(x, K))
\]

\[
\leq c \, \omega(B(x, r))
\]

for bounded \( r, x \), so a similar argument shows that \( u \) is Hölder.
continuous if $p > d$.

It is interesting to note that there is some additional regularity at $R$ in the case of $\alpha < 0$. A careful analysis of the proof of Theorem 3.2.11 shows that

$$|u(x) - \frac{1}{\omega(B)} \int_B u \, d\omega| \leq c r^{1-(d+\alpha)/p}, \quad B = B(x,r),$$

if $p > d+\alpha$ and $x \in R$, where $u(x)$ has been redefined on $R$ in the natural way, that is, $u(x)$ is defined as the limit of the averages $\frac{1}{\omega(B(x,r))} \int_{B(x,r)} u \, d\omega$.

3.3.0 Higher Integrability for the Gradient of Solutions of Elliptic Systems with Application to Continuity of Solutions

Solutions $u$ of second order quasilinear degenerate elliptic systems are considered. It is assumed that $u \in W^{1,p}_{\text{loc}}(\mu, \Omega)$, where $p$ is the natural exponent for the equation. Then it is shown that $|\nabla u| \in L^{p+}\mu_{\text{loc}}(\mu, \Omega)$. In the case of Lebesgue measure with $\mu \equiv 1$, this can be used to show that $u$ is H"older continuous in the borderline case $d-\epsilon < p \leq d$. In the weighted case the critical exponent may change but continuity is still achieved. The analysis also applies to higher order equations. The basic method is due to N. Meyers and A. Elcrat [MYE] ($\mu=1$).

The equations considered are:

$$(3.3.1) \quad \nabla \cdot A_i(x,u,\nabla u) = B_i(x,u,\nabla u), \quad i = 1, \ldots, N.$$
where
\[ A: \Omega \times \mathbb{R}^N \times \mathbb{R}^{dN} \to \mathbb{R}^d, \]
and
\[ B: \Omega \times \mathbb{R}^N \times \mathbb{R}^{dN} \to \mathbb{R}. \]
are Borel measurable functions satisfying the conditions:
\[
\begin{aligned}
\sum_i |A_1(x,u,vu)| &\leq a_0 \mu |vu|^{p-1} + a_1 \mu, \\
\sum_i |B_1(x,u,vu)| &\leq b_1 \mu |vu|^{p-1} + b_2 \mu, \\
\sum_i A_1 \cdot vu_1 &\geq \mu |vu|^p - c_1 \mu,
\end{aligned}
\]
where \( u = (u_1, \ldots, u_N), \ vu = (vu_1, \ldots, vu_N), \ a_0 \geq 1 \) is a constant, and \( \mu, a_1, b_1, b_2, c_1 \) are nonnegative Borel measurable functions on the open set \( \Omega \). It is assumed that \( 0 < \mu \leq \omega \) a.e. and that \( \mu \) induces a locally finite measure \( \omega \) which is doubling, that is, \( \omega(E) = \int_E \mu \) and \( \omega(B(x,2r)) \leq c_\omega \omega(B(x,r)) \). It is also assumed that there is an \( \alpha > 0 \) such that
\[
\begin{aligned}
a_1 &\in L^{(p/(p-1)+\alpha)}(\mu,\Omega), \\
b_1 &\in L^{p_\alpha/(s-p+\alpha)}(\mu,\Omega), \\
b_2 &\in L^{s/(s-1)+\alpha}(\mu,\Omega), \text{ and } c_1 \in L^{1+\alpha}(\mu,\Omega),
\end{aligned}
\]
where \( s \) is given in (3.3.4), (3.3.5).
In some cases these conditions can be weakened by using other Sobolev inequalities in combinations with those in (3.3.4), (3.3.5).
Let $W^{1,p}_{10c}(\mu,\Omega) = \prod_{i=1}^{N} W^{1,p}_{10c}(\mu,\mu,\Omega)$, $W^{1,p}_{10c}(\mu,\mu,\Omega)$ as defined in 2.2.1. A pair $(u,vu) \in W^{1,p}_{10c}(\mu,\Omega)$ is said to be a weak solution of (3.3.1) if

$$\sum_{i} \int_{\Omega} \nabla \phi_{i} \cdot A_{i}(x,u,vu) + \phi_{i} B(x,u,vu) = 0$$

for all $\phi \in W^{1,p}_{0}(\mu,\Omega)$. It will be assumed that the following Sobolev inequalities hold for $p, q, s$ with $1 < q < p < s$.

$$(3.3.4) \quad \left(\frac{1}{\omega(B)} \int_{B} |\phi - \frac{1}{\omega(B)} \int_{B} \phi \, dw|^p \, dw\right)^{1/p} \leq s_{1} r \left(\frac{1}{\omega(B)} \int_{B} |\nabla \phi|^q \, dw\right)^{1/q}$$

for all $\phi \in W^{1,p}_{10c}(\mu,\Omega)$ and all balls $B$ with diameter $r$, $\bar{B} \subseteq \Omega$.

$$(3.3.5) \quad \left(\frac{1}{\omega(B)} \int_{B} |\phi - \frac{1}{\omega(B)} \int_{B} \phi \, dw|^s \, dw\right)^{1/s} \leq s_{2} r \left(\frac{1}{\omega(B)} \int_{B} |\nabla \phi|^p \, dw\right)^{1/p}$$

for all $\phi \in W^{1,p}_{10c}(\mu,\Omega)$ and all balls $B$ with diameter $r$, $\bar{B} \subseteq \Omega$.

It is of course only necessary to assume (3.3.4), (3.3.5) for $C^\infty$ functions and then the usual limit procedures allow general Sobolev functions. Conditions for Sobolev inequalities of the form (3.3.4), (3.3.5) are discussed for scalar-valued functions in Section 2.2.0. The vector-valued case is an obvious corollary. For certain
s > p, inequality (3.3.5) follows from inequality (3.3.4) as in the proof of Theorem 2.2.56. A simple consequence of inequality (3.3.5) is that if \( \phi \in W^{1,p}_{1,\text{loc}}(\mu, \Omega) \), then \( \phi \in L^s_{1,\text{loc}}(\mu, \Omega) \).

The analysis of the equations will produce a "reverse Hölder" type of maximal function inequality from which the higher integrability of the gradient will follow.

3.3.6 Theorem. If \((u, \nabla u)\) is a weak solution of (3.3.1) in a bounded open set \( \Omega \subseteq \mathbb{R}^d \), then there exists \( \varepsilon > 0 \) so that

\[ |\nabla u| \in L^{p+\varepsilon}_{1,\text{loc}}(\mu, \Omega) \quad \varepsilon \text{ depends only on } d, p, q, s, a_0, c_\alpha, \alpha, s_1, s_2. \]

Remark. As in [MYE], if \((u, \nabla u) \in W^{1,p}_0(\mu, \Omega)\) and certain weak assumptions are made about \( \Omega \), then \( |\nabla u| \in L^{p+\varepsilon}(\Omega) \).

Proof. Let \( Q_\omega, Q_1, Q_0 \) be concentric cubes, \( Q_0 \subseteq \Omega \) with side lengths \( S_\omega, 2S_\omega, 3S_\omega \) respectively, as in section 2.3.0. Estimates will be made over balls \( B' = B(x, r), x \in Q_1, r \leq S_\omega/2 \), using test functions of the form \( \phi = \phi(u-k) \) where \( \phi \) is a function such that

\[
(3.3.7) \quad \phi \in C_0^\infty(B(x, 2r), 0 \leq \phi \leq 1, \phi = 1 \text{ on } B', |\nabla \phi| \leq 2/r.
\]

These calculations will yield the inequality

\[
(3.3.8) \quad M_R(g^\tilde{\alpha})(y) \leq c M^\tilde{\alpha}(g)(y) + \frac{1}{2} H(g^\tilde{\alpha})(y) + F(y)
\]

for \( y \in Q_1 \) and \( R = S_\omega/2 \) where \( M_R, H \) are as defined in section.
2.3.0, \( g = |\nabla u|^q \), \( \tilde{q} = p/q \) and \( c \) depends only on \( a_0, s_1, s_2, p, d, c_\omega \); and \( F \in L^{1+\alpha'}(M_1, Q_1) \) for some \( \alpha' > 0, \alpha' \) dependent only on \( \alpha, s, p \).

Using propositions 1.1.3, 1.1.4, 1.1.5 and 1.1.9 to show that \( F \leq M(F) \) a.e and letting \( f = F^{1/q} \) it follows that

\[
M_R(\tilde{g}^q) \leq c M(\tilde{g}^q) + M(\tilde{e}^q) + \frac{1}{2} M(g^q) \text{ a.e. in } Q_1.
\]

Applying Theorem 2.3.3 it is clear that \( |\nabla u| \in L^{p+\epsilon}(Q_\omega) \) for some \( \epsilon > 0 \) dependent only on \( d, p, q, s, a_0, c_\omega, s_1, s_2 \), so \( |\nabla u| \in L^{p+\epsilon}_{1,\text{loc}}(\mu, \Omega) \).

To prove 3.3.8 let \( K = \omega^{-1}(B) \int_B \omega d\mu, B = B(x, 2r) \), \( v = u-k \) and \( \phi = \phi^p v, \phi \) as above. Take

\[
\nabla \phi = p \phi^{p-1} \nabla \phi \nabla v + \phi^p \nabla v
\]

so that \( (\phi, \nabla \phi) \in W_0^{1,p}(\mu, \Omega) \) by Proposition 2.2.2, and

\[
\int \int [p \phi^{p-1} \nabla \phi \cdot A + \phi^p \nabla v \cdot A + \phi^p v B] = 0.
\]

Rearranging terms and using the structure conditions (3.3.2), it follows that

\[
\int \phi^p |\nabla u|^p \mu \leq \int \phi^p c_1 \mu
\]

\[
+ a_0 p \int \phi^{p-1} |\nabla \phi| |v| |\nabla u|^{p-1} \mu
\]

\[
+ p \int \phi^{p-1} |\nabla \phi| |v| a_1 \mu
\]

\[
+ \int \phi^p |v| |\nabla u|^{p-1} b_1 \mu
\]

\[
+ \int \phi^p |v| b_2 \mu.
\]
Younges' inequality implies that
\[ \phi^{p-1} |\phi| |v| |\nabla v|^{p-1} \leq \varepsilon \phi^p |\nabla v|^p + \varepsilon^{-(p-1)} |\nabla \phi|^p |v|^p. \]
\[ |v| |\nabla v|^{p-1} b_1 \leq \varepsilon |\nabla v|^p + \varepsilon^{-(p-1)} |v|^p b_1^p. \]

Applying these with \( \varepsilon = \min\{\frac{1}{4}, (4a_0^p)^{-1}\} \), absorbing the gradient terms into the term on the left-hand side, using Holder's inequality on three of the remaining terms and recalling (3.3.7), it follows that
\[
\int_B |\nabla u|^p \mu \leq \int_B c_1 \mu + c r^{-p} \int_B |v|^p \mu \\
+ cr^{-1} (\int_B |v|^s \mu)^{1/s} (\int_B a_1^{s/(s-1)} \mu)^{(s-1)/s} \\
+ c (\int_B |v|^t \mu)^{p/t} (\int_B b_1^{p/(t-p)} \mu)^{(t-p)/t} \\
+ (\int_B |v|^t \mu)^{1/t} (\int_B b_2^{t/(t-1)} \mu)^{(t-1)/t}
\]
for some \( t < s \) such that \( \frac{pt}{t-1} < \frac{ps}{s-1} + \alpha \) and \( \frac{t}{t-1} < \frac{s}{s-1} + \alpha \).

Finally, use inequality (3.3.4) on the second term, inequality (3.3.5) on the third, followed by an application of Younges' inequality and recall that \( \omega(B) \leq c C_\omega \omega(B') \) to get that
\[
\frac{1}{\omega(B^r)} \int_B |v|^{\beta} \mu \leq \frac{1}{\omega(B)} \int_B c_1 \mu + c(\frac{1}{\omega(B)} \int_B |v|^{q} \mu)^{p/q} \\
+ \varepsilon \frac{1}{\omega(B)} \int_B |v|^{\beta} \\
+ c \left( \frac{1}{\omega(B)} \int_B \frac{s_s}{{(s-1)}} \mu \right)^{p(s-1)/(p-1)s} \\
+ c \left( \frac{1}{\omega(B)} \int_B |v|^t \mu \right)^{p/t} \left( \frac{1}{\omega(B)} \int_B b_1^{pt/(t-p)} \mu \right)^{(t-p)/t} \\
+ \left( \frac{1}{\omega(B)} \int_B |v|^t \mu \right)^{1/t} \left( \frac{1}{\omega(B)} \int_B b_2^{t/(t-1)} \mu \right)^{(t-1)/t}.
\]

Taking the supremum over $r$, $0 < r < S_{\omega}/2$ and letting $\varepsilon = 1/2$, $|v|^{\beta} = g$, $q = p/q$ and $R = S_{\omega}/2$ it is clear that 3.3.8 is verified with

\[
F(y) = c(M(c_1)(y) + M^{p(s-1)/(p-1)s}(\frac{s_s}{{(s-1)}})(y) \\
+ M^{p/t}(|v|^t)(y) M^{(t-p)/t}(b_1^{pt/(t-p)})(y) \\
+ M^{1/t}(|v|^t)(y) M^{(t-1)/t}(b_2^{t/(t-1)})(y).
\]

and $F \in L^{1+\alpha'}(\mu_\Omega_\eta)$ for some $\alpha' > 0$ because of Propositions 1.1.3, 1.1.4, assumption 3.3.3, and the fact that $|v| \in L^s_{\text{loc}}(\mu_\Omega)$, which follows from inequality 3.3.5. The proof is completed as in 3.3.8. $\blacksquare$
Continuity of Solutions

Suppose the measure $\omega$ is fixed and there is a critical exponent $p_0$ where the constant $K(x,r)$ in the Sobolev inequality (3.2.12) is bounded for $p \geq p_0$ and unbounded for $p < p_0$. (If $\omega$ is Lebesgue measure, then $p_0 = d$.) If $a_0$ and $\alpha$ (as in (3.3.2), (3.3.3)) are fixed and only equations satisfying this structure are considered, then under fairly general circumstances the $c$ given in Theorem 3.3.6 will depend continuously on $p$ so that estimates on the modulus of continuity for solutions $u$ can be derived for $p > p_0 - \varepsilon'$, with $\varepsilon' > 0$ dependent only on $p_0$, $a_0$, $\alpha$, $d$, and the measure $\omega$. For simplicity only the borderline case $p = p_0$ will be considered.

3.3.9 Corollary. Suppose $u$, $\nabla u$, $\Omega$, $\varepsilon$ are as in Theorem 3.3.6 and

\[
\frac{1}{\omega(B)} \int_B |\phi(x) - \frac{1}{\omega(B)} \int_B \phi(y) \, d\omega(y)| \, d\omega(x) \\
\leq K\left(\int_B |\nabla \phi|^{p_0} \, d\omega\right)^{1/p_0}
\]

for all $\phi \in W^{1,p}_{loc}(\mu,\mu,\Omega)$ and all balls $B$ with $\overline{B} \subseteq \Omega$. If $x, y$ are Lebesgue points of $u$ with respect to $\omega$, such that $\overline{B(x_0,R)} \subseteq \Omega$ for $x_0 = \frac{x+y}{2}$ and $R = \frac{|x-y|}{2}$, then
\begin{equation}
|u(x)-u(y)| \leq 8 \sqrt{d} \left( \frac{p_0+2\varepsilon}{\varepsilon} \right) K \left( \int_{B(x_0,R)} |\nabla u|^{p_0+\varepsilon} \, d\omega \right)^{1/(p_0+\varepsilon)} \omega^{\varepsilon/(p_0+\varepsilon)}(B(x_0,R)) \cdot
\end{equation}

**Remark.** Conditions for (3.3.10) to hold are discussed in the remark after Theorem 3.2.11.

**Example.** In the example developed after Theorem 3.2.11, it is easy to see that the critical exponent is $d$ if $\alpha < 0$ and $d+\alpha$ if $\alpha \geq 0$. Also, since $\omega(B(x,r)) \sim r^d \max^{\alpha}(r, \text{dist}(x, K))$, $\alpha > -\gamma \geq d$, it follows from Corollary 3.3.9 that Hölder continuity can be established for solutions in the borderline cases.

**Proof of Corollary 3.3.9.** Let $u = (u_1, \ldots, u_d)$ so

\begin{align*}
\frac{1}{\omega(B)} \int_B |u_1(x) - \frac{1}{\omega(B)} \int_B u_1(y) \, d\omega(y)| \, d\omega(x) \\
& \leq K \left( \int_B |\nabla u_1|^{p_0} \, d\omega \right)^{1/p_0} \\
& \leq K \omega^{\varepsilon/(p_0+\varepsilon)}(B) \left( \int_B |\nabla u_1|^{p_0+\varepsilon} \, d\omega \right)^{1/(p_0+\varepsilon)}.
\end{align*}

Given $x, y \in \Omega$, Lebesgue points of $u$ with respect to $\omega$, and a ball $B(x_0,R)$ such that $B(x_0,R) \subseteq \Omega$ and $x, y \in B(x_0,R)$, use the geometry described in the first remark after Theorem 3.2.5 and apply the second part of Theorem 3.2.5 with
\[
 f(x) = K\left( \int_{B(x_0,R)} |\nabla u|^{p_0+\varepsilon} \, d\omega \right)^{1/(p_0+\varepsilon)} x^{\varepsilon/(p_0+\varepsilon)}
\]

to conclude that

\[
|u_1(x) - u_1(y)| \leq 8 \left( \frac{p+\varepsilon}{\varepsilon} \right) K\left( \int_{B} |\nabla u|^{p_0+\varepsilon} \, d\omega \right)^{1/(p_0+\varepsilon)} \varepsilon/(p_0+\varepsilon) (B(x_0,R)).
\]

Now let \( x_0 \rightarrow \frac{x+y}{2} \) and \( R + \frac{|x-y|}{2} \) in such a way that \( x, y \) remain in \( B(x_0,R) \) so that (3.3.11) is verified. \( \blacksquare \)
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