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1 Introduction

This report details the functional definition and system
concepts for Cronus. the local area network distributed operating
system being developed as pdrt of the DOS Design and
Imglementatlon project sponsored by Rome Air Development Center.
The report is the first project deliverable document., and 1s
intended as an overview of the system which we will be developing
under this effort. The functions and system concepts discussed
in this report are the results of a consideration of the current
state of distributed system techﬁo]ogy and potential uses of the

system 1n a wide variety of command and control environments

This report is not a design document. The design of a
system meeting the objectives described in this report will be
covered in later reports. However, the nature of the project
dictates that many AeSLgn. implementation and even test and
evaluation approaches be made 1n a coordinated manner with the

system definition. Accordingly, these 1ssues are also addressed

where appropriate 1n the present document.

[
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1.1 Project Objectives

The purpose of the Distributed Operating System (DOS)
project 1s to develop a distributed operating system for -use 1n
command and control environments. The DOS development activity

can be subdivided 1nto five major categories

1. Select the off-the—-shelf hardware and software components
that represent the foundation of the DOS system.

2. Design the DOS conceptual structure, by defining a) the
functions available to users of the system. b) models for
pervasive 1ssues such as reliability, security, and
system control, and c) the top—level decomposition of the
DOS software components into 1mplementation units.

3. Develop the implementation units defined 1n (2). unt1l
they become complete, functioning programs 1n the DOS
Advanced Development Model (ADM).

| 4. Integrate the implementation units 1nto a coherent and
: " useful system, both by adjustments .to the functional

; definitions and by any optimizations necessary for
acceptable performance.

5. Evaluate the concepts and realization of the DOS 1n the
environment of the ADM, by means of formalized test
procedures and practical demonstrations.

The DOS will be designed as a general purpose system to
support 1nteractive 1nformation processing. Thus. emphasis s
placed on adaptabilityv of the DOS structures along several
dimensions. for example:

- Reli1ability. essential services can be provided with high

reliability using redundant equipment. or with lower

reliability at lower cost.

- Accommodation there are well-defined paths for
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integrating any host under any operating system. and anv
specilal-purpose device, 1nto the DOS,

— Scalabirlity. a DOS cluster can be scaled from a few to
several hundred hosts. and adjust to a similar scaling of
the user population,

— Primary use: appropriately configured, a cluster may be
efficiently utilized as a program development svstem. an
office automation system, a base for ded:icated
applications, or a mixture of all three,

~ Access paths. the DOS services and applications cean be
accessed from terminals.and workstations attached to a
cluster directly. or through the 1nternetwork,

— Buy-in cost. hosts and applications can be 1ntegrated 1nto

the DOS environment 1n a variety of wavs, that offer a
range of cost/performance polnts to the integrator.

The DOS concepts and the software modules that i1mplement the

basic system services can be utilized 1n a wide variety of

possible hardware configurations, and in manv different ope}atxng

regimes, to support the requirements of different sappltcations
Thi1s polymorphouys aspect of the DOS makes 1t difficult to
describe concisely, a complete description must examine each of
the dimensions of DOS adaptability. This document presents a
top~level view of the project objectives and DOS design goals.

further detair! will be provided 1n system design documents

With regard to DOS adaptability. we distinguish between
c o on. the ability of the DOS to 1ncorporate new host
types. new constituent operating systems. and new applxcatxon'
subsystems (services). and substjtution. the replacement of a

hardware or software module critical to the provision of DOS
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essential services. It 1s a project goal to achieve the widest
possible range of accommodation, 1.e.. to be able to i1ntegrate
many types of existing or future host. operating system. or
application subsystems within the DOS concepts. Substitution, in
contrast, will be much more tightly constrained, because the new
hardware or software module must correctly i1mplement the external
interface of the old module 1n order for the DOS to continue to
provide essential services. Certain critical interfaces (e.g..
the 1nterface to the local network, GCE operating system support)
will be carefully defined to make substitution possible. Both
forms of adaptability, accommodation and substitution, are
important, but we expect accommodation to occur much more

frequently.

In general. the DOS design 1s 1nfluenced more by available

and projected technology than by the specific requirements of any
application, since to do otherwise would violate the general-

purpose nature of the DOS.

The temper of the DOS design i1s pragmatic. The project aims
to design, build, and evaluate a complete, useful svstem over a
period of about 3 vears. The use of the DOS as a tool for its
own tmplementation i1s an 1mportant 1ncentive to the developers to

be on time and down-to-earth

The following problem areas are not considered to be
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important project objectives

1 Development of high reliability or fault tolerant
hardware

[

Development of minimal-cost solutions to distributed
processing problems.

3. Research 1nto low—level communications hardware and
protocols.

4 Development of support for distributed. real-time
applications,

By stating (1)} as a non-goal we emphasize the project
orientation towards software, rather than hardware. reliability
techniques. We note the mention of specific., non-fault-tolerant
commercial processors as DOS constituent hosts 1n the Statement
of Work. the implication that non-fault—tolerant machines wil}
often be 1ncluded 1n DOS configurations 1s evidence 1n support of

(1) as a non-goal

By stating (2) as a non-goal we express a bias towards
general-purpose operating system facilities For some
applications. high-volume production (hundreds or thousands of
units) may be anticipated. economic pressures will then encourage
tailoring the systems to provide the required function at minimai
cost per unit General-purpose svstems. on the other hand. tend
to provide more functionality than i1s necessarv for anv
particular application Thev are thus more cost effective for

small production volumes of application syvstems (their generalitv
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makes programming less costly). and less cost effective for large
production volumes (since each replicated svstem contains unused
general-purpose mechanisms) Because simply achieving the
required distributed operating system functiop 1s to & large
degree stil]l a research problem. we do not believe a major

k emphasis on cost effectiveness 1s desirable or even possible at

this time.

By stating (3) as a non-goal we recognize the large
investments 1n low-level communication protocols and hardware
already made by the Department of Defense and the private sector
In the interests of 1nteroperability and a rapid rate of progress
on the other., higher-level 1ssues of distributed operating svstem
design, we will directly utilize the DoD IP and TCP protocol

standards and commercial local network technology

Bv stating (4) as a non—-goal we 1denti1fv a conflict between
the distributed operating svstem structures required for high
performance 1n real-time systems and the structures which
support a modern, general-purpose computing utility Again. the
project orientation 1s towards the more general—purpose concepts
however, the presence of 1ndividual hosts i1n a DOS cluster
performing real-time processing 1s entirely within the DOS

concept of operation. and 1s readily supported

*x
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1.2 System Environment

To define the focus of the DOS project 1t 1s useful to
classi1fy distributed systems along architectural lines according
to the physical extent of distribution the systems exhibit We

can 1denti1fy three major architectural areas of i1nterest

1. Node Architecture

2 Cluster Architecture <1>

3. Inter-Cluster Architecture
Each of these 1s related to the emerging technology of
distrjbuted systems, but the technology of distribution tends to

be different 1n the three areas, as explained below

Node Architecture

The development of a processor architecture.
configuration. and operating system for a single host or

processing node 1s a large—scale undertaking. usually
accomplished by con_uter manufacturers. A host 1s

typically physically small (can be contained 1n one
room), 1s designed by computer hardware architects as a
single logical unit, and 1s concerned with maximum event
rates of approximately 1 to 1000 million events per

second. Although dusl-processor nodes have been common
for some time. nodes with many-fold 1nternal distribution
are just now becoming commercially available The

structure and efficient utilization of such hosts 1s at

<1>. The term “cluster” 1s used here with the same meaning as In
BBN Report No 4455, "Distributed Operating Svstem Design Studv
Phase 1”. The term "cluster architecture” 1s svnonvmous with the
term "MINIDOS” 1n the OS] Report No. R79-045, "TAC €3 Distributed
Operating System Studv Final Report”, similariv. “inter-cluster
architecture” 1s svnonymous with "MAXIDOS" in the 03] report

-1

o
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the forefront of computer architecture research

Cluster Architecture

A cluster 1s a collection of nodes attached to a
high~speed local network At present. technology limits
the speed of local networks to approximately 1 to 100
megabits aggregate throughput, and the phvsical size of
the network to a maximum diameter of about 4 kilometers
The host systems are made to work together through the
agency of the distributed operating system. which
provides unifying services and concepts which are
utilized by application software The maximum event rate
at the DOS level 1s related to the minimum message
transmission time between hosts, and 1s on the order of
10 to 1000 messages per second. The cluster
configuration and applications suppoerted by 1t are
typically under the administrative control of one
organizational entity

Inter-Cluster Architecture

An 1nter-cluster architecture typically deals with
geographically distributed clusters (or 1n the degenerate
case. hosts) which are not under unified administrative
control. Because of administrative 1ssues and the
greater lifespan of i1nter—-cluster architectures. they
tend to be composed of parts from many different hardware
and software technologies. The communication paths
between widely separated clusters have much lower
bandwidth and higher error rates than local networks. the
maximum event rate for cluster-to-cluster 1nteractions 1s
on the order of 0.01 to 10 events per second In the
inter-cluster case. emphasis 1s on defining protocols for
interactions between clusters. and on the appropriate
rules for the exchange of authority (for access to
information and consumption of resources) between
clusters.

The boundaries between these areas are often i1ndistinct. and

sometimes simply the result of unrelated design efforts.

Nonetheless each area has a unique set of requirements and
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solutions for system design For a given area, these aspects
combine to form an outlook that encompasses not just the
functional properties of a system. but also many "system level"
1ssues relating to development., administration. training.

operations. documentation. and maintenance

The principle concern for the DOS project will be the
development of a system for a cluster architecture. Because a
cluster 1s composed of nodes and connected to other clusters the
relationships between node, cluster, and i1nter-cluster
architectures must be considered 1n order to produce the DOS
cluster architecture In certain specific but limited regards.
problems concerning node or inter—-cluster architecture will be
important. For example., 1t must be possible to 1ntegrate a wide
variety of nodes 1nto the cluster system, and the cluster svstem
must be able to 1nteract with other clusters. Where feasible.
the design will accommodate existing standards 1n the areas of
node and i1nter-cluster architecture. Standardized node
components and standardized connections to the i1nternetwork
environment will both contribute to the applicabilityv and
longevity of the DOS design. However. 1t 1s outside the scope of
this project to attempt the development of unified approaches to
problems of distribution 1n all three areas. which would 1nvolve

addressing three different sets of 1ssues
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It 1s important that the DOS project take full advantage of
the best avallable off-the—-shelf component technology A
“component” 1n thi1s sense may be hardware (e g . processors and
storage devices) or software (e.g., the commercial UNIX or VMS
operating systems. and the ARPA-sponsored i1nternet gateway
software) The current technological trends should also favor
continued development of the components 1n applications apart
from the DOS project, so that the parallel evolution of node and
inter—-cluster architectures can potentially benefi1t the DOS
cluster architecture. The DOS project can be expected. of
course, to provide useful concepts and services for the other
areas., synergism results from a blend of diversity and

commonality among the three architectural levels

1.3 System Goals

The overall objective of developing a cluster operating
system can be broken down i1nto a number of system design goals
along the lines of the characteristics the system should exhibit
The resulting design goals can then be prioritized and used
during the design process as a means for focusing the design

effort and as a basis for making various design chcices

The svstem design goals for the DOS. 1n order of decreasing

»n

Z
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priority are

Primary Goals.

Coherence and Uniformity.

To be usable as a system the DOS must implement a
coherent and uniform user model

Survivability and Integrity

The operation of the system and the i1ntegrity of the
data 1t manages must be resilient to outages of system
components .

Scalability.

It should be possible to configure the system with
varying amounts of equipment to accommodate a wide
range of user population si1zes and application
requirements.

ndary Goals

Resource Management .

The system should provide means for system
administrators to establish policies that govern how
resources are allocated to user tasks. and 1t should
work to enforce those policies

Component Substitutability

The ADM DOS will be built on a specific equipment base
The system should be structured to permit svstem
components to be replaced by functionally equivalent

equipment to the largest extent feasible

Operation and Maintenance Procedures

The svstem should provide features which facilitate
routine operations and maintenance activity bv svstem
operations personnel
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Each of these design goals 1s discussed 1n more detail 1n the

sections that follow.

The distinction between primary and secondary goals 1s
methodological, and principally related to test and evaluation
Each primary goal will be the subject of a well-defined
evaluation procedure, specified to the greatest extent practical
in advance of system implementation. For example, the tests for
survivability will 1nclude a prescribed set of failure modes to
be artificially 1nduced in the Advanced Development Model. and
the behavior of the system recorded. The success of the DOS
desi1gn 1n meeting secondary goals will not be so carefully
scrutinized., written evaluations will be prepared. but less

effort will be spent on planning the evaluations and producing

comprehensive tests.
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2 Coherence and Uniformity

The DOS project aims to develop a coherence and uniformity
among otherwise i1ndependent application systems and computer
services attached to a cluster, 1n such a manner that the effort
required to develop composite applications from exi1sting
applications, or to develop new, 1ntegrated applications, 1s as

small as practical.

This section discusses "coherence and uniformity” as the
phrase applies to the DOS. First, an i1mportant dichotomy 1n the
domain of anticipated DOS applications 1s explained. and the
tensions that this dichotomy places on the design process are
described. Second, the cluster architecture 1s described in more
deta:l. Third. several design principles which are the basis of
the design process are presented and discussed as they apply to
the goal of coherence and uniformity. Finally. specific
approaches to some of the 1ssues which are believed to be well

understood at the current time are given

2.1 The Outer System and Inner System Views

The i1nterpretation of the phrase "“coherence and un:iformi'v
1s ultimately subjective. and should reflect the eni- users

opinions of the svstem concepts and realiczation Thus 1t 13
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fitting that this section begin with a discussion of how the DOT
concepts might be used 1n different applications Rather than
attempt a thorough treatment of the (very large) domain of
applications., two i1mportant classes of applications are

considered 1n the abstract.

The first class of application views the DOS as an external
enti1ty, a supplier of services and communication facilities
This orientation 1s referred to as the oguter system view of the
DOS. since the applications already exist or are built outside
the context of the DOS concepts of operation. The second class
of application 1s built to run 1n the DOS context. with full
knowledge of the DOS environment and & bias towards 1ts ful)
exploitation. This orientation 1s referred to as the inner
system view of the DOS The outer system view i1s most closelyv
related to the problem of achieving connections among existing
functional components built on heterogeneous hosts and operating
systems., the i1nner system view should prevail 1n the design of
new. distributed applications, whether they are built on a

homogeneous or heterogeneous base

We presume that applications satisfying an organization s
needs will often be developed independentiyv of each other
During their development. these applications will frequentlv come

to depend upon particular hardware and software objects in their




Report No 5041 Bolt Beranek and Newman Inc
environment. e g . the host i1nstruction set the host operating
system. and one-of-a-kind peripherals attached to a particular
host The applications mav reach operational status with no
explicit use of the DOS concepts. and they could be built either

on conventional. stand-alone hosts or on a host attached to a DOS

cluster

At some point 1n time 1t may be necessary to form a logical
connection between application programs which have been developed
independent]ly-—-that 1s, to achieve 1nteroperability among the
functional components There may be many obstacles to
interoperability, a few of the more prevalent and difficult

obstacles are

1. Incompatible data structures,

[{V]

Application i1nterfaces designed for program-to-human
rather than program—to-program communication

3. The absence of a suitable program-to-program
communication facility 1n the host operating svstem:s)

4. An 1nadequate structure for the transfer of authority
(for access to i1nformation and resources) between
programs .,

5. Poor reliability as the system becomes more and more

vulnerable to single-point failures.

6 Poor reliability due to high error rates on communicaticn
channels between components.

The high cost of performance optimizations invo!ving
several complex software components

8 Disparate software development environments--both
automated tools and manual procedures

-+ g
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In the outer system view, the primary role of the DOS 1s to

reduce these and other obstacles to i1nteroperability. byv

providing a core of common concepts and functions that become the

focus of component 1nteractions

As an example of the outer system view. suppose there 1s a
need to link a graphics display function executing on a personal
workstation to a database management system running on a standard
mainframe operating system. Initi1ally, the database management
system and the graphics support may have no relationship to the
DOS whatsoever, relying entirely upon the hardware and software
resources of their own hosts In order to accomplish the logical
link. the hosts must be physically attached to a DOS cluster

communication software must exi1st on each host. and the

applications must be prepared to propersly utilize the host-to-

host communication path The DOS can assist this integration bv

defining the common concepts required for the logical ~onne~tion ‘
to be formed In this simple example the onl!ly requirement 1s for |

communication, but 1n more complex situations the DOS mav supplv !
other services (e g . user authentication. data storage and A

encryption, terminal multiplexing)

The 1nner system view 1n contrast assumes that new

applications are constructed within the framework of the DUZ and

use DOS mechanisms 1n preference to local host! mechanisms
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whenever practical. A new application designed from the i1nner i
system perspective may or may not be distributed. and mayv be

built on homogeneous or heterogeneous machines and operating

systems. Whichever the case. by adopting the DOS conventions for

process control, file storage and cataloging. and process-to-

process communication (among others) such applications avoid manv

of the 1nteroperability problems listed above In fact. the ?
process of building an application on the DOS inner svstem 1s
akin to program construction on a sirni;le conventional host 1n
that the concepts of “process” and “file” and “"directorv” to
name a few, are generally understood by all of the components to
mean the seme thing. The new application not only achieves
uniform connections among i1ts constituent pireces. but also
inherits the abi1lity to 1nteract with other 1nner svstem tools
which also conform to the common concepts. Thus i1nner svstem

applications enrich the DOS environment 1n an 1ncremental wav

and form the basis for the continued orderly evolution of the DCZT
environment :
]
The DOS inner svstem 1s unlike a conventional operating %
system., however. because i1t addresses 1ssues of distributicn--the i
development of distributed programs. the possibilitv of \
i
survivable operation through host redundancyv. and the potential i
for configuration scaling bevond the limits of shared memorw |
architectures These system aspects motivate the development of
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a powerful and coherent i1nner system architecture

Brief examples will reinforce the distinction

An example of an outer system view might i1nvolve two
components a commercial DBMS running on a standard meinframe
operating system, and a workstation generating color graphics

k displays The objective of the application 1s to provide a
faci1li1ty for online. color graphics displays of data stored 1n
the DBMS This 1s an outer svstem probiem. because the DBMS anc
mainframe operating system (and quite possibly the workstation
operating system) are large and complex objects. maintained bv
independent organizations, difficult to modify. and were

constructed with no awareness of the DOS The most conservative

(least 1mplementation effort) approach might use the DOS oniv as
a communication path, and achieve only minimal integration of the

mainframe host 1nto the DOS

An example of the 1nner system view might 1nvolve the

construction of a programming environment for a new

microprocessor. The DOS already contains many program
development tools--editors, compiler-comptlers, linkers.
debuggers. etc Bv adopting the DOS concepts for process

interaction, manv or most of these mav be reused <1

<l The UNIX operating svstem 1s widely regarded as a good
example of the 1nner system view. shell programming the
"makefi1le” facility. and other svstem facilities contribute to

St
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A fundamental assumption of the DOS project 1s that both the
outer and i1nner svstem views are 1mportant and must be considered
1n the design Because the two views 1mplyv different svstem

requirements this represents a burden to the design process

2.2 DOS Cluster Physical Model

Before discussing the major system design principles. the

equipment configuration for the DOS cluster 1s briefly reviewed

The DOS cluster 1s composed of three tvpes of equipment

1. A communication subsyvstem The subsvstem consists of a
high-bandwidth., low—latency local network. hardware
interfaces between hosts and the local network device
driver software 1n the host operating svstems. and .ow-
level protocol software (the data link laver) 1n the

hosts.

2. DOS service hosts These machines are dedicated entire.
to DOS functions. and exi1st only to provide services to
DOS users and applications In general thev represent

modules with specific. system-oriented functions (e
archival file storage) and are not user programmable
Requirements for the DOS service host tvpes and operating
systems will be specified 1n the 00F design documents

i

J,

the growth of UNIX systems bv accretion

<1~ The DOS design will permit the substitution of different
service host types for the hosts actually used 1n the Advanced
Development Model. however. anv substitution must meet min:ma.

requirements specified in the concept of operation
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3 Application hosts These mav be general-purpose hostz
{e g . timesharing machines) providing services to manv
DOS users. or workstations providing services to one user
at a time, £ or special-purpose hosts (e g signal
processing computers) required by just one DO
application Application hosts are often user
programmable In general. thev have many characteristics

which are not under the control of the DOS the DOS must
be sufficientlv flexible to 1ncorporate application host
of almost anv kind

%

Application hosts will be connected to the communication
subsvstem 1n one of two wavs 1) directly. by means of a host-
to-local-network device 1nterface. or Z) 1ndirectly through an

intermediary DOS service host called an access machine The

intent 1s that standardized access machine software and hardware
can reduce the i1ntegration cost for a new application hos! The
electrical 1nterface between the application host and the access
machine. for 1nstance, need not be as complex as a local netwecrk

interface. 1t need only be mutually acceptable to the two

machines <1> Access machines mayv have other functions as wej.
they could play a role 1n the DOS security model. for example by
1solating untrusted hosts from the (presumed secure) loca!
network. The tradeoffs arising in direct and 1ndirect host

I

integration are not presently well understood an exploration =

this topic 1s a DOS project goal

General-purpose application hosts will usually operats with
<1 As a concrete example. the access machine planned [or  the
Advanced Development Model will utilize the HDLC protocol over an

R3-422 or R35-423 machine 1nterface
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standard operating systems (e.g.. a Digital Equipment Corporation
VAX computer running the VMS operating system) which are enhanced
and ‘or modified to 1ntegrate the host 1nto the DOS Thus
application hosts will support some DOS software components. at &
minimum those required for communication with DOS service hosts
Some DOS services may also be partially or completely i1mplemented
on application host to realize performance advantages (by
locating applications and required DOS services together) or cost

advantages (through resource sharing).

2.3 Design Principles
2.3.1 Provide Essential Services System—-Wide

At the heart of the DOS concept 1s the availability of
selected, essential services to all of the applications i1n the
DOS. The coherence and uniformity of the DOS 1s directly
enhanced when applications and application host operating svstems
embrace the DOS-supplied services as the single source of these
services. To the extent that applications and application hos:t
operating systems choose to utilize parallel but i1ncompatible

services. coherence and uniformity 1s lost

At this time the essential services are believed to be
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- User access points (terminal ports workstations) providing
a uniform path to all DOS services and applications

- Object management (cataloging and object manipulationt for
many types of DOS objects.

- Uniform facilities for process i1nvocation. control and
interprocess communication for application builders

- Cluster-wide user 1dent:i:fiers and user authentication as
the bastis for uniform access control to DOS resources.

- Cluster-wide symbolic name speace for all types of DOS
objects,

- A standard i1nterprocess communication {IPC) facility
supporting datagrams and virtual circuits,

— A well-designed user 1nterface that provides access to all
DOS and application services,

— Input/output services for the exchange of data with people
and systems apart from the DOS,

- Host monitoring and control services, and add:itional
mechanisms needed for cluster operation

2.3.2 Utilize Recognized and Emerging Standards

The DOS design will 1ncorporate recognized and emerging
standards whenever practical at many levels of the system The
adoption of standards both enhances the uniformity of the svstem
and contributes to the likelihood of pre-existing. compatible
interfaces. The longevity of the DOS concept of operation is
extended by attention to standards that are the foundation of
contemporary research and development activities. the posstbility

of 1nteraction with other projects to the mutual benefi1t of both

-— - v
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1S maximized.

2.3.3 Preserve Choices

The DOS design will preserve choices for the application

host 1ntegrator and the application builder

There 1s a complex tradeoff between the cost of host and
application 1ntegration 1nto the DOS, and the uniformity and
power achieved as a result of the i1ntegration Although many
1ssues 1nvolved 1n the tradeoff have been 1dentified. the problem
1s not sufficiently well understood to make prescriptions
confidently. Investigation of this problem 1s an important

objective of the DOS project

Part of the project's approach 1s embodied tn Principle 3
This principle requires that the DOS concept of operation
accommodate not just one. but a range of possible cost uniformi'v

points.

Similar tradeoffs exi1st among the DOS services supplied to
application programs. For example. this principle applied to
interprocess communication tmplies that neither datagram nor
virtual circuit service i1s sufficient for ali applications. the

DOS should provide both tvpes of communication service

(&)

4
’
2
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In general. this principle requires that the DOS design
address the problem of how DOS 1nstallations will adapt to very

difierent configuration and application requirements

2 4 Specific Approaches

2 41 The Communication Subsystem

A high-bandwidth, low-latency local network <1> 1s the
backbone of the DOS. The DOS concept of operation will specify
the i1nterface to the local network, so that alternate local
network technologies can be substituted for the part:cular local
network chosen for the Advanced Development Model. 1f thev meet
the 1nterface specification The 1nterface specification will be
as unrestrictive as possible. so that substitution i1s & real

possibility

The local network will permit every host to communicate with
every other host 1n the DOS cluster. and will provide an
efficient broadcast service from any host to all hosts The
local network i1nterface specification mav further restrict the
minimum packet si1ze, addressing mechanism. and other local

network properties

<1 See DOS-Note 21, "DOS Local Network Selection’
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2 4 2 Generic Computing Elements
i

The concept of a Generic Computing Element (GCE s
important to the DOS design .1 A GCE 1s an 1nexpenszive DOZS
host that can be flexiblyvy configured with small or large memc: v

and with or without disks and other peripherals. as shown In
Figure 3 GCE's will be ccnfigured for. and dedicated to
speci1fic DOS service roles. such as terminal multiplexing. file

storage, access machines, and DOS catalog maintenance -2 -

The GCE s are the basis for implementing the essentisl DOT !
services 1n a uniform. application-host-independent manner
Because the DOS design will specify the properties of GCE s and
also the software components <2> running on them. 1t 1s possitle
to control the performance and reliability characteristics of the
essential DOS services A configuration conststing of the local
network. some number of GCE's. and supporting the essential

services represents the minimum useful DO3I i1nstance

Application programs can be constructed above the GCE

hardware and operating svstem. a single GCE host mav suppor® v/

services or user applications. but not both

<1 See DOS-Note 17. “A Generic Computing Element {,r the ITuis
Advanced Development Model"”

<2 A single GCE mayv support several DOS  zervyoes
simultaneously

<3 Perhaps the most i1mportant software compenent 1: the GUF

operating system, CMOS
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2 4 3 Standards Applicable to DOZS Components

The DOS design will utilize recognized standards 1n severa;
key areas. these directly contribute to both the coherence of the
DOS and interoperability with other computer systems The

standards which have been 1dentified as pertinent as of this time

are

1 IP and TCP 1nternet protocol standards To the max:mum
extent possible, IP and TCP will be used for l. st-to-host
communication within the DOS cluster

2. ARPA standard gateway. The gatewav between the ADM
cluster and the ARPANET will be an LSI-1! based. ARPA
standard gateway, developed and supported by BBN

3. Ethernet. From the hosts’' point-of-view, the local
network in the Advanced Development Model will match the
Ethernet transceiver cable compatibility 1nterface <1

4 IEEE 796 bus. The GCE hardware selected for use in the
Advanced Development Model 1s based on the IEEE 796 bus
standard for circuit board interconnection

5. HDLC and RS-232C. These communication standards will be
used to connect hosts and terminals. respectively. to
GCE's within the cluster.

6 The programming language Ada The military standard
language Ada will be exploited to the greatest extent
practical. <2> Its use will be determined by timelvy
completion of activities not under the control of the DOS
project.

<l> As noted above, the DOS concepts will not depend upon anv
local network properties which are peculiar to the Ethernet
Ethernet-compatible devices will, however. be easilv added to the
Advanced Devc opment Model

I See DOS-Note 16. "Some Thoughts on the Jelection of a DOS

Implementation [Language”

(]
~?
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Other standards may be applicable to DOS components and are
being considered for adoption by the project Two areas 1n which
existing standards wxli probably be adopted. rather than
developed by the project, are the format of electronic mail
messages and the 1nterface between GCE s and mass storage

modules

2 4.4 Flexible Application Host Integration

When a new host 1s 1ntegrated i1nto a DOS cluster. 1t will
assume one of several possible host roles. The host roles will|
occupy different points along the spectrum of 1ntegration cost
versus degree of adgerence to the DOS unifying concepts Svstem
administrators are thus presented with a choice of 1ntegration
paths. and can tailor host roles to the needs of specific

applications.

When a host 1s 1ntegrated with minimum effort, little more
than a communication path between the host and other entities 1in
the DOS cluster will be present This host will be able to
obtain many DOS essential services through the commun:cation
path, but 1ts resources may be unavailable to other DOZ
processes Further effort must be devoted to assimilate the hecst

partially or fully i1nto the DOS object catalog. process model .
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and reliability mechanisms

As defined above. the access machine concept 1s closelv
related to the effort required for host i1ntegration Minimal
effort 1ntegration will most likely be achieved through the use
of access machines This host i1ntegration path will probablv
result 1n lower throughput between the host and the network due
to the presence of the access machine, but may be a desirable
approach on balance For special purpose devices with limited
programmab1li1ty, access machines may play the dual role of device

controller and DOS 1nterface.

The host role 1s decided anew for each host 1n a cluster
It 1s possible, for example, for two hosts which are phvsicallv
the same type of machine and which run the same operating svstem

to be 1ntegrated to assume different roles

2. 4 5 Comprehensive DOS Object Model

The DOS concepts will revolve around a group of basic o2b;ec

types files. processes. hosts., users. and messazgexs to name 3
few of the more 1mportant The DOS design will attempt ‘o !treagt
all of these types tand others) un:iformlv. 1n accord with an
abstract object model The ebstract object model recognizes that

an object may be designated by one of three varieties of name
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1 Universal ldentifier (UID) A UID 1s a fixed-length
bitstring Every object 1n the abstract object model has
a unique UID. over the set of all objects 1n the cluster
and the entire lifet me of the system ‘A UID 1s alwavs

an acceptable designator for an object within the DOS
2 Address. An address 1s a bitstring composed of a
sequence of address portions Each successive portion
serves to narrow the set of ob)ects designated by the
address. the complete address refers to a single object
3 Symboli1c Names People use symbolic object names to
designate DOS objects. Symbolic namés can be context
dependent (for example., relative to a directorv) or
context itndependent The symbolic name space ;s
hierarchically structured so that the logical grouping of
related objects 1s reflected 1n a similarity among their
context i1ndependent symbolic names An object need not
have a symbolic name.
Normally, people will refer to objects using symbolic names. and
programs will refer to objects using UID's, addresses. and
symbolic names The system will provide translation services

the most important supported by the object catalog. to translate

among the three representations of object names

UID s. addresses., and symbolic names will be used in
different ways within the DOS A UID 1s alwavs a sufficient
object name. even for objects which can move from host to host
<1> . because 1t 1s completely context i1ndependent An address
will usueally represent the fastest access path to an object.

because 1ts representation explicitly contains the routing

<1 The DOS does not. i1in general. support movement of arbitrarv
objects from one host to another. some specific object tvpes will
give rise to mobile objects. however

¥
14
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information needed to reach the designated object Svmbolic
names are most suiltable for the user 1nterface. but because the !
other object designators are available programs need not deal in

general, with variable-length svmbolic object names

A mechanism will be developed for constructing new.

composite abstract types from previously defined tvpes This

will allow objects with rich semantics to be built from simpler
objects. for example, a ““reliable” file could be assembled {rcm
several primitive fi1les on different hosts. contatning redundan:?

copies of the same i1nformation.

2.5 A Summary of the DOS Architecture

The commitment of the DOS design to support a wide rang~ of
equipment configurations makes 1t difficult to give a concise
description of “the DOS”. The system will have widelv varwv.ng
characteristics for different DOI equipment conf:gurat:ons It

1s possible. however, to 1dentify three levels of ‘DOJ praduct

which mav help to clarify the boundaries of the desiun
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2 5 1 Level 1 The Minimal Svstem

The minimal DOS svstem consists of the local network a
small number of GCE's supplying essential services. and a host
\ntegration guide which explains how the owning agency can

integrate their own hosts 1nto the DOS environment

The minimal svstem supports the user registration and
authentication functions., and the essential services pertaining
to the user i1nterface. the object model, the cluster gatewavis)

It also supports the basic system monitoring and control

functions present 1n any DOS 1nstance. By 1tself. 1t does not
provide a user programming environment, or the utilities
(electronic mail. text preparation, etc.) found 1n most

timesharing environments

25 2 Level 2. The Utility System

The utility svstem consists of the minimal svstem plus one

or more fully-integrated. general-purpose timesharing hosts

called utility hosts (the €70 computers will plav this role 1n
the Advanced Development Model) The utility svstem will be
suitable for developing new applications 1n the framewori of the
DOS. and will support the utilities tyvpical of a modern

timesharing svstem The utility syvstem will also support the
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malntenance of 1ts own software and the software of the minim=z.

sSystem

-~

2.5 3 VLevel 2. The Application Svstem

The application system consists of the minimal svstem and
some number of application hosts. workstations. and special-
purpose devices An application system may simultaneous]lyv be a
utility system. i1f uti1lity hosts are present 1n the cluster
Applications are generally developed 1n a utility svstem and
operate 1n an application system. Application systems.
therefore. need not be capable of supporting their own software
development. Application systems are sometimes configured with
redundant components and operated 1n a high reliability mode
Note that GCE s can be used for application programming thu: =z
particularly simple application system consists of just the
network. the GCE's required to provide essential services and

some number of application GCE s

Figures two and three 1llustrate the components and the contex!
of the initral system configuration for the Advanced Development

Model being assembled at BBN
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3 The DOS Functions and Underlying Concepts

31 Introduction

Expected usage of the DOS can be divided 1nto five

categories

1 Applications.

48]

Application development and malintenance.

3 Svystem administration.
4 System operation.
5 System development and maintenance

The system 1s 1ntended primarily to support end applicaticn

usage (1)  However, to adequately support end applications 1t
must also support the other categories of use Therefore 1t
should be possible for users working 1n each of these cases to

perform their responsibilites bv means of the DOS The goai

O
—n

supporting these usage categnries places requirements on the

functions the DOS must implement. and on the tools 1t must be

able to accommodate This section discusses the DOS functicns
The DOS system will provide functions 1n the foilowing
areas
- System accesu The objective 1s to support flexible

convenient access to the svstem from a varietv of user
access poinuts.

- Object management The notion of a "DOS object” 13 centra.

PREVIOUS PAGE
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to the user model for the DOS The DOS treats resources.
such as files., programs and devices. as “"objects” which 1t
manages. and which users and application programs may
access The objective of the object management mechanisms
1s to provide users and application programs uniform means
for accessing DOS objects

Process management Like the object abstraction. the
"process” abstraction 1s central to the user mode! of the
DOS . In addition., 1t 1s useful as an organizing paradigm

for the 1nternal structure of the DOS The objective of
the DOS process management mechanisms 1s to 1mplement the
“process” notion 1n a way that enables processes to be used
both to support the execution of application programs for
users and i1nternally to 1mplement DOS functions

Authentication., access control. protection., and security
The objective 1s to provide controlled access to DOS
objects

Symboli1c naming DOS users will generally reference
objects and services symbolically. Symbolic access to DOS

objects will be supported by means of a global symbolic
name space for objects.

Interprocess communication. The objective of the
interprocess communication (IPC) factlity 1s to support
communication among processes I1nternal to the DOS. and
among user and application level processes

User 1nterface The user 1nterface functions provide human
users with uniform, convenient access to the features and
services supported by the DOS resources

Input and Output The objective here 1s to provide
flexible and convenient means for users and programs that
act on the behalf of users to make use of devices such as
printers. tape drives, etc

System monitoring and control The purpose of the svstem
monstoring and control functions 1s to provide a uniform
basi1s for operating and manuallyv controlling the svstem

The principal goal for the DOS i1n each of these functicnal

1s to support features that are comparable to those found

in modern. conventional. centraltized operatinz svstems 3such a=x

- 138 -
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Unix. Multics. VMS. and TOPS-20

The development of radically new tvpes of operating svstem
functions and concepts. except for those required to deal with
the distributed nature of the svstem. 1s not a mejor goal of the

DOS effort This position 1s motivated by two considerations

1 [t 1s important to avoid i1nnovation 1n too many areas
when building a system The 1mportant 1nnovations
embodied by the DOS will result from addressing problems
posed by distribution. These problems span the
functional areas 1dentified above Therefore. most of
the effort must be directed toward making the svstem
operate 1n a coherent. survivable and efficient manner 1n
a distributed environment rather than toward developing
new operating system concepts

2. However., unless the functions provided are comparable 14
power and convenience to those found i1n centralized
systems. users will not choose to use the DOZ Thus I
i1s 1mportant for the success of the DOS as a svstem 'ha°
1t provide state-of-the-art capabilities

The rest of this section discusses the functicna. area:
tdenti1fi1ed above 1n terms of our objectives in each area zn2

sketches some of the concepts and principles that underiie osur

approaches for achieving the objectives

.

Each functional area 1s discussed 1n a separa‘'e secti:on
However . 1t wi1ll become clear from the discussion that these
functions are not i1ndependent of one another These
interrelationships occur across functional areas as we.,l as
within them For exampi=». ouvbjects and processes are 1ntimate ™
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interrelated A process 1s a type of DOS object and access to
DOS objects 1s supported by i1nteractions among processes
Furthermore. 1nternally the system 1s structured to combine lower
level functions and capabilities i1n one or more areas i1nto higher
level functions and capabilities. For example. the relatively
higher level notion of reliable (multiple copy) fi1le objects 1s

implemented by more basic (single copyv) file objects

This internal "involuted” structure of the system 1s
important 1f the structure and interrelationships are designed
well, i1mplementation can proceed 1n orderly and efficient stages
from the lower levels to the higher ones. Furthermore, the
resulting system 1mplementation will exhibit 1nternal order.
making 1t easier to maintain and to mod}fy for adapting to new

requirements

3.2 System Access

The objective 1n this area 1s to provide users with

flexible., convenient access paths to the svstem

The system will support a number of different tvpes of

access points 1ncluding

1 Terminal access computers (TACs) A TAC 15 & terminal
multiplexer connected directiy to the DOS Jocal area
network [t acts to interface a number of u.: r terminais

- 30 -
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to the DQS The software that runs on a TAC 1s entairely
under the control of the DOS User progreams are not
permitted to run on a TAC computer

1Y)

Dedicated workstation computers A workstaticn 15 a
computer that 1s. at any given time, dedicated to a
single user. Workstations will be connected to the DOS
local network. Workstation hosts have sufficient
processing and storage resources to support non-traivial
application programs. such as editors and compilers. and
to operate autonomously for long periods of time A
workstation may serve as ;ts user’'s access polnt to the
DOS User programs may run on a workstation

3 The 1nternetwork. The DOS jocal network 1s connected to
the internetwork by means of a gateway computer which 1s
a host on the DOS local area network. Users remote from
the DOS cluster maey access the DOS through the
internetwork. Remote terminal access 1s accomplished by
means of a standard terminal handling protocol (TELNET)
which operates upon a lower level, reliable transport
protocol (TCP).

Because of the distributed nature of the syvstem. user

interaction with the DOS 1s supported by software that runs on

one or more computers This software 1ncludes two principa!
modules One module 1s responsible for handling the user s
terminal Since this module will often run at or very ‘near the

user's access point. we shall call 1t as the "access point
agent” The other principal user i1nterface module Interacts with

the user at a higher level to provide access to DOS resources :n

response to various user commands We shall call this moduie the
“user agent” [t 1s useful! to think of the access point agent
and the user agent as processes These agent processes interact

with other components of the DOS and with each other bv means of

well defined i1nterfaces and protocols [n addition. thev piav an

e
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important role 1n 1nsuring the reliab:lity of user sessions

The access point for a user session, 1n part, determines
where the access point agent and user agent processes run For a
user whose access point 1s a TAC the access point agent runs on
the TAC. and the user agent runs on a shared host. The access
point agent for a user with a dedicated workstation runs on the
user's workstation computer, and the user agent may run on the
workstation or 1t may run on a shared host. Users who access the
DOS through the internetwork are alloucated user agents that run
on shared hosts, and their access point agents may run ei1ther on
the (non-DOS) host used to access the DOS or on a host within the

DOS cluster.

Some DOS hosts may provide support for terminals directly
connected to them. It will be possible for users to access the
DOS through such directly connected terminals These users will
be treated much like users who access the DOS through the
internetwork 1n the sense that the DOS will allocate user agents

for them that run on shared hosts

The standard user interface software (for users accessing
the DOS through TACs and the 1nternetwork) will be written to
operate with CRT terminals that have cursor positioning
capabilities., 1n particular. this i1ncludes terminals that meet &

subset of ANS!| standards X3 41-1974 and X3 64-1977. providing
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such as clear

cursor posttioning and various other functions

end of line, delete line, 1nsert line., etc

More capable

terminal devices (e g. . workstations with graphics displays)

emulate the standard terminal device to obtain a compatible user

interface In addition, a means will exist for users with other

less capable terminal devices (e g . printing terminals)

access the system (e.g.. by using the TELNET Network Vitual

Terminal or NVT as a lowest— common denominator terminal

uniformitv.

In the latter case, some sacrifice 1n the quality.

and power of the user 1nterface :1s unavoidable.

interface 1s discussed further 1n Section 3.8.

3.3 Object Managememt

s T

access to DOS objects

principles

accomplished by specifving 1ts unique
desired access to an “object manager”
object

3 - The DOS wiil support a collection of

The DOS will]l support a wide varietyv of aobjects

objective of the DOS object management mechan:sms to provide

DOS object management will be based on the following

- Every DOS object has a unique 1dentifier
level within the system. access to a DOT
1denti1fier and

transaction-hased
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object access protocols These protocols wil! be tvpe
dependent 1n the sense that there will be different access
protocols for different object types

- Access to objects wil]l be accomplished bv engaging 1n the
appropriate access protocol with an object manager prucess
for the object. The 1nteractions between the accessing
agent and the object manager will be accomplished bv means
of 1nterprocess communication (See Sc.ction 3 7

- Input/output devices will be treated as DOS objects
Consequently, 1nput, output devices wil]l have object
managers, and access to the devices will be accomplished by
means of 1nterprocess communication

- The DOS catalog {See Section 2 6) provides a means of
binding symbolic names to DOS objects The catalog
supports a lookup function (a symbolic name-to-unique 1d
mapping) which enables objects to be accessed svmbolicallw

- The DOS will support a fixed set of basic object tvpes
(such as “primitive” file. "primit:ve” process. etc In
addition. 1t will support more complex object tvpes (such
as “"multiple copy” fi1le, “migratable” file. etc | which
will be built upon the properties of the basic object
tvpes Our design objective at this time 1s to develcp the
framework for supporting more complex object types. reather
than to try to specify the semantics of those object tvpes

Files are a particularly 1mportant tvpe of DOS object The
storage resources of dedicated DOS hosts as well as certain
constituent hosts wil!l be used to store DOS files Svmbolic

naming for DOS files will be i1mplemented bv the DOS catalog

[ Each host thet provides storage for DOZ primitive files wi.,
also support the object menager which implements the DOZ acrexxs
{ protocol for primitive files

TR T
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3 4 Process Management

As suggested above, the DOS wil}] support the notion of a
process Processes will be used both by the implementation of
the DOS and to directly support user applications For example
there will be processes responsible for 1mplementing the DOS
object catalog and for 1mplementing the DOS file svstem In
order to support user processing activity, there wil}l be
processes that execute standard tools. such as text editors and
language processors. as well as specific command and control

applications

The objective of the DOS process structure mechanisms :s

twofold
1 To support the process concepts required to implement Du?s
functions. for example. object management
2 To provide a basis upon which to develop means f{3r users
to 1nitiate and control processing activity within the
DOS
DOS process management will be based on the following
principles
- A basic type of process ('primitive processes) will be
implemented at a fairly low level. . 1t will be bound to s
particular host, and 1t will bear no special relationsh.r:

or capabilities with respect to other primitive pr o w. e

- Primitive processes are DOJ objects As such  thev have
P )
unique 1dentifiers. and mav be catalocced 1n the D05 g0y
(See Section 3 6) So called ‘server’  proces~e: tha

provide services useful to a wide range of - lient o oare

|
4
wn
|
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- More sophisticated process notions will be built upcn the

examples of processes which are useful to catalog
Cataloging such a process enables 1t to be referenced
symbolically by the general population of client processes

primitive process notion For example. the notion of
hierarchical process structures. where processes are
related to one another according to the manner i1n which
they were created. and where the relationship between
processes determines the types of operations a process can
perform on other processes., will be built upon the
primitive process notion Similarly. "migratable”
processes (processes that can move from one machine to
another) will be built upon primitive processes

The system will support the notion of "long lived"”

processes. A long lived process 1s one which the svstem
will take steps to ensure exists over shut downs and
restarts of the system and of 1ndividual hosts Server

processes will frequently be long lived

Process 1/0 and i1nterprocess communication will be handled
in an i1ntegrated fashion. The notion of “primarv” input
and output streams for a process will be supported. and it
will be possible to "link” processes together bv connecting
the i1nput stream of one process to the output stream of
another Among other things. this will make 1t possitie
for one process to act as a filter or translator for the
stream of data passing between two other processes

Authenti1cation, Access Control, and Security

The objective of the DOS in this area 1s to provide four

controlled access to DOS objects The purpose of the DOS a.:ess

control mechanisms 1s

To preven! the unauthoriced use of DOJ obje. * = For
example 1t 1s 1mportant to ensure the priva:sv of
sensitive data by preventing unauthorized zers fronm

accessing 1t
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< To ensure the 1ntegrity of DOS objects The objective
here 1s to control the ways 1n which various objects mav
be used

Convenient and flexible means should be available

specifving the tvpes of access other users mayv have

objects

The access control mechanisms will be designed

enough to protect the privacy and integrity of DOS3

against accidental disclosure or misuse. and against

malicilous. but i1nexpert users. [t 1s extremely

protect against attacks by dedicated expert users.
invulnerable to such

a primary goal for the DOS to be

There are two capabillities related to protection

security that are not goals for the DOS

to users

to

objects

difficult

and

their

be strconz

to
1t 1s ncet
atracks

oY

an

- Prevention of denial of service Denial of service occurs:
when a user prevents or 1nterferes with someone ejse s us=
of the system or parts of 1t A simple example wouid be a
user who seizes all the "job slots” on a timesharing svsien
bv logging i1n manv times., therebv preventing others freom
accessing the system Another example would be the ;
si1tuation that might occur 1f a user could run prozgram ;
that floods the local area network with packets This
would prevent other users from using the network Althnoucn
the DOS will be able to prevent certa:n tvpes o5f den.a. =f
service, 1ncluding those just descrabed 1t 132 verwy
difficult. 1n general. to comprehensivelyv prevent! denia, !
service
- Implementation of the military secur:ty mode: The D
will not implement multi-level security The D wonLlorn
1n a ‘svstem high’ ™ mode 1f 1t werre ysed o pro 3
classi1fied data The DOS access control mehan: - ns P v
be used. however as a suppocert [or the Need T . Friow

A

~,
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security model. just as access control 1n commerctal
single-host operating svstems 1s used for thi3s purpose

Internallv. the DOS will be organized so0o that much of its

operation 1s accomplished by means of processes Manv of the

[
[24]

internal DOS processes may be thought of as agents which sct to
carry out user requests The principal DOS access control

mechanism will be based on the 1dentity of the agent attemptin

S

to access an object. An 1mportant part of access control
procedures within the DOS will be to determine the 1dentitv of

the accessing agent and the 1dentity of the user on whnaose

authority the agent 1s acting. Consequently reliatie
authentication of users and processes will be an :mpuran:

element of the DOS access control mechanisms

The DOS protection and security mechantisms w:. . "+ g =:

the following principles.

- Each DOS user will have his own unigue 1iden' ‘. wn.
understood across the entire DOS svstem

- Users of the DOS will be reguired to lhgin ~n -« per yser
sesslion. In most cases access to DOT resour.es:s Juring a
session will not require additional logins  that 1nvoed

explicit user participattion

- User login wil]l be accomplished in the conven':o pa. maenner
by supplying a valid user login name and pas:wrri

- User passwords that are stored within *the svstem wil, be
protected by means of a one-wav (1 e non-tavert i hien
transformation A password check will be perf rmed bv
first applving the transformation to the puassweord =uppl.«:

by a user and then comparing the result with the
transformed password for the user that 135 s3tor=d v the

- _‘8 -
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- All attempts to access DOS resources will hbe sun, »=
access control checks prior to access
- All attempts to access DOTS objects Lnioraling otn -
initiated from access points which are external v
will be treated by the svstem as being made on benz.
some registered system user In order to enforce 'h
appropriate access controls the object managers for
resources must be able to obtain the i1dentitv of the
registered user from the accessing agent or to deter
from 1nformation supplied by the accessing azen?
- We assume the existence of a “securityv envelope whi
surrounds the DOS local area network and scme of ‘he
DOS components (see Figure 4) The securityv enve.cop
protects the network 1n the sense that access to the
network 1s controlled This contro! 1s accomplished
means of physical security. system hardware and DO
software Unauthorized users (or hosts) are not fre
listen to communication on the network. and are nc:
send arbitrary packets. DOS components which ars w;
the securi1tyv envelope may trust each other and
outside of the security envelope are nct able tc mas
as trusted processes
Figure 4 shows the possible relaticnships betweern oz
the securi1ty envelope A shared host (tvpicaliv a Limesha
application host) will participate 1n the DOS acceszs (antr
mechanisms by means of augmentation to 1ts trusted morn::
“supervisnr’ processes Generi1c Computing Element: wh. o
DOS essential services will be whollyvy contatned with:o ‘i~
fecnrity envelope 1oe untrusted applicaticns are o .
eodarectly o alter the programs resident on foem
Gatewar i o1t tached toy the luster must Drotria bl -
ceeur ety oenvelope Lecguse thev annect oot s
o the antrasted nternet A4t a4 minimum Cew M
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mark all traffic entering the cluster as “foreign 1Loa
trustworthyv manner Access machines may be used to connect
completely untrusted hosts to the cluster In this case the

access machine would validate all 1nteractions between the
untrusted host and the DOS components 1nside the secur:tv
envelope Workstations attached to the DOS mayv either be fuiiv
trusted, and hence 1nside the boundarv of the secur:itv enveicpe
or partially trusted A partially trusted workstat:on 1=
presumed to contain some tamper-proof hardware and software

components that protect the DOS from anti-social behavicr on the

part of the workstation.

It 1s desirable to provide means for a user of the DOS whe
has the abili1ty to access a particular obj)ect to pass (perhaps
limited) rights to access that object outside of the DOI clus*er
This would enable a user of the DOS to permit others who are oo
registered DOS users to access specific DOS objects in a

controiled fashtion. The absence of this feature on ARFANET heost:

P

1s a considerable i1mpediment to sharing across host boundar.#:

This will be accomplished by a mechanism which wil! enab.c
DOZ user to create a "capabilitv”’ for a particular object e
the abi1li1ty to read a certain filet and then pass the capabi '+
on to someone else When a request to access an cobiest ;=

accompanied with the capability for the object. the DUJ muv oran’

P
y

- ’
~Z
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access to the object after checking the validity of the
capability. To ensure that this feature does not compromise the
privacy and 1ntegrity of DOS object capabilities must be such
that they cannot be forged To help ensure that registered DOF
users can be held accountable for their actions. 1t 1s desirable
that the DOS be able to deduce the 1dentity of the user who

created a given capability

3 6 Symbolic Naming

Naming 1s an important unifying concept for the DOS The
means provided for naming objects 1s one of the most i1mportant

factors determining how easy and convenient a syvstem 1s to use

The DOS will 1mplement a global svmbolic name space for DCS

objects This name space will have the following properties

-~ The symbolic name for an object will be i1ndependent of the
object’ s location within the DOS

~ The symbolic name used to refer to an object will be the
same regardless of the location within the DOS that the
name 1s used

- Common syntactic conventions will apply to svmboulic names
for different tvpes of objects (including files devices
server processes. etc )}

The svmbolic name space will be 1mplemented bv means of a

1

DOS rcatalog data base (or simply “catalog ") The cataiog wiil

-~
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implement & symbolic name-to-object mapping for the DOI objects
1t catalogs The catalog will not usuallv store the objects
themselves. but rather will store 1nformation about the object:
Information about an object will be stored 1n a catalog entry for
the object. This information will be sufficient to allow access

global

=3

to the object In particular. the catalog will store the
unique 1denti1fier for each object 1t catalogs along with any
additional i1nformation required to locate the object within the
DOS In addition, 1t will also maintain certain attributes of

objects 1t catalogs.

While 1n some sense the catalog can be thought of as &
logically centralized data base, 1t will be 1mplemented 1n a
distributed fashion. In particular, the catalog will be

di1spersed among a number of DOS hosts and some perts of 1! mav te

w
2
-
1
th

replicated. It will be dispersed to ensure that the
scalable and that the catalog 1s reliable While all of the
information 1n the catalog. even for very large configurations
might fi1t on a single DOS host. 1t seems unwise to store 1t on 4
single host In large configurations the load placed on that
host would li1kelv represent a performance bottleneck

Furthermore ., the cataloging functions would be vuinerab.e to

a

farlure of that single host Parts of the catalog will be
replicated to ensure high availability of critica. catalog data
- ’)3 —_

R
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The svmbolic name space and 1ts supporting catalog will be

based on the following pranciples

- The name space will be hierarchical The name space

hierarchy can be thought of as a tree with labeled
branches .

o The leaves (terminal nodes) of the tree represent
cataloged objects

o The symbolic name for an object 1s the name of the path
from the root node of the tree to the node that
represents the object

o Non-terminal nodes of the tree represent coliections of
catalog entries and are called "directories”

o Direciories are DOS objects. and thev have names The
name of a directory 1s the name of the path from the
root to the node that represents the directory Thus .
the non-terminal nodes of the tree also represent
cataloged (directory) objects

A set of general operations for manipulating the catsiog
directories and catalog entries. 1ndependent of the types
of objects. will be provided

The catalog can be used to obtain i1nformation about an
object However, 1ssues associated with accessing the
object. such as access protocols and object representation
are separate from the naming i1ssues that are addressed bv
the catalog

The catalog data base will b: organized to efficient!v

implement two types of look.p operations svmbol i¢ name-
to-catalog entry, and unique 1d-to catalog entry The
symboli1c name lookup operation 1s supported for human
users “"Wildcard” designators will be supported The
unique 1d lookup operation 1s supported for prouzrams
Operations which modifv the catalog will be implement i a-
atomic transactions 1n order to maitntain the intexrityv Sf
the catalog 1n the presence of concurrent act;vity and

possible faillures of svstem components

The catalog wil] have the abilitv to maiatan Pinbace s .

e

‘ N v
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other name spaces. This 1s supported to permit name spaces
of constituent hosts to be (weakly) integrated i1nto the DOZ
symboli1c name space. This will be accomplished by an
“external name space’” object which can be cataloged like
any other object For example, 1t will be possible to
catalog the directory - usr/rjones, memos on some Unix DOZ
host as a DOS external name space object Coupled with
appropriate file access software on the Unix system th:s
would permit & user to refer directly to files 1n the
cataloged directory from the DOS name space.

- The catalog can be thought of as a (complex) DOS object
As mentioned above, directories within the catalog are DOZ
objects. Therefore, access to the catalog can be
controlied by the same mechanisms that control access to
other DOS objects.  This access control will help ensure
the privacy and 1ntegrity of i1nformation i1n the catalog
Access to the objects themselves are. of course. also
subject to access controls.

- Components of the DOS may choose to cache catalog entries
or the contents of entire directories. 1n order to support
lookup ~rm=rations locally. This would be done to avoid the

potent: .. - verhead agssociated with interacting with remote
catalog data bases.

The catalog 1s an 1mportant component of the DOS It will
be used not only to support the cataloging requirements of DOZI

3

users. but also to support the 1mplementation of parts of the
DOS. For example. as noted above 1n Section 3 2 the symboiic

naming requirements of the DOS file svstem will be supported bv

the DOS catalog

Not all DOS objects will be catalosed 1n the catalog i
will be possible to access uncataloged objects Jirect v

means of their unique 1ds
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Interprocess Communication

The objective of the DOS interprocess communication (IPCH
1ty 1s to support the communication requirements of the DO->

rements can be 1dentified at two levels

The system 1mplementation level The collection of
software modules that i1mplement the DOS execute &s
processes on varilous DOS hosts These processes must
interact to implement the NOS. These i1nteractions are

supported by the 1nterprocess communication facility

The user application level. Some of the application
programs that execute 1n the DOS environment may be
structured as distributed programs A distributed
program 1s one whose components may run as cooperating
processes on different hosts. The components of such e
distributed application program wil! need to comnunicate

PC facilities that are avallable at the application level

be built upon the svstem level IPC facility

The DOS 1nterprocess communication facility will be based cn
ollowing principles.

The [IPC mechanism will]l support a variety of communicat.:n
modes 1ncluding datagrams and connections (1 € reliab

o
sequenced, flow controlled data streams)

It will be built upon the standard DoD IP (interne* ) an!

TCP (transmission control} protocols This assumes ‘hat
the implementations of the DoD protocols thuat are used wil,
provide adequate performance (low delav. high throuchpu®

[f they do not, 1t may be necessary to build the [PC

directly on the local network (Ethernet) protocoi

Interhost and intrahost communication wil! be treate: 113 o
uni: form fashion at the i1nterface to the VO fao ity T

1s. the same |[PC operations used for communi a*ing wi'h
processes on different hosts will be used !:r 1) 1t AR PR I
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with ones on the same host Of course. to achieve the
efficiencies that are possible for local communicatiocn the
IPC implementation will treat i1nterhost communication
differently from local communication

Several levels of addressing will be supported by the IPC
facility. The ‘etails of IPC addressing within the DOZ
have not vet been finalized The fundamental 1ssue which

1s unresolved 1s what the addressable entity for the [PC
faci1lity shall be., that 1s. to what will datagrams be
addressed and what will connections connect” One
reasonable choice would be for the process 1tself to be the
addressable entity. Alternatively, another abstraction
the "port”. could be i1ntroduced for this purpose Ports
would be objects, and like other obj)ects such as processes
they would have unique :i1ds and. 1f cataloged. could be
referenced symbolically bv name Regardless of the choice
for addressable entity, the IPC facility will permit
addressing by means of unique 1d and by means of syvmbolic
name. Other levels of addressing may also be supported

At the 1nterface to the [PC facility wherever an [PC
address 1s expected. any of the supported levels of
addressing (unique 1d. symbolic name) mayv be used

The ability of the IPC facility to deal with s¥mbolic
addresses will permit 1t to support “"generic” addressing
This wil]l permit processes to specify i1nteractions w:ith
other processes 1n functional terms

The IPC mechanism will provide means to directly utiiice
some of the capabilities of the local network For
example, the Ethernet supports efficient broadcast and
multicast The IPC will provide relatively direct acces
to these capabilities by supporting broadcast and mul*.:-
addressing To achieve the design goal of component
substitution 1t 1s 1mportant for the DOS svstem to be as
1independent as possible of the specific characteristycs of
the particular local network chosen for the ADM

Therefore, care must be taken to avord building

Vo

dependencies on the particular ADM network technolaogwv int.
lower level DOS mechanisms. such as the [PC [f such
dependencies cannot be avoided. care must be taken '
minimize their impact on the DOZ In »2ur opinion  th.:
not an 1ssue 1n the case of the broadciast and muit @ 1.
facilities since manyv state-of-the-art local networsy

technologies support similar capabilities
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3 8 User Interface

The purpose of a user i1nterface to the DOS is to provide
human users with uniform. convenient access to the functions and

services performed by the DOS resources

The user 1nterface 1s software that acts to accept input
from a human user which 1t 1nterprets as commands to perform
various tasks and to direct output to the user which the user
tnterprets as the results of commands previously requested or as
unsolicited 1nformation from the system (or possibly other
users) . As discussed 1n Section 3 2, 1t 1s sometimes useful to
think of the user i1nterface functions as being provided bv access

point agent and user agent processes

”Unlform”'and “convenient” are subjective characteristicy
which are hard to quantify However . we can say 1n gzeneraj 'erm:
what we mean by these characteristics 1n the context of a DO
user 1nterface By uniform. we mean that the manner 1n wni:ch =
user requests access to various functions and resources should L«
similar regardless of the particular DOS components that
implement them. For exampie. the wav a user instruct: the oo
run a program should be the same (except for the name of the
program) regardless of where within the DO3S the praygram wi. .
execute Bv convenient. we mean that o user shouii not have

pay undue attention to the details of the mechan: = »f

v
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establishing access to DOS functions and resources For exampie
1n order to run an i1nteractive program. a user should not have to
explicitly establish a commun)caklon path with the host that wil.
run the program Similarly. to delete a fi1le a user should not
have to explicitly establish communication with a file manager on

the host that stores the file and instruct 1t to delete the f1le

To be uniform and convenient does not mean that s user
interface must make the network or the distribution of the svstem
invisible to users. [n manv situations users mav want the
distribution to be transparent, and the user 1nterface should
operate 1n a way that provides transparency However there will
be situations where 1t will be 1mportant for the distribution to
be visible to users. and for users to be able to exert contrc!
over how the system deals with aspects of the distribution Far
example. to use the svstem to do their jobs svstem cperators anc

maintainers will need to deal relativelyvy directly with the

system s distributed nature Furthermore “norma! Users fram
time to time. mav want to control! where programs run or files ar- ’L
stored

One of the wavs the DOZ will differ from most .onven® . L.
single host operating svstems 135 that trulv parallel =ne 5t o5
user tasks «1ll be possible It 13 ampertant that a1 nser

f

interface for the DOS provide means for to 1nitiate moeni' o oand f
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control multiple concurrent tasks

The development of DOS user interface functions will bte
based on the following principles manyv of which are particuiar .

well suited to interactive command and control environments

- Since many user reguests cannot be performed directlv bv
the user i1nterface. the user 1nterface acts on the user =
behalf to 1nitiate activity bv other DOS modules The
nature of the 1nteractions with other DOS modules s
governed by i1nternal DOS “"protocols” and interface
conventions. and 1s accomplished by means of i1nterprocess
communication

0

- An 1mportant tvpe of activity a user can 1nitiate 1s the

execution of a program In this case, the user 1nterface
acts to 1nitiate execution of the program and to establ:sh
a communication path between the user and the preogram In

addition. means are provided to permit & user to switch his
attention back and forth between the executing program ana
the user 1nterface

- The user i1nterface will enable a user to initiate and
control multiple simultaneous tasks In particular a user
: mav have several application programs executing
concurrently.

- Although the user 1nterface bears a unique relationship ‘o
the rest of the DOZ system. the underlving DOS ! Wi
be organized so that much., 1f not all. of the user
interface functions can be written &s apnlication leve|
software

- The part of the user i1nterface that 1nteracts directlv wity,

the user to accept commands will be modularizei 1n a wav

1 that allows 1t to be replaced on a per user basis At
login time. after the user 1s 1dentified the part:. u. 0
user 1nteraction module apprapriate for the wser wi, . Gt

f used This will make tt possible to accommodats cser. w. '
strong preferences for radicallyv different stvles
interaction. simply bv running dirfferent user nter, .
modules

i - The user 1nterface functions developed for e A0M 005w i
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3.9

be designed to operate best with a high speed CRT dizplav
terminal, with cursor positioning capability (Jee Zection
3 2) It will make use of multiple 'windows™ on the
display surface Separate windows wil!l be used to dispiav
user interactions with the separate activities being
contraolled by the user In addit:on windows wil.! be uzed
as necessarv to display system status and user help
information The ADM user 1nterface will be tailorable to
accommodate a relatively broad range of i1ndividual user
preferences This will be accomplished bv means of a
number of 1nternal "style’ and "mode”’ parameters whose
settings control the way the user 1nterface performs The
settings for these parameters will be i1nitialized from
values stored 1n i1ndividual user profiles and will be able
to be modified at the user’'s request during a user sess:on

Input -~ Qutput

The term "1nput./output” 1s used here 1n a rather limited

sense to mean the process of getting data 1nto and out of the DOT

clust

flex:

er The objective of the DOS i1n this aree 1s to proviie

ble and convenient means for users and applicatien prozrans

to make use of devices such as printers. tape drives et.

DOS s

o

To support 170 adequately 1n 1ts distributed env:ronment *i-

hould provide

The ability to refer to devices zvmbolicai.v For
example. users should be abie to obtain li1s*t:nos o~f . -
by means of “print” or ‘list ' commands whi. h 7 . .
or 1tmplticitly refer to a printer svmboli aiiv

Similarlyv. programs should be able to $;re o

’

printer by referring to 1t svmbolioallv

The abilitvy to distingutsh among and ¢ et :
devices In moderate and larce conf o 1 S v W
be more than one printer «or tape ir.ve o T




Report No 5041 Bolt Beranek and Newmen !nc

devices are likelv to be located 1n different areas It
1s critically i1mportant that the tape drive from which =
program reads 1s the one that holds the right tape
Similarly. when a user requests a listing 1t 13 importan
for him to be able to control which printer w;!

so that the output 1s near his office rather than

mile away Thus, one user s "printer” will not
necessarily be the same as another s Furthermore when
a user accesses the DOS from a different location then
normal. he should be able to rebind his “printer” 'o one
of the printers that are near him

The object paradigm developed above. which 1nvolves objects
object managers. and object access protocols. 1s almost
sufficrent to support DOS device 1 o In addition. the svzitem
will provide means for a user to "bind” a particular svmbciic

device name to a particular phvsical device

In summary. DOS support for 1 o will be built upon ‘the

following principles

-~ Input output devices will be treated as DOS objects A
such. they will have unique 1ds and mav have svmbo::

names
~ Access to devices will be supported 1n the same wav z2_° ess

to other DOS objects 1s supported Access wil! be

accomplished by i1nteracting with an object «(devi e manaoer

in accordance with an appropriate object t(device) aceess
protocols The i1nteractions will be supported bv mearn:
interprocess communication

- The notion of device binding will be supported by mea:n
the DOS catalog This will permit users *'o bind =vmr
names to particular phvsical devices

- Zome tvpes of 1 o operations when suitublv abstr,
meaningful for files and for devicex Segquent o
good example File-like interfaces for devy »
been shown to be useful 1n a number of svitems Thoe Lo
will support file-li1ke 1nterfaces for cortain fe

t

]

Ioproot
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3 10 Svstem Monitoring and Control

The purpose of the DOS svstem monitoring and -~ ontre
functions 1s to provide a basis for svstem operatbti oL pero no-,

to operate and control the svstem

The svstem monitoring and controi functions will be Lot

upon the following notions

- Two tvpes of 1nformation will be gathered svstem :°

information. and 1nformat:on about the osccurrenc= of
exceptional events Status 1nformation wil.: be co. s e
on a perilodic basis as a normal part f svstem cpers o

o
Information about exceptional events wil. bte collecter ar
the events are detected
- Status 1nformation and 1nformation gbout LoNa. mven”
will be routed to an on-line displav whic
operations personnel can monitor

i
n
1
3

- The detection of certaln excepltiona. events will Srigl-r
“alerting’ mechanism to call the eventz to the atren- . o
operations persconnel

- It will be possible to (selectivelvy l:za
exceptional events 1n a event log data base

- The DOS will support a svstem control protosal whion ow.
make 1t possible for operations personnel to>
svstem operation from a single point (e g

!

console) az a DOS user This protocol will nroavy e m
to reinitialize the svstem ("warm ' restart I P
svstem. and to set parameters with:n varow. oo g

which control aspects of the DOS operation

- The astatus satherine facrlitres wi il b D10
comprehisnsive enouch to support perd oorman oot
cEperiment

————— S e S B~ =
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3.10 Svystem Monitoring and Controcl

The purpose of the DOS syvstem monitoring and control
functions 1s to provide a basis for svstem operatlons perscnne]

to operate and control the system

The svstem monitoring and control functions will be built

upon the following notions

- Two tvpes of 1nformation will be gathered svstem status
information. and i1nformation about the occurrence of
exceptional events. Status 1nformation will be collected
on a periodic basis as a normal part of svstem operat:on
Information about exceptional events will be collected as
the events are detected

th

~ Status 1nformation and i1nformation about exceptionai event
wil]l be routed to an on-line displav which svstem
operations personnel can monitor

~ The detection of certain exceptional events will tri
“alerting” mechanism to call the events to the attent:on =f
operations personnel

s
i
(9]
.

~ It will be possible to (selectivelv) log the occurren
exceptional events 1n a event log data base

~ The DOS will support a svstem control protocol which w:l!

make 1t possible for operation- personnel to contrecl the
svstem operation from a single potnt (e g. . operator s

console) as a DOS user This protoco! will provide mezns
to reinitialize the svstem ("warm’' restart) to hal!lt the

system. and to set parameters within various DOS componern s
which control aspects of the DOS operation

~ ihe status gathering facilities will be flexibies ani
comprehensive enough to support performance monitor:n:
experiments
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4 3Ivstem Integrity and Survivability

Users of modern day computing facilities have co
expect the 1integrity of their computing system and the &
stores and manipulates for them despite occasional svst
component failures The command and control environment
particular requires the continuous availability of kev
applications despite these failures To the extent that
applications and access to applications come to depend o
system functions to achieve goals of system uniformity
functions must be reliable and continuocuslv available

the role of the DOS as the common software base extend:n

throughout the cluster, makes 1t a convenient and cost-e

place (from a programming standpoint! to support generzi:ced
system wide mechanisms for building survivable applicaticns
By avaeilability we mean the fract:on of scheduled up-'i1me

during which a svstem 1s. 1n fact. able to deliver norma,

services to 1ts users Continuous avairlability then refer:

the ability of the svstem to supply services withcout pause s

some relatively long period of time The period b 88 s

long to present a significant chance of <omponent o .ul- Tho

a svstem design which achieves continuous avaliabi.:*v mu

employ some elements of fault-tolerant svstem desiaon o

integrity we mean the operation of the svsitem 1n accordan.~ w:*

55 - T -
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cifications while 1t 1s available despite fairlures from

time which may render the svstem temporarily unavailable

Maintaining system integrity 1s basically a matier of maintain:ing

the consistency of system and user state i1nformation ("stored
data’) The term survivability 1s virtually svnonvmous with
“continuous avallability”, although the emphasis 1s perhaps
di1fferent. “survivabi1lity” suggesting the possibility of violent
failure modes.

attent:
preserv
process
lengthy

(e g

&

A goal of high (but not continuous) availlability i1mplies
on to mechanisms for orderly system restarts, that wiil

e system 1ntegrity across system outages The restar!

mav be partially manual, and may i1nvolve relatively
integrity checks and system reconfiguration procedures

replacing a disk pack, restoring files from backup tapes:

Continuous availlability. 1n our terminology., refers to the

abi1li1ty

of the system to automatically reconfigure 1tself cr tc

retry faitled operations, 1n order to maintain the normal

semantics of a given function 1n spite of failures In a
cantinuously available (1 e = survivable) svstem. a failure
manifests 1tself onlv as a tolerable performance degradaticn
and or i1nsignificant loss of data or function
Our distinction between high and cont:nuous avaiglab..itv
can be 1llustrated by the following examples Operator invake!
—")6 -
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and

In:

to a backup copv of a damaged file would constitute a ,

designing a function

(e

g

of high availability I

authentication service)

failure and

that the system can automatically detect a host

subsquently route requests to an alternate source of the

function. would be a mechanism for continuous avallabi]lity

ei1ther case. the 1ntegrity of the system must be maintained

whenever system services are avallable

At a minimum., key system functions and applications

be highly available. and 1n many cases also continuously

avallable. ldeally. all system services would be continucus]

avallable 1n the command and control environment However .

and performance criteria may dictate that high availability

acceptable for some functions. especilally if the expected fa:

rate 1s low Functions such as authentication imitiation

user sessions. and access control

for the system to operate at all Other functions re ¢ AT
to selected application data) mayv satisfactorilv be provided
highly available basis. whereas still other [nnc'ions = o
collection for experimentation) need not be proviasd a0 .,

unless all svstem resources are operating norma. .\

All three aspects. 1ntegritv. high avari b, At

continuous avallability., play 1mportan! ro.e. o *he overagl]

LS Y . L=

must be continuous!lv ava:ila

n

0
@]

In

v

cost

i
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effectiveness of the system for

and will be collectively referre

4 1 Reliability Objectives

The reli1ability objectav

Bolt Beranek and Newman

command and control

environments

d to as svstem r=eliabilaty

e of an automated command and

control cluster 1s to provide reliable command and control

applications The role of the ~

reliability of these application

~ Ensure the "“correct” opera
presence of expected patte
subsequent restorations of
that the system does not,
lose or corrupt data that
“correct” behavior or to t
supported applications

~ Provide key DOS system fun
functions 1n a manner whic
system failures, and which
avatilability

system” with respect

s 1s threefold

to the

tion of the svstem 1n the

rns of component fal
service. Included
under a broad range

fure and
in this s
of failures

1s essential to eirther 1ts own
he "“correct” behavior of 1ts

ctions and access *to
h can survive a Ji1m:

those
ted set of

1s designed to support high

~ Provide DOS based mechanisms accessible at the

programming 1nterface whic
reliable applications

4 2 General Approach

h are useful for con

Our approach to failure handling 1n the DOS

first i1denti1fving the set of fal

user
structing

12 based on
lure modes over which the =vs'en
voavaliabls

15 expected to maintain i1ntegrity and be continucus!

- 63

-
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The definition of each major DOS syvstem function 1ncludes the
integrity and survivability characteri1stics to be supported
should the expected failures occur Based on the reliability
properties of the specific system functions. other functions
using them can then be built which are 1mmune to the outages

handled by the abstract function

The i1ntegrity and consistency of svystem functions are
derived from the careful ordering and synchronization of the
parts of the i1ndividual and parallel operations. and the grouping
of related parts 1nto atomic operations that have coordineated
outcomes DOS functional survivability alwavs derives from
redundancy of one form or anather. erther 1n processing elements
and executable programs. or 1n data. or 1n time (operation
retries) Making the data accepted for storage by the svstem
resilient to component and storage media feaillures. 1n the sense

that data 1s not lost despite these fatlures. 1s one specia. cas

8]

of the general redundancy concept

The DOS architecture calls for hardware redundancyv tc
support all survivable functions The approach 15 to proviie »

homogeneous processing base for each particular survivabie

function. as a means of simplifving the 1ssues of fidelity and
coordination between the redundant elements The rale of the Do
software 1s to support the replication of critical code and Jdat. l

Y
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to control the detection of faillures. and to 1nduce recovery
procedures In some cases. such as transaction processing
multiple redundant servers will be supported to share the
processing load 1n the absence of failures. as well as to provide
continued service during failures In other cases such as data
processing application survivability. restart from a prior
consi1stent checkpointed state represents a powerful base on which
to build In all of these cases, the presence of a homogeneous
processing base 1s essential 1n limiting the complexity of

implementation.

4 3 Specific Approach

We expect the key functions of the the DOZ to be able to

recover from the following types of faillures

- Single host outage at arbitrary time without loss of non-
volatile memory This comes 1n two forms. transien: 1n
which the host 1s restarted within minutes. and long term
thours at minimum) during which the host 1s effectivelv no
longer available Transient fairlures of thi1s sort are
expected frequently (a few times per dav for large
configurations) while long term faillure 1s relat:velw
infrequent (a few times per month}

-~ Single host outage at arbitrary time with additional |}
of long term non-volatile memory (e g d1s5k crash) The e
fairlures are alwavs long term. and occur infrequent iy
few times per vear)

- Operator controlled forced host shutdown with amp!i=
warning for proper shutdown preparation te g down for
emergency or preventive maintenance) This ovonrs
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relatively frequently (a few times per week)

- Transient pair wise communication fatilures This 1s
predominantly a temporary failure, with the expectation
that subsequent retries over a sufficientlv long 1nterval
will succeed This condition frequently occurs due to
temporary congestion. random nolse., hardware and software
interfaces not designed for worst case timing conditions
etc

- Single host temporarily loses communication with the rest

of the system but continues to operate This 1s the long
term version of the pair wise transient communication
farlure pattern, across all pairs for this host [t occurs
relatively i1nfrequently and can be the result of a
malfunctioning network interface This single host

1solation represents the most li1kely pattern of network
partitioning which can be anticipated using current local
communication bus architectures.

- Any fallures that can be made to look like one of the
above .

In general, handling failures 1nvolves techniques for
failure detection. reconstitution of remaining components i1nto a
working system. and subsequent re:ntegration of temporari!v
failed components back into the operational svstem after thev ar-
repaired The techniques selected to detect and recover from

these failures will varv depending on the expected duration and

relative frequency of the failure Mechanisms selected to hani..- '
t

. "4

infrequent events can usuallv be of limited performance ani ]
include manual procedures Mechanisms for frequenti~v oc: urrin: !

events must also take 1nto account the performan »

characteristics the solutions adopted

The following techniques have been well st od an: ore

- o T

N
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sultable for supporting various aspects of svstem reliability

the DOS <1

- Redundancvy of program. file. and processing elements
sourc.s of alternate site service.

4
a

- Atomic operations and 1solation of partial results to
ensure the consistency of function and data.

- Stable storage and guaranteed permanence of effect to
ensure that data and decisions once accepted bv the
system, will not be lost,.

- Checkpoint and restart to support backward error recov

- Timeouts to recognize faillure conditions and i1ni1tiate
recovery activities,

- Status probes and status reporting to ensure current
operability

In addition, the GCE concept of 1nterchangeable parts 1s vieweld

as a manual approach toward easily reconfiguring components
continued support of 1mportant svstem functions bv using par
from less 1mportant functions utilizing a common hardware ta

It also serves to reduce the i1nventoryv of spare part

7

nece:zs

)

to achieve a satisfactory level of backup reliabiiity

The following problems are not being addressed at this

except as a secondary consideratian

- Complete. extended communication sutave witih:in  lu-ter

- Arbitraryv and general partitioning wi'h:n the | g,

<l ‘Distributed Operating Svstem Oesi2n
BBN Report No 4671. Mav 1381

T

ery

for
[
e
ary
t.ane
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cluster.

- Loss of global (internetwork) communication services

o

Handling these problems mavy be 1mportant to the command an

U

control environment However . we believe that their solution :

the current effort

beyond the scope of
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5 Scalability

The objective 1n this area 1s svstem architecture and de::.n
that 1s cost-effectively scalable over user population size:
ranging from small configurattions te g . tens of urers) to large
configurations (e g.. hundreds of users) The aim 15 to attain
un: form functional and performance characteristics over
reasonably scaled versions of the system by adding additionel

hardware and software capacity without i1ntroducing excessive

escalation of per user cost and performance or requ:ring redes:

L15]
)

of the system structure

5 1 General Approach

The scalability of a computer svstem 1s dependent =n manv
capaci1ty and performance factors ranging from hardware componen-
interconnect structures to high level software resources
fabricated through systems programming Due to the off-trne-siielf

nature of manv of the primitive svstem components being 15« i <1

the generalized nature of the eventual applications ef{
achieve svstem scalability must necessarilyv be focu:zed - i
scalabilitv of the svstem functions suppor®ed bw the Do”
In general svstem scalabiiity and support [ or TS RS
can be somewhat different things Seatabirirty L s fren
!
-~z b
— / !
PRE VIO t‘l\(".l

IS BLANK
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achievable by procuring “larger” units for larger configurations

whereas growth 1s often associated with “additional” units over a

peri1od of time Clearly. addressing the growth 1ssues can N4

manv ways. subsume the scalability 1ssues One of the mejor

attractions of a distributed architecture 15 that 1t can

potentially support growth beyond the limits of conventional

systems and hence can attack large scale svstem scalabilitv from

a growth standpoint Additionally we believe 1t 1s operationally

and logistically more attractive to support scalability needs

from an i1ncremental growth viewpoint 1r order to limit the number

of distinct parts and limit the effects of losing a singie unit

rel.

44
7
O

OQur system concept for meeting scalability objectives

five main points supporting system growth

1 Adoption of an 1nexpensive communicatisn architecture
which makes 1t simple to i1nclude additional provess.ng
elements

2 Selection of modular, 1nexpensive DOY hardware =0 *tha?
DOS processing elements can be added 1n small increments
as needed without grossly i1mpacting total cost of the
system

3 Careful attention to the potential si1ze estimates for 4
maximum configuration to ensure that software stru:cture

can be made large enough (e g address fi1elds) and that
where approprtate., their 1mplementation 13 partit:zanabtie
across multiple 1nstances of the function which share 'he
processing and data |oad

4 Avoidance of so-called N szsquared =2o0ilut:ns whi h re
each element Lo 1nteract wi'th every other olemen:
these approaches are usuallv acceptabi~ for smalier
configurations thev aoften bhreai down v larcer o=

- ih -
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5 Select application

Bolt Beraner an.d Sewnen

systems for inclusien 1 the

demonstration configuration which themseives scaie

through a range of

5 2 Specific Approach

The selection cf a

Ethernet 1n particular 1s

simple, underlying basis for svstem scalability The bu

architecture provides a simplified means for

s1zes

bus communication architecture =14

tn large measure based on providing

1

12

t
=

ke
[«
-
a

hardware base 1n which every processing unit can a prior:

communicate equally well w

regard for routing, processor placement. and other such .s:sues

In addition, Ethernet can phvsicallv support large numtcer

processing units which can be added or removed at wii: I8 ot
also 1nexpensively support small configurations ATV 1mpartoan
non~-g_.al at this stage of the project 13 the scaiabii:ity of
network communication medium 1tself Anv future werk a0
area will be based on adding an add:itional Fthernet oo
processing element (also & reliability meazure or o e

network substitution

Low cost incremental

of the MEHOUL-buse GCE w

for manv 97 functisns W

eonumbier of 0P o ors

prech

1

1th every other processing unit witheut

4

eNPAaAns Lon alao Mmoot tvate BN
Breh wil o he o apeoeds o
hoie 0 00 ey .
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approach here 1s to support some degree of GCE funct.ion

multiplexing to be used i1n small! configurations. and to

of dedicated function units i1n larger or higher performs

configurations The abili1tv to scale up or down aisa p
role 1n selecting application hosts for the 1nitia! dem
environment Both the UNIX and VMS subsvstems are cor a
expected shortly to be supported on a range of hardware

both larger and smaller than those for the current conf

The VaX which was chosen as one of the major m

of the system 1s a good example of a svstem which can s

Ewmaly

Mo+

W
T
[

o}
2
€%

S50

re

rZurat

ain.

-3
i

caie ov

a wide range For the 1nitial svstem, configuration wi. 10
a VAX 11 750 Without any significant software or periphera;
changes. we could substitute anv processor from the Vax fam
with presently 1ncludes the VAX 11 T80 and VAX 11 781 wi:h
increase 1n capacity of abuut two and four respectivelw i
addition. a VAX 11 730 was recently announced whiou all ws
substitution of a smaller and less expensive marhine

The choice of a C70 host represents another wind

provision for scalatbility In this case, 'he desire we

1nctude a4 computer running an operating sys'om o who.

vartety of machine archytes tures of varving z U
candirdate for operating svstem port abhalst e cuver o me tnonm
computers 13 UNIX 50 we chose the 70 e of e o

el L T s rerervioiry- -t aren e
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computers supporting UNIX We expect that the
svstem would require only mode st

effective
eanother UNIX
ensur.n

1)

substitution of

w
o
tn
t3
a

i
n
U]

effort

sy

o

jol
[¢]

Supporting svstem software
ad

expandable
confirzguration

"0
[t1s]

of
factor during the de
QWC
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)

a larger client base
desirable to build & self-contained
implementation

urce

to develop & partitioned
consideratiaons

than 1t 1s
are fewer error recovery
management considerations However to
objectives. some functions mav require a2 part.tioned Zes::
larze confrgurations ithoucsh *hev Vgl - oran
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6 Global Resource Management

In many computing environments. &and most especially a
command and contro) environment. the administering organiza':on

needs some degree of control over the wavs 1n which syvstem

resources are allocated to tasks to meet their processing

demands This control 1s frequently provided by the abilitv to
designate some tasks as more 1mportant than other competing
tasks. and 1n the abili1ty to effect automated resource management
deci1sions 1n an attempt to 1mprove some measure of svstem
performance. These functions are often referrea to as “prioritw
service” and "“performance tuning” respectively Most computer
systems provide some facilities 1n these areas and manv prov:de
rather elaborate facilities which more than adequatelv address

command and control needs within a . ngle processin

ga
3
Q
Q.
3
-9
g
T

objective of this project 1s to provide support for sustainin
these elements of system control 1n areas that transcend a s:ing.=

processing node

65 1 Objective

The objective 1n the area of global resource manazsemen’
to augment the resource management facilities already presens
single node systems with simple. addit:ions! mechanisme {or
supporting various polticies of administrat;ve o ntroi of
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automated distributed resource management decisj)ons The

emphasis 1s on methods for ensuring the prompt completion of
important processing tasks and on the distribution of processing

load across redundant resources

6.2 General Approach

Global resource management 1n a communications oriented
environment i1s an area where the svstem wide ramifications of
emploving such techniques are yet not completely understood As
a consequence., and because of the desire to achieve an
operatijonal prototype 1n & short time frame. we are following a
simple. low risk approach The focus of our effort 1s on those
aspects of global system control directly related to the
distributed nature of the processing environment In
particular, the DOS will focus on the coordination of the
priority handling of all parts of anv single distraibuted

computation, and on the selection procedures for chocsing among

replicated, redundent resources present 1n the DOS cluster nos
global resource maenagement control will be applied onlv en iaraoe
grain decisions (e g initration of a session. openins a i«
imitiating a programi 1n dn effort to simpl:fv the svstem and
limit the communication and processing overhead that would b
required for finer-grained global decision mak:ing We deo net

i

-
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anticipate the necessity for reevaluating these resource
management decisions at finer grains as a potential source of
further optimization The system concept 1s that adequate
administrative control will be achievable by controlling the set
of tasks which may be competing for resources (load limitation:
and by controlling the pattern of use of specific i1nstances of
the resource which they will be competing for This 15 to be
accomplished by providing means for administratively limiting
the offered load and i1nfluencing both the resource selection
procedures {(where a selection 1s possible) and the sequenc.ng of
the use of the resource after selection using priority The
insertion of DOS control points for limiting load. effecting
global binding decisions. and controlling order of service are a
sufficirent set to carry out administrative policy The low risk
nature of our effort comes 1n emphasizing simple mechanisms a!
these points of control, which 1n some cases might prove tc be

suboptimal .

6 3 Specific Approach

The DOS svstem model! 15 based on active user apents
(processes) which access a wide varitetv of abstract rescour_ =
tvpes. some of which are directly associated with phvsi.
resources (e g a VAY proceszort and athers ~f whi b mev boev
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distributed implementations built out of composite non-

distributed objects All of the resource types have some form of

tvpe dependent resource management software associated with them

The following three points are 1mportant to our global resource

management concepts.

o

Every resource request has a '"priority” attribute
associated with 1t which 1s derived from the i1nitiating
agent. Although the resource management discipline wil
be different for different types of objects. the i1ntent
of the priority attribute 1s to provide an object tvpe
dependent form of preferential access relatiyve to the u
of the resource. Users will have a range of
administratively set priorities availlable for their use
To ensure access to the system for potent:ial high
priority tasks, system login 1s a ''prioritized” request
and may result i1n preemption of a lower priority user
should there be no additional slots This s
accomplished by ensuring that the system "reserves’”
encugh capacity to always accept another login request
If the priority of the potential new user exceeds the
priority of one of the current users. and 1f the lcgin
would otherwise fai1l due to lack of available resources
a lower priority user will be preempted 1n favor of the
inittiation of & new job for a high priority user Once a
Job 1s 1nitiated, the current priority of the i1nitiator
will determine how the task competes with other active
tasks. Other forms of load limitation will be added a
necessary as a means of administratively controlling
system responsiveness on avallable resources

i1
"

1

Automated DOS global resource management decisions wil.
be made predominantly when an agent accesses an cbje.t

which has multiple 1nstances (e g . multiple processor:
able to execute the same code. multiple 1nstances of a
file. etc ) The algorithms for meking the selection
will be controllable by the "owner” of the -ompos:ite
object Control will be 1n the form of choasing from »
standard set of algorithms supported bv the svitem

making use of relevant available data which couli in. .ade

object attributes. collected load data previous
selection. first to respond to broadcast . etc
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3. We are assuming adequate network transmission capacitv
when smoothed over reasonably short time frames (i e nc
continual network overload) This assumption. which
seems to be substantiated by early available local
network operational experience. t(albeit not 1n a command

and control environment) makes resource management of the
network bandwidth generally unnecessary at this time If
scaled load projections 1ndicate potential long term
overload si1tuations., our approach for the Ethernet wil|
be to attempt to develop techniques for detecting and
limiting the effects of this si1tuation While 1t
premature to discuss detai1ls of such techniques. =&
promising approach 1s to attempt to establish a dvnamic
network transmission priority level. forcing temporary
deferral of data transfers below this priority level and
providing a means for raising the current level unti; the
overload subsides.

3

Using these mechanisms, controlling the processing activities of
the DOS cluster becomes a policy 1ssue of selecting appropriate
priorities and parameters to maximize the ability of the svstem

to meet specific organization objectives
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7T Substitutability of System Components

Over the course of time and especially when deploved 1n
non—-laboratory operating environments. we anticipate the need to
substitute alternative hardware and operating system components
which are more appropriate for their environment than those
selected for the ADM configuration It 1s desirable to be able
to alter components 1n order to match the system characteristics
to the needs of operational command and control environments and
also to reflect changing availability and cost-effectiveness of
components. The ability to perform appropriate substitutions of
components 1n the DOS system 1s expected to expand the
applicability of the DOS system and to lengthen 1ts useful

i1fetime

7.1 Objective

The objective 1n thi3 area 1s to design the svstem 37 .
maximize the potential for component substitution 1n the zv:ten
hardware architecture at a later time Svstem compenent s wion

are candidates for substitution are the local area networi s

GCE configurations. the application hosts and the gateway

PREVIOUS PAGE
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Apprcocach. Use of Abstract I[nterfaces

The i1ntent of component substitutinn 1s to ila

rel

functioning unit with another one capable of perform:n_ °

simllar operations, but with other properties which marn~

attractive or appropriate than the original For exampi~

substi1tuting a fiber optic communication network for a

cable network might make sense for a command and control

environment concerned with portability or electromagnet:

radiation While the basic communication propert:es of ¢

systems are equivalent as far as the DOS 1s concerned

environmental consitderations might motivate the substitut

Similarly,

most computer systems can be made

to perform a

range of tasks.

certain applications.,

different application hosts to

However .

and hence would motivate

suit the needs

some are judged better
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will be avoided 1n the definition of abstract 1nterfaces. and
where used wi!l be 1solated 1n the code supporting the

abstraction to facilitate emulations within other components

Two additional implications fall out of this policy We
must expect to lose some efficiency of 1mplementation. since we
may need to avoid features that have been built tnto scme
components explicitly to solve problems which we may encounter
We expect this effect to be small The second si1de effect of the
abstract i1nterface should be i1ncreased productivity during the
development of the DOS. since an abstract interface 13 easier tc
understand and work with This 1s. 1n effect the argument used
for higher-level programming languages and standards of all
ki1nds The adoption of standards of various kinds a: ment;.n:
earlier. also enhances component substitutabilitvy v
abstracticns which are already i1ncorporated 1nto manv

interfaces

Approach Specific Interface Plans

This section presents a number of

which we plan to emplov While thux

believe 1t captures t e major interinoe-

substitutabirlity will most depend
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The 1nitial version of the DOS 15 using the Etherne:t

standard as a commu.nlic .tion subsvstem We expect to be able

switch between optircal fiber and c(oaxial cable 1mplementations

the Ethernet as mav prove desirabie based on a cost and
avallability basis More i1mportantly.  our abstract network
tnterface will avoid using features of the Ethernet protccol
which are not common to local network tecnnology We expect
use only packet transfer. broadcast and possibl!v multicast |
developing the network abstraction [n addition we esipect !
use [P datagram service as the lowest level [PC abstraction
Thi1s enhanrces our 1ndependence of the underlying network. and
makes 1t easier to later substitute alternate communication
subsystems which can support the abstraction. such as the

Flexible Intraconnect

The GCE's represent the implementation base for a number
important DOS functions It 1s therefore critical that we

address the i1ssue of substitutability for the GCE = GCE

substitution has two aspects one 1s the abilitv to subst:itu

T

1¢

[

another machine for the present GCE the second 13 the abyil-v

substitute for parts of the GCE

We plan to address the first problem e abool e Sw

GCE 3 at some future date . bv procramming 16 oUWV L DI L

languages to the greatest extent possaibie Weo ar e L Lo

N
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two languages C and Ada C 153 a language developed as part -
the UNIX system with the goal of being portable to a variety cof
machines It has largely met that goal althcush 1t reguires

careful attention to coding stvle to assure the portability of

programs written 1n C <1» . However. there 1s the possib:l.tv of

a better choice. Ada. being available 1n the near future Jince
Ada 1s a DOD standard language. its availability on a var:=+v o
processors relevant to command and control env:ironments s
assured In addition. Ada 1s a more modern and capab.v lan:siac-
which should enhance our eability to write code with minima.

machine dependency

Substitutability within the GCE 1s also a matter of Conoer:n
and attention We are building the GCE strictly out of cif-tre-

shelf components using published and emerging standara- ¢

minimice our commlitment to anv particular part cf the GCE s
instance, the GCE uses a Multibus bus and backp.ane wnionx s

supplied bv a variety of vendors 1n a wide range of carac.' -

The processor board 1s a design developsa bv Stan{rd and

licensed *to at least four manufacturers who are proi 2o

compatible hoar-ds In additien with only softwars oo

tvpe of processor board can egsilv be chanoen [T R
1 - The c(horee of C was dictated bw o1 imme St

and the scftware suppert alreody avan e N

processor . a Motarola B8O0H
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probably more different processor board: ava:riable

Multi1bus than for any other computer bus The use of the
Mult-bus also assures easv substitution of memory E*lermne:

Nt
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Controller. 1 O ports. etc
unidentified needs for hardware 1nterfacing can likelv be met

with off-the—-shelf components. due !'J the popuiarity of the bus

Qur ability to do general substitutions for applicat:on
hosts 1S based on our attempts 'ov use portabie lansuagers a

network (Ethernet) which will soon have 1nterfaces ava,iac.s {-r

a wide range of computer systems. and the concept of a
machine Use of portable Janguages 1n the DOS means that we mav

ha™S N
e PR

—
&
o
T

be able to move software from oune DOS host to
of an access machine as a means of connecting an app.ilcat.on Lo

to the DUF 135 :ntended specifically to mimimice ‘he fformt of

host substi*utron by maximizing the retained @ 0twar~ 15 U1

access mach.ne GCE Preciselv which DOS fanc ons roba :

within the daccess machine GCE without nourriyne @ 2 ar

complex i1nteraction with the host 1s ver to be totermir.d
Finallyv the most likely substytarion ot A A T

the course of our effort 13 a zubzcptute for the ARUAND T 0w

We have adopted the nse of an LS 00 as the ot owan

nse standard  off the-shelf ARPY rnternet 0t ewa
to the LT 1D gateway (3 current by begns dewel opedo e
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another BBN project One aspect of our attempt to kKeep in

"0
1
11

with Internet community activities 1s an anticipated changeover
to a new gateway when that development completes Une of the
candidate architectures being considered for the future gatewavw

1s the equivalent of the DOS GCE
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8 Operation and Maintenance

It 1s desirable fcr the design of any computer system to
facilitate the operation and maintenance of the system. In our
opinion. this 1s one of the areas that has not yet received
adequate attention, predominatly because few extensively
detrlbuted systems have reached operational status Distributed
systems, and especilally systems incorporating many heterogeneous
parts, are far more complex than their centralized. homogeneous “
counterparts. Routine chores, such as adding new components to
the configuration, coordinating new releases of system software,
and initiating diaggostlc routines, become much more complex 1n a
distributed system environment. The natural tendency to handle
each component separately has shortcomings 1n the effort required
and the sophistication needed to correctly complete simple
maintenance activities. The reason for citing operation and
maintenance as a goal is our belief that the success of the
distributed system concept 1n Air Force command and control
environments will to some extent be dependent on the management
of the routine housekeeping chores associated with any computer

system.

The objective 1n this area 1s to simplify the operation and

maintenance procedures for the system so that these tasks are

manageable by personnel other than system programmers i

PREVIOUS PAGE
1S BLANK P
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9 Test and Evaluation

One of the important aspects of 1ntroducing new system
concepts or approaches 1s the need to answer the question of how
successful they have been i1n meeting their objectives. The test
and evaluation phase of our project 1s i1ntended to provide these
answers. We 1nclude a discussion of test and evaluation 1n this
“"early” project documentation to emphasize our approach of
applying considerations in this area throughout the project
Test and evaluation should be more than an after—the-fact

activity and can be a positive factor in driving the design and

the implementation.

We can i1dentify four difstinct stages, spanning the project

lifetime, that are relevant to test and evaluation

1. Setting goals. Section 3 outlined the approach and named
the three primary goals for which prior test and evaluation
methodologies will be developed. namely. coherence and
uniformity, survivability and i1ntegrity, and scalability.

2. Defining test and evaluation methodologies. In parallel
with the system design, test and evaluation procedures wi!ll
be developed for the three primary goals. Insofar as

practical, these procedures will each define a "figure of
meri1t” for their respective aspects of the design and
implementation, and an effective means for determining the
figure of merait. In some cases. the need to carry out
these tests may 1nfluence the svstem implementation to more
effectively support evaluation.

[

Extended system test. During the last few months of the
contract period of performance., the svystem wil] be

subjected to an extended test phase Operational testing
will be done by monitoring the DOS ADM as 1t 1s used by the
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system developers and other groups which may be solicited

to burld example application systems, synthetic testing
will be done through the use of synthetic workload
generators for reliability and scalability testing

4. Reporting. The results of the extended system test will be
analyzed and judged by means of the yardsticks defined 1in !
the second stage. Documentation will be prepared which
reflects the results of the test and evaluation phase.

The following sections discuss our current view of the test and

evaluation 1ssue as 1t relates to each of the primary DOS gosals. |

9.1 Coherence and Uniformity i

A system 1s coherent if the system concepts "play together”.

coherence makes a system easier to understand and use. A system

i

1s uniform 1f different components perform the same or similar

functions in the same or similar ways. Both coherence and

uni formity are largely subjective measures of a system. and thus
our test and evaluation procedures for this goal will be to
gather and analyze the subjective reactions of the user
population at the end of the extended test period. Users will be
asked to evaluate the system both on absolute terms (what they
liked and didn't like) and on a relative basis (comparing the
file system. for example. to the UNIX file system) Users will

be asked to respond to questions i1n specific areas., and will also

be given an opportunity for open—-ended comment The user

v it ik S i . o )
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statements will be collected, digested, annotated and presented

in an organized format <1>

We anticipate that the user population available for system
evaluation will consist of two, probably overlapping. groups
the system devélopers. and one or more groups selected to develop
exemplary application and demonstration programs. There is. of
course, a special motivation in requiring the system developers
to use the system 1n the normal course of their work--the
feedback path from user to developer 1s minimized. Design
decisions which cause great difficulties will be rapidly exposed
and revised. The system developers are also likely to be more
tolerant than other users of small “rough edges”, which means
that they can begin to use the system earlier, before the
polishing i1s finished. This practice generally encourages the
developers to be prompt, careful, and down—-to-earth. because
their own productivity is at stake. A consequence of this 1s
that the initial services developed for the system will be
oriented toward the needs of the system developers In many
cases (e.g., text editing) these services have utility 1n other

environments. In those cases where utility 1s limited to system

<1>. The paper “Reflections 1n a pool of processors—-—an
experlence report on C.mmp/Hydra”. W. A. Wulf and S. P Harbison.
AFIPS Proceeding of the National Computer Conference V47, 1978,
1s an i1nteresting example of an evaluation of this tvpe. and will
serve as a model.

——
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developers. they do form the foundation of supporting the

enhancement of the DOS system through i1t own facilities.

The system developers will further test the system design
through the implementation of some system services. such as file
archiving and command language interpreters, as application level
programs. The implementation of these services will test the
abilrty of the DOS to support such system functions without
resorting to modifications of the software within the DOS
security envelope. Minimizing the amount of software within the
security envelope is a problem analogous to minimizing the size
of a security kerne! in a conventional, single-host operating
system; thus experience gained relating to this aspect of system

extensibility 1s especially important.

The experiences of the system developers. however. are no

substitute for those of application programmers. Application

programmers can be expected to make demands upon the completeness
and accuracy of the documentation, for example. and to exercise
the system 1n ways that were not anticipated, or not often used
by the developers. Because application programmers will lack
in—-depth knowliedge of the DOS i1mplementation strategies. their
reactions are an i1mportant test of the user-level conceptual

models defined 1n the user manuals. Due to Ilimited time and

. .

effort, only small-scale examples will be constructed during the

o~
T
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[

extended system test, but these can nonetheless be expected to
yi1eld significant insight into the usefulness of the DOS design

and implementation.

9.2 Integrity and Survivability

The test and evaluation of integrity and survivability of a
system 1s one of the harder to perform. First, one must decide
what constitutes appropriate behavior :n this area. and then one

must design (non-destructive) methods of test.

The first step in the test and evaluation procedure for
system 1ntegrity and survivability 1s to ensure that the failure

modes 1dentified in Section 4 can be artificially and easily

induced in the ADM. For the failure of a processor. for example.

this may mean simply that the processor can be eitther phvsically

or logically disconnected from the network

The monitoring capabilities of the DOS will include the
maintenance of online error logs These log files wilil be
utilized during the extended test phase to record naturally
occurring failures within the ADM. as the DOS 1s used routinely
by the development team and application programmers Errors

which cannot be automatically recorded because of the nature or
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extent of the failure will be manually recorded in an offline

log.

Finally we intend to build one or more reliable
applications, and exercise the applications by means of

aritificially induced failures.

9. 3 System Scalability

There are two important facets to the evaluation of DOS
scalability: function and performance. By scaling of function we
mean the ability of the various DOS mechanisms to scale to larger
configurations and user populations without regard to the effect
of scaling on performance. Typically, different mechanisms have
different limits to scaling, which are determined by a Sequence
of decisions during design and implementation, 1n a conventional
single-host operating system, these limits are often real
constraints on the range of applicability of the system. For
example, an operating system might limit the number of active
users or the maximum file size. The first, and easiest. part of
the evaluation of scalability 1s the i1dentification and analvsis

of these maximum limits to growth.

Even 1f 1t 1s functionally possible to scale the system
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along some dimension, such as the number of active users, 1t mav
be undesirable to do so on performance grounds. A thorough
evaluation of the effects of scaling on performance 1s Aot
possible within the period of this contract, nonetheless, we
expect to obtain some prel;minary results by means of direct

measurements and performance modeling.
We are interested in two primary dimensions of scaling.

1. Workload scaling. Given a fixed DOS configuration and a
well-defined workload, how do the system response times for
different classes of users change as the user population
increases?

2. Configuration scaling. Given a well-defined workload and a
fixed-size user population, how do the system response
times for different classes of users change as the number
of service hosts is scaled? )

One important constraint on the evaluation of scalability 1s
the size of the Advanced Development Model configuration.
Because we expect functional limits to the number of hosts. for
example, to be on the order of 1,000 <1> , but will have only
about 10 hosts (including DOS service hosts) i1n the ADM.

empirical tests of configuration scaling will be possible only

over a small portion of the DOS configuration space.

Our approach to the evaluation of scalability with respect

to performance will be based on empirical performance data

<1> The Ethernet specification limits the number of attached
hosts to approximately 1.000.

- 103-
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obtained from the ADM., used as the basis for system models which
extrapolate to much larger workloads and configurations. By 1ts
nature, this type of performance modeling cannot be extremely
precise, and tends to be more useful as a qualitative 1ndicator
of feasibility rather than a quantitative predictor of system
performance. Analytic models can be constructed and evaluated
very rapidly. so they are an 1nexpensive tool to apply. We
believe they are the most appropriate modeling technique during
the early life of a system. when decisions are more apt to
concern gross changes in resource management strategies than

fine—-tuning of algorithm parameters.

The DOS system monitoring facilities will be designed to
accumulate the performance data necessary for modeling during
routine operation of a DOS cluster. This performance data can be
collected during actual use of the system, or while system and
application functions are exer-.1sed by artificially induced
workloads. At this time. 1t 1s not known whether data from
naturally-occurring workloads will suffice, or whether svnthetic
workload generators will be required. this t1ssue should be
clarified by the definition of the scalability test criteria

during the design and implementation phases of the project
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communication speed., delay. reliability and security 1n the
MAXI~DOS area change the nature of the network integration task.

makting 1t distinct from MINI-DOS system i1ntegration

10.2 OS] ldentified Functions

The OSI report identifies a number of 1mportant functions of
the DOS. In this section we briefly 1ndicate our approach &s to
these functions. and contrast them with potential approaches

suggested by the OS] report.

Interprocessor communication will be provided 1n the DOS
using Ethernet together with DOD standard interprocess
commﬁnxcatlon protocols. The Ethernet includes cable network

b‘ hardware together with a local net CSMA,/CD protocol Above the
Ethernet layer we will be using Internet Protocol (IP) Datagrams
and. where reliable connection-based transport 1s required.
Transmission Control Protocol (TCP). The use of [P and TCP
within the cluster assures a degree of [IPC compatibility with the
Internet community and with other DOD systems. We selected a
high-bandwidth loceal network. since we believe high bandwidth.
low delay transmission 1s necessary 1n order to enable the DOZ to
operate 1n an i1ntegrated fashion The OS] report does not focus

on MINI-DOS 1nterprocessor communication [t suggests onlv that

the MAXIDOS be capable of 10-50 Kb second. similar to our ARPANET
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gateway but two orders of magnitude less than the speed of our

local network

Resource Management 1n the MINI-DOS 1s left unspecified 1n

the O0S1 report. except for i1ndications that resource management
be tightly controlled and many appropriate strategies may require
a high bandwidth communication medium In addition. 1t 1s
suggested in the report that resource management will probably be
centralized We are. of course, providing a high-bandwidth
communrication medium 1n the Ethernet. At higher levels of
abstraction MINI-DOS resource management i1mplementations must be

distributed 1f the system 1s to survive component outages

Security approaches within the MINI-DOS were not specified.
since the OS] report felt 1t was dependent on the nature of the
local net (cell. 1n the OS! terminology). Our system concept
calls for a general purpose access control and authentication
mechan:sm. which borrows from several traditional access control
schemes. However. we are not planning to implement multi-level

security.

Configuration management was regarded bv the authors of
the OSI report as a problem largely restricted to the MAX[-NET
environment, where noisy channels might eliminate communication
capabllity and 1solate local networks from each other While

recognizing this problem. we believe that configuration
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management 1s also an 1mportant i1ssue within the MINI-DOS. where ‘
individual host failures should not be allowed to disrupt the '
local network. In our system concept. there are two levels of

configuration 1ssues: the reconfiguration requirements resulting

from failed components (and of components brought back 1nto

service), and reconfiguration resulting from scaling of the
system. planned growth. and phasing i1n and out of generations of

equipment .

The first type of reconfiguration, resulting from system
faults, can to a great exteut be handled by automatic procedures.
These procedures require mechanisms which operate correctly
despite outages of components, ancd of mechanisms which perform

automatic reconfiguration when failures are recognized.

The second type of reconfiguration will be provided by
manual i1ntervention. Manual updates to configuration tables will
be sufficient to accommodate many anticipated changes. and
careful. modular system design should enable us to keep more

radical configuration changes localized within modules.

Data Base Mapnagement 1s recognized as an important

function within the DOS cluster, but 1t 1s largely separable from
the design of the DOS i1tself. and therefore 1s outside the scope
of the present effort The DOS will provide basic support for

data storage and access., including reliable file mechanisms.

- 109 -
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which could provide a reasonable base for the 1mplementation of
data base management systems. In addition., an alternate approach
to data base functions. dedicated data base machines., 1s now
emerging. This approach fits 1n well with our DOS system concept
of dedxcatéd function components and we recommend that an
instance of such a system be considered for inclusion 1n the DOS
configuration. One of the 1ssues we see concerns the potential
conflict of the "black box"” nature of these machines. and the
desire for i1ntegration with other DOS system concepts (e g.

resource management, reliability).

- 110 -
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11 DOS Glossary

Abstract Object Model
Model of entities manipulated by the DOS which attempts
to treat a wide variety of differing system and user
entities 1n a unified manner. Types of DOS objects
w1ll 1nclude files., devices. and processes. Associated
with each object 1s a unique 1dentifier, and services
for cataloging and controlling access.

Access Point
Point of i1nterface between the user and the DOS. The
access point for a DOS user may be a Terminal Access
Controller (TAC), a workstation. or a DOS application
host .

Address
Bi1t string representing the location at which an object
may be referenced. Addresses often consist of several
concatenated fields, representing a hierarchy of
containing “locations”. Rome 1s 1n New York 1n the
United States of America. A field designates a unique
location in the locale containing 1t; fields may be
reused 1n different locales. Rome 1s 1n Italy

Advanced Development Model (ADM) :
Physical 1nstance of the DOS tc be developed under the
DOS Design/Implementation contract. the ADM will
in:tially be used by the system developers

Application Host
DOS host on which application programs run There are
potentially many types of applicaticn hosts i1n the DOS.
1in the ADM. two i1mportant types are general-purpose
timesharing hosts and GCE s dedicated to application
programs.

Capability
[f a process possesses a capabiliity for an operation on
an object. 1t may 1nvoke the operation against the
object Possession of the capabilitv s proof of
authorization-—-no further access control check 1s made

Cluster

The local network and 1ts hosts The cluster 1s the
main focus of DOS integration activity A primary
characteristic of a cluster 1s 1ts uniform high-speed
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low delay communication

Service
Service of the DOS required for the continued operation
of the DOS. Essential services are candidates for

continuous avallability, which 1s provided through
redundancy.

Generic Computing Element (GCE)

Integraty

Process

Primitive

A small computer system made up of i1nterchangeable
parts upon which many DOS functions will be buiit. In
the Advanced Development Model of the DOS, GCE's will
be built using 68000 processors 1n a Multibus
backplane.

Maintenance of system and application state i1nformation
in a consistent state, meeting the system and
application program functional specifications

Emphasis 1s on the maintenance of system 1ntegrity

across failures, 1.e., the phases of failure detection.
isolation, and recovery.

Model of the active agent or instruction execution 1n
the DOS. Processes 1n the DOS are objects. and will
provide a DOS-wide mechanism for addressing.
invocation, and control.

Process
Simple version of process which provides onlv a limited
set of control! functions It s presumed that any host

in the DOS will be able to provide a base for the
implementation of at least one primitive process

Scalability

The capability of the DOS to grow or shrink 1n size
within reasonable bounds Scalability will be
supported by two means. the replacement of processors

with more (less) capacity and the addition tdeietion:
of processors.

Securi1ty Envelope

Boundaryv around the DOS cluster delimiting the region
of the system within which security 1s ensured bv the
use of unforgeable addresses and trusted agents
OQutside the security envelope. capabilities and
passwords will be used to authenticate DOI access

Nt e oA~
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Survivability

Abi1lity of a system to continue to perform a given
function despite expected failures, with only
instgnificant performance or functional! degradation.
synonymous with “continuous availability"”.

Symbolic Name

[dentification of a DOS object 1n a global name space
independent of the object’'s location or the location of
the reference. The symbolic name space 1s designed to
consist of character strings, and 1s easi1ly manipulated
by the users of the system. A mapping 1s provided
through the catalog mechanism for translating symbolic
names to universal 1dentifiers.

Universal Identifier (UID)
A fixed-length bit-string which 1dentifies. or names. a
unique object. Every DOS object has a universal
identifier, no two objects have the same 1dentifier

Workstation

A computer which is dedicated to single-user-at-a-time
operation, which provides both computational services
and an access point to the DOS. In the Advanced
Development Model, Jerichos will fulfi1ll this role




MISSION
of
Rome Air Development Center

RADC plans and executes nesearch, development, test and
delected acquisition programs in support of Command, Control
Communications and Intelligence (C31) activities. Technical
and engineening suppont within areas of technical competence
48 provided to ESD Program Offices (P0s) and other ESD
elements. The principal technical mission areas ane
communications, electromagnetic guidance and controf, sur-
veillance of ground and aerospace objfects, intelligence data
collection and handling, infonmation system technology,
4onosphernic propagation, solid state sciences, microwave
physics and electronic neliability, maintainability and
compatibility.
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