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ABSTRACT

The results of the second year of a two year research
program in nonlinear real-time optical signal processing are
described. The research has concentrated on optical sequential
logic systems for parallel digital processing and on variable
grating mode (VGM) 1liquid crystal real-time spatial light
modulators. The goal of the program is to extend fast parallel
nonlinear operations to optical processing systems with large
time-bandwidth and space-bandwidth products. Parallel and
twisted nematic liquid crystal light valve (LCLV) devices have
been used as a nonlinear element in a feedback arrangement in the
binary sequential logic system. A computer generated hologram
tabricated on an e-beam system serves as a beamsteering
interconnection element. A completely optical oscillator and
frequency divider have been experimentally demonstrated, and
various circuit interconnection techniques have been explored.
Research has continued on variable-grating mode (VGM) liquid
crystal devices that perform local spatial frequency modulation
as a function of the incident intensity. These devices can be
used for nonlinear processing by selection and recombination of
these spatial frequency components, These devices have many
interesting physical effects with wuseful applications in both
analog and numerical optical signal processing. Results on the

physical modeling of VGM devices are given, with particular

emphasis on experimental measurements of the Jones matrix




describing polarized light propagation through the VGM cell.




1. RESEARCH OBJECTIVES AND PROGRESS

1.1 Introduction and Project Overview

This report summarizes the results of the second year of a
two year research effort in performing nonlinear operations in
optical signal processing and achieving operation in real time
using wvarious 1input transducers. This section contains an
introduction, motivation for the work and an overview of the

research program.

The recent research described in this report addresses the
need for signal processing systems that can perform high
throughput parallel multi-dimensional operations on signals with
large time-bandwidth and space-bandwidth products. In many of
these applications, digital hardware is inadequate. One goal of
this research has been to explore numerical optical computing
using binary or residue arithmetic. In these systems, signals
exist as discrete levels rather than as analog signals. This new
approach holds much promise for the future if real-time

processing speed, accuracy, and flexibility can be maintained.

During this past year of research we have concentrated on
optical sequential logic systems that directly rely on the
input-output characteristics of LCLV devices, and on variable

grating mode (VGM) devices and their applications.

Nonlinear optical functions can be achieved directly using
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the inherent transfer characteristics of an optical recording
medium or real-time image transducer. With this type of
nonlinear processing, there 1is no pulse-width modulation,
intensity-to-spatial frequency conversion or other type of
intermediate mechanism. Thus, these techniques offer the
potential of simple systems that avoid the noise problems
associated with many optical filtering techniques and have much
less stringent space-bandwidth product requirements than systems
which must modulate the input data. Such systems can implement
parallel combinatorial logic and, with the addition of feedback,
parallel sequential logic. Section 1.2 of this report describes

recent results on this subject.

Another convenient method of obtaining point nonlinearities
is through intensity-to-spatial frequency conversion. The idea
is to encode each resolution element of an image with a grating
structure where the period and/or the orientation of the grating
is a function of the image intensity at the point in question.
Assuming certain sampling requirements are met, each intensity
level of interest is uniquely assigned to a different point in
Fourier space and all points with a given intensity in the image
are assigned to the same point in Fourier space (assuming
space-invariant operation is desired). Then a pure amplitude
spatial filter can alter the relative intensity levels 1in an
arbitrary way, and combination of the filtered components
produces various nonlinear functions. Both continuous-level

(analog) nonlinear functions and various numerical logic




functions (binary or residue) are possible. This method relies
on the behavior of variable-grating mode (VGM) liquid crystal
real-time devices which have been developed under this AFOSR
program, Section 1.3 of this report describes work on physical
modeling and measurements of VGM liquid crystal devices. The
goal of this work 1is to 1improve their temporal response,
uniformity, lifetime, etc., Several new types of electrically and

optically activated VGM devices have been constructed and

evaluated.

This past year has been very productive; a number of oral
presentations have been made and many written papers have been
submitted describing recent results. Four of the most

significant of these papers are reprinted as part of this report.
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1.2 Optical Sequential Logic

1.2,1 Introduction

There has been considerable work in recent years in
developing optical systems that perform essentially digital
processing functions. The reasons for this interest include
extending the flexibility of optical processing systems and the
possibility of using the parallel capabilities of optical systems
for digital signal processing. The first steps in t' 3 digtital
optical computing research have included parallel A/D -~onversion
and optical combinatorial logic implementation. f n of these

have been demonstrated in real-time systems at USC [1. _J4].

The next step in this progression of experiments 1s to
demonstrate the feasibility of optical sequential logic. Here
the basic logic gates are interconnected in a circuit which
generally includes some form of feedback. 1In this system the
temporal response characteristics of the system become very
important. We have developed an optical system which
demonstrates the feasibility of optical sequential logic. In
particular we have implemented a totally optical system which
includes a clock driving a master-slave flip-flop. The basic
elements of a sequential logic system are a nonlinear element
that performs the desired logic function and an interconnection
system to route the outputs of the nonlinear device to the

appropriate inputs.
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Two recent papers that contain the details of this work are
reprinted here. The first paper is "Sequential Optical Logic
Implementation”, by B.K. Jenkins, A.A. Sawchuk, T.C. Strand,
R. Forchheimer and B.H. Soffer. This paper has been submitted to

Applied Optics and concentrates on experimental results from the

sixteen gate clocked master-slave optical flip-flop.

A second paper "Architectures for a Sequential Optical Logic
Processor” by P. Chavel, R. Forchheimer, B.K. Jenkins,
A.A. Sawchuk and T.C. Strand, was presented at the Tenth
International Optical Computing Conference in Cambridge, Ma., 1in
April 1983. This paper is also included. It describes wvarious
interconnection techniques for optical sequential logic systems,

including space-variant, space-invariant and hybrid

computer-generated holograms.




SEQUENTIAL OPTICAL LOGIC IMPLEMENTATION

B.K. Jenkins, A.A. Sawchuk, T.C. Strand, R. Forchheimer
and B.H. Soffer
Abstract

An optical system that performs sequential binary logic
operations is described. The system consists of a spatial light

modulator (SLM) used to prov:ide a nonlinrear -ihresho.d response,
and a computer-generated hologram tc preovide lnterconnections
between logic gates. A :two-dimensional array of logic gates with
binary 1inputs and outpu:s is formed on the 4 =ive surface of the
SLM. These gates are interconnected by a two-i:imensional array
of subholograms, one for each gate. Arbitrary loglic circuits

consisting of NOR gates and inverters can be 1mplerented, and the
system <can be reconfiqured by changing a single holographic
element. The system 1is demonstrated wusing a twisted-nematic
liquid crystal light valve as the SLM. A +-est circult has been
implemented that includes a synchronous master-slave flip-flop
and an oscillator consisting of five inverters in a feedback
loop. Experimental results of this test circuit are presented.

B.K. Jenkins, A.A. Sawchuk, T.C. Strand, and R. Forchheimer were
at the University of Southern California, Department of
Electrical Engineering, Los Angeles, Ca. 90089 when this work was
done. T.C. Strand 1is now with IBM Corp., San Jose, Ca. 95193,
and R. Forchheimer is now with Linkoping University, Linkoping,
Sweden. B.H. Soffer is at Hughes Research Laboratories, Malibu,
Ca. 90265.




I. Introduction

The vast majority of optical processing systems to date have
operated with analog signal levels. While many of these systems
can perform specific operations with extremely high throughput
rates, at the same time they suffer from two basic limitations:
the variety of operations that can be performed and the a turacy
of the results. These limitations preclude the use of op*:cal
processing systems in <certain application areas that «couldd

otherwise benefit from some of the inherent advantages of cp*tivs.

These advantages include a high degree of parallelism, both :n
processing and input/output, and a high density and number of
interconnections. Two approaches have been taken toc eliminate or

at least substantially reduce these limitations. Both approaches
utilize discrete, instead of analog, signal levels. One approach
is based on residue arithmetic operations, and optical systems
utilizing this principle have been studied [1-7]. The other
approach 1is based on binary logic operations, such as used in

conventional electronic computers,

The first step in the binary approach has been to
demonstrate Boolean operations optically. Two-dimensional arrays
of some of these operations such as OR, NOR, AND, NAND, XOR, and
XNOR have been demonstrated using a variety of
optically-addressed two-dimensional spatial 1light modulators

(SLMs) . These include the Pockels readout optical modulator

(PROM) [8,9], the microchannel spatial light modulator (MSLM)




[10,11), the Hughes liquid crystal light valve (LCLV) [12-14],
and a segmented liquid crystal light valve wused as an optical
parallel logic (OPAL) device [15,16]. These operations have also

been demonstrated using light-emitting diodes with optical masks

[17], Other schemes, too numerous to mention here, have also
been used to implement logic gates optically. A review of
optical comput ing systems, including these combinatorial
operations, is given in reference [18]. Very recently, fast

individual optical logic gates have been demonstrated in InSb

[19]) and in GaAs [20].

Although these operations form the basic bullding blocks for
combinatorial logic, in order to build a sequential circuit or an
optical computer, memory is also needed. This <c¢an be achieved
using optical feedback. An array of optical flip-flops has been
demonstrated using an LCLV in an optical system with feedback
{21,22], and an array of optical latches has been demonstrated by
using an OPAL device with optical feedback {23]. Fast individual
bistable elements have also been demonstrated in many materials

using feedback by means of a Fabry-Perot cavity [24].

These elements, however, have not been combined to form an
all-optical logic circuit. Such a circuit may have the potential
of combining the high degree of parallelism and interconnection
density found in optical processors with the flexibility and
accuracy of digital electronic computers. A method for combining

these binary elements using fiber optics has been described [25],

10




but a complete system has not been demonstrated experimentally.
A system with an array of optical gates and some optical !
memories, under electronic control, has been demonstrated [26].
This system is particularly useful for operations requiring only

local communication, as is the case for many 1image processing

operations, e.g. cellular logic machines.

i

f In this paper a system 1is presented which interconnects
{ optical logic elements to form a sequential logic circuit. Every
signal in this system is represented optically, and at the same
} time the system permits the implementation of arbitrary
connections between the individual logic gates. Because this
system is digital, the accuracy limitation mentioned above can be
overcome by selecting the number of bits per data element to
yield the desired accuracy. In addition, the arbitrary
interconnections of the system presented here permit the
implementation of a very large variety of processing operations.

Finally, the advantages of parallelism and interconnection

< ntn s Al i, it R AT ¥ i

density are retained to a large degree [27].

In the system presented here, a spatial 1light modulator
(SLM) is used as a two-dimensional array of independently-acting
logic gates. These gates are interconnected via an optical
system that wutilizes a computer-generated hologram. I[In this
paper we discuss the SLM implementation of logic gates in section

11, the interconnection system in section III, and some

experimental results of the implementation of a test circuit to

11
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demonstrate the feasibility of the optical logic system in

sectlions IV and V. Finally, in section VI we point out some of
the limitations involved 1in using optical devices as arrays of
logic gates, and discuss the relevance of these limitations to

the system presented here.

IT. LOGIC GATES

Binary logic gates may be implemented optically through the
use of a point nonlinearity. The general scheme used for each
gate in our system is depicted in Fig, 1. First the two Dbinary
input 1lines to the gaze are added to yield a single three-level
signal. The value of this 3-level signal (or (N+l}-level signal
for the <case or N-input gates) is then equal to the number of
input lines that are true (i,e., that have a value of 1). This
signal 1is then operated on by a nonlinear function with a
binary-valued output. As will be shown below, any logic
operation can be performed in this manner by choosing the
appropriate nonlinear function. Figure 2 shows the extension of
this method to N-input gates. To implement this scheme
optically, the binary values are represented by intensity levels
with a high intensity level representing a 1 and a low intensity
level representing a 0. The addition is done merely by optically
superimposing the input 1line signals, With a detector that
integrates the signal over the input spot, this has the effect of
adding the intensity levels regardless of the coherence

properties of the light (see section III). In this paper, the

12




term "gate input" will refer to this superimposed signal (i.e.,
the input to the nonlinearity) and the term "input lines” will

refer to the binary inputs before superposition.

Possible choices of the nonlinear functions for some of the
common logic operations are shown 1in Fig. 3. In the case of
2-input gates, there are a total of 16 possible operations, The
operations AND, NAND, OR, NOR, XOR, XNOR, TRUE, and FALSE may be
implemented with this scheme directly (Table la). The remaining
logic functions require the ability to distinguish between the
two input lines A and B. These operations are A, B, A, B, A'B,
A-B, A+B, and A+B. These operations can be implemented with a
single gate by doubling the signal level of one of the input

lines, say, A (Table 1b); this is conceptually equivalent to

using a 3-input gate with A going into two of the input lines.

However, several subsets of the operations which are
realizable with a 2-input gate form logically complete sets,
obviating the need for these asymmetric functions. For example,

all logic operations can be built out of NOR gates.

The nonlinearity required for optical logic may be
implemented with any of a variety of optical devices. Fast
switching times (nsec-psec) may be obtained by using a bistable
optical device (19,20,24,28]. This prospect is discussed in
section VI. While in principle these devices can be built as
two-dimensional spatial light modulators (SLMs), at present they

are not available. Other optically addressed SLMs are presently

13
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available, however. While their characteristically slow response
times may appear to be a major drawback, they provide a practical
means for demonstrating the system concept. The same sequential
optical logic system described and demonstrated here may be used
with other SLMs, including much faster ones, so long as they can
provide a suitable nonlinearity, and satisfy the following
requirements. First, the inputs and outputs of the gates must be
the same wavelength., This eliminates such devices as the Pockels
readout optical modulator (PROM) [9], with which the write
illumination must be a different wavelength than the read
illumination. Second, we assume the device has no memory,
although in some cases devices with memory could also be used.
Finally, we assume here that the gate inputs and outputs appear
on opposite sides of the SLM, although it is worth noting that
with a slight rearrangement of the system components, SLMs with
gate 1inputs and outputs on the same side can also be

accommodated.

Given these requirements, there are still a variety of SLMs
that can be used. The microchannel spatial light modulator [11]
could be used in this system, as could various types of liquid
crystal light valves (LCLVs) [12-14]. For the demonstration of
the system presented in this paper, a Hughes LCLV was used. An
LCLV with liquid crystal molecules exhibiting a uniform parallel
alignment in the off state may be used to implement nonmonotonic
nonlinearities, which are needed for such operations as XOR [14].

In this system, NOR gates were used, and LCLVs with liquid

14




crystal molecules in a variety of configurations can provide the

appropriate nonlinearity. For example, Fig. 4 shows the
steady-state response for an LCLV with a twisted nematic liquid

crystal layer, biased to implement the NOR operation.

The input/output characteristic of an SLM, when used in this
system, essentially serves as an approximation to the
corresponding ideal nonlinearity (e.g., Fig. 3). An important
criteria in determining whether a particular nonlinearity is a
sufficiently accurate approximation, 1is the regeneration or
"restandardization" of the signal level at each pass through a
gate. The general requirement 1i1s that a signal should rnot
degenerate in passing through a large number of gates in series.
Assuming a transition time of zero, the signal level at each pass
through a gate may be read off the SLM input/output curve. If
f(x) represents this curve and x is the signal level at the gate
input, then for the case of a simple inverter, the following

requirement ensures that the signal will not degenerate (Fig. 5):

a, . < kf(x) < b, . for all xe (a,,b.), i=0,1
1-1 1-1 1 i

where k = the gain from the output of one gate to the 1input of
the next and ai<X<bi defines the range of gate input signal
levels interpreted as the discrete level 1i. This can be
generalized to include the other Boolean operations, by defining
output intervals as the (union of the) mapping through f of the
corresponding gate input intervals. One then requires

appropriate combinations of output intervals (i.e., all possible

15




sums of the elements) to map into the corresponding gate input
intervals. The input/output curve of the LCLV used in the
experiment does satisfy these c¢riteria for the NOR and NOT

operations.

III. INTERCONNECTIONS

The previous section dealt with the optical implementation
of logic gates, and 1in this section we address the problem of
interconnecting these gates optically. The general problem is to
be able to implement an arbitrary connection pattern between gate
outputs and gate inputs. Since gate outputs correspond to inputs
of the interconnection system and outputs of the interconnection
system become gate inputs, for the remainder of this section the
words input and output will be wused with respect to the

interconnection system only unless explicitly stated otherwise.

In direct analogy to the use of wires in an electrical
circuit, optical fibers could be used for the interconnections.
Although the 1idea 1is simple when there |is a one-to-one
correspondence between inputs and outputs, the method is less
obvious when there is not. A possible scheme is described here.
Assuming each input illuminates enough fibers, the fibers that
are illuminated by an input, j, that addresses more than one
output can be split up such that an equal number of fibers, Pj,
go to each output. Since all outputs may not have the same

number of fibers, a mask is needed at the input plane, with an
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intensity transmittance at each input that is inversely
proportional to Pj. Alternatively, the same (albeit small,
perhaps) number of fibers could be used to address all outputs, ;
making Pj independent of j. The problem of fabricating fiber
optic bundles for large, arbitrary interconnection patterns,

however, is a serious drawback unless one has an automated system

to do so.

The 1interconnections 1n the system presented here are
implemented with a holographic element instead of the fiber optic
assembly. The holographic element consists of an array of
subholograms in a one-to-one correspondence with the gates, or
pixels of the input array. The interconnection system is shown
schematically in Fig. 6. This is only one of several holographic
systems that could be used to interconnect the gates [27]. In
this system, the 1input array is imaged onto the subhologram
array. The hologram is encoded in the Fourier domain. A Fourier
transform is then taken optically to obtain the output array.
Each subhologram reconstructs a set of dots, one dot for each

' connection to a pixel of the output array. Because of the
Fourier transform relationship, the coherence area of the
illumination at the hologram must be larger than or equal to the
subhologram size. 1If the coherence area is much larger, then
fringe patterns will appear in each pixel in the reconstruction
plane. This occurs when different subholograms, whose separation
is less than the coherence area, reconstruct dots at the same

location in the output array. Spatial averaging over each

17




pixel in the output array then results 1n an effective

intensity summation, as desired for gate inputs (Figs. 1 and 2)}.

This interconnection System 135 essentially a space-variant i
filter, providing a different point spread function for each
input pixel. Because of the Fourier +transform relationship, each
subhologram stores the absolute position of <he output pixels it
addresses. This absolute addressir; ..o-we :mplies the system
does not distinguish between global and local iInterconnections,
but discriminates only on the basis of the pcsition of the output

array pixels, relative to the origin of the output array.

In order to avoid a manufacturing problem similar to that of
the fiber optic system, the hologram .—an be recorded optically

using an automated system under computer contrel [29,30], or can

be generated entirely by computer. In this experiment the
hologram was generated by computer, Many types of
computer~generated Fourier-transform holograms have been

demonstrated [31] and many of them would suffice for this
application. To demonstrate the operation of the sequential
logic system we used a binary version of the hologram proposed by
Lee in 1970 [32] for reasons of simplicity, diffraction
efficiency, and signal-to-noise ratio in the reconstruction [33].
Because of the coding process used in the hologram, the desired
output array appears in the (1,0)-diffracted order in the
reconstruction plane, leaving the spatially inverted (-1,0) order

available for probing the system.

18




The effect of the hologram on the input array may be

represented by the matrix equation

9:

HX

1 (2)

Here I 1s a vector representing the two-dimensional input array,
lexicographically ordered. This input array is actually the gate
output array augmented by the system inputs. Similarly, O 1is a
vector representing the lexicographically ordered output array
(which 1s the gate input array augmented by the system outputs).
Each element of the vector I is binary valued and represents the
signal of the corresponding pixel 1in the input array. Each
element of O 1is a nonnegative integer representing the signal
level of the corresponding output array pixel. This integer 1is
between O and N if the output pixel represents 'a gate with N
input lines, and is binary if the output pixel represents a
system output. M is a matrix representation of the interconnect
pattern - each matrix element mij is nonzero if and only if there
ls a connection between pixel j of the input array and pixel i of
the output array. mij is an integer equal to the signal level

created at output pixel i due to a signal level of 1 at input

pixel j.

Using this notation, the fan-in to gate 1 (or number of
input lines to gate i) is equal to the sum of the elements in row
i of M. The fan-out of gate j (or number of gate input lines,

plus the number of system outputs, that come from the output of

gate j) is equal to the sum of the elements in column j of M.
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The fan-out 1is limited only by such parameters as the power of
the itllumination source, hologram etficiency, and SLM input
sensitivity. The maximum fan-i1n 135 a function of the SLM

intensity input/output characteristic.

With this interconnection technique, the hologram or
equivalently the elements of M, completely define the circuilt.
Within the limit of the number of ga'-s available, any operation
that can be represented by a digital circuit can be implemented
optically with this system by encoding the appropriate

interconnection pattern intc the hologram,

IV. EXPERIMENTAL DEMONSTRATION

For the experimental demonstration of this system, an LCLV

with liquid crystal molecules in a 477 twisted nematic

configuration was used as the SLM. The light valve 1s read out
between crossed polarizes and 1s Dbiased to implement a NOR
operation. Its steady-state input’ output relationship 1s shown
in Fig. 7. This response, together with the attenuation cf the

interconnection system, satisfies the regeneration criteria

stated in Section II.

The gates are i1nterconnected with a binary version of the
Lee (1970) computer-generated hologram [32]}. 1In a Lee hologram,
each complex-valued sample is described by a linear combination
of four real nonnegative numbers. i.e., is decomposed into its

components along each of the four half-axes in the complex plane.

20
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Each cell of the hologram 1is divided into four subcells, one

subcell for each of these four components. One complex-valued
sample 1s taken at the center of each subcell. Stored in each
subcell is the corresponding component of its complex-valued
sample. Because of the locations of these subcells, upon taking

the optical Fourier transform, these four components are added
with the correct phases to obtain the reconstruction in the (1,0)
diffracted order. If the transmittance of the hologram is binary
valued, each subcell actually contains a rectangle whose width is
equal to the subcell width and whose height 1s proportional to

the value of the corresponding sample component (Fig. 8).

For the hologram used in this experiment, the transmittance
1s binary valued and these values are represented by different
optical path lengths, i.e, a phase hologram. If the optical path
lengths differ by a phase of m, the theoretical efficiency of the
hologram 1is four times that of the equivalent absorption hologram
[31]. A possible tradeoff is that the (0,0)-order intensity may

increase by more than a factor of four.

The hologram was written onto pnoto resist via electron-beam
lithography. Surface relief of the photo resist provides the
optical path length difference in the hologram. The
electron-beam machine used has a step size of 0.125 uym and has
written patterns with line widths as small as 0.5 um. It writes
1.024x1.024mm fields and can stitch them together to cover a

maximum area of 102x102mm. The machine provides a far greater




space-bandwidth product than was needed for our test circuit,

Our test circult comprises 16 gates so the hologram
comprises 16 subholograms, which are laid out in a 4 by 4 array.
Each subhologram covers a circular area and has diameter of
1.04mm. Each cell i1s a square v2.5 um on a side, so there are a
maximum of 17 cells (68 subcells!) acrross each subhologram in  the
horizontal direction. Each subcell has a width of approximately
15.6 um, or 125 steps of the elecrron-heam system, and has a
height of 500 steps; both dimens.ons have more steps than
were needed. 251 guantizar:ion levels were used for each subcell

sample, keeping the apertures centered 1n each subcell.

c N

Figure 9 shows pictures i one  sublologram,  taken with a
scanning elecrtron micros:Iope. Figure Sa shows the entire
subhologram. The rectangles are pits, the exteriors of which are
photo resist, and the interiors of which are Just glass
substrate, Figure 9b shaws 3 close-up of the top edges of two
rectangles. The rectangle interiors {(no photo resist) are
located below these edges. The thickness of the photo resist is
1.25 um and the edges are inclined at approximately 32° with
respect to the substrate normal. The pictures reveal that the
photo resist is slightly rough near the edges but is otherwise
quite smooth (except for an occasional defect). Defects are
apparent on the glass but are too small to affect the optical

quality. Line widths down to approximately 1 uym were obtained.
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Defining efficiency as the power in the desired
reconstruction pixels due to one subhologram divided by the power
incident on that subhologram, the maximum efficiency over all

subholograms was measured to be 5%. The efficiencies of the

other subholograms were intentionally reduced in order to

normalize the intensities in the reconstruction plane. This
measurement was taken wusing an illumination wavelength of
514.5 nm, the wavelength wused 1in the sequential logic system,
This is close to the optimum wavelength for this hologram. Aside
from efficiency, we must consider the noise appearing in the
desired reconstruction order, of which there are three sources:
(1) the encoding process used to represent the complex-valued
function on the hologram, (2) scattering from the photoresist and
glass substrate, and (3) the tail of the (0,0) order. The
pictures of Fig. 9 indicate that the contribution due to
scattering should be small, and this is verified by experiment.

The effect of the (0,0) order could be substantial with a phase

hologram, but can be filtered out spatially if the location of
the limiting aperture is chosen appropriately. This leaves the
encoding process as the major source of noise. The effect of the
encoding process on noise is discussed in [33,34]. For the case
of an interconnection hologram, we can define the signal-to-noise
ratio in each reconstruction pixel as the ratio of the power in
the reconstruction pixel when it represents a maximum signal
level, to the maximum power in the same reconstruction pixel when

it represents a signal level of 0. Measurements on our test
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holog-am indicate a typical signal-to-noise ratio of

approximately 60.

A diagram of the main components of the sequential logic
system is shown in Fig. 10. An expanded Ar laser beam is
incident on the readout side of the LCLV (gate output plane). It
1s reflected off the internal mirror of the LCLV and 1s imaged
from the liquid crystal {gate output) plane to the hologram via
L. The 1liquid crystal plane 1is situated- between crossed
polarizers. The Fourier transform of the field transmitted by
the hologram appears at the write side of the LCLV (gate 1input
plane) via L5 The phase of the illumination at the gate 1input
plane 1s not correct, but only the intensity is of interest,
Note that the Fourier transform relationship provides for
complete regeneration of spot location during each pass through
the feedback loop. In addition, since the subholograms are nct
contiguous, a mask is effectively incorporated into the hologram.

This provides regeneration of the size and shape of each pixel,

and also facilitates alignment.

A diffuser is placed just in front of the LCLV gate input
plane in order to average over the fringe patterns mentioned in
Section I1I. This is not necessary when the pixels are small
enough for the fringe patterns to be beyond the resolution limit
of the device. Since a phase hologram was used and the effects
of the (0,0) diffracted order were of concern, an aperture was

used as a spatial filter at P, to filter out diffraction effects
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from the 1limiting aperture. The (-1,0) diffracted order in the
hologram reconstruction can be used to monitor the gate inputs
during system operation. The gate outputs can also be probed by

using a reflection off of the analyzer or the hologram.

For purposes of demonstration, a test circuit needs to be
chosen. A gate may be used in two different classes of circuits:
{1) with feedback, e.g., to achieve oscillation or to achieve
memory, or (2) with no feedback. A test circuit was chosen that
includes both <classes (Fig. 11) and a hologram with t he
appropriate interconnection pattern was then generated (Fig. 12).
The test circuit 1ncludes a synchronous master-slave flip-flop
and a driving clock. The clock circuit is a ring oscillator
consisting of an odd number of inverters. Clock «circuits with
three gates and with five gates have been implemented. The
flip-flop functions as a frequency divider and outputs a signal
whose frequency is half that of the clock and whose duty cycle is
close to 50%. The outputs of some of the gates in the test

circuit are shown in Figs. 13-14. A discussion of them follows.

V. DISCUSSION OF RESULTS

The clock circuit, consisting of five gates 1in a feedback
loop, will be considered first. The phase delay of the signal in
passing through one gate is expected to be 180° (for 1inverting
gates) plus an additional 369+72°n, n=integer, to insure that the

total delay through all 5 gates is a multiple of 360°. The phase
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delay in passing through gate 12 is measured to be 216° (Fig. 13)

within experimental error. The frequency of oscillation was
2.65 Hz. (Speed is device-dependent and is discussed in sections
Il and VI). An oscillator has also been constructed out of 3
gates, in which case the expected phase delay through each is
240°+120°n, and was measured to be close to 2400. Although
nonuniformities across the spatial extent of the LCLV caused
variations in characteristics from one gate to another yielding a
slightly different phase delay through each gate, the sum of the

3 phase delays was 720° to within the accuracy  of the

measurement, as expected.

The frequency of oscillation of the c<¢lock circuit can be
changed by changing the number of gates in the feedback loop.
The five-gate <clock circuit oscillated at a frequency of
2.64+0.07 Hz (measurement error). If we assume the temporal
behavior of the LCLV can be modeled by a simple RC circuit, the
above measurement implies that the three-gate <clock should
oscillate at a frequency of 6.32 Hz. We observed 6.40+0.12 Hz.
No attempt to measure the frequency stability was made. The
system did, however, sustain oscillations for periods lasting
eight hours. Given the number of gates in the clock circuit, the
frequency of oscillation is determined solely by the temporal
characteristics of the LCLV, For suffictiently fast SLMs, the
optical path length of the interconnection system will also have

an effect.
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Measurements we have taken indicate that the LCLV response

time 1is limited by the photoconductor and that the response time

p— e e

of the liquid crystal is much faster [14]. Improvements in LCLV
photoconductor response times [35] should yield higher clock

frequencies. Use of optical bistable devices could improve clock

frequencies by many orders of magnitude (see Section VI).

The test circuit (which has five gates in its clock circuit)

! . .

. functions correctly. The output waveforms (Fig., 13-14) are not

i expected to be square, The gates are operating near their
maximum speed, so their rise and fall times are substantial in’

comparison with their pulse widths. With one minor exception,

all gates in the test circuit output the expected waveforms. The

exception is that the pulse widths of the outputs of gates 5 and
6 are less than those of the outputs of gates 1 and 2. They were
expected to be the same. This 1is a result of unequal

interconnection losses among different gates in the clock circuit

(due to an error in the hologram), which caused gate 1l to output

larger pulse widths than gate 12.

VIi. DEVICE LIMITATIONS

We have mentioned in section II the possibility of using
much faster devices in place of the LCLV, for example an optical
bistable device. We must consider the potentials and limitations
involved in using such devices as optical logic gates, as well as

how they might compare with their electrical counterparts. A
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number of people have studied this subject [36-43].

A very important consideration is power dissipation of these
devices. This takes the form of heat which must be removed from
the device to keep 1its temperature within operating bounds.
Earlier works have indicated that optical logic gates may suffer
from a higher power dissipation than electronic gates, and in
particular noted the unfavorabple trend on fundamental limits in
optical logic of increasing power dissipation with decreasing

delay time, versus a fundamental limit of power dissipation that

is independent of delay time 1in the case of semiconductor

electronic devices [37,38]. More recently it has become evident
that most of the power dissipation in a practical integrated
circutt is due to  the orn-chip interconnections instead of the
transistors themselves, and that the lower limit on this power
dissipation also increases with decreasing delay time (41]. his
limit is essentially the same, when plotted on a power vs. delay
time graph, as the lower limit on power of an optical switching
device using an absorprtive nonlinearity given in {42].
Furthermore, the limit on power in the case of an optical switch
using a reactive nonlinearity increases more slowly (than the
optical absorptive and electrical cases) with decreasing delay,
although its power level is higher in the region of common delay
times (>1 psec). While lowering the operating temperature of
semiconductor logic will lower its power dissipation limit to a
point [(41], wuse of an optical resonator can, in some cases,

reduce the limits on the power dissipation of the optical switch
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(42,43]. Finally, we point out that 1n the optical case much of

the power can potentially be dissipated external to the device,
permitting the operation of switches at significantly higher

power levels than would otherwise be possible.

While these fundamental limits on optical switches can be
approached with known materials [42], significant prcgress, some
of a relatively fundamental nature, would have to be made for
these switching devices to become competitive with electronis
(42,43]. Optical gates will not replace electronic gates for use
in general-purpose computers in the near future, but their use in
an optical special-purpose computer could permit the realization
of a number of architectural advantages over semiconductor
electronics (27]. These advantages include parallel
input-output, global as well as local interconnections, and the
implementation of interconnection-intensive circuits and
processors without reducing the active device area available for

gates.

CONCLUSIONS

In conclusion, we have presented an all optical sequential
logic system, It is all optical in that every signal is
represented optically, and it 1is sequential in that it can
include memory elements and clocks. We demonstrated the
operation of the system using a test «circuit consisting of a

synchronous master-slave flip-flop and its driving clock. The
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circu:t functioned properly and the output of each gate was as

expected, for the given i1nrercornecrion hologram,

On this system, any Jdig:ral circuit can be implemented, up to

limitations in the total number f gatres. The circuit is encoded

1n the hologram. Since the hologram represents a fixed
interconnection pattern, the circuilt or processor 1S not
reconfigurable in real time. This does not eliminate the

possibility of software control however, as can be seen by noting
that the interconnections bhetween gates 1 a general-purpose
electronic computer are also  fixed. As 1n an electronic
sequential circuit, sottware control 1s obtained by changing the

inputs to appropriate control lines.

The speed of operar:un  of  the processor depends on the
device. While an LCLV was wused to demonstrate the system
concept, much faster SLMs 11 the same system will yield much
faster processors. Recent progress 1n  optical bistability

provides hope for an ex-remely fast optical logic system.

Py

The maximum number ot gates that can be implemented 1is
limited by the space-bandwidrh product of the hologram. However,
this restriction <can be alleviated by using a different

interconnection technique [27].

Aside from the question of speed and number of gates, this
optical system has some architectural advantages over

conventional digital electronic systems. First, parallel inputs
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(and outputs) can easily be incorporated into the system. This

permits large amounts of parallel data to be input to and output
from the system, alleviating the pin-out constraints found in
semiconductor electronics. Second, communication intensive
operations may be performed easily with the optical system. And
finally, the optical system cannot tell the difference between
global and local interconnections. It 1s the lack of these
features that is becoming a substantial limiting factor in the
design and development of state-of-the-art semiconductor
electronic systems. These points are treated more fully in the

subsequent paper [27].
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Fig. 1. Implementation of a logic gate.




r S

‘sajebh 3ndur-N 03 T °‘LTJ JO uoT3eZITRIBUED 7 *b1a

mSaz_ ¢
AYVNIE A

N 1NdN!

37

1Nd1iNno
<— ALIYVINITINON

AHVNIg

Z 1NdNI
b LNdN!




s e st 5 A

- (9SED YONY @Yl UT usad aq 03 paunsse ST N) s23eb 3jndur-N (D) :sa3eb Andut-z (Q)

‘sazef 3ndut-1 (e) °suorzeirsado OTHOT JO uoT3IEUSWSTAWT 103 SBTITIVSBUTITUON "¢ ‘bt

. (2) " (q) :
AJ o cse ey N_ —. — O Am m O |
||_ YONX :
b } |
1n0 1no ,
NI NI
< ave = A 0 <% 0
HON
] b
Y 10 1no
NI N 2 b NI 2 b .
R o I I 0 e T )
ONVN
b v
LNO VY 1no
o,
<= 0
1ON
}
1N0

S e ———— - e

TPt b ST o) e g . Ot e 1




‘uotzexado YON !
ay3 usweTdwTt 03 pasn 9TIsTI®IoeIRys Indano/ndut ATDT

‘y b1a

O 2 LNdNI |
O + 1NdNI

0

39

(LNd1NO)
oawxm

Y




¥ 1
Jo bo a, X

Fig. 5. Gate output, y., vs. gate input, x, for an
inverter that satisfies the regeneration
criterion. The shaded region shows the
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|
.‘ Inout Gate ,

Lines  Input Qutputs
A B (A+B)  AND  NAND  OR  NOR  XOR  XNOR  TRUE  FALSE
0 0 0 0 ] 0 1 0 1 1 0
0 1 1 0 1 1 0 1 0 1 0
1 0 ] 0 1 1 0 1 0 1 0

1‘ 11 2 1 0 1 0 0 1 ] 0

| (a)

% Input Gate

i Lines Input Qutputs

§ A B (2A8) A B A B oAb AB AB A
0 0 0 0 0 1 1 0 0 1 1
01 1 0 1 1 0 0 1 0 1
1 0 2 ] 0 0 1 1 0 1 0
11 3 1 1 J 0 0 0 1 1

j
|
|
;

Table 1. The desired values of the nonlinearity for
the 16 possible logic operations on two binary
inputs. Also listed are the gate inputs. The
inputs to the adder are A and B in (a), and are
2A and B in (b).
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Abstract

A general technique {s described for
ieplementing  sequential loglc circults optfcally.
Thie system consists of a nonltnear transducer
which vrovides a two-dierensional array of gates
and one cr esoere  computer generated holograms
{CGHs) to interconnect the gates., The limitations
on the number of gates which can be {mplemented in
an optical systema Is affected by the
interconnection method. LB describe three

. interconnection pethods and their respective
liritations. One method, which {s a hybrid of
space-variant and space-invarfant CGH elements,
provides high gdate denslties and high
gale~utillcation rates.

1. Introduction

There has recently been caonsiderable research
iIn optical systems for parallel digital computing
with applications {n signal processing. The
advantages of optical and  hybrid optical-
electronic systems for high throughput, parallel
culti-dimensional processing on signals with large
time-hendWidth and space-bandwidth products are
weil  known, Kearly all of these systers to date
are baslically analog and have =severe limitations
in accuracy, progracmability and flexibflity fn
comperison to electronic digital systess.

Our recent research has concentrated on
opticai combinalorial and sequentiai logic systems
for parallel digital processing. Some of this
work has Included parallel A/D conversion (1) and
two different ifmplesentations of optical
coabinatorial 1logic (2], [3]}. More recently, we
have faplerented a paraliel optical sequential
logic efrcuit {ncluding a clock and a master-slave

f1ip-flop used as a frequency divider [4]. The.

vain components of the sequential loglc system are
a nonlinear spatial light modulator (SLM) (ldeally
having a threshold or bistable response function)
and a computer generated hologram (CGH) used as a
beamsteering element for Interconnections. The
SLH functions as a two-dimens!ional array of
Independent 1logic galtes, and the CGH (or set of
them) contains a two-dimensfonal array of
subholograms that Interconnect the gates to form a
circuit. In the current system the nonlinear
vlement is a Hughes liquid crystal light valve
(LCLV) with a 45 degrec twisted orientation of the
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nematic 1liquid crystal molecules {5]. Although a
major limitallon of this currenl SLM js {ts slow
responsc  time (10-100 =ms), we feel that recent
{mprovements in both LCLV technology [6) and the
exploration of  new Ltechnologles such as
all-optical bistability (71, (8} will
significantly improve this. We will not directly
consider the question of device speed in this

paper.

The main ewphasis In this paper iIs on
processor architectures for optical sequential
logic. Section 2 of thls paper briefly reviews
the fundamentals of optical sequential logic.
Sections 3 through 5 describe details of CGHs used

as {nterconnection elements. Two basic
interconnection nethods, space-varjant anA
space-invariant are described. The main

lirftation on the npumber of gates is due to
space-bandwidth limitatfons of the CCH and SLM. A
hybrid interconnection system having both
space-variant and space-fnvariant elements is
described In Section 5, and various iypes of
processors tLthat utilize each type of architecture
are described.

2. Fundamentals of 2-D Optical
Sequential Logic

In order to implement any logic system, we
require two fundarental elements: a nonlinear
device to provide the gate function or basic
combinatorial operations and an interconnection
element (Fig. 1). Furthermore, {f we want to
provide for sequential logic, the interconnection
path sust include feedback paths for generating
clock signals and for obtalning memory eleaments.
The introduction of feedback and of timing signals
nakes this work significantly different froa
previous work with combinatorifal 1logic {2), (3]
because the dynamic behavior of the nonlinear
device now plays a critical role f{n the operation
of the circult.

We use the Hughes LCLV as the nonlinear
component, although other nonlinear devices could
also he used. This device produces a pointwise
nonlinear behavior which can to some extent be
modified, and in particular can take a shape
adequate for our present needs. For example,
Fig. 2 depicis a response functfon for a U5 degree
tuisted nematic device operated in the backslope




rode.  We have used the device {n this mode to
fepleaent  the KNOR function. I we consider the

total dnpet te the devtee oan the sam ol twe binary
fnputs, the vutput will e g binary vejued NOR of
the inputs. Other binary uperaticns can e

performed by allering the characsteristic curve of
the device {2]. The puossible  inpet and output
values are tndicated tn Fig. 2.

The parallelism in the systea {s evident in
tho tact that the nonlinearity is applled

simultonecusly to all points on the device. Thus
vach resclution element or pixel on the light
valve acts as  an tndependent gate. Using

resotution figures Qu-ted for current SLMs [5],
arrays of 10 °-10" plxels can be anticipated.

The remaining problem i= how Lo interconnect
the gates. Although several technlques are
possitile, CGH elements seen Lo offer the Dbest
solutfon. By using CUH elemenis in an optical
feedback systen, the output from any gate can be
¢irected to the fnput of any other gate or
combinatian of gates. Gfiven that CUH  components
are to be used f{or interconnecticns, there are
still a multitude of possible systens for
achieving the desired circuit. In the following
seetions we describe three basic 1nterconnection
methods. Naturally, edch method cffers certain
design  tradeoft's and limitations. It is the
purpose of this paper to examine those tradeoffs
and describe how they affert systeo design.

3. Space-varfant Interconnection Method

The most general Interconnection system s
ofir  in which any gate output can be connected to
the Input of any gate or comtfination ot gates. If
we think of the interconnectfon scheme as imaging
the gate output array plane onto the gate input
array plane, this approach represents a
spmce-variant fmaging systea. The "image" of a
Kte output consists of a collection of spots (the
iepulsc response of the system for that particular
paint) which f{lluminate the appropriate gate
inputs, and form the circuit {nterconnections.
Because each object point (gate output) sees a
different {mpulse response (interconnection
pattern} this represents a general space-variant
system. A space-variant systen has been bullt to
desonstrate the concept of sequential optical
logic. The demonstration clircuit which was
implemented coamprises a ring oscillator which
generates a clock signal and a master-slave
flip~-flop which 1s driven by the clock. This
system is operational and {s described in another
paper [4].

A schemat{c dlagranm of the optical systen
used for the space-varfant interconnections s
shownt in Fig. 3. First, the gate outputs are
{maged onto the Interconnectlion hologran. This
CGH consists of an array of subholograms, one
subhologram for each gate. When Illuminated by
{ts corresponding gate output, a subhologran will
reconstruct an {mage on the "write" side, or gate
irnput side, of the light valve. The reconstructed
isages are simple dot patterns, each bright dot
{lluminating a  gate input. Since the
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Fig. 1. Functional block diagram of sequential
optical logic.
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Flg. 2. LCLV input/output characteristic.
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Fig. 3. Space-variant interconnection system.
In general the hologram produces
multiple diffraction orders, only one of
which {s used.

reconstructed images can be designed to {lluminate
any combination of gate inputs, arbitrary
interconnections are possible. As shown in
Fig. 3, the desired interconnections are formed in
one particular diffraction order. Typically, a
conjugate fmage will also be produced, in which
case {L can be used to probe the system without
affecting system operation or to access the systenm
outputs.

While this interconnection scheme allows
complete generality, a price is paid in terms of
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the Space-bands ity cegquirement o the CuH. fet

Lheve Lo an NN grray o subbclegrans on the CUGH
and at NaN array - ¢ eates on e Hipght valve.
Lach subhologran mast | have e Capability cof

addressing any of the N gote inputs. The number
of  addressable points In the reconstruction of a

subhologran Is  equal to the  number of
conplex-valued sacple points in the subhologran,
assuming a Fourier hologran. Thus the actual

Space-bandwidth product (SBWP) of each subhologran
is

BN (1)

where pf iIs the nurber of resolution elements in
the holograr used to represent one complex-valued
sample and q- {s a Tactor representing the amount
of oversampling i{n the hclogran plane. Generally
p- >) because the corplex sample values must be
encoded into the hologram, e.g., as real values.
Also we generally have g->! to avoid crosstalk.
These problens are discussed further below.

The entire interconnection hclogran consists
of N subhologracs, one for each gate. Thus the
total SBWP of the hologram is S, where

S S A (2)
Because Sy N], w¢ expect that the hologram SBWP,
S;, will quickly become the limiting factor as N
increases. We will verify that below, but first
we need to study the crosstalk in the gate-input
flane to get a feeling for the expected values of
Q- .

The crosstalk can be represented by ~ , the
ratio between rfgate inputs of the worst-case
(largest) “"zero" value, +9 s and the worst-case
(smallest) "one" value, i

AT I (3)
0 1

We require <1 in order to distinguish all
possible zero and one states. Assume that the
intensity profile of a single gate input
reconstructed  fron a subhologran is F(x,y). (The
re~nnstruction of 4 subhologran can be represented
by a set of Dirac delta functions (one for each
addressed gate input) convolved with the Fourfer
transforn, W(x,y), of the aperture function of the
subhologran. Then F(x,y) = IW(x,y)I°.) Thus the
worst-case "one" value is the integral of F over
the defined area, a, of the gate input

;l = SS Fix,v) dxdy (4)
d

The worst-case zero level occurs when all gates
have their maximun input levels except for the
gate in question which has a zero input level. If
each gate bhas o inputs (a fan-in of m) and gates
are contiguous, then the worst-case zero can be
shown to be

Pyt '.-UA Foy) dady - H.\,\-)(hd)J (5)

a
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where A 15 the area of  the entire gale  array.
This assumes Lhat the spatially integrated sum of
gete  fnputs  from different subholoframs is

effectively an  incoherent sun. Note trat such

inputs may actually add coherently in which case
they  produce interference fringes. spatial
integration over these fringes resul's in an
effective {ncoherent summation. Simflarly, the
above equation assumes that the gate inputs
reconstructed from a single subhologram also can
be modeled as adding Incoherently. This will be
essentially true If a pseudorandom phase is

applied to the m distinct gate inputs. Combining
the above equations we get
v RU/E-D (6)

where E, is the fraction of the single-gate input
Intensity profile which falls within the defined
area of that gate

Y” : jj!(x,v) dxdv/.L[F(x.y) dxdv (7)
«d "

If we define a&a; as the minimum gatc area
determined by the Nyquist theorem and the
subhologram area, then

EERR A P (8)

with q) being the oversampling factor as defined
abave. Obviously, as q Increases, £, approaches
unity and 1 approaches zero.

We now consider an exanmple. If we wuse =2
triangle functfon In x and {n y for the apertur
(window) function of each subhologram, then it.
Fourier transform is a two-dimensfonal sinc-
function, and

F(x,v) = Qincq(x/?)ujnca(y/i) (9)

Choosing q=2 yields a crosstalk a=(0.11)m, so that
3-input gates cause a crosstalk of 0.33. Thus for
NOR gates the thresholding of the nonlinear device
can be performed anywhere between relative input
levels of 0.33 and 1.0. In this case the sampling
rate Is twice the Nyquist rate. Increasing g
permits a larger fan-in, e.g., q:=3 implies
0=(.0082)m and a crosstalk of 0.32 pernits
4o-input gates to be used. Also note that the use
of a more appropriate aperture functfon could
permit smaller values of q.

In order to estimate the SBWP that can be
written onto a CGH, we assume the CGH {s wrftten
using electron-beam lithography, as was the case
for the experimental demonstration of the optical
logic system (#]. This electron-beam system has
written 1linewidths down to 0.5 um, and has a
maximum file sjize of 1.024 mm on a side. Files
can be stitched together to yfeld a maximum size
of 10 cm on a side. If we minimize the stitch
error by making the file boundaries cofncfdent
with subhologram boundaries, a SBWP of 4x10'0 s
attainable.
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The hologran coding parameter p, defined in
Fq. 1, Tor the case of & Burckhard! hosogran (97,
has a mintoua value of 3, assuming  square  ceils.
Having found that q will typically be in the range
of -3, we conclude that the maximun  feasible
number  of  gates corresponds to a value of pg on
the order of 10. Fren £q. 2 and the above SEWP,
we find that the gate array dimension is NxN where

N oo oo (10)

for space-variant interconnections. Because this
{s less than the SBWP capabilities of some spatial
light modulaters, the CGH is the limiting elerment.

Since the space-variant systen  allows
arbitrary interconnections, the only other
possible limftation con the circuits that can be
fmplemented is the requirement that all gates nust
perforn the same binary operation, e.g., NOR in
this case. However, since all the Boolean
operations may be constructed out of NOR gates,
this does not 1ioft the types of processing
operations that can be pertformed. Another feature
i{s that circuits with any degree of inherent
parallelism, or lack thereof, can be Implemented
with approxinately equal ease.

4. Space-invariant Interconnection Method

If one {s willing to compromise on tLhe
arbltrariness of the gate Interconnections, a
substantial increase in the possible number of
gates results. The extreme case is a totally
space-invar{ant interconnectfon. This is the idea
behind t(ne processor suggested by Huang [10].
Here we extend this concept to include sequential
circuits. This {nterconnection method is
feplemented optically by an {maging systen with a
space-{nvarfant filter, using one sinple hologram
for the entire circuit (Fig. 4). The filter has
an impulse response consisting of a series of
spots which {llumi{nate the appropriate gate inputs
as in the space-variant case. However, in this
case, the impulse response (interconnection
pattern) {s the same for every gate output, and
the gate {nputs are addressed relative tao the
position of the gate output. The space-variant
sethod worked on the basis of absolute addressing.

An exagple of a space-invariant
Interconnection pattern 1s shown in Fig. 5. Etach
dot in the figure represents a (NOR) gate, and
each arrow represents an interconnection fron the
output of one gate (dot) to the Input of another.
Each gate s considered Lo have one additional,
unconnected {nput for an enable/disable signal. A
particular circuit is {mplemented by disabling the
appropriate gates. In the NCR case, a gate |is
disabled by projecting 1light onto it (i.e.,
putting a 1 onto the unconnected input). With the
illustrated Interconnection pattern it is possible
to transfer data {n various directions without
getting unintended feedback 1loops. The mnajor
linftatfon of this interconnection method {s that
the implementation of many circuits will require a
large number of gates to be disabled. Obviously,
circuits with very regular interconnections can
utilize the gates more efficiently than ({rregular
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curcults.

Since the helographic element used n oS
interconnection system is simple, a very jarye
number of gates can bhe interconnected. Fven
allowing the PSF to sfaultanecusly address any sct
of points in the array, the SBWP required of the
nologran 1is of order p-q N (see &q. ' apove).
Thus {f the full SBWP available with the gcg ccld
be exploited {in this system and if p-q 100
approximately ux10° gates could be Interconnected.
The lologram for this system could also be
recorded optically. In either case, the number of
gates with the space-invariant Interconnectfon
method !{s limited by the SBWP of the spatial lignt
modulator.

As mentioned above, the method of disabling
gates to Implement circuitls decreases the number
of gates that are actually used, and Lherefore
severcly restricts the types of operations that
can be performed efficiently. It also adds a
degree of complexity to the system. FMowever, this
rethod of optically disabling gates alsc provides
a potential advantage -~ ([t provides 2 means of
easily "re-wiring" the system in real time by
changing the disable signals. This could offer
considerable flexibility in making an adaptive
system.

GATE HOLOGRAM

OUTPUT -

ARRAY GATE
INPUT
ARRAY

Fig. 4. Space-invariant interconnection system.

Fig. 5. An example of a space-invar{ant
interconnection network. Nodes
represent gates and arrows are the
(optical) inlerconnections.

5. Hybrid Tnterconnection Melhod

At this point we have seen Lwo approaches to
interconnecting gales. In the space-invariant
case there {s only one Interconnection pattern
which 1s applied to all gates whereas in the



nurber of distinct

spave-variant case the
interconnection patterns is in general equal to

the number of gates. These two  approaches
represent  the extreme cases in terms of the
space-bandwidth requirements they place upon the
CGH element. The ‘radeoffs between these two is
fncreased flexibilily at the cost of {ncreased
hologram complexilty. Since the space-invariant
case generally suffers fron Inefficient gate
utilization and the space-varfant system Iis
lizfted by the holograa to the number of gates it
can address, it is worthwhile considering if there
{s a combination of techniques which can achieve
high gate wutilizatlon efficiency and at the same
time be limjited in gate count only by the
space-bandwidth product limitations of the spatial
light modulator.

Our approach to this has been to consider a
hybrid system which combines space-variant and
space-invariant interconnections. The idea is to
define a finite number, M, of distinct
fnterconnection patterns. We then assemble our
circuit using only these H interconnection
patterns. If the total nusber of gates is N2 we
assure

l«(M((NZ (11)

so that this system Is truly intermediate Dbetween
the space-variant and space-invariant cases. If M
is large, we anticipate that we have almost
complete flexibility in designing our circult.

The optical {mplementation of this system is
schekatically diagrasmed in Flg. 6. Here the gate
output array is Imaged onto a space-variant filter
elepent as in Fig. 3. The purpose of this element
{s to deflect the light from each gate output
through one of M subholograms in the second CCH
elemsent (Fig. 6). These subholograms act as
space - invariant filter elements which produce the
M different interconnection patterns in the gate
input plane.

Although the space-variant element would
appear to have the same space-bandwidth
limitations as in the simple space-variant case,
we note that the SBWP of each subhologram in this
plane is now of order M rather than of order N°.
Thus the total SBWP requiresent in this element is
auch less than in the previous space-variant case.
The holograms in the space-invariant element
generally have a relatively low SBWP.

The SBWP, Sg , of a subhologras in the first
hologras, H,, is 1
22
551 P (12)
where M is the nusber of subholograms in, the
second (space-invariant) hologram, H,, and p} and
q] represent coding and oversanplfng factors,
respectively, as in the space-variant
interconnection section. Similarly, the SBWP of a
subholograa of H, is, in the worst case,
2 2.2
S52 P,a,N (13)

where N':znumber of gates. This worst case allows
the H, subhologram to address any n gates in the
array. If the gates it addresses are loucalized,
f.e., are all rontafned {n the same¢ portion of the
array, then its SBWP can be significantly reduced
by the introduction of a_carrier frequency (16].
Since H | consists of N2 subholograms and H
consists of M subholograms, their total SBWPs are
given by

. 22,2 y

55 ° plaimy’ 550 pyamn? (14)
and here, again, ST, is a worst-case estimate. If
we assume both hofograns are written in the same
wanner, then ST,= St,= S and P, =Py = P fron
which it follows thag Q1 = Q2 = q, thus

22,2
Sp = P g MNT. (15)

As {n the space-variant case, we need to analyze
the crosstalk in order to estimate q.
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Fig. 6. Hybrid interconnection system. The
first holgoram is a space-variant
elesent as In Fig. 3. The second
element is an array of space-invariant
filters.

For the hybrid interconnection scheme, two
sources of crosstalk exist. Inter-pixel crosstalk
occurs between pixels in the gate-input plane, and
is analogous to the crosstalk treated in the
space-variant interconnections section.
Inter-hologram crosstalk occurs between
subholograms in the second hologram and also
contributes to noise in the gate-input plane. (We
assume neglible crosstalk at the first holograa
because it 1s {n the {mage plane of the gate
output array.)

The inter-pixel crosstalk is cospletely
analogous to the crosstalk in the space-variant
interconnection case when applied to H,; and the
gate-input array, and the same equations apply.

In order to analyze the inter-holograa
crosstalk, we have to find the effect of this
crosstalk in the gate input plane. Ve assume that
each H, subhologram addresses only one H)

subhologram. Through a given H, subhologras k,
there are only n subholograss of H) that can
address a given gate input o, where n, {s the
fan-out of subhologram k. Any wunintentional
fllupination of k from one of these H;
subholograms will contribute crosstalk to gate .




{input to | then

The worst-case (maximum) zero
occurs  when all n, of these Hyp sublivlugrams
fllurtnate the nsarest -neaghbor subholugrams of k.
We  thea sun this result over all H), subholograms
k, Lo oblain the worst-case zero-level input,

™M
!U . [ }:, nk] SSF.(!.\') dxdyv (16)
kel oy

where g(x,y) is the intensity profile in the
Ho-plane due to the illumination of one H,
subholograa by one H), subhologram and {s analogous
to F(x,y) in our previous derivation. vuvyy IS a
nearest-neighbor subhologram to the {lluminated H,
subhologram. The coefficient is the total fan-out
of the H; array, and {s equal to nM, where n |is
the mean fan-out over the H» array. All additions
here are incoherent because we are effectively
averaging over fringe patterns again. The worst
case one-level Input Is simply the integral of
g(x,y) over the fllumfnated subhologram v, so the

inter-holograa crosstalk Sy is

. nM 'J-J.,'(x,y) dxdy
CNN

)

a, =

P . (n
H !1 j]-n(x.y) dxdy

Now we look at an example. Again taking a
two-dimensjonal triangle function as the
subhologram aperture function in the Hy plane,

g{x,y) 1n the H, plane is given by F(x,y) of
Eq. 9. WNow the intensity profile ¥#(x.y) {in the
gate Input plane 1s the squared smodulus of the

convolution of this triangle aperture [unction
with Lthe sinc function resulting from the rect
aperture function in the H, plane. Taking for

example q=3, the total crosstalk, ., given by the
sum of the inter-pixel crosstalk yp, from Eq. 6,
and the inter-hologram crosstalk ay, from Eq. 17,
is

2 - a_ + 1

p y o m(-0025) 4 aM(.001H) (18)

where m {s the fan-in to each gate. For example,
1f B-input gates are used and we allow a = .50, we
can have 950 different interconnection patterns
with an average fan-out of 5.2. These numbers are
strongly dependent on the aperture function used.
Since no attespt to optimize the aperture function
was made, one can expect a significant improvement
in these numbers by using a more appropriate
aperture function.

Thus, as In the space-varfant case, we
cnnclude that the wmaximum number of gates
carresponds to a value of pq on the order of 10.
Again using St =421010, from Eq. 15 we get

> 4x10®
and thus for M =50 different {nterconnection
patterns, we get on the order of 10 gates, or an
NaN array with
N = 2,000-3,000

which is above the SBWP capabilities of presently
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available spatial light modulators.

In order Lo teplement an arbitrary clrcuit
with the hybrid {nterconnectfon method, the M
fnterconnection patterns may be considered to be a
basis set from which one constructs the desired
interconnections. With a large enough M, any
circuit can be fmplemented. However, the
potential of this architecture can be exploited
more fully by isplementing circuits with a high
degree of regularity or symmetry. Examples
include parallel arrays such as systolic arrays
and cellular automata. The principle motivation
behind the systolic array concept is the adaption
to the limitations of VLSI structures.

A more appropriate application of our hybrid
interconnection scheme is that of cellular logic
arrays. A conceptual diagram of such an array is
shown in Fig. 7. Each block represents a cell, or
processing element, made up of a number of gates
connected in some arbitrary manner. Each block

way be idertical to the others or different,
although the wore similarities there are between
blocks, the fewer interconnection patterns are
needed. The connections between blocks will

typically be space-invariant. Although the figure
depicts only nearest-neighbor connections between
blocks, wmuch more complicated inLerconnection
patterns, without regard to the physical distance
between connected blocks, may be made almost as
easily. Thus we have a cellular logic machine
with global, as well as local, interconnections.
Of course, if the cellular logic machine is used
for lmage processing, we have the additional
advantage of not requiring electronic-optical
conversions on the inputs and outputs.

Lo

P

.
N .
N .

A cellular logic array as an example of
the use of the hybrid interconnection
system of Fig. 6. Connections within
each block are space-variant, and
connections between blocks are
space-invariant.

Fig. 7.

This concept may also be applied to
computational algorithms that require global
interconnectfons, which are often difficult or
fnefficient to {wmplement using VLSI. In this
case, the blocks In the figure are often
identical, but the Interconnections between the
blocks are space-variant. Frequently, however, as
fn the case of the fast Fourfer transform
algorithm, for example, there {s still a high

ey




degree of symmetry among the connections between
blocks. Thus this class of algorithms {s also
particularly well-suited to the hybrid
interconnection schene.

6. Conclusion

We have described some of the architecture
and design considerations which affect the
implementation of sequential logic in an optical
system.

wWhereas {n VLSI systems, communication costs
are tre wmajor linmiting design factor, in the
optical system, the communication costs are much
less severe. Thus many architectures which may be
{mpractical in VLS! due to communication problems,
may be easily implemented in an optical systen.

The interconnection network can be produced
fn several different ways. We discussed three
ways: a space-variant technique which allows
arbitrary interconnections but is limited by the
SBWP of the CGH; a space-invariant system which
requires only simpie CGH elements but suffers from
low gate-ulilization rates; and a hybrid of these
two techniques which provides large gate counts
with high gate-utilization rates.

The major limitations of the system at this
point relate to the device used as a gate array.
In particular, the speecd of current devices is a
ma jor bottleneck. Current work in optical
bistatility may alleviate that restriction
aithough significant progress will have to be made
befcre that technology develops into functional
devices.
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1.3 Variable Grating Mode Liquid Crystal Devices

The variable grating mode (VGM) liquid crystal device has
been further studied experimentally [4-16]. This work has been
in conjunction with the device development work being done at

Hughes Research Laboratories.

An important area of research on the Variable Grating Mode
Liquid Crystal Light Valve 1is concerned with a fundamental
understanding of the origin of the "variable grating" effect. A
wide variety of studies have been performed on electrically
addressed VGM cells (no intervening photoconductive layer), in
which diffraction order polarization and intensity were measured
as a function of input polarization and applied cell voltage and
the results correlated with observations of the VGM structure
under polarized illumination in a polarizing microscope, as well
as the with various theoretical models of the VGM domain

Structure.

Two recent papers summarizing these results are included
here. The first paper "Physical Characterization of the Variable
Grating Mode Liquid Crystal Device" by A.R. Tanguay, Jr.,
C.S. Wu, P. Chavel, T.C. Strand and A.A. Sawchuk, has been

accepted for publication in Optical Engineering, special issue on

Spatial Light Modulators: Fundamental Characteristics,
November/December 1983. This paper summarizes the physical
principles of operation of VGM devices and describes work in: a)

experimental measurements of the Jones matrix describing
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polarized light propagation through the VGM cell; b) the
thickness dependence of the molecular orientation angles; <¢)
understanding of the physical constraints on the VGM response

time; and d.) the possibility of a VGM device with ac bias.

A second paper "Polarization Properties of the Variable
Grating Mode Liquid Crystal Device" by A.R. Tanguay, Jr.,
P. Chavel, T.C. Strand and C.S. Wu, has been submitted to Optics
Letters for publication and is also included here. This paper
contains detailed results on the spatial distribution of the
orientation of 1liquid crystal molecules in a VGM device.
Experimental measurements of the polarization properties of light
diffracted by the liquid crystal birefringent phase grating have

been made as a function of the applied voltage across the cell.
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Abstract

The physical principles of operation of the Variable Grating
Mode Liquid Crystal Device are described. The VGM device is
capable of performing a two-dimensional intensity-to-spatial
frequency conversion, which in turn allows the implementation of
a wide range of nonlinear optical processing and computing
functions. The device wutilizes certain nematic liquid crystal
mixtures that are observed to form variable frequency diffraction
gratings under the influence of an applied bias voltage. Both
fundamental and technological limitations to device performance

characteristics are discussed.

61

e T e e -




Physical Characterization of the Variable Grating Mode

Liquid Crystal Device

I. Introduction

A wide variety of one- and two-dimensional operations are
necessary for full-scale implementation of parallel optical
processing and computing systems. Incoherent-to-coherent
conversions are often required for algorithms involving spectrum
analysis and modification, correlation, convolution, and
holographic image formation, particularly when the information to
be processed is available only in time-sequential or
matrix-addressed raster format. A number of one- and
two~dimensional spatial light modulators capable of this type of
image transduction are described within this Special Issue [1-4]

as well as in several review articles [(5-8].

Other, equally important processing and computing functions
such as logic operations, programmable matrix addressing, binary
addition, linearity compensation, and input-output nonlinearities
(e.g., exponentials, logarithms, power laws, thresholds, level
slices, and level restoration) have proven particularly difficult
to implement. All of these functions, on the other hand, can be
implemented by means of some form of intensity-to-position
encoding in conjunction with either fixed (single function) or
programmable (multi-function) masks. This general statement
follows from the realization that all of the functions listed

above are special cases of data-dependent multiplications, in




which the input value (e.g., pixel intensity) selects the
appropriate multiplier (e.g., mask location) to obtain the

desired product (e.g., output intensity).

The Variable Grating Mode Liquid Crystal Device (VGM LCD)
[{9-12] transforms 1input intensities to spatial positions when
used in conjunction with a Fourier transform lens. The nature of
this 1mage transformation can be realized 1in the following
manner. The VGM LCD primarily consists of a photoconductive
layer in series with a layer of nematic liquid crystal mixture.
A dc bias voltage is applied across the device to provide a
voltage division between the two layers. Within a given image
pixel, the 1input intensity decays the voltage across the
photoconductive layer and correspondingly enhances the voltage
across the 1liquid «crystal layer. The photoconductor thus
implements an intensity-to-voltage conversion. The nematic
liquid crystal mixture employed in the device has the wunusual
property that the alignment of the liquid crystal molecules,
which is homogeneous in the quiescent state, exhibits spatially
periodic modulation when a bias voltage is applied across the
layer. This modulation results in a birefringent phase grating
[13])] characterized by a spatial frequency that depends linearly
on the applied voltage. The effect of the liquid crystal layer
is thus to implement a voltage-to-spatial frequency conversion.
If both layers are considered together, the entire device is thus

seen to perform an image-wise intensity-to-spatial frequency

conversion, which can be modified to the more general




intensity-to-position transformation by placing a Fourier
transform lens behind the VGM LCD. Collimated readout
illumination normally incident on the device (at a wavelength of
photoconductive insensitivity) is angle-encoded within each image
pixel by diffraction from each induced phase grating, and
subsequently angle-to-position mapped by the Fourier transform

lens into its focal plane.

This type of process is shown schematically in Fig. 1, in
which the 1input 1image 1is assumed to consist of two separate
regions of differing intensity. The VGM LCD encodes both regions
with different spatial frequencies, resulting in separated
diffraction orders in the filter (Fourier) plane. Insertion of
an appropriate spatial filter or programmable mask (not shown in
Fig. 1) into the Fourier plane allows the separated orders to be
selectively modified to implement any desired data-dependent
multiplication or point nonlinearity. In the reconstructed
output image, all regions of equal input intensity are modified
identically irrespective of their location 1in the input image
field. Thus, all of the data-dependent multiplications are
performed in parallel. Functional programmability is achieved by
replacement or reprogramming of the Fourier plane mask, which
need only be a low resolution device with a total number of
resolution elements equal to the number of grey levels required

to be processed.

The overall input-output characteristic of nonlinear




function implementation utilizing the VGM LCD 1is shown
schematically in Fig. 2, by specifying sequentially the nature of
the transformations from input intensity to spatial frequency
within the VGM LCD, from spatial frequency to spatial filter
amplitude transmittance in the Fourier transform plane, and from
output amplitude to output intensity (usually by means of square
law detection). The overall nonlinearity achieved can be easily
compensated for the functional dependences of the separate steps

by adjustment of the selected spatial filter transmittance

function,

The VGM LCD has thus far been utilized to perform a wide
variety of parallel nonlinear point transformations, including
level slicing [9,10,12), binary logic functions (AND, OR, NOR,
etc.) [10,11,12), and full binary addition (inputs: two addend
bit planes and one carry bit plane; outputs: sum bit plane and
carry bit plane)(1ll]. The purpose of this paper is to describe
the physical principles of operation of the Variable Grating MOde
Liquid Crystal Device, 1identifying areas of strength and
weakness, and differentiating limitations to current device
performance thought to be fundame tal in origin from those that
are seemingly technological. Sect.on II consists of a more
detailed description of the device, its operating mode, and its
operational properties. The fundamental origins of these
operational properties are examined in Section I1II, in which the
natural focus will be the physical mechanism of the variable

grating mode effect in nematic 1liquid crystal mixtures.
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Experimental and theoretical efforts to elucidate the nature of
this mechanism are described 1in Section IV, concluding with

several important but as yet unanswered questions.

II. Device Description and Operational Mode

A number of important aspects of device construction and
device operation are reviewed in this Section. A more complete

description of these concepts has appeared previously [9-12].

The critical element of the VGM LCD is a thin (4-12 um)
layer of nematic 1liquid crystal mixture [12] that exhibits a
periodic modulation of the liquid crystal director, and hence of
the index ellipsoid, under application of an electric field
normal to the plane of the layer. By means of suitable
preferential alignment techniques [9,12], the quiescent state of
the liquid crystal is homogeneous (parallel to the plane of the
layer). As will be discussed in Section IV, this periodic
variation of the principal axes of the dielectric tensor gives
rise to a birefringent phase grating characterized by striking
and unique optical properties [(14]. The grating can be
visualized in a polarizing microscope, as shown in Fig. 3, by
utilizing the birefringence properties of the periodic
perturbation. Distinct polarizer/analyzer combinations give rise
to remarkably different grating images, as can be seen by

comparison of Figs. 3(a) and 3(b) (see Section IV). Furthermore,

the grating period is observed experimentally to be related

inversely to the applied voltage across the layer. Above the
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threshold for domain formation, therefore, the spatial frequency
of the grating 1is a linear function of the voltage across the
layer, as shown for a variety of nematic liquid crystal mixtures

in Fig. 4.

This voltage-to-spatial frequency transformation can be
optically addressed by means of a photoconductor placed in series
with the liquid crystal layer, as shown in Fig. 5 and described
in the previous Section. The photoconductive layer employed in
devices constructed thus far 1is comprised of evaporated or
ion-beam sputtered =zinc sulfide (ZnS), chosen to optimize the
impedance match with the liquid crystal layer (o>10100-cm). The
layer thicknesses employed were of order 1.5-5u¥m. As shown in
Fig. 5, the photoconductive and 1liquid <crystal layers are
sandwiched between indium tin oxide (ITO) - coated 1.2 cm thick
glass optical flats. The 1liquid <crystal layer thickness is

determined by a perimeter mylar spacer.

In operation, a dc bias voltage is applied between the
indium tin oxide electrodes, of order 40-150 V. The input image
to be spatial frequency encoded 1is focused on the ZnsS
photoconductor, producing image-wise modulation of the local
voltage across the 1liquid crystal 1layer, thus effecting a
parallel intensity-to-spatial frequency conversion, The high
lateral impedance of the thin film layers allows high resolution
images to be processed with low pixel-to-pixel cross-talk. The

device sensitivity is optimized for exposure at blue and near
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ultraviolet wavelengths due to the peak photosensitivity of zinc
sulfide in that spectral region. Quasi-nondestructive readout
can be accomplished at wavelengths beyond the photoconductivity
edge, such as that of the He-Ne laser (6328 ;). Image erasure
occurs with removal of the input image, within the dielectric and
liquid crystal relaxation times of the device (see Section III).
To date, all VGM LCDs that we have constructed have been designed
for transmissive readout, although reflective readout is possible
with incorporation of an appropriate dielectric mirror. Such a
configuration would have the advantage of fully separating the

reading and writing functions, allowing for increased effective

optical gain.

III. Fundamental Origins of the QOperational Properties

As was mentioned in Section II, the operational properties
of the VGM LCD are primarily determined by the variable grating
mode effect exhibited by the nematic mixture 1liquid crystal
layer. The current state of knowledge concerning the physical
origin of this unique effect is summarized 1in Section 1V, In
this Section, ve outline a number of key factors and
considerations which affect several important device properties,
in order to provide both focus and a frame of reference for the
succeeding Section. These device properties include the
accessible range of spatial frequencies, the number of accessible
grey levels, the functional dependence of diffraction efficiency

on applied voltage, maximum diffraction efficiency, response
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time, device uniformity, device input sensitivity, and device

operational lifetime.

The accessible range of spatial frequencies extends from the
threshold for grating formation at the low end to the onset of
dynamic scattering induced by high electric fields at the high
end, as shown 1in Fig. 4. For phenyl benzoate mixtures with
slightly regative dielectric anisotropy (< -0.30) such as HRL
2N40 [15], this range extends from approximately 200 1line
pairs/mm to over 600 line pairs/mm. In order to avoid overlap of
higher diffracted orders from 1lower spatial frequencies with
lower diffracted orders from higqher spatial frequencies, the
maximum range that can be processed (uniquely assigned to
specific grey levels) spans a factor of two in spatial frequency.
For example, a wuseable range in HRL 2N40 extends from 300 line
pairs/mm to 600 line pairs/mm without order overlap. This
accessible range can be extended by an additional factor of two
by utilizing the orthogonal polarization behavior of alternating
diffracted orders, as described in Section IV, Hence, the
accessible range of spatial frequencies observed in several of
the nematic liquid crystal mixtures tested so far is sufficient
for optimized grey scale processing. It should be noted that
although the maximum number of resolution elements that can be
processed is linearly proportional to the highest spatial
frequency utilized for devices of a given size (see discussion
below), use of significantly larger spatial frequencies begins to

place stringent requirements on the Fourier transform lens due to
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f-number reduction. For example, to utilize a spatial frequency

range of 600 line pairs/mm requires the output optics to have an
f-number less than 1.2 (or less than 2.6 if the lens is displaced
off axis to accept only the positive diffracted orders). This is
primarily a pragmatic limitation rather than a fundamental one,
as VGM effects have been observed at spatial frequencies

exceeding 1000 line pairs/mm [16].

The number of accessible grey levels that lead to
well-separated diffraction orders in the filter plane is limited
by the ratio of the frequency range between VGM harmonics to the
object spectrum bandwidth, as shown in Fig. 6. The object
spectrum bandwidth is in turn limited primarily by two effects:
spot size due to diffraction from finite-sized pixel apertures,
and grating imperfections that cause local deviations from
uniform spatial frequency. The first effect is fundamental and
has been treated previously [10]. The principal result of this

analysis is the inequality

|v

by, 2N (1)

in which b is the pixel width, Vo is the lowest wuseable VGM
spatial frequency, and N is the desired number of distinguishable
grey levels. This 1inequality requires that the pixel size
contain at least 2N periods of the lowest grating frequency if N
grey levels are to be processed. For example, a 256x256 pixel

image could be processed with 32 distinguishable grey levels on a

50 mm square device with Vo = 300 line pairs/mm. An additional

70




restriction arises from scattering effects due to grating
imperfections, which tend to further increase the size of the
diffracted orders. The most common type of imperfection observed
in these devices is the joining or splitting of grating lines, as
shown in the photomicrograph in Fig. 7. The origin of these
"disclinations” 1is not at present understood, although the
density of occurrence of such imperfections is directly related

to the quality of substrate preparation.

A typical measurement of the functional dependence of
diffraction efficiency on the applied voltage across the VGM
liquid crystal layer is shown 1in Fig. 8. Since the applied
voltage 1is linearly related to the induced grating spatial
frequency, this relationship i1s illustrative of the dependence of
the diffraction efficiency on spatial frequency as well. To
first order, the nature of this dependence is not important to
the implementation of optical processing functions, since any
variation in diffraction efficiency with spatial frequency can be
linearized by insertion of an appropriate multiplicative filter
in the focal plane of the Fourier transform lens. In any case,
the theoretical functional dependence can be derived only from
knowledge of the relationship between the 1induced orientational
angles of the 1liquid crystal director and the applied voltage
across the layer. This relationship is discussed further in the

subsequent Section.

The maximum diffraction efficiency that can be achieved at a

71




given spatial frequency and applied voltage depends fundamentally
on the magnitude of the anisotropy in the index of refraction
(an = Ng~ Ny, with n, the extraordinary refractive index for
polarization parallel to the molecular axis and n, the ordinary
refractive index for polarization perpendicular to the molecular
axis), the magnitude of the periodic angular reorientation of the
liquid <crystal director, and the thickness of the VGM liquid
crystal layer. Full periodic reorientation of the index
ellipsoid from homogeneous (parallel to the substrate) alignment
to homeotropic (perpendicular) alignment for HRL 2N40 (An = 0.15)
in a 6 um cell read out at 6328 A gives rise to an optical phase
modulation of approximately 9 radians. Hence, the maximum
diffraction efficiency is fundamentally limited to that expected
for a pure sinusoidal phase grating (17]. In practice, full
reorientation 1is typically not achieved before the onset of
dynamic scattering, although reorientation angles of 45° are
thought at present to be commonly reached (see Section IV). &as
can be seen from Fig. 8, typical second order diffraction
efficiencies are of order 20%. This order is larger than the
first diffracted order due to the peculiar nature of the
birefringent phase grating formed by the VGM distortion (details

are given for this phenomenon in Section IV),.

The response time of the cell is a critical parameter that
directly affects the achievable overall processing throughput
rate. At present it is the major factor inhibiting widespread

incorporation of VGM devices in optical processing systems. The




risetime for grating formation from below to above threshold
varies from mixture to mixture, but is typically of order one
second. The response time for grating change in response to a
step 1increase in applied voltage (corresponding to a step
increase in gfating spatial frequency) is typically of order a
fraction of a second [18]. The response time of the
photoconductive voltage division across the liquid crystal layer
is not a significant factor by orders of magnitude relative to
the reorientation response time, so that eventual improvements in
VGM LCD response time will accrue only by advances in the state
of understanding of the physical origin of the VGM effect and the
dynamical nature of the grating reorientation process, followed
by appropriate modification of the device operational mode to
enhance the rate of molecular reorientation and/or a search for a
nematic liquid crystal mixture with physical characteristics

optimized for dynamic VGM effects,

The input sensitivity of the VGM LCD, defined as the input
(writing) intensity per wunit area per unit change in grating
spatial frequency, is determined by a number of factors, These
include the slope of induced grating spatial frequency as a
function of applied voltage for the particular nematic 1liquid
crystal mixture employed, the wavelength dependence of the
photoconductive layer photosensitivity, and the cell switching
ratio (fractional increase in voltage across the liquid crystal
layer from illumination at the threshold for grating formation to

saturation). The first factor (liquid crystal response slope)
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varies significantly from mixture to mixture (see Fig. 4). of

the VGM nematic liquid crystal mixtures investigated to date, HRL
2N40 has proved to be nearly optimum in this regard. It is not
yet clear what fundamentally influences and eventually limits
this parameter. The photosensitivity of the photoconductive
layer 1is determined primarily by the choice of photoconductive
material (limited to those that can be appropriately
impedance-matched to the 1liquid crystal layer), method and
quality of thin film deposition, layer thickness. syectral width
and central wavelength of the exposure (writing) illumination,
and the operational bias voltage employed. The cell switching
ratio is a function of the series impedance of the liquid crystal
layer, the impedance of the unilluminated photouconductive layer,
and the impedance of the photoconductive layer under saturation
illumination. In addition, the <cell switching ratio will be
altered by incorporation of surfactant layers to improve liquid
crystal quiescent alignment, and of a dielectric mirror in the
reflective readout device structure. At this <-1ge of the device
development, the input sensitivity of the VGM LD has not been
optimized. A typical value of lb(uw/cmj)'imm/line pair) was
obtained with a VGM LCD consisting of a 6 um lzyer ot HRL 2N40 in
series with a 5 um thick evaporated 2ZnS layer that had been
polished and rubbed with surfactant polyvinyl «lcohol, operated

at 160 VDC and illuminated in the passband 410 to 550 nm [9].

The uniformity of VGM LCD response depends 1inherently on

technological 1issues, including uniformity of layer thicknesses,
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homogeneous mixing of the liquid crystal material employed, and
the as-deposited spatial dependence of photoconductive
sensitivity. Whereas it is relatively straightforward to
construct electrically-activated VGM cells (see Section 1V) that
exhibit a high degree of spatial uniformity, deposition of a
photoconductive layer with equivalent spatial homogeneity has
proven more difficult. Nonuniformity of the device response
characteristic can be a contributing factor in the establishment
of the maximum number of accessible grey levels discussed
previously. In experimental devices constructed thus far, device
uniformity has not proven to be the 1limiting factor. In any
case, it 1is expected that response nonuniformities can be
minimized significantly by improvements in the photoconductive

layer deposition process.

The lifetimes of experimentally constructed VGM LCDs have
ranged from less than a week to over a year. The causes of VGM
device failure have not yet been extensively studied, although
several contributing factors can be identified. These factors
include the purity and composition of the liquid crystal mixture
employed, the nature of the liquid crystal/photoconductive layer
interface, the integrity of the device sealing process, and the
device operational history. Since the VGM effect requires a dc

applied voltage, unidirectional ion poisoning may contribute to

gradual device degradation.




IV. Physical Origin of the Variable Grating Mode Effect

As can be clearly understood from the discussion presented
in Section I11, a vast majority of the important device
operational properties depend critically on the detailed nature
of the grating formation and dynamic reorientation process. The
elucidation of the fundamental nature of the grating (molecular
orientation angles as a function of applied voltage across the
liquid crystal layer) and of the physical mechanism that gives
rise to the observed periodic instability and its reorientation
dynamics has been a subject of considerable experimental and
theoretical interest [11,16,19-30]. 1In this Section, the present
state of understanding of the VGM effect 1is described, and a

number of important unresolved questions are presented.

The grating produced by the periodic spatial reorientation
of the nematic liquid crystal molecules is quite unusual, giving
rise to striking polarization-dependent properties [11]. These
diffraction effects can be investigated in an
electrically-activated VGM cell with no intervening
photoconductive layer, as shown in Fig. 9. The orientation of
the grating is such that the grating wavevector is perpendicular
to the direction of unperturbed alignment, which is homogeneous
and induced by unidirectional rubbing or ion beam milling. That
is, the periodic modulation direction is perpendicular to the
initial (zero applied bias) 1liquid crystal director (long

molecular axis), as shown in the polarization micrographs




(Fig. 3).

For all linear input polarization angles, the even and odd
diffraction orders are found to be essentially linearly
polarized. In addition, the even diffraction orders are nearly
linearly polarized parallel to the "domains" comprising the VGM
grating, as shown in Fig. 10. For input po;arization
perpendicular to the domains, the even orders are found to be
almost fully extinguished. On the other hand, the odd
diffraction orders are nearly linearly polarized with a major
axis that rotates counterclockwise at the same rate as the input
polarization 1is rotated clockwise. This effect is the same as
that produced by a half-wave plate oriented at 45° with respect
to the grating wavevector. For input polarization at 45° to the
wavevector, all orders are observed in the far field diffraction
pattern. An analyzer placed on the output side of the VGM device
can be rotated to extinguish the eveh orders (when oriented
parallel to the grating wavevector) or the odd orders (when

L]
oriented at -45 to the grating wavevector).

These unusual polarization properties have recently been
utilized to determine the spatial distribution of the molecular
orientation within the VGM 1liquid crystal layer [1l1]. The
polarization dependence of the diffraction phenomena is directly
related to the formation of a birefringent phase grating [13], in

which the principal axis of the index ellipsoid varies

periodically both in the plane of the grating (characterized by
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an orientation angle @ ) and normal to the plane of the grating

(characterized by an orientation angle n ). The angular

coordinates are as shown in Fig. 9.

The polarization properties of 1light diffracted by the
liquid crystal birefringent phase grating can be summarized by
means of a transfer matrix that connects the output polarization
at each point (x,y) on the rear surface of the liquid crystal
layer with the input polarization at the front surface of the
liquid crystal layer. On the basis of the experimental

observations, this matrix must be of the form:

A+ A(x;p) B(x;2p)

(2)
C(x;2p) D, + D{x;:;p)

in which the notation A(x;p) indicates that the complex amplitude
A varies in the x direction with periodic repetition distance p.
For uniaxial liquid crystal molecules at an arbitrary orientation
(a,n), assumed uniform throughout the layer thickness at a given
coordinate in the x direction, the Jones matrix can be determined
by appropriate rotations of the index ellipsoid, which yields:

l - sinza(l - ej°) sinacosa (1l - ej¢)

(3)

sinacosa(l - eJ%) 1 - cos?a(l - e3?)




-+
2

where o - 2nt sinzn + COSZT'I o
= N 2 2
ng n.

in which t is the 1liquid crystal layer thickness, n, is the
ordinary 1index of refraction, ng is the extraordinary index of
refraction, and X is the wavelength of readout illumination
employed. The angles a and n are assumed to be periodic
functions of x and independent of y and z. Measurement of the
intensities in each diffraction order for a minimum set of
polarizer/analyzer orientations uniquely determines the
magnitudes of the Fourier components of the polarization transfer
matrix. These experimentally derived values can then be compared
with the theoretically calculated coefficients of Eq. (3) (by
harmonic expansion) for different possible assumptions concerning
the spatial distribution of the orientation angles a and n. An
example of such a comparison between theory and experiment is
shown in Fig. 11, wunder the assumption that the spatial

dependences of a and n are given by

a =aqa cos = max A (4)

This procedure allows the extraction of the maximum orientational




excursion angles ao(V) and no(v) as functions of the applied
bias voltage above the threshold for grating formation, as shown
in Figq. 12(qo) and Figqg. 13(no). In each case, subject to the
assumed form of a and n implicit in Eq. 4, it 1is observed that
the maximum excursion angles both in and out of the plane of the

grating seem to increase as the logarithm of the applied voltage.

The spatial distribution of the ends of the 1liquid crystal
molecules described by Eq. 4 is approximately cycloidal. Such a
dependence of the angles a and n on the spatial coordinate x has
been predicted by direct minimization of the free energy in a
similar nematic liquid crystal system [21]. This particular
solution is obtained by incorporation of the converse
flexoelectric effect in the expression for the free energy
{13,31,33]. The flexoelectric effect describes a strain-induced
polarization that arises due to molecular shape effects in
conjunction with a nonzero dipole moment as shown schematically
in Fig.l4. The converse flexoelectric effect thus pertains to a
polarization-induced strain within the 1liquid crystal layer,
which can result in a periodic molecular reorientation
characterized by a linear dispersion relation between the grating
wavevector and the applied field, as is observed experimentally.
Including the dielectric, distortion, and flexoelectric

contribution to the free energy yields an expression of the form:
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in which Ky, K,, and Ky are the elastic constants for splay,
twist, and bend deformations, respectively; n is the liquid
crystal director, E is the applied electric field, €, and €, are
principal components of the dielectric tensor of the liquid
crystal, and e and e; are flexoelectric coefficients [31].
Minimization of Fyam with respect to the orientation angles a and
n of the director, subject to fully pinned boundary conditions at
both substrate surfaces, and with the simplifying assumption that

Ky = K, = K, yields {211]:

o = a cos (kx) cos(mz/t)

{(6)
no=ng sin(kx) cos(mz/t)

in which k is the grating wavevector and t the 1liquid crystal
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layer thickness. This solution generates a dispersion relation

between E and k of the form:

)2 (kz + (ﬂ/t)z) 2

Ez=(.!<_.
* k2 + u(k2 + (ﬂ/t)z)

: (7)

in which e* = e -e;, M = (gaK/Qne*z), and €, T e, -€_, The
dispersion relation is linear when k >> n/t, as shown in Fig. 15

(compare with the experimental relationship shown in Fig. 4).

The origin of the periodic instability in VGM liquid
crystals has not yet been established beyond doubt, although the
accumulated evidence points strongly toward the converse
flexoelectric effect. This assignment is also intuitively
appealing, since the VGM effect 1is observed only in 1liquid
crystal mixtures with slightly negative dielectric anisotropy
(121, for which both the dielectric and distortion contributions
to the free energy increase for deviations from wuniform
alignment. The addition of the flexoelectric term counteracts
these effects, producing a free energy minimum at non-zero
distortion angles. Furthermore, this model predicts a static
periodic perturbation; no hydrodynamic or electrohydrodynamic

effects are observed in our test cells.

The dynamics of grating formation, reorientation, and
relaxation are subjects of ongoing experimental and theoretical

investigation. Understanding of the basic physical principles
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underlying these effects 1is vital to the success of efforts to

improve the VGM LCD response time.

A number of spatial discontinuities can be observed within
the liquid crystal layer, similar in appearance to

crystallographic dislocations (see Fig. 7). The "dislocation”

density increases with time as each VGM device deteriorates, and
strongly depends on the manner in which the applied bias is
brought from below to above the threshold of grating formation.
In some cases, as the applied bias across an electrically
activated cell is increased or decreased, the "dislocations”
propagate past each other while the grating period decreases or
increases, respectively. Dislocations with opposite orientations
propagate in opposite directions until a new stable equilibrium
situation 1is achieved. It is not yet clear whether these
"dislocations” represent true disclinations, for which the liquid
crystal director is discontinuous near the defect, or whether

they are in fact alternative local continuous solutions to the

free energy minimization, perhaps 1induced by an as yet

undiscovered perturbation.

A large number of research directions have been described in
the foregoing. In addition, several others are worthy of note,
First, numerous experimental measurements of the off-diagonal
elements in the Jones matrix describing polarized 1light
propagation through the VGM cell have revealed a significant

asymmetry not predicted by the uniaxial model. The origin of
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this "B/C" asymmetry effect has not yet been elucidated. Second,
the thickness dependence of the molecular orientation angles a
and n has not been fully established. The solution proposed [21]
in Eq. 6 assumes full surface pinning at the substrate
boundaries, and represents the lowest order z-dependent mode.
The polarization-dependent diffracted order measurements
described herein do not provide clear differentiation between a
uniform z-dependence and the 1lowest order mode. Third, the
nature of the transient solutions to the free energy minimization
incorporating molecular dynamic and viscosity effects has not
been treated. Solution of this problem is key to response time
optimization of the VGM liquid crystal device. Fourth, it is not
yet clear whether a nematic liquid crystal mixture can be found
that exhibits a useful VGM effect under ac bias. Such a mixture
may provide significant immunity from 1long-term ion-poisoning
effects., Finally, it should be emphasized that the variable
grating mode liquid crystal effect provides only one possible
means of achieving parallel intensity-to-position encoding. The
processing potential of the intensity-to-position algorithm
should provide more than adequate inducement to intensify the

search for alternative implementations.
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FIGURE CAPTIONS

Figure 1 Experimental arrangement for demonstration of
intensity-to-position encoding by means of an intensity-to-

spatial frequency conversion in a VGM LCD.

Figure 2 VGM nonlinear processing. The overall input-output
characteristic can be found by stepping through the successive
nonlinear transformations including (1) the intensity-to-spatial
frequency conversion, (2) spatial filtering, and (3) intensity

detection.

Figure 3 Polarization photomicrographs of the liquid crystal
domain pattern in an electrically activated cell. In (a), the
polarizer was oriented at 90°, and the analyzer at 90°, with
respect to the grating wavevector. In (b), the polarizer was
oriented at 90°, and the analyzer at 10°, with respect to the

grating wavevector. The unit vector n A denotes the direction of

Q
quiescent alignment, and ks indicates the direction of the grating

wavevector.

Figure 4 VGM spatial frequency as a function of applied voltage

for varinus nematic liquid crystal mixtures.

Figure 5 Schematic diagram of the VGM Liquid Crystal Device.
Current devices are read out in transmission at a wavelength of

photoconductive insensitivity.

Figure 6 Grey level resolution. The number of accessible grey
levels is 1limited by the ratio of the separation between VGM

harmonics to the object spectrum bandwidth,
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Figure 7 Polarization photomicrograph of a VGM liquid crystal

layer exhibiting a number of grating discontinuities (circled).

Figure 8 Diffraction efficiency as a function of applied
voltage across a nematic liquid crystal mixture of phenyl
benzoates (HRL 2N40). The layer thickness was approximately 6 um

as defined by a perimeter mylar spacer,

Figure 9 Variable grating mode 1liquid crystal test geometry
showing the cartesian coordinate system referred to in the text
as well as the molecular orientation angles o and n. This
configuration was wutilized in the polarized light diffraction

efficiency and photomicroscopy experiments.

Figure 10 The polarization behavior of VGM diffracted orders,
with illumination normal to the plane of the liquid crystal
layer. The left hand column indicates the input polarization
associated with each row of output polarizations. The inset

shows the corresponding orientation of the VGM grating.

Figure 11 Measured diffracted order intensities as a function

of theoretical intensities calculated from the uniaxial VGM model

described in the text.

Figure 12 The in-plane molecular orientation angle (a ) as a

function of the applied dc bias voltage across the cell (V) (see

Fig. 5).

Figure 13 The out-of-plane molecular orientation angle (no ) as




e L N SpN

a function of the applied dc bias voltage across the cell (V)

(see Fig. 5).

Figqure 14 Schematic diagram illustrating a possible mechanism
for the occurrence of the flexoelectric effect due to a shape

anisotropy in liquid crystal molecules with a permanent dipole

moment . In (a), the molecular orientations are randomly
distributed, resulting in zero net polarization. In (b), the
applied distortion induces a shape-dependent molecular

realignment, resulting in a net polarization., (After Ref. [31]).

Fiqure 15 Resultant theoretical dispersion relation for 1liquid
crystal parameters corresponding to HRL 2N40 phenyl benzoate

mixture (see Eq. 7), subject to the assumption that K, = K, = K.
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POLARIZATION PROPERTIES OF THE VARIABLE GRATING MODE

LIQUID CRYSTAL DEVICE
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Image Processing Institute, and Departments of Electrical
Engineering and Materials Science,

University of Southern California, Los Angeles, California 90089
and
B.H. Soffer
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ABSTRACT

The spatial distribution of the molecular orientation within
the liquid crystal layer of the variable Grating Mode (VGM) Liquid
Crystal Device has been determined as a function of the applied
voltace across the «cell by measurement of the polarization

properties of 1light diffracted by the liquid crystal birefringent

phase grating.

t Permanent Address: 1Institut d'Optique, Université de Paris sud,
BP 43, 91406 Orsay Cedex, France
* Present Address: IBM Corporation, 5600 Cottle Road,
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POLARIZATION PROPERTIES OF THE VARIABLE GRATING MODE

LIQUID CRYSTAL DEVICE

The Variable Grating Mode (VGM) Liquid Crystal Device is a
twoe-dimensional spatial 1light modulator that 1is capable of
irplerenting an intensity-to-spatial frequency conversion over an
irnput image field [1]. 1In this process, the intensity wvariations
in an input 1image distribution are converted to local spatial
frequency variations in a phase grating structure within the liquid
crystal layer. As a direct result of this intensity-to-spatial
frequency transduction, programmable spatial filtering of the
converted image results in selected modifications of the input
intensities. Utilizing this device concept, a wide variety of
optical processing and computing functions have been demonstrated,
including linearity compensation and nonlinear function
implementation, thresholding, level slicing, binary logic (AND, OR,
NOR, etc.), full binary addition, and matrix addressing operations
{1-3]. The operation of this photoactivated device has been

described in detail previously [4].

An important area of research on the VGM ligquid crystal device
is concerned with a fundamental understanding of the origin of the
"variable grating®” effect, in which a thin layer of nematic liquid

crystal sandwiched between transparent conductive coatings (Fig. 1)
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is observed to exhibit a periodic refractive index anisotropy under

application of an applied dc bias voltage between the electrodes,
This index modulation results in the formation of a birefringent
phase grating [5] characterized by a fundamental spatial frequency
that depends on the magnitude of the voltage across the 1liquid
crystal layer. The orientation of the grating is such that the
grating wavevector is perpendicular to the direction of unperturbed
alionment, which 1is homogeneous and induced by unidirectional
rubbing or ion beam milling, That is, the periodic modulation
Girection is perpendicular to the initial (zero applied bias)
liguid «crystal director (long molecular axis), as shown in the

polerization micrographs (Fig. 2).

The polarization behavior of 1light diffracted from this
birefringent phase grating is gquite striking., For all linear input
polarization angles, the even and odd diffraction orders are found
to be essentially linearly polarized. In addition, the even
diffraction orders are linearly polarized parallel to the "domains"
comprising the VGM grating, as shown in Fig. 3. For input
polarization perpendicular to the domains, the even orders are
found to be almost fully extinguished, On the other hand, the odd
diffraction orders are linearly polarized with a major axis that
rotates counterclockwise at the same rate as the input polarization
is rotated clockwise, This effect is the same as that produced by
a half-wave plate oriented at 45° to the grating wavevector. For
input polarization at 45° to the wavevector, all orders are

observed in the far field diffraction pattern. For this situation,
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an analyzer placed on the output side of the VGM device can be
rotated to extinguish the even orders (when oriented parallel to
the grating vector) or the odd orders (when oriented at -45° to the
grating wavevector), Above the wvoltage threshold for grating
formaticn, the intensities of the diffracted orders increase
dramatically as a function of increasing applied voltage

{increasing spatial frequency), and asymptotically saturate.

Observations of the variable grating mode structure in the
polarizing microscope provide correlating evidence for the
diffraction phenomena described above, For input polarization
perpendicular to the grating wavevector, the periodic modulation is
observed through a parallel analyzer to have a principal grating
period p which corresponds to the measured diffraction angles of
the even orders (see Figure 2(a)). For input polarization parallel
to the grating wave vector, the periodic modulation is observed
through a perpendicular analyzer to have a period 2p which
corresponds to the measured diffraction angles of all orders.
Other input polarization orientations produce apparent
superposition of the p and 2p gratings as shown in Fig. 2(b), in
agreement with the diffraction experiment results, These
experiments are performed with the focus set at the upper surface
of the liquid crystal layer. The grating contrast can be altered,
and in some cases reversed, by adjusting the focal plane to lie

within or below the liquid crystal layer.
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The polarization properties of light diffracted by the liquid
crystal birefringent phase grating can be summarized by means of a
| transfer matrix that connects the output polarization at the rear
surface of the liquid crystal layer with the input polarization at

the front surface of the liquid crystal layer. On the basis of the

experimental observations, this matrix must be of the form:

A+ A(x;p) B(x;2p)

+ D(x;p) (1
C(x;2p) Dg P

in which the notation A(x,p) indicates that the complex amplitude A
varies in the x direction with periodic repetition distance
p. Fourier expansion of the transfer matrix yields the complex

amplitudes A B C and D which completely specify the

n’ n’ n’ n

contributions of each component of the input polarization to the

observed polarization of the nth diffracted order:

A B bl A B

j2rxn/A n n
Z © (2)

c P = co “n Pn

where A = 2p is the fundamental (lowest order) grating wavelength.

The polarization transfer matrix can be calculated by

considering the uniaxial 1liquid crystal molecules at a given
spatial coordinate x to be characterized by a twist angle a in the
plane of the grating, followed by a tilt angle » out of the plane

of the grating., The Jones matrix for this case can be determined
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by appropriate rotations of the index ellipsoid, which yield:

l - sinza(l - ej¢) sinacosa (1l - e3¢)
. . (3)
sinacosa (1l - e3®) 1l - cosza(l - e3¢)
where
-1
2
- 21t sinzn coszn - n
¢S 7 2 ©
Ro Ne

in which t is the 1liquid crystal 1layer thickness, L is the

ordinary refractive index, ng is the extraordinary refractive
index, and * is the wavelength of readout illumination employed. A
uniform phase factor in Eq. (3) has been suppressed. The angles
2 and - are assumed to be periodic functions of x and independent
of y and 2z; since the index ellipsoid will in general have its

principal axes skewed relative to the original coordinate system,

the polarization transfer matrix is not diagonal.

Measurement of the intensities in each diffraction order for a
minimum set of polarizer/analyzer orientations uniquely determine
the values of IAnlz, |Bn[2, |Cn{2, and |Dn|2. These experimentally
derived values can then be compared with the theoretically

calculated coefficients of Eg. (3) {utilizing the harmonic

expansion of Eq. (2)) for different possible assumptions concerning
the spatial distribution of the orientation angles a and n .

Consideration of simple harmonic motion of the out-of-plane angle
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* can be shown to explain the polarization behavior of the even

diffracted orders [5], while similar motion of the in-plane angle

a vyields the polarization behavior of the odd diffracted orders

[5]. Hence as a trial solution we may take:
. 21X
T +
a = ap.. €Os 2_Ax_ N = *Nnax SiP A (4)

The spatial distribution in the x-direction of the ends of the
ligquidéd «crystal molecules at a given z-coordinate as described by

Eq. 4 is cycloeoidal in nature,.

An example of such a comparison between theory and experiment
for a large number of diffracted orders is shown in Fig. 4. 1In
this experiment, the VGM 1liquid crystal utilized was a phenyl
benzoate mixture (Hughes 2N40 [1]), the cell thickness was 6.0 um,
and the applied voltage was 32 VDC. To obtain the data shown in
and

this Figure, have been wutilized as the only

S max " max

adjustable parameters, The assumed simple bharmonic spatial
dependence of the angles a2 and - is justified by the quality of fit
evident 1n Fig. 4. 1In addition, such a dependence of the angles
12 and - on the spatial coordinate x has been predicted by direct
minimization of the free energy in a similar nematic liquid crystal

system [6].

The fitting procedure described above allows the extraction of
the maximum orientational excursion angles amax(V) and nmax(V) as

functions of the applied bias voltage above the threshold for




e < e

grating formation, as shown in Fig. 5 (vqmax(V)) and in Fig. 6
(‘maw(V))' In each case, it is observed that the maximum excursion
angles both in and out of the plane of the grating seem to increase

as the logarithm of the applied voltage.

Numerous experimental measurements of the off-diagonal
elements in the Jones matrix describing polarized light propagation
through the VGM cell have revealed a significant asymmetry not
predictec¢ by the uniaxial model. The origin of ¢this "B/C"

asymmetry effect is under continuing investigation,

In conclusion, we have utilized the polarization properties of
the diffracted orders from a 1liquid crystal birefringent phase
grating to dJeduce the spatial distribution of the molecular

orientation within the liquid crystal layer.
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Figure 1

Figure 2

Figure 3

Figure 4

Figure 5

Figure 6

FIGURE CAPTIONS

Variable grating mode liquid crystal test geometry
showing the cartesian coordinate system referred

to in the text as well as the molecular orientation
angles 2 and -. This configuration was utilized

in the polarized 1light diffraction efficiency and
photomicroscopy experiments.

Polarization micrographs of the liquid crystal domain
pattern in an electrically activated cell. In (A), the
polarizer was oriented at 90°, and the analyzer at 90°,
with respect to the grating wavevector. 1In (B}, the
polarizer was oriented at 90°, and the analyzer at

10°, with respect to the grating wavevector,

The polarization behavior of VGM diffracted orders.

The left hand column indicates the input polarization
associated with each row of output polarizations.

The inset shows the direction of VGM domain orientation.
Measured diffracted order intensities as a function

of theoretical intensities calculated from the uniaxial
VGM model described in the text.

The out-of-plane molecular orientation angle, n , as

a function of the applied dc bias voltage across the

cell, V.

The in-plane molecular orientation angle,a, as a

function of the applied dc bias voltage across the

cell, V.
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