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Section 1
TECHNICAL DISCUSSION

The work performed by Science Applications, Inc.
(SAI) on this contract, "Geophysical Plasmas and
Atmospheric Modeling," Contract Number N00014-83-C-2034,
SAI Project Number 1-157-13-588, encompasses a wide range
of topics in space plasma physics and atmospheric modeling
in support of the programs of the Geophysical and Plasma
Dynamics Branch of the Naval Research Laboratory (NRL).
This report covers the period 16 December 1982 to 15
February 1984. 1In this section we will summarize the
various subjects studied and the results obtained.
Details will be included in Appendices which will document
reports and publications resulting from our work.

In the following subsections we will describe the
major accomplishments in each of the fol{ywing research
efforts: (A) 3D magnetospheric modeling, (B) tearing
instability in an anisotropic neutral sheet, (C) auroral
plasma transport, (D) magnetic shear effects on the
currént driven ion cyclotron instability, (E) instability
mechanisms causing high latitude ionospheric irregulari-
ties, (F) auroral instability studies, (G) nonlinear satu-
ration of the lower-hybrid-drift instability and anomalous
plasma transport, (H) laser/HANE theory support, (I) early

time HANE phenomena, (J) uranium vapor release, (K) late
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time HANE striation models, (L) quasi-steady state multi-
plasma cloud configurations in the ionosphere, (M) chaotic
behavior in ionospheric processes, (N) linear dynamics of
tropical heat sources and interactions with mid-latitudes,
(O) the large scale dynamics of the Indian summer monsoon,
(P) collective particle acceleration (CPA),and (Q) plasma
behavior in crossed electric and magnetic fields.
(A) 3D Magnetospheric Modeling

During the past year, the bulk of the effort in the
magnetospheric modeling program has gone into the develop-
ment of a new 3-D simulation code involving better
numerics and better modeling of the magnetosphere-
ionosphere (MI) coupling. The code is not yet completed,
but the individual modules involved have been debugged.
The improved numerics include high-order spatial
differencing and an extension of the partial donor cell
method to conservative hyperbolic systems. Initial tests
with the coded algorithms indicate improvements of about a
factor of two can be expected in the final code. The
improved model of MI coupling uses the assumption of
constant field aligned current per flux tube to map the
currents from the near earth magnetosphere to the
ionosphere. The ionospheric load on the magnetosphere is

then calculated using a very simple electrostatic model

containing only a constant Pedersen conductivity.




This MI coupling model was used with data from the

old simulation runs to see what sort of ionospheric

current and convection patterns would arise. It was found
that the old runs gave clear Region 1 currents in the
ionosphere and less clear but visible Region 2 currents.
Using a reasonable ionospheric conductivity, the polar
region convection had a symmetric two cell pattern, but
the polar cap potential drop was about a factor of ten too

low. Since there was no explicit ionospheric load on the

( old simulation models, this is not surprising. However,
the fact that the proper qualitative pattern did arise
indicates that the new simulation code should be able to

x answer many questions about energy transfer from the solar

wind to the ionosphere.
The above results have been presented at the Chapman

Conference on Magnetic Reconnection at Los Alamos National

Laboratory, October 3-7, 1983, An abstract for the

meeting follows.

L3

"Modeling the Global Interaction Between the Solar wind
and the Magnetosphere"
J.G. Lyon, Science Applications, Inc.
J.A, Fedder, J.D. Huba, J.L. Giuliani, Jr.
Naval Research Laboratory

We would like to discuss two areas in the simulation
of the interaction of the solar wind and the magnetosphere
that have been of particular interest to us recently. The
first is the effect of microphysical effects upon the
dynamics of tail reconnection. The second is the
structure of the three-dimensional current systems in our
simulations.
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In our 2D simulations we have been able to suppress
numerical reconnection in the magnetotail by use of the
equatorial symmetry plane. A number of runs have been
made with different resistivity models along with a
southward IMF. The results from the different
resistivities are quite similar and somewhat surprising.
Fig. la shows the position of the x-point in the tail for
a case with resistivity « J2, The x-point oscillates
guite a bit, but does not go tailward large distances
until the end of the run when a northward magnetic field
is introduced. The cause of the oscillations is not clear
but appears to be related to the electric field imposed on
the tail magnetopause. By contrast, Fig. lb shows the
case where the Joule heating has been removed. This might
correspond to the case where thermal conduction is so
high that the heat is carried away as it is generated. 1In
this case the x-point does move a large distance down tail
at a speed of about 100 km/s. This increased response to
what appears to be an external driving force is not too
surprising, since the absence of Joule heating should
decrease the pressure - and resistance to external pushing
-- in the reconnection region. These 2D simulations may
not be too realistic but they do show clearly that the
microphysics in the simulation model can lead to global
consequences.

We have also looked at the 3D current distribution in
our simulations when reconnection is taking place in the
tail. We find that the cross tail current appears to be
diverted in a tailward direction. It also strengthens
during the reconnection event,. The parallel current
structure found in the simulation is shown schematically
in Fig. 2. The region 1 currents are coupled to the
magnetopause, flowing downward into the ionosphere on the
dawn side and upward on the dusk side. The region 2
currents close to the interior of the magnetosphere and,
on the night side, to the plasma sheet boundary. The
tailward diversion of the current sheet mentioned above
has the sense of the region 2 currents.

An important limitation on these simulations is the
boundary condition at the ionosphere. We will discuss
some progress in improving the treatment of this boundary
and the mapping of magnetospheric phenomena to the
ionosphere. )
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These results have also been presented at the fall
meeting of the American Geophysical Union. The abstract for

that presentation follows.

Simulation of Magnetospheric Current Systems*

J.A., FEDDER: J.L. GIULIANI, JR., P.J. PALMADESSO, (all at
_the Naval Research Laboratory, Washington, D.C. 20375) and
J.G. LYON (Science Applications, Inc., McLean, VA 22102)

In previous work, we have been able to identify

Birkeland current systems in the MHD magnetosphere

| simulation results.l Using a new higher resolution

simulation code, which includes magnetosphere-ionosphere

| coupling effects, we are presently studying magnetospheric

current systems. In this paper we will present simulation

w results for magnetospheric current systems. We will

‘ discuss their source regions, coupling to the ionosphere,
and driving mechanisms.

1. J.G. Lyon, and J.A. Fedder, "Current and electric

fields during substorms from 3D MHD simulations,”

: presented at Chapman Conference on Magnetospheric
| Currents, 1983,

*This work is supported by National Aeronautics and Space
Administration and the Office of Naval Research.

(B) Tearing Instability in an Anisotropic Neutral Sheet

We have recently completed a work to investigate

quantitatively the tearing instability properties of an

anisotropic neutral sheet. We have found that the
tearing-mode growth rate can be enhanced by one to two
orders of magnitude in the presence of modest ion
temperature anisotropy (Tii/TiH < 1.5; electrons are

assumed to be isotropic). The detailed analysis is given

in Appendix A, entitled "Tearing Instability in an

Anisotropic Neutral Sheet.” This work is contained in NRL




Memorandum Report 5178, September 1983, and has been
accepted for publication in Phys. Fluids where it will
appear in May 1984.

An application of this study to the magnetotail has

; been completed. It is found that the linear e-folding
time for the growth rate of the collisionless tearing
instability is reduced to a small fraction of the time
delays believed to precede the onset of reconnection. A
report on this work is included in Appendix B, entitled

"Fast Collisionless Tearing in an Anisotropic Neutral

Sheet" and has been published in Geophys. Res. Lett. ll,
12 (1984).
(C) Auroral Plasma Transport

We have used a previously developed, one-dimensional
multi-moment multi-fluid model of the auroral field line
plasma to investigate the behavior of turbulence and non-
equilibrium effects in the presence of field-aligned
current in this region. Our initial simulation results
were published in the Journal of Geophysical Research this
year (H.G. Mitchell, Jr., and P.J. Palmadesso, J, Geophys.
Res, 88, 2131, 1983) and are included in this report in
Appendix C, entitled "A Dynamic Model for the Auroral
Field Line Plasma in the Presence of Field Aligned
Current.”

We have expanded this model by the inclusion of a

hotter magnetospheric electron population at high




altitudes in order to better model the transient effects
of field-aligned current onset in the auroral plasma.
Simulations performed with this expanded model have
revealed that the existence of multiple timescales in the
plasma for reaction to the current onset can create the
macroscopic plasma configurations necessary for the growth
of plasma instabilities. At current onset, the magnitude
of the hot precipitating electron flux is increased,
resulting in a locally enhanced ambipolar electric field
at the altitude where the majority ion specie changes from
oxygen to hydrogen (about 4000 km altitude). This
enhanced electric field accelerates the hydrogen ions
upward, creaﬁing a transient region of lower ion density.
The precipitating electrons must accelerate in this region
to maintain the field-aligned current, and so a region of
high electron~hydrogen ion relative drift is created, the
condition necessary for hydrogen cyclotron turbulence.
This region is transient, but persists for times on the
order of the time for significant changes in the field-
aligned current. This work has been presented at the

Chapman Conference on Magnetospheric Currents (April

1983), an abstract of which follows.




Dynamic Auroral Field Line Plasma Behavior in the Presence
of Field-Aligned Current*

H.G., MITCHELL.JR. (Science Applications, Inc., McLean, VA
22102)

P.J. PALMADESSO (Naval Research Laboratory, Washington,
D.C. 20375)

A simulation model of the auroral magnetic field line
plasma has been developed in ord.. to study the dynamic
response of this plasma to a current parallel to the
magnetic field, both with and without mechanisms for
anomalous transport and resistivity. This simulation is
one-dimensional and contains three particle species ({e-,
B+, 0O+), which are each characterized by five distribution
function moments (density, velocity and heat flow along
the field line, temperatures perpendicular and parallel to
the field) treated dynamically. The model includes a
region beginning at about 800 km altitude in the topside
ionosphere and extending out 10 Re along the diverging
magnetic field. Simulations with this model indicate the
importance of both the spatial gradients and dynamic
interactions in the behavior of the field line plasma.
Although the electrons react to changes in the parallel
current on a short timescale, their behavior is coupled to
the dynamics of the two ion species by charge neutrality,
current conservation, and the ambipolar electric field.
As a result, two and three species interactions can force
density and thermal oscillations to persist along the
field for times comparable to that for changes in the
field-aligned current. Simulations have also been
performed with various forms of resistivity included in
order to judge the effects of anomalous heating and
momentum transfer on the plasma.

*This work was supported by ONR and NASA.

Our attempts to simulate realistic auroral currents
and plasma configurations have led us to use the auroral
plasma flux tube model at the boundary of the £fluid
approximation included in the model. Large temperature
gradients and energy fluxes parallel to the magnetic field
have prompted us to an investigation of the theoretical

and computational aspects of such a problem and have led




to new results in the interpretation and use of multi-
moment fluid models. We have reported on these results
and the subsequent plasma simulations at the Fall, 1983
meeting of the American Geophysical Union and the abstract

of this presentation follows.

B.G. MITCHELL,JR. (Science Applications, Inc., McLean, VA
22102) and P.J. PALMADESSO (Naval Research Laboratory,

Washington, D.C. 20375)

The interaction of magnetospheric and ionospheric
plasmas along high latitude magnetic field lines is a
highly dynamic process and is very dependent on the
details of plasma transport along the magnetic field. We
have previously modeled this transport with the goal of
studying mechanisms of parallel electric field generation
in a dynamic simulation.l The plasma specie in this
model were treated in a multi-moment fluid approximation
derived from that of Schunké in which each species is
characterized by number density, temperatures parallel and
perpendicular to the magnetic field, and velocity and heat
flow along the field. As we have extended our simulation
to include hot magnetospheric particles, we find that heat
flows on the order of the specie thermal velocities are
very often generated in the dynamic interaction of these
particles with the ionospheric plasma. Such large heat
flows strain the bounds of the original approximation,
and, since the time scale for energy transport along the
field has important consequences for the field line
dynamics, we have compared our original approximation with
several others in order to simulate this transport as
accurately as possible. We will describe the results of
this investigation for the dynamics of hot magnetospheric
particles in the converging high-latitude magnetic field.

1, Mitchell, H.G., Jr. and P. Palmadesso, J. Geophy,
m‘-‘- g—&l 2131’ 19830

2, Schunk, R.W., Rev. Geophys. Space Phys. 15. 429,
1977.

*This work supported by the Office of Naval Research and

the National Aeronautics and Space Administration.




Various models have been developed in the past in
order to study the behavior of plasma on the auroral
magnetic field lines, The dynamics of the upward current
on the auroral field line and the current free polar wind
case has been studied by Mitchell and Palmadesso. The
dynamics of the return current remains an interesting
guestion.

Return currents play an important role in the study
of magnetosphere-ionosphere coupling. We have performed
simulations using the dynamics of the large scale return
current on auroral field lines. The model is a multi-
moment multi-fluid approximation of a gyrotropic plasma
consisting of three species (electrons, hydrogen ions,
oxygen ions) along a segment of the auroral magnetic field
lines extending from an altitude of 800 km to 10 earth
radii. Field aligned currents of different magnitudes
were introduced into the system and the effects were
noted. Interesting results have emerged. Unlike the
polar wind and upward current simulations, here, the pre-
liminary results show that the electron velocity increases
with the onset of the return current and the electron
temperature gradient decreases. Also, the ambipolar
electric field decreases, thereby, decreasing the hydrogen
ion velocity at the lower end of the tube. To maintain
constant current the electron velocity then decreases.

The primary effects displayed by the temperature are (i)

10




adiabatic cooling due to the expansion of the cross
sectional flux tube area with height and (ii) anisotropy,
which may be viewed as the fluid model manifestation of
the mirror effect.

The behavior of small scale return currents in steady
state, the effects of anomalous resistivity on heat flow,
electron and ion velocities, and the electron and ion
temperatures is currently under investigation.

(D) Magnetic Shear Effects on the Current Driven Ion
Cyclotron Instability

Earlier studies have established the importance of
self consistent magnetic shear due to field aligned
currents (G. Ganguli and P. Bakshi, "Nonlocal Aspect of
Electrostatic Current Driven Ion-Cyclotron Instability Due
to Magnetic Shear", Phys. Fluids 25, 1830, (1982)) and the
finite current channel length (P. Bakshi, G. Ganguli and
P. Palmadesso, "Finite-Width Current, Magnetic Shear, and
the Current-Driven Ion-CyclotroQ Instability”, 26, 1808
{1983)). These results have been applied to
magnetospheric plasmas and various implications regarding
satellite observations of ion cyclotron waves.have.been
discussed. (G. Ganguli, P. Bakshi and P. Palmadesso",

Electrostatic Ion-Cyclotron Waves in Magnetospheric




————

Plasmas: Non-Local Aspects", J. Geophys. Res. (to appear)
(1984): NRL Memorandum Report 5197) This work is
included in this report as Appendix D.

All the earlier work so far deals with nonlocal

effects on temporal growth rates alone. lon-cyclotron
waves are convective. Thus, in order to draw definitive
conclusions regarding the ion cyclotron instability in a
bounded plasma (e.g. the magnetospheric plasmas) one must
also investigate the effects of nonlocality, if any, on
spatial growth rates. A start has been made to study
nonlocal aspects of the convective properties of the
current-driven ion cyclotron instability. Initial results
are very interesting, (G. Ganguli, P. Bakshi and P.
Palmadesso, "Nonlocal Effects on the Convective Aspects of
the Current Driven Ion Cyclotron Modes (CDICM)", Transc.
AGU, 64, 820 (1983)). The abstract from the above paper

follows. s

Nonlocal Effects on the Convective Aspects of the Current
Driven Ion Cyclotron Modes (CDICM)*

G. GANGULI (Science Applications, Inc., McLean, VA 22102),
P. BAKSHI (Boston College, Chestnut Hill, MA 02167 and
Science Applications, Inc., McLean, VA 22102) and P.
-PALMADESSO (Naval Research Laboratory) Washington, D.C.
20375

Previouslyls2 we have reported that the nonlocal effects (
of the finite width current channel and the magnetic shear
can significantly modify the normal mode structure of the i
CDICM and introduce subtleties not accessible using the A
local approach. We now report the nonlocal effects on the
convective aspects of CDICM. The local theory predicts a
finite parallel group velocity, Vg”. The nonlocal theory

12




reproduces the local theory results for V_ . if L. (the
current channel size) << Lg (the magnetic sifear length).
As L. is increased V4 decreases; and for L, > Lg becomes
negligible. Thus for L. > L g the instability becomes
absolute in the direction of the magnetic field. The
group velocity perpendicular to the magnetic field is only
marginally affected by the nonlocality. 1Implications to
the magnetospheric plasmas will be discussed. Effects of
the smaller scale substructures in the current profile are
also considered.
1. P. Bakshi, G. Ganguli and P. Palmadesso, Phys. Fluids
26, 1808 (1983).
2. G. Ganguli, P. Bakshi and P. Palmadesso, J.G.R., (to
be published).
*This work is supported by NASA and ONR.

As the current channel length L. becomes equal to or

greater than the magnetic shear length Lg we find that the
ion cyclotron instability undergoes a rather drastic
change in its propagation characteristics in the direction
along the external magnetic field. The group velocity
parallel to the external magnetic field vanishes, thereby
making the instability absolute rather than convective as
is usually believed. An in depth analysis of the general
propagation properties of the current driven ion <cyclotron
instability is currently ongoing.

Energetic electron precipitation from the radiation
belt has been of considerable interest. The possibility
of exciting whistler mode turbulence by injection of cold
plasma in the quiet time radiation belt has been around
for sometime (N.M. Brice, "Artificial Enhancement of
Energetic Particles Precipitation through Cold Plasma

Injection: A Technigque for Seeding Substorms?", J.

13




Geophys. Res. 15, 25 (1970): Brice, N.M. and C. Lucas,
"Influence of Magnetospheric Convection and Polar Wind
Loss of Electrons from the Outer Radiation Belt", J.
Geophys. Res. 76, 900 (1971)). We have investigated the
possibility of whistler mode turbulence in the AMPTE cold
plasma release experiment by using a realistic time
dependent cold plasma model and proper boundary conditions
prevailing in the magnetosphere (P.J. Palmadesso, J.A.
Fedder, and G. Ganguli, "Temporal Evolution of Whistler
Growth in a Cold Plasma Injection Experiment,” Trans. AGU
€4, 798 (1983); (Manuscript in preparation for

publication)). The abstract follows.

Ienmporal Evolution of Whistler Growth in a Cold Plasma
Injection Experiment*

P.J. PALMADESSO and J.A. FEDDER (both at Naval Research
Laboratory, Washington, D.C. 20375) and G. GANGULI
(Science Applications, Inc., McLean, VA 22102)

Profiles of the temporal evolution of whistler growth
following the injection of cold plasma into the
magnetosphere have been calculated with parameters
appropriate to AMPTE. Simple models of the spatial
spreading of the injected plasma were used to generate
profiles of the variation with time of the plasma density
within the expanding cloud and the effective length of the
interaction region. The gain factor for amplification of
a whistler wave packet traversing the cloud was taken to
be G(t) = expl[y(t) L(t)/Vg(t)], where ¥ is the spatially
averaged temporal growth rate, L is the effective length
of the interaction region and Vg is the group velocity.
It appears that strong amplification and strongly enhanced
pitch angle diffusion can be achieved and maintained for
substantial periods of time in practical cases.

*This work supported by the Office of Naval Research.
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We conclude that in the parameter range of the AMPTE
cold plasma release experiment a strong amplification and
a strongly enhanced pitch angle diffusion can be achieved
and maintained for substaintial periods of time in
practical cases.

(E) 1Instability Mechanisms Causing High Latitude
Ionospheric Irreqularities

In our continuing effort to understand the mechanisms
that generate scintillation causing irregularities in the
high latitude ionosphere, we have carried out a linear
stability analysis by including the dominant sources of
free energy, namely, the field aligned currents, velocity
shear and density gradients. First, the effects of
velocity shear on the current convective instability was
investigated using technigues similar to those used in the
studies on Rayleigh-Taylor iqstabilities ("Rayleigh-Taylor
Instability in the Presence of a Stratified Shear Layer",
P. Satyanarayana et al., to appear in the Journal of
Geophysical Research). The results shows that velocity
shear preferentially excites a long wavelength mode and
possibly leads to the large scale structure in the east-
west direction in the so called plasma blobs. Detailed
analysis is given in Appendix E, in a paper entitled
"Velocity Shear Stabilization of the Current Convective
Instability.” This paper has been accepted for

publication in the Journal of Geophysical Research.

15




Recent observations report strong field-alignegd
currents of SOOuA/m2 in the high latitude ionosphere at
the same time that irregularities of various scale sizes
are observed. Since the field-aligned currents introduce
a shear in the magnetic field, we studied the effects of
magnetic shear on the collisional current-driven ion
cyclotron instability conjectured to be operating in the E
region of the ionosphere. Our results show that magnetic
shear has a stabilizing influence on the instability.
However, the field-aligned currents in the ionosphere are
not strong enough to produce sufficient magnetic shear to
have any significant stabilizing influence. Currents of
“mA/m2 are needed to produce noticeable effects. The
details are given in Appendix F, entitled "Influence of
Magnetic Shear on the Collisional Current Driven Ion
Cyclotron Instability." This paper is currently being
reviewed by "Plasma Physics".

The paper pertaining to the study of effects of
velocity shear on Rayleigh-Taylor instability has been
accepted by the Journal of Geophysical Research. This
paper contains an extensive parametric study in a
continuation of our previous effort, "Influence of
Velocity Shear on Rayleigh-Taylor Instability," by P.N.
Guzdar, P. Satyanarayana, J. Huba and S.L. Ossakow,

Geophys. Res. Lett. 9, 547,1982. The results were applied

16




to large scale phenomena 6bserved during equatorial spread
F and to the structuring in barium releases. The new
results are: (i) strong stabilization of short wavelength
modes when the velocity reversal point is in the
Rayleigh-Taylor localization region, and (ii) significant
reduction in the growth rate when the collision frequency
is considered to be inhomogeneocus which is usually the
case in the ionosphere. The detailed analysis is given in
Appendix G, entitled "Rayleigh-Taylor Instability in the
Presence of a Stratified Shear Layer."
(F) Auroral Instability Studies

We have carried out a study of the nonlinear
saturation of the current-driven collisional electrostatic
ion-cyclotron instability based on resonance broadening
theory. This instability is likely to be excited at
ionospheric altitudes in the auroral zone corresponding to
the upper E- and the F- regions where field-aligned
currents are known to flow. The theory of Dum and Dupree,
developed for the collisionless current-driven
electrostatic ion-cyclotron wave instability, is extended
to take collisional electrons into account. The nonlinear
saturated amplitudes are computed and a comparison of

these with the experimental observations is made. A draft

paper reporting on this work has been completed and will

17




be submitted for publication under the title
"Stabilization of the Collisional Current-Driven 1Ion
Cyclotron Instability" by Chaturvedi, Huba and Ossakow.

An earlier study investigating the effect of magnetic
field shear on the current-convective instability (Huba
and Ossakow)l, has been extended to include in the
treatment ExB and gravitational instabilities with
applications to the diffuse auroral situation. It is
shown that the reduction in the growth rates for these
instabilities is greater at longer wavelengths. It is
also found that at the long wavelengths (comparable to the
density gradient scalelength), the contribution to the
growth of the perturbations comes largely from the
current-convective mechanism,

This study does not take velocity shear effects into
account such as have been studied by Satyanarayana and
Ossakow? for a stream-free field case. The two effects
will be combined in a future study. A draft paper
reporting on this work has been completed and will be
submitted for publication under the title"Convective Fluid
Instabilities in a Sheared Magnetic Field in Diffuse
Aurora" by Chaturvedi, Huba, and Ossakow.

Finite temperature effects have been included in a
multilayer barium cloud study to investigate the behavior
of the cloud striation growth rate as a function of the

relative compressibility of the background and cloud. The
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numerical studies performed show that relatively
incompressible backgrounds are stabilizing while

relatively compressible backgrounds are destabilizing.

.

This work will appear in the Proceedings of the DNA
sponsored Late Time HANE/Polar Physics Meeting at SRI
International, Menlo Park, CA, October 4-7, 1983. 1t is,
also, being submitted to the J. Geophys. Res. and will
appear as an NRL Memo Report. It is included in this
report as Appendix H under the title, "Finite Temperature
! Effects on the Evolution of Ionospheric Barium Clouds ir
the Presence of a Conducting Background Ionosphere" by
Zalesak, Chaturvedi, Ossakow, and Fedder.
(G) Nonlinear Saturation of the Lower-Hybrid-Drift
Instability and Anomalous Plasma Transport

In collisionless or nearly collisionless plasma cross
field transport associated with classical transport is
small. 1In plasma configurations where the scale lengths
of density, L,, are comparable to the ion Larmor radius
oir the lower hybrid drift instability can cause transport
greatly exceeding the classical levels., During the past
year we have completed an in depth study of the nonlinear
saturation of the lower hybrid drift instability and the

associated particle transport. This work represents the

first fully self-consistent nonlinear theory of a "drift




wave" instability and therefore represents a significant
milestone in our understanding of anomalous transport of

plasma across a magnetic field.

i In the linear phase of the instability, the resonant
interaction of ions with the wave leads to instability of
long wavelength modes with wavevector k=~ :es'l, where 7 o
is the electron Larmor radius based on Tj- The electrons

stabilize short wavelength modes with k >> 5;5 either by

classical collisional damping or the damping associated
with their cross-field B resonant interaction with the
wave. An equation describing the nonlinear coupling of
stable and unstable modes has been derived. This
nonlinear equation was solved numerically by modifying an
existing pseudo-spectral code developed by Fyfe, Jcyce and

Montgomery (1977)3.

A detailed study of the saturation of the lower-
hybrid-drift instability has been completed for a range of
parameters and with a variety of mechanisms for
dissipating the energy in the wavelength modes. The
linearly unstable spectrum in R'space grows and then
saturates as the modes nonlinearly spread their energy
over a broad region of k space. The saturation level of

N,
potential fluctuations ¢ is given by

AV
ep/T; ~ 2-3(2me/mi)1/2 Vai/Vi
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with V4, the diamagnetic velocity and Vj the ion thermal

velocity. This saturation amplitude is relatively
insensitive to either the force or strength of the
dissipation. The self-consistent cross field transport

coefficient D is given by
D = 2.4 (g (Vdi/Vi)z “op

where o is the lower hybrid frequency. The calculated
saturation amplitude is found to be consistent with both
laboratory measurements of lower hybrid drift turbulence
and with recent particle simulations of this instability.

The above studies have been documented initially in
Phys. Fluids under the title "Saturation of the Lower-
Bybrid-Drift Instability by Mode Coupling"™ a copy of which
is included in this report as Appendix I. A more recent
report entitled "Nonlinear Mode Coupling Theory of the
Lower-Bybrid-Drift Instability" has been published as NRL
Memorandum Report 5209, November 1983, will be published
in Phys. Fluids, May 1984, and appears in phis report as
Appendix J.
(H) Laser/HANE Theory Support

A preliminary study of short-scale-length coupling
mechanisms was initiated in support of the NRL experiment,
conducted by B. Ripin, on laboratory simulation of HANE by

an expanding laser-produced plasma. The KLYSMA code,

21




which includes coupling criteria for the instabilities
studied by Lampe, Manheimer, and Papadopoulos (1975)4 in a
multi-fluid anomalous transport model intended for
simulation of the early-time HANE regime, was resurrected
and run with parameters appropriate to the laboratory
experiment. A run with the nominal design parameters of
the experiment (as of mid-autumn 1982) was conducted.
This run exhibited no short-scale-length coupling; it was
concluded that for the nominal experiment parameters the
debris shell was too narrow to conteain significant
exponentiation of any instability in a transit time.
Although this run included no chemistry and utilized the
thin-shell initialization built into the then-existing
KLYSMA for HANE applications, further analytical study
indicated that this conclusion would be valid even with
more appropriate initialization, for the ncminal
experiment parameters. These considerations led to re-
examination of the design parameters with respect to
coupling criteria for the various instabilities. It was
concluded that the magnetized ion-ion (MII) instability
was the process most likely td yield observable coupling
in the experiment, but that it would be necessary to
abandon "faithful" scaling of the laboratory simulation in
favor of "qualitative" scaling. A study was made of the

design parameter regimes in which coupling by the MII

22




instability would be indicated according to the criteria
of Lampe et. al. Criteria for instability turn-on, non-
stabilization by EM effects, high-beta expansion, and
system size were expressed in terms of the design
parameters: these included the ambient magnetic field
strength, ambient density, target yield, expansion
velocity, and characteristic system dimension. Results of
this study were presented at the DNA experiment review at
NRL on 27-29 January 1983, and are documented in R.A.
Smith and J.D. Huba, "Parameter Survey for Collisionless
Coupling in a Laser Simulation of HANE" (NRL Memo Rpt.
5092). This report appears here as Appendix K.

A series of numerical simulations of the high
pressure regime of the NRL laser experiment were performed
to try to determine the source of the bubbles in the
expanding shock front. A number of possibilities were
tried to reproduce this phenomenon; a rippling of the
position of the debris shell, a perturbation of the mass
within the debris shell, and a slug of more slowly moving
material behind the debris shell. None of these
reproduced the experimental results. 1In all cases the
shock front proved stable. However, it was found that
within the shocked region, perturbations of internal
structure did grow. This result could be applicable to
the late time structure of a HANE. These results have

been presented at the Early Time High Altitude Nuclear
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Effects Meeting at NRL, October 18-20, 1983, and will
appear in the Proceedings of that meeting.

Using the NRL codes, UVDEP and PRODEP, developed for

HANE studies we have obtained estimates for ionization in
the NRL laser/HANE experiment. The effects on the
background No gas of (1) x-rays emitted following laser
irradiation of an aluminum target, (2) debris ions moving
out from the target, and (3) deposition of uv radiation
resulting from interaction between the debris ions and the
background gas were calculated. This work was documented
in NRL Memorandum Report 5146 entitled "Preliminary Report
on UVDEP and PRODEP Results for the NRL Laser/HANE
Experiment", August 1983, and appears here as Appendix L.
(I) Early Time HANE Phenomena

The role of collective effects in HANE was examined
assuming that Larmor coupling is the dominant coupling
process and neglecting the role of NRL's short coupling
instabilities. It was shown that the ion distributions
generated following Larmor coupling are unstable to
electrostatic loss cone type instabilities. A preliminary
assessment indicated that these instabilities affect the
temperatures of the air and debris ions so that Larmor
coupling resembles closely short length coupling.
Estimates of minimum electron and ion temperatures were

presented for Starfish, Checkmate and Spartans at typical
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altitudes. The results have been submitted as an NRL

Memorandum Report entitled "The Role of Collective

Interactions Following Larmor Coupling in HANE" by K.

Papadopoulos.

The modified two stream instability (MTSI) is an
important anomalous transport process in the ealy time
development of HANE. A summary of the conditions for its
development and the appropriate energy transport
coefficients can be found in Lampe et. al.4. The
coefficients derived in this memorandum were used in
multifluid codes such as KLYSMA which determined the early
time coupling phenomenology. Since in KLYSMA the
electrons are treated as a single one temperature fluid,
the energy transfer to electrons was in the form of bulk
heating. As first discussed in Lampe and Papadopoulos?®
the energy transfer to electrons from the MTSI is‘often
dominated by energetic tail formation rather than bulk
electron heating. Recent simulations by Tanaka and
Papadopoulos® have confirmed these results and clarified
the physics underlying.the electron energization process.
Whether it is necessary to incorporate the energy transfer
to suprathermal tails rather than bulk electron heating in
the HANE codes depends critically on the phenomenology
aspect under consideration. 1If ionization processes play
an important role the presence of non Maxwellian tails is

usually important. The same is true if one is interested
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in line radiation signatures for diagnostic purposes.

Both of the above considerations are relevant to the NRL
experiment. In nuclear test cases such as STARFISH or
SPARTAN in the 150-4P8 km altitude range the location and
properties of the energetic electron patches depends quite
critically on the partition of the energy transfer to
electrons during coupling between bulk heating and tail
formation. A note was published giving some simple
prescriptions in the spirit of Lampe et. al.,4 which allow
incorporation of the effects of tail formation in
multifluid codes, such as KLYSMA, and examined some of the
HANE aspects affected by such considerations. These
results appeared in the High Altitude Newsletter No. 2,
October 1983 edited by Walter Chestnut of SRI. A copy of
this report is reproduced here in Appendix M.
A*comparison between models of energetic particle
generation following HANE and observations of particle
energization in high M, flows in the earth's bow shock was
performed. Many similarities were apparent. The same was
;rue for debris jetting and observations of interplanetary
clouds following coronal mass ejections from the sun. The
results and their impact on HANE phenomenology were
presented at the Eary Time HANE meeting at NRL, October
18-20, 1983, and will appear in the Proceedings of that

meeting.
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In addition, the status of the chemistry routines in

CYLWHAT and KLYSMA was evaluated and recommendations for

changes and improvements for the new early time codes were

made. This work is continuing.

(J) Uranium Vapor Release

We have completed a numerical simulation to model the
release of uranium vapor at an altitude of 200 km., We
used a 1D hydrocode incorporating the chemistry and
realistic diffusion coefficients. We calculate motion
along the magnetic field, in which ions can diffuse, and
motion perpendicular to the field, in which the ions do
not diffuse. We determine the spatial and temporal
distribution of U, UO*, ang vo,*. The purpose of the
prospective release is to evaluate the infrared emission
(LWIR) due to oxides of uranium that may be important in
HANE events. If these ions emit large amounts of ir and

striate, there could be adverse effects on the operation

of optical detectors used in defense systems. This work
has been published as NRL Memorandum Report 5193, entitled
"Simulation of a Uranium Vapor Release in the High
Altitude Atmosphere," November 1983, and appears in this
report as Appendix N.

(K) Late Time HANE Striation Models

Optical detectors used as part of U.S. defense
against missile attack may be severely degraded for hours

following a HANE occurrence, depending on properties of
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the detector and on the nature of ionospheric spatial
irregularities in the disturbed atmosphere. Currently
large scale codes exist to predict visible and ir emission
following a nuclear burst (ROSCOE and derivatives, NORSE
and NADIR). A model has been incorporated into ROSCOE to
provide an estimate of the power spectral density (PSD) of
the spatial irreqularities. It is essentially a trivial
model, however, which incorporates no angular dependence
with the magnetic field direction and relative ion-neutral
wind directions and assumes a universal falloff of k™2 in
the PSD.

We are developing a first order model for high
altitude nuclear induced striations and the resulting PSD,
based on what is known from plasma instability theory and
simulations at NRL and elsewhere and on comparison with
the high altitude data that is available. This model,
while a substantial improvement over current use in the
above codes, should be considered only a step in the
longer range goal of understanding the striating disturbed
ionosphere more completely than we currently do. This is
because of the very limited data available and the incom-
pPlete nature of our understanding of the processes that
induce striations.

The spatial PSD depends on the size or sizes of

nuclear induced striations, their shape, i.e.,
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distribution of ions, the sharpness of edges, whether the

emission is due to plasma recombination or debris, and the
direction from which we view the striation. At this stage
of development of the theory it is possible to estimate
sizes, shapes, and edge properties for some "candidate"
mechanisms that cause striation growth. Spectral
properties of the model we are developing have been
reported on at the DNA Late Time HANE/Polar Physics
Meeting, 4-7 October 1983 at SRI International and, also,
at the ROSCOE/NORSE/NADIR-C/LAMP Community Meeting, 15-17
November 1983. A copy of the presentation made at the
ROSCOE Meeting with notes is included in this report as
Appendix O. It has appeared in the Proceedings of the
ROSCOE Meeting and will appear in the Proceedings of the
SRI Meeting.

In another paper we treat the theory of the spectral
properties of optical data scans. Entitled "Estimating
Spectral 1Indices from Transforms of Discrete
Representations of Density Functions"™ we determine
limitations on extracting meaningful spectral indices in
terms of the complexity of the spatial emission profile,
the adequacy of resolution, and aliasing errors. The

paper has been submitted as an NRL Memorandum Report.
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(L) Quasi-steady State Multi-Plasma Cloud Configurations
in the Ionosphere

It has been observed that kilometer-scale size
structures can persist in both barium and nuclear cloud
striation phenomena. Beyond a certain point in late times
after the release of such plasma clouds, the bifurcation
of clouds appears to stop. This so-called "freezing"
phenomenon results in an array of closely spaced plasma
cloud striations which tend to drift in unison for an
extended period of time. The possible mechanisms for
causing the cessation of bifurcation have attracted
considerable attention in the literature. However, there
is another necessary ingredient for the freezing
phenomenon. After bifurcation has stopped, the multiple
striation fingers appear to undergo quasi-steady state ExB
drift across the geomagnetic field. We have considered
the nature and properties of closely spaced multiple
plasma striations in quasi-steady state. The neutral
electrical interaction of the striations is included
exactly. Using the technique developed in a previous
paper (Chen, et. al.: J. Geophys. Res. 88, 5528, 1983), we
have been able to demonstrate the existence of guasi-
steady state multiple plasma cloud configurations. We
have shown that the influence of neighboring clouds on the
electric field inside nearby clouds decreases as K~1 for

any xo/a8 so that the cloud interior is effectively
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shielded from the intercloud interaction. Here,
K =Cjin/Coutr the Pedersen conductivity ratioc and 2x, is
the center~to-center distance of striations (modeled by
cylinders of radius a). As a result, the electric field
inside all the clouds is essentially uniform and equal so
that such a system would be seen to drift in unison across
the magnetic field while maintaining the overall geometri-
cal shape.

The above results have been described in an NRL
Memorandum Report, in press, and have, also, been
accepted, in a more compressed version, for publication in
J. Geophys. Res. under the title "Quasi-Steady State
Multi-Plasma Cloud Configuration in the Ionosphere". It
appears here as Appendix P.

(M) Chaotic Behavior in Ionospheric Processes

A series of detailed studies of the transition from
orderly to chaotic behavior in a simple dynamical system
were conducted in 1983. Orbits of particles acted on by
the field of a standing wave structure, an idealized
representation of wave structures which can arise on
auroral field lines or in ionospheric density depressions,
exhibited Feigenbaum period doubling as the amplitude
parameter has increased, and stochastic behavior at the
limit of the period doubling cycle. At higher amplitudes

a band structure was observed in surface-of-section plots
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of the particle motion, and this in turn evolved into
a strange attractor at very large wave amplitude.
(N) Linear Dynamics of Tropical Heat Sources and
Interactions with Mid~Latitudes

A two dimensional linear model has been developed to
investigate the response of a stratified atmosphere to
prescribed tropical heat sources in the presence of a new
zonal flow. The heat sources of interest are those that
arise from warm sea surface temperature anomalies (SST's)
that occur in the central and western tropical Pacific
during an El1 Nino event. During such events the
convection is greatly increased over the region of the SST
anomaly, greatly changing the atmospheric circulation in
the region. The anomalous convection due to the warm SST
anomaly influences the atmospheric circulation far from

its origin in mid-latitudes. it is hoped that this model

will aid in the understanding of the structure of such
teleconnection responses. .

In this model, the primitive equations on a sphere in
log~-pressure coordingtes are linearized about a basic
state with a near zonal flow which can depend on latitude
and height. The stratification of the model basic state
atmosphere can be varied with height and latitude. The
model variables are Fourier amplitudes for each zonal

wavenumber. The motion is presently forced by a

prescribed heating function of given frequency, which
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represents the latent heating due to large-scale tropical
convection. The model is damped by eddy diffusion,

Rayleigh friction and Newtonian cooling. Damping through

the vertical transport of horizontal momentum by deep
convection 1is also parameterized. The boundary layer is
formulated using an eddy diffusion coefficient K with the
surface stress formulated using a drag coefficient. The
same formulation is used for the surface heat flux gen-
erated by warm SST anomalies. The model domain is global
| with a rigid upper boundary at 22.5km. The model
equations are finite differenced on a staggered grid and
the resulting finite difference equations form a block
matrix system which is solved by standard technigques.

The model has been tested for the case of steady
latent heating in a basic state at rest and the same
result obtained as the Walker circulation solution of
Geisler (1981).7 The model will be used to compare the
response forced by a prescribed cumulus heat source in a
realistic mean zonal flow to that forced by a warm SST
anomaly. The cumulus heating initiated by the warm SST
anomaly will be found by an iterative process through a
E number of solutions. The boundary layer convergence from
; the previous solution will be used to calculate the verti-
i cal flux of moisture at the ton of the trade wind
inversion (at z = 2km). The vertical moisture flux is

then matched to a new cumulus heating rate and a new
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solution found. A one-dimensional model, which uses
Fourier modes in longitude and modes in the vertical in a
constant mean flow, will be converted to a fully modal
model. The normal modes excited by the above heat sources
will then be calculated and compared to the two-
dimensional model solutions for realistic mean zonal
flows. This work is described in more detail in Appendix
Q entitled "Model of Linear Response to Tropical Heat
Sources."
(0) The Large-Scale Dynamics of the Indian Summer Monsoon
The large-scale dynamics of the summer monsoon in the
region of India is currently being investigated. The
research is a follow on from the author's Ph,D. thesis
research on the linear dynamics of the East African low-
level jet. A paper on this thesis work (see Appendix R)
was presented at the 15th Technical Conference on
Hurricanes and Tropical Meteorology, January 9-13, 1984,
in Miami, Florida. The title is "A Linear Dynamic Model
of the East African Jet in a Stratified Atmosphere." The
following is the abstract for this paper:
A Linear Dynamic Model of the East African Jet in a
Stratified Atmosphere, K.D. Sashegyi and J.E. Geisler
Relative effects of prescribed summer monsoon heat
sources and the topographic barier of East Africa on the
maintenance of the East African jet were investigated
using a linearized primitive equations models in a strati-

fied atmosphere. The topographic barrier, modeled as a
rigid wall, concentrated the broad cross-equatorial flow
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forced by the large-scale latent heating over India into a
boundary jet. Low-level sensible heating over Somaliz and
Saudi Arabia increased the cross-equatorial flow, created
@ local wind maximum along the coastline of Somalia and a
more gradual turning of the jet from the topographic
barrier.

At present, the three dimensional regional area model
of Chang and Madala (1980) is being adapted to study the
nonlinear aspects of the large scale Indian monsoon. The
model includes realistic topography and will be driven as
in the linear model by a prescribed latent heat source
representing the large scale monsoon convection in the
region of India. The model demain runs from 20S to 4CN
and 30°E to 110°E. Sigma coordinates (normalized pressure
P/PE! where Py is the surface pressure) are used as the

ic

ver al coordinate. The model has 5 sigma levels in the
vertical, 31 grid points in latitude and 81 grid points in
longitude. The horizontal resolution of the model is 1© in
longitude and 2° in latitude. The solution obtained with
this nonlinear model will be compared to the linear
solutions.

(P) Collective Particle Accelerator (CPA)

A collective particle accelerator (CPA) is a device
in which an intense relativistic electron beam (IREB)
gives rise to an axial electric field which in turn
accelerates a solid beam injected along the axis. A
previous study of the stability of a solid charged beam
propagating inside a hollow relativistic electron beam (H.
Uhm, Phys. Fluids 25, 1908 (1982)) concluded that such a
configuration is unstable to transverse oscillations.

We have studied both the normal mode approach (as in
Uhm (1982)) and the convective aspects of the transverse
oscillations (G. Ganguli and P. Palmadesso, "Finite Geome-

try Effects on the Stability of a Charged Beam Propagating

Through a Relativistic Annular Electron Beam”, to appear




in Journal of Applied Physics, (1984) and NRL Memo Report
5191), and conclude that it is possible to achieve
successful acceleration of a portion of the axial beam.
Thus, the transverse oscillation is not fatal to CPA
operation.

Further studies of the CPA particle orbits are now
under investigation. This work is included in this report
in Appendix S.

(Q) Plasma Behavior in Crossed Electric and Magnetic
Fields

The behavior of plasmas subject to crossed electric
and magnetic fields has been the subject of considerable
study under this task. The particular case of interest is
shown in Figure 3. A large amplitude electro-magnetic
pulse traveling between two highly conducting regions is
incident upon a plasma slab. If the pulse amplitude is
large enough, then electrons from theinegative conducting
region (the cathode side) are magnetically constrained and
cannot enter the plasma slab to provide current carriers,
hence the current must be carried via the plasma ions.
After a sufficient time has passed, the plasma ions
represent the only current carriers.

The problem is complicated by the fact that the
magnetic field must diffuse into the plasma slab. Thus,
the current is initially carried in a very thin region,

Figure 4, whose thickness is equal to the skin depth of
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the plasma. The high current density in this region

guickly depletes the electrons near the cathode and then
attempts to draw the full current in this region as space-
charge limited ion current (Figure 5), If the ion density
is such that a sufficient number of ions are supplied to
the electron depleted region, then the vacuum gap will
grow larger. As the space charge limit is proportional to
v3/23-2, this means that the voltage across the vacuum gap
must increase. Another way of looking at it is that the
impedance of the region must increase. This means that
the skin depth increases and a new region of plasma is
available for carrying the current. The process continues
until the whole plasma slab has eroded and the pulse is
finally allowed to pass to the right.

As this problem is inherently a 2-dimensional
problem, many different length scales must be considered:
(1) the magnetic skin-depth; (2) the plasma sheaths; and
(3) the vacuum gap. As noted above, the gap affects the
plasma impedance which affects the skin depth; it also
affects the ion current which affects the plasma sheath.
Thus all of these length scales are inter-related.

The current work under this contract has been an
attempt to understand the global physics of this problem
and how the various parts are inter-connected. Figure 6

shows the global structure of the plasma; much work needs
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to be performed to understand the dynamic interplay

between the various regions.
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the conventional isotropic tearing-mode instability.
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TEARING INSTABILITY IN AN ANISOTROPIC NEUTRAL SHEET

1. INTRODUCTION

In this paper, we investigate the tearing-mode stability properties of
a field-reversed plasma layer whose temperature distribution is anisotropic

(Ti 2 TF). The symbols | and i refer to directions perpendicular and

parallel to the equilibrium magnetic field, respectively. Figure 1 shows a
schematic drawing of the geometry and the coordinate system. The equili-
brium magnetic field go(z) = B:(:)iR indicated by thi solid lines, is
generated self-consistently by the current go(z) = Jo(z)l with no external
magnetic field. The magnetic field reverses its direction in the plane
z = 0 and J,(z) is symmetric in z. Both ions and electrons are assumed to
contribute to the equilibrium current. The number density no(z) is also
shown in the figure. In this one—dimensional equilibrium, all physical
| quantities depend on =z alone. The plasma is assumed to consist of
, ‘ collisionless ions and electrons so that Vlasov equations are used for both
species.

.1t is well-known that inertia of the current carriers can lead to
collisionless tearing instablility in a system such as the one described
above. ’Considerable work has been done on the basic collisionless tearing-

mode properties' of the neutral sheet configurationl-s.

An example of
physical systems that may be modelled by this configuration is the earth”s
magnetotailg. Subsequent to the early work, tearing-mode results have been

considered in connection with the magnetotaillo'll.

In these studies, the
neutral ' sheets are generally assumed to have isotropic temperature
distributions (Tl = Tl)' However, in a collisionless plasma, the motion of
particles parallel to the magnetic field 1is decoupled from the
perpendicular motion and temperature anisotropy can be maintained even in

thermal equilibrium. Laval and Pellat12

used an energy principle analysis
to show that collisionless tea;ing-mode properties can be strongly modified
by weak temperature Qnisotropy. In particular, it was found that the

k1 Eo mode can be stabilized by a very ¢°small degree of electron

temperature anisotropy: TellTe < (l—aelé) where a is the electron

] e
! gyroradius and § is the layer half-thickness. In this work, neither the
dispersion relation nor the marginal condition for the anisotropic case was

given. Recently, Chen and Davidsonl3

carried out a Vliasov-fluid analysis
of a field-reversed ion layer at marginal stability using approximate
Manuscript approved July 14, 1983.
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ny(2)

Fig. 1

Y
Schematic drawing of a neutral sheet and the coordinate system.
The magnetic field B, (z) reverses direction at z = 0. The dashed

lines indicate the magnetic field configuration including the
perturbation.
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orbits in a cylindrical coordinate system. It was found that relatively
small temperature anisotropy in iloms significantly modified the stability
boundaries. Consistent with the results of Ref. 12, the range of unstable
wavenumbers is reduced for Tii/Tin < 1 and is increased for Tiljtin > L.
More recently, Basu and Coppi1 studied a fluid-like “field swelling”
instability in 2. anisotropic plasma in which the magnetic pressure is
comparable to the particle pressure and in which there is no equilibrium
current. This analysis 1is local and is based on the fluid equations.
However, in the neutral sheet configuration, the instability is
intrinsically nonlocal and the plasma g is much greater than unity in the
field-null region 8o that the fluid equations are invalid. Thus, the
treatment of Ref. 14 is not applicable to the tearing-mode instability
which is due to resonant particles crossing the field-null region.

A difficulty in trea:ing‘ the neutral sheet configuration is the
complicated particle orbi:sls- In order to make the problem tractable
analytically, "straight-line"” approximations have often been useds’10 for
the particle orbits crossing. the null plane. Numerically, the problem is
also difficult. In a notéworthy but rarely referenced work, Holdren16
utilized an integrodifferential equation formalism to show the feasibility
to treat the various orbits exactly. In order to minimize the numerical
errors, relativistic electrons with large orbits were wused and no
definitive comparison can be made between the relativistic numerical
results and the previous nonrelativistic, approximate resultss. In
addition, the anumerics required are prohibitive and it 1is in general

difficult to use this method.

In the present model, we will adopt the straight-line orbits but
improve the treatment of the ion orbits. The effects of the small Larmor
radius orbits will also be considered. The anisotropic collisionless
tearing-mode analysis is carried out for perturbations of the form
w(x,z,t) = i(z)exb(ikx-iwt) where the wavevector k is taken to be parallel
to the equilibrium magnetic field. 1In Fig. 1, the dashed lines indicate
schematically the magnetic field 1lines including the mirror-like
perturbation given above. As a general remark, the problem treated here is
different from that of tearing instabilities in tokamak dischatges18

because the tokamak geometry would have an applied magnetic field in the y-

A-11




i
|

direction (Fig. 1l). This alters the prticle orbits significantly. The
configuration studied here is more closely related to certain @-pinches and

ion layers.

In Section 1II, we present the basic linear analysis of the
perturbation. In Section 111, simplified particle orbits are used to
obtain the eigenvalue equation. This equation is solved to give the linear

anisotropic dispersion relation. Section IV discusses the results.

II. FORMULATION

Figure 1 shows a schematic drawing of a neutral sheet. We assume that
there is no equilibrium electrostatic field and no bulk motion of the
plasma (i.e., E x B = 0). We consider a class of equilibria described by

;= . = V.P_ . . j = . .
fOJ foj((HlJ VJ v3’ HHJ) where j e,i and (HLJ’ PyJ’
single-particle constants of the motion in the equilibrium magnetic

field. Here, H

Hnj) are the

o
= (mj/Z)(v§ + vg), Pyj = oV, + (qj/c)Ay(z) .

1]
Hlj = (mj/Z)v§ and A;(z) is the vector potential for the equilibrium
magnetic field, where 9 is the electric charge, m4 is the mass, and Vj -

constant is the mean drift velocity of the species j.
A. Linear Eigenvalue Equation

The analysis {s carried out for perturbations of the form y(x,z,t) =
;(z)exp(ikx-iw:) where the wavevector k = kf is parallel to the equilibrium
magnetic field. The magnetic field configuration 1including this
perturbation is indicated by dashed lines in Fig. 1. The characteristic

frequency is low with lal << w, where woy ™ eBo/mic is the ion cyclotron

i
frequency in the asymptotic magnetic field B° H Bi(z = w). Moreover, we
consider the case where kve v Wy which 1is true for a wide range of

parameters of interest so that we also have typically |yl << kve, where Ve

is the electron thermal velocity. This will be verified 3 posteriori.

Using the standard method of characteristics, the first-order Vlasov

distribution function for each species is

t

= —1 i l s . —8
flj - q'clt (B, + o ¥ xB)) TR £, v
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where (x7, l‘) represents the particle orbits in the egquilibrium field with
-the  conditioms x°(t” = t) = x, v°(t” = t) = v and y(t + -®) = 0 for all
perturbation quantities. The time integration is carried out along the
unperturbed orbits. In the above equation and in the remainder of the
paper, the species index j = e,i is suppressed where no confusion arises.

The perturbed fields are given by

By =Yx4, (2)
R )
YxB = ‘,';Al 4 (4)

and
Y. E = bmy, (5)
where -A-l and ¢ are the perturbed vector and{ scalar potentials. In this
paper, we choose the Coulomb gauge (9 . -&o = 0). Because the

characteristic frequency of the perturbation is low, w << w.y» We assume
charge neutrality to first order. Note that Bly(x,z,t) = 0 for the mirror-
like perturbations so that il = le(x,z,t)l and A = w(x,z,t)l.

For thé general form fo = fo (H.L ~V,p, Hl), note that

Iy
af . af 3f Af .
(] [} [} o]
w T Wt “(anl aul) VyZ

Using Eqs. (2) and (3) in Eq. (1), straightforward calculation yields

afo afo afo
- — - + - — - —
f1y7 9 o, [Co = 8,9) + 1S ] 1kqi(ml aﬂl)vxsy, (6)
where Sy is the orbit integral along the unperturbed orbits given by
c 1
S = [dt°(¢ ~=v’ 7
y =876 =2 vow ¢p

{

and
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[11}
n L<

is the uniform mean drift velocity normalized to the speed of light c.
Here, use has been made of 3/3t + -iw and 9/3x +» ik. For the {isotropic
case, the last term in Eg. (6) vanishes and we trivially recover the
previous reSultss. For the anisotropic case, estimating v, by the typical
thermal velocity Vep» We nmote that the ratio of the second term to the
third term is of the order of w/(kvth) which makes the last term in Eq. (6)
small in comparison with the first two terms for low frequency
perturbations except for a very small degree of anisotropy. This means

13 and the growth rate can be significantly modified

that the marginal state
in comparison with the isotropic case. It is the purpose of this paper to

give a quantitative illustration of this point.

Another consequence of the low-frequency nature of the perturbation is
that the perturbed scalar potential ¢ is much smaller than (v /C)W . This
can be seen by noting that the electric field E;, along the magnetic field
is at most comparable to the components perpendicular to the magnetic

field, say, Ely‘ That is to say, Elx S Ely' This implies

v
th
¢ < () (= )v-
kvth c

For the low frequency case (w << kvth)’ ¢ is much less than (vy/c)w where
Vg ¥ Ven for the typical thermal particle. Physically, this is simply a
statement of quasi-neutrality at low frequencies. Although it {s
theoretically straightforward to include ¢, we will adopt the
simplification of neglecting ¢ in comparison with (vy/c)w . Then, the

approximate perturbed distribution function is

2f of af o
£ = a8 —aﬂl v+ iwg o T S," ikq(aﬂ i )vxsy. (8)

where the orbit integral [Eq. (7)) has been simplified to
1

- - tViy. 9

s, = CL ¥ (9

The first term in Eq. (8) is the usual adiabatic term which does not depend

on the detailed particle orbits. The second term represents the change in

L I TR —d




momentur and the third term represents the change in energv of the

particles. In particular, ikqS, is the time-integrated Lorentz force

acting on the particles inm the x-direction.
B. Anisotropic Plasma Layer in Thermal Equilibrium

In the preceding section, we have described the general theoretical
framework appropriate for equilibria of the type foj(al - Vij,Hr). To
examine the stability properties in detall, we specialize to the case where
the plasma layer consists of two species (electrons and ioms), both

satisfying the two~temperature Maxwellian distribution given by

-~

1 1 ; 1
£f .= < exp[- = (H , - V.P._ )]exp(- = H ), (10
°3 BT e Ty A I Ty
= 2 2 = g ° = Yyl
where Hlj (mj/Z)(vy + v2), Pyj LA (qj/c)Ay(z), Hnj (mj/-)vx,

Vj = constant is the mean velocity of the species j, and A;(z) is the
vector potential for the equilibrium magnetic field. As stated before, the

electrostatic field is taken to be zero in the frame of the layer.

The équilibrium particle density and magnetic field profiles

corresponding to Eq. (10) depend only on the perpendicular temperature and

are well-known17

~ z
n (z) =n sech? (Ej, (11

and

2eT /6

o 1 z
B (z) = W,y taoh (7],

where § is the characteristic half-thickness of the plasma layer given by

(12)

2
s (c T-l)l/ze(vl-v ;. (an
27n i e
o
Here, Tl S Til + Tel’ and n, is the maximum number demnsity at z = 0 for

both species. For z + =, we have B:(z + @) = Bo with

(14)

B = /Bun T
[+ -0

l ?




where Bo > 0 is chosen without loss of generality. This choice implies

(vi-ve) > 0 so that the total current is in the +y-direction, given by
go(z) = e(Vi—Ve)no(z)z, (15)

Because of charge neutrality, the equilibrium ion and electron demsities
are equal. It is easy to show that the zero electrostatic field condition

is equivalent to

Tilve + Telvi = 0. (16)

1f we denote the gyroradius of the thermal particles by
ay = vjl/w . where v V2T, ] and w,

=z m
cj jl JL3 3
Eq. (14), then it is easy to show by using Eqs. (13) and (16) that

= eBo/mjc with B given by

v .|

a
6_3.;_3. (17)
il
and
v
.2 (18)
Cle BOG

As a general remark, the equilibrium configuration described above is
obtained by balancing the Lorentz force c_l(_._lo x B)) with the perpendicular

pressure gradient -(alaz)lno(z)Tl].

I1I. Stability Properties for an Anisotropic Neutral Sheet
A. Model Orbits

In order to determine the stability properties of the system described
by Eqs. (10)-(18), the -orbit integral Sy [Eq. (9)] must be evaluated.
Generally, the orbits 1in the equilibrium field are complicted.15 In the
previous calculations on the isotropic neutral sheets, “straight-line"
orbitss'lo have been used to evaluate the orbit integral. In these
approximations, the neutral sheet is divided into two regionms. In the

inner region, |zl < dj ~ aja where the magnetic field is weak, the orbits
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are taken to be stralgnt lines across the null-plane (z = 0) and reflected
from the surfaces at |z| = dj. Thus, - Vy is nearly constant in this
region. In addition, the perturbed vector potentrial vy = Alv is assumed
to be constant in the inner region (constant-y approximation). In the
outer region, |zl Z dj’ the particles are assumed to execute nonaxis-
crossing small Larmor radius orbits and these orbits are neglected. In
particular, in Ref. 8, the dispersion relation is obtained by matching the
inner and outer solutions at z = /5::3. This approximation neglects the
axis-crossing ion orbits that extend far beyond the electron inner region
since dilde ~ (mi/me)l/a. Although the effects of the axis-crossing
electrons are greater than those of the axis—crossing ions, the ion effects
dominate in the intermediate region de < izl S di’ as will be shown in this
section. In the isotropic case, it will turn out that the neglect of the
intermediate region does not change the dispersion relation
substantially. However, in the anisotropic case, the ion orbits in the
iqtermediate region affects the dispersion relation significantly. 1In the
present analysis, we. include the three regions (Fig. 2) and define the

boundary surfaces at

de s /2ae5 (19)
for the electrons and
- di H /aié 2 (20)

for the ions, where aj = vjl/wcj is the Larmor radius of a thermal particle
with vjl - fif;:7-;. Physically, ‘d is the distance where the 1local
electron Larmor radius ao(dy) vel/wce(de) is equal to d./2.
Here, mce(de) = eB:(de)/mec. di is the distance where the 1local ion
Larmor radius ag(d;) = vil/wci(di) is equal to d;. The factor of /2 is
somewhat arbitrary and is chosen to avoid overestimating the large ion
orbits. Moreover, this choice allows the use of the constant-

v approximation in the region |z|/é§ < d1/6 << 1.

The orbit integral Sy [Eq. (9)] will now be evaluated for the three

regions as shown in Fig. 2. In the respective inner region for each

8,10

species, the orbits consists of nearly straight segments and vy is
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Fig. 2 Schematic drawing of electron and ion orbits.
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1
nearly constant. Then, from Eq. (9), the approximate orbit integral is j

i -1 -1 :
Syn = ic vy w(x,z,t)(kvx-w) » (22)

where Vg is an exact constant of the motion and the constant—y approxi-
mation has been used. Using Eq. (21) in thne first velocity moment of f,.,
we obtain the perturbation current densities for the inner regions (region

1 for electrons and regions I and II for ioms),

2T
‘ in c il w 1 2 w
| iy = 1+ (gl =+ 1)2()
: 1 ‘mnoéz T kv z ag kvyy
: 1 42 w
- °‘i(7_2-+ VW(—) 0 (2)e (22)
a in
i
and
2T
in c el rw 1 62 w
e = —=— 7 1 *+ (g)z = + 1)z2(z—)
le ban §2 T.L kvel < a2 kveAu
o e
1 82 w
- o, 77+ 1)W(m—) In (20 - (23)
a el
e
where the anisotropy parameter is defined by
T'l :
a, =1 -2, (26)

The dispersion functiorn is given by

2(5) = L [ ax S22
‘n -

and
1
W(E) = - Vi z°(E).

In deriving Eqs. (22) and (23), use has been made of the equilibrium
properties, Eqs. (13), (14), (16) and (18), and vj. - /Elehj.

In the outer regioms, regions 11 and II1 for electrons and region IIl

for ions, the particles mainly execute VB drift wmotion with the drift
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velocity y3 given by

-2
2
mcv
J e o gt sinn (3
AR & i (3)» (25)

where vi s v2 + vg is a constant of the motion. This expression is a good
approximation for the guiding center motion in the outer regions for most
particles (aj <K §) except for the ones with kinetic energy much greater
tﬁan the thermal energy. Note that, for thermal pat't:i.cles-(v‘L = vjl)’
Vg/vjl is of the order of (aj/s) sinh-z(z/s) so that Vg/vil is of order
unity near z = dj. The actual motion of a particle is then

Syl e
vy VD +v cos(mc t + )

3

' and

| v, =V sin(wcjt + 1),

where We g is the local cyclotron frequency, v is the gyration velocity in
{ : the VD frame and A\ is the phase angle. Then, the approximate orbit
integral Sy for the outer regions is

-1 -1

out . =13 ~
=dc Vplkv mw) " -c v

y

S

J%n

dt'cos(wcjt‘ + A)v.

The second term represents the oscillatory wmotion in the guiding center
frame. Taking the phase average over )\ for the low frequency perturbation,

it is easy to see that the second term averages to zero and we have

out _ . -1.j =1
Sy ic VD(kvx w) “w(x,z,t) . (26)

Integrating over the velocity space and after some algebra, we obtain

Jout _ c ZTil (1 - (2 Z(”/kvil)
1 “wnnsz TL kvil sinh2(z/6)
A=20




w(w/kvip) )
+ a — 'n_(z)y, (2m
sinh2(z/§)
and
out c ‘Tei Wy Z(w/kveu)
e "1 -G
€ Awnosz 1 el sinh2(z/&)
W(w/kv )
ef ,
+ o, ————— ]no(Z)w- (28)
sinh2(z/8)

In obtaining these expressions, use has been made of the equilibrium
relationships Eqs. (17) and (18), and a%/é2 << 1 has been dropped.

The third term in the square brackets of each equation is the
anisotropy term. In Ref. 8, where the isotropic case is treated, the
second term in each equation is neglected by using the ordering

3/2 in |
(w{kvju) j/6) i

<< 1 and the ion contribution Jli
region II. Galeev and Zelenyi

19

~ (a s neglected in
estimated the drift velocity by Vg [Eq.
(25)] without the factor sinh-z(z/G) and concluded that this contribution
is small. However, as the discussion following Eq. (25) shows, this term
can be of order unity in Eqs. (27) and (38) near z = de. Moreover,

19

Dobrowolny8 and Galeev and Zelenyi ~ matched the interior (lz| < d,) and

exterior (lzl > d;) solutions at z = d, by arguing that the interior

e
electron contribution to the perturbed current density [Eq. (23)] is much
greater than the external ion contribution [Eq. (27)} _for lz| > d.- This
argument overlooks the fact that the axis-crossing ion orbits extend far
beyond the electron inner region (lzl = d,) so that the relevant comparison
in the intermediate region (region II) is between the exterior electroms
[Eq.. (28)] and interior 1loms [Eq. (22)]. For the case in which ions and
electrons are both anisotropic, the ratio Ji?/Jg:t at z = d, in region II
is approximately (ai/ae)(me/mi)(élae) which 1is typicallty of order
unity. For the case in which only ions are anisotropic (ue = 0), the

5n(me/mi) which is much greater than

ratio is approximately a{(G/ae)
unity. As z increases to di' the ratio increases because of the factor

sinh-z(;3 in the electron contribution. Thus, 1in general, the ion
contribution is not negligible in the intermediate region. Moreover, this

intermediate region is wider than the electron inner region by a factor .of
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1/4 1
= /T T
di/de (TiL"eL) (mi/me) For comparable il and TeL’ this

quantity is roughly 4. The intermediate region is in turn thinner than the

/4a,

sheet thickness &§ by a factor of /ai/26 << 1. In this paper, we treat the
three-region matching problem (see Fig. 2); in region I, the total current

r¢in in in out . ;
y M = <+ . T = -+ .
density is I lei Jle) ; in region 1I, JlT (Jli Jle ) ; in region

- (out out
I11, the current demsity is J. (Jli + e )

B. Linear Dispersion Relation

The linear eigenvalue equation is obtained by substituting Egqs. (22),
(23), (27) and (28) into Eq. (4) according to the three-region scheme
described in the preceding section. The equation is then solved subject to
the following conditions. The 8olution y must be such that its first
derivative (3y/3z) vanishes asymptotically (lz| + =) and that the
logarithmic derivative is contiouous at |z| = d, and lz| = d;. For the

inner region (I), the eigenvalue equation is found to be

2 ~
) (29)

T
2 _ =2 iy (1 82 w w W
AS 2T - 2(1 4+ (7 =+ V()2 o¥(m—)]
Tl 2 a§ kviﬂ kviﬂ i kvil
Tel .1 62 w w w
+T— '\5—;4’ 1)[Lkv )z(kv ) - uew(kv )]}’ (30)
1 ae el el

with sech®(z/§) = 1 for lzl < d, << 8. Here, k = ké and z = z/6. By

setting q, = a, = 0, Eqs. (29) and (30) reduce to the inner equation of

1
Ref. 8. In general, A is independent of z and the solution is

ain(z) = C cosh(Az) (31)

where C is an integration constant and the symmetric solution has been

chosen.

In the intermediate region 11, the eigenvalue equation takes on the

form

- " T )
_:i:* a T2y - 2[1 4 (,}£+ 1) (2—2(g2—) - aW(gi—)]
Z

Tl i in in




2T, .
<« - W S ' b Ty
e e - g

kv e kv -
el el

x sech2(Z)y. (32)

It is easy to see that the inner ion orbit contribution dominates the small

gyroradius electron contribution in this region.

In the exterior region |z| > di’ the orbit of both species are mainly
of the small gyroradius drifting type and the eigenvalue equation takes on

the form

- T
820w (1 - 2 sech2(D ] + 2{etd] (2)2(cBm) - o, W(Z2m)]
dz2 ¥ ) {Tl [ vy kvin) Ly

el ; -2 — _
+ 7= [(m—)2(m) - e W{ze—)]}sinh (2) sech2(z)v. (33)
1 e el el

Asymptotically, where the VB contribution vanishes due to near uniformity

of the equilibrium magnetic field, the solution of the above equation 1520

v_(z) = D(1 + = tanh|Z| Jexp(KIZ!), (34)
k

where the even solution is chosen and D is an integration constant. As
required, the first derivative is proportional to exp(-kl|z]) and vanishes

as I;l + =, =~

1f we set o

solutions ([Eqs. (31) and (34)] at z = de. then the isotropic results of
Ref. 8 are recovered. ©Equating the logarithmic derivatives of Egs. (31)

=a, " 0 in Eq. (30) and match the inner and asymx;totic

and (34) at z = dy, we obtain the linear dispersion relation

A tanh(AEe) = (1+ % “ltann -d-e)[\? -lsechzie -k -1(1 + % “leann Ee)],

(35)

where A is given by Eq. (30) and Ee s dels. This 1is equivalent to the
series representation in terms of generalized Legendre functions given in
Ref. 8. Neglecting terms of order '&-e << 1, the right hand side can be

simplified and we have approximately




e

A tanh (Ad ) = = - k. (36)

=~

Using the small-argument expansion of Z function in Eq. (32), we find
(&Ze] << 1 for the low-frequency perturbations. Then, keeping only the
leading terms in Eq. (36), we find that the instability is primarily due to

the resonant electrons and

a T
- %e3/2 1 1,1 —
= () - {1 +57)(= - ¥}, (37)
el vVn e

which 1s identical to the isotropic tesults. It shows that (Y/kveu) <1
3/2 and that y > 0 (unstable) for k<1 and vy < O (stable)
for Xk > 1. By setting vy = 0 and neglecting terms of order 5;, we find

scales as (a_/6)

the marginal condition

and the marginal wavenumber E; = 1, recovering the previous tesultl’z.

For the anisotropic case, the approximate dispersion relation is still
given by Eq. (36) with aj # 0 in A [Eq. (30)]. As we can see from Eq.
(30), the electron anisotropy effects are large because of the small
gyroradius (af/az « mi/me’ 62/32 >> ). As a result, it is likely that

nonlinear effects become important for electrons on a time scale comparable
-1

Wei

small degrees of electron anisotropy, viz., l’rel/'re

. This wakes the present analysis unsuitable except for very
. 1] <« ae/s. Thus,
{n the remainder of this paper, we will primarily consider the case with

to

anisotropic ions and isotropic electromns. Then, keeping only the leading

terms, we have

T T m
- 2 = ) S iiv=1,8
(Ade) = 2'/-“-(;_) (1 + T ) (kv_ )+ 2“1 (1+ T ) ‘\a—) m_e ’ (38)
e el el el e i
where a, = (1 - TiL/Tiu)' In marginal state, y = 0 and
T m
- 12 . iLv=1.6 e
(A, ) =20 (1 +5=) () 5 -

el e i

For systems in which (ae/é) and (me/mi) are comparable such as the
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A

magnetotall, ;er, << 1. Then, the marginal wavenumber Eg is given by

T m
1 = . i..-1,e,.& .3/2
-:—“ko = ﬁ ui(\l +',I—.—-)‘ (m']\a , . (39)
k el i e.

Using Eqs. (38) and (39) in Eq. (36) and keeping only the leading terms, we

find
[}
1 2e.3/2 Ty 1 = Tii-1%. 5 3/2
T e — (E)V =) (- k) = V2o (V=) (=)
kven y2n ) el k 1 el By 8

(40)

[ This is the approximate anisotropic dispersion relation obtained by
matching the inner and asymptotic solutions at z = d,. From Eq. (40), we
find that the normalized growth rate Y/mci has a maximum at

- 1.1 -
kCE--f(_-i—'-ko),
o}

, and

g Y 1 e 5/2 mi ( Til =2,

i - — =) [——)1+-— I +k ). (41
K (wcijmax V2q (6 Pe Tel)( c)

Equation (36) is obtained to show the basic properties of the

isotropic and anisotropic dispersion relations. One noteworthy property of
this equetion is that A is either purely real or purely imaginary. Using
small-argument expansion of Z and W functions, it is easy to see that « is
nearly purely imaginary for the low-frequency perturbations being
considered, as we assumed in the preceding discussion of approximate
solutions. In the remainder of the paper, we specialize to the case of
imaginary frequency with w £ iy so that . v >0 corresponds to
instability. The transcendental equation (36) has also been solved
numerically to obtain the dispersion relation in detail. Figures 3 and 4
show the growth rate y normalized to the asymptotic ion cyclotron
frequency Wey versus the normalized k = ké. The dispersion carves are

shown for several values of TilfTiu and two values of_(uils), 0.03 and
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(a) 0.9, (b) 1.0, (c) L.l and (d) L.15. (T, /T, = L;.

Fig. 3 Normalized growth rate (y/mci) versus k& for 31/5 = 0.03 using
the two-region approximation [Eq. (37)]. The value of TiL/Tin is
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Fig. 4 Normalized growth rate (Y/wci) versus ké§ for ai/é = 0,05 dsing
Eq. (37). The value of T, /T is (a) 0.9, (b) 1.0, (e) 1.1 and

il in
(d') 1.15. (Tel/Te = 1)0




0.05. In particular, the value ai/é = 0.03 roughly corresponds to the
quiescent magnetotail parameters. In addition, we have used Tii/Te.L = 2,

In this case, ae/G = 5x IO—A.

The curve b in each figure corresponds to the isotropic z'esult:8 with
the marginal wavenumber k§ = 1 independently of (ai/s). Consistent with
the previous conclusionsla. we find that temperature anisotropy
with Ti.L/Tiu > 1 1is destabilizing while anisotropy with Ti.L/Tin <1is
stabilizing. Here, k is parallel to B_ so that the case with the greater

temperature perpendicular to k 1is mor-e-ounstable. These figures also show
that Eq. (39) describes Ithe stability boundary accurately. For example,
for Ti;fTin = 1.1 and a /6 = 0.03, we have E; = 2.67. For a /6 = 0.05, we
have ko = 1.68, 1in agreement with these figures. In addition, Eq. (40)
is a good approximation for all the curves shown in these figures. In
comparing Figs. 3 and 4, note that the two values of ai/G correspond to

different values of § and w_, so that y and k are normalized to different

scales [see Egqs. (14), (17) :::d (18)]. The curves are not completed for

ké = O because the theory breaks down as k + 0. Comparing curves a, ¢ and
d with curve b in each of Figs. 3 and 4, we see that the effect of
anisotropy is substantial. This is expected because the anisotropy term,
the third term in Eq. (8), is greater than the isotropic term by a factor
of (kv, 12
used an energy method to show that the mode treated here is completely
stabilized for

"/m) >> 1. 1In this regard, we point out that Laval and Pellat

<1 -2 (42)

rﬂl'r-l
®
-

For the parameter used in Fig. 3, the right hand side is approximately
0.9995. Using this value of electron temperature anisotropy in Eq. (37),
we find that the mode is in fact completely stabilized. With electron
anisotropy, the square brackets in Eq. (40) would contain another term
identical to the second term except for the replacement e - i and

me/m1 + 1. {See the discussion preceding Eq. (38)]. The reason for the
extremely sensitive dependence on the electron anisotropy described above
is that the electron term without the small mass ratio enhances the
anisotropy effects discussed above. As a general remark, we note

that y/w_, is typically of the order of 107°. In addition, y/kv, is also

i jn




of the order of IO-L for the unstable parameter regimes for both species.

Thus, the low frequency approximation used to derive Eq. (8) is justified a

Eosteriori.

So far, we have examined anisotropic tearing-mode properties using the
two-region matching method following a number of previous works. However,
examination of Eq. (32) shows that, in the intermediate region, it is the
ion orbits that dominate. Furthermore, because di'>> de, the effect of
these ions is expected to be large. In order to study the anisotropic
properties including the intermediate region, we have numerically
integrated Egs. (32) and (33) in regions II and III. The physically
acceptable éolution must have the asymptotic behavior given by Eq. (34) and
the logarithmic derivative must be continuous at z = d; and z = de- At z =
des

The matching condition then gives the linear anisotropic dispersion

the derivative is matched to that of the analytic solution, Eg. (31).

relation. The results are plotted in Figs. 5 and 6 for several values
of Til/Tiu and for two values of 31/6, 0.03 and 0.05. Here, the electrons
are isotropic.

Comparing Figs. (3) with (5) and (4) with (6), we see that inclusion
of the ion orbits in the intermediate region modifies the growth rate and
the stability boundary significantly. In general, the anisotropy effects
are further enhanced by the inclusion of the intermediate region (region
II). That is, for Til/Tiu < 1, the mode is more strongly stabilized with
the intermediate region than without it. For TillTin > 1, the
instability 1is more strongly enhanced with the intermediate region than
without it. However, the isotropic dispersion curves obtained using the
“three-region” matching method are nearly identical to the corresponding
ones obtained using the two-region approach. The absolute value of (Y/wci)
of curve b in Fig. 3 is greater than that of curve b in Fig. 5 by
approximately 3% to 4% (ai/é = 0.03). The absolute value of (Y/wci) of
curve b in Fig. 4 is also greater than that of curve b in Fig. 6 by similar
amounts (31/6 = 0.05). This agreement is nontrivial since Eq. (32) shows
that the dominant ion orbits in the intermediate region modifies the
eigenvalue equation significantly and indicates that the isotropic
dispersion relation is 1indeed determined primarily by the resonant
electrons in the inner region |zl < dg The above behavior can be
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Fig. 5 Normalized growth rate (Y/wci) versus ké§ for ai/é = 0,03

including the intermediate ion region.
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The value of TiL/Tin is
(a) 0.9, (b) 1.0, (c) 1.05, (d) 1.1 and (e) l.15. (TeL/Te



understood from Egs. (6) or (B) by noting that ikqsy is the time-integrated

Lorentz force in the x=-direction causing tne particles to bunch. Since the

ion orbits are larger than the electron orbits by approximately d</de= 4,

-

the accumulated influence is also increased. It is evident that the

Lorentz force term is zero in the isotropic case. It is of interest to

note that the force responsible for the anisotropic effects is similar to

that in the mirror instabilityzo. However, unlike the mirror instability,

there is no threshold value of Til/Tin that is required for the onset of

the anisotropic effects.

Figures 5 and 6 show that for Til/Tin > 1 the maximum growth rate is
enhanced by one order of magnitude or more from the isotropic case and that
the marginal wavenumber is increased. For TiL/Tiu < 1, the instability is
essentially stabilized. Note that, as before, (Y/wci) is typically of the
order of IO-A so that the low frequency approximation is justified. The |
] results are shogn for Til/Tin up to 1.15. For higher (Til/Tiu > 1.3) ‘
degrees of anigotropy, the increasing value of (y/mci) would render the low
frequency and constant-y approximations invalid. The dashed line (e) in
Fig. 6 shows the dispersion curve for Til/Tin = 1.1 with the VB
contribution neglected. We see that the qualitative behavior is not
significantly changed and that the 9B drift has the opposite, albeit small,

effect from the axis-crossing orbits. This is easy to understand since the

guiding center of a drifting particle is opposite to the mean drift
velocity of the plasma layer [Eq. (25)].

Figure 7 shows the maximum growth rate (y/mci)max as a function of
temperatute anisotropy (Til/Tiu)' In Fig. 8, we have plotted the eigen-
function y(z) for |lz| > d, for two values of Til/Tin' Both curves
correspond to the respective maximum growth rates (Y/wci)max' The matching
surfaces at lz| = d, and |zl = d; are also shown. We see that the
constant-y approximation is reasonable for the vglues of Tn/'l‘ill used
here. However, for Til/Tin > 1.3, the variation in y within the ion laver

becomes substantially greater.
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Fig. 6 Normalized growth rate (Y/wci) versus k§ for 31/6 = 0.05
including the intermediate ion region. The value of Til/Tin is
(a) 0.9, (v 1.0, (e) 1.05, (d) l.i, (e) 1.1 with VB neglected

and (f) 1.15. (TeL/Ten = 1).
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IV. SUMMARY

In this paper, we have investigated the collisionless tearing-mode
properties of an anisotropic (Tl # Tu) neutral sheet. Both 1ions and
electrons are described by Vlasov distribution functions. Using simplified
particle orbits and constant-y approximation, the perturbed distribution
function 1s evaluated for low frequency perturbations (Y/mci << 1) with
ko go‘ The first-order current densities are explicitly found [Egs.
(22), (23), (27) and (28)] and eigenvalue equation 1is obtained for the
three regions [Fig. 2 and Eqs; (29), (32) and ﬂ33)]. The equation is solved
using both analytic approximations and numerical methods to obtain the
linear dispersion relation (Figs. 3, 4, 5 and 6) and the eigenmode
structure (Fig. 8). First, by neglecting the ion intermediate region
(region II), the conventional two-region matching method is used to find
the approximate anisotropic dispersion relation ({Eq. (40) and Figs. 3 and
4] as well as other dispersion properties [Eqs. (39) and (41)]. Then, the
full eigenvalue equation is numerically integrated in regions II and III.
The three-region matching condition them gives -rise to the anisotropic
dispersion relation illustrated in Figs. 5 and 6 for a number of parameter
values. It is shown that Cempgrature anisotropy with TiL/Tin >1
enhances the growth rate by as much as an order of magnitude or more while
anisotropy with TiL/Tiﬂ <1 strongly stabilizes the mode. This 1is
condistent with previous results based on energy principle12

stabilityl3

and marginal
calculations. It is also found that the conventional approach
of matching the inner and outer solutions at the electron inner region (lzl
< de) is not adequate in the anisotropic case. An intermediate region

(dg < lzl < d;) is identified in which the axis-crossing ion orbits are
dominant. It is the ions in this region that account for the substantial
differences as exhibited by Figs. 3, 4, 5 and 6. The use of simplified
orbits also allows evaluation of the effects of different orbits
explicitly. In particular, it 1is found that the inner orbits and outer
orbits (the VB drift orbits) have the opposite effects on the growth
rate: where the inner orbits are destabilizing, the outer orbits are
stabilizing and vice versa in the anisotropic case.
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matching boundaries are indicated: |z| = d, and Iz] = 4.
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O

A physical system for which the present analysis may be applicable is

the earth”s magnetotail. The previous works on the tearing-mode stability

of such a system have studied isotropic neutral sheets (see, for example,
Refs. 8, 10 and 1l1). In light of the fact that the magnetotail is highly

collisionless, it 1is reasonable to expect the temperature distribution to

be generally - anisotropic. Our present results suggest that the linear
tearing-mode properties of the magnetotail and similar physical systems are
dominated by the anisotropic tearing-mode. 1In fact, the k | Eo mode can
grow significantly faster than previously predicted if temperature
anisotropy 1s present (ai > ai/s). Thus, the particle temperature
distribution 1is a critically important quantity for understanding the
linear tearing-mode stability properties.

j The present analysis utilized simple approximate orbits in evaluating
g the orbit integrals. In the isotropic case, the two-region approach8
yielded results in agreement with numerical results,4 indicating that the
stability properties are not critically dependent on the precise orbits.
In the anisotropic case, however, the large ion orbits are important so
} that a more accurate calculation of the orbit integrals is desirable. In
[: the present analysis, the orbits that are neglected are mainly those of
particles with energy substantially greater than the typical velocities,
constituting a relatively small fraction of the total particles. In
conjunction with the fact that the low frequency and coﬁs:ant-w approxima-
tions are well satisfied by the results, we expect the present results to
be a good first approximation for understanding the essential physics of

the collisionless anisotropic tearing-mode properties.
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Abstract The collisionless tearing mode ir a
neutral sheet is studied in the presence of ion
temperature anisotropy using Vlasov description
for both ions ané electrons. 1t is found tha:
the growth rate of the instability is signifi-
cantly enhanced if Ty,/Ty; > | where the symbols
- anc ' refer toc the directions perpendicular and
parallel tc the equilibriur magnetic field. For
tvpical magnetotail parameters with modest tem—
perature anisotropy, it is shown that the linear
e-folding time is reduced to & small fraction of
the time delays believed to precede the onset of
reconnectiorn. This enhancement of the growth
rate is due to th. Lorentz force acting on the
ions that cross the neutral plane, traversing
bevond tne conventional electron tearing layver.

Introduction

The isotropic collisionless tearing wmode
(Furth, 1962; Pfirsch, 1962) has been under
extensive investigatiorn for the past few decades
(Coppi et al., 1966; lLaval et al., 1966;
Schindler, 1966; Dobrowolny, 1968). 1In
particular, it was suggested (Coppi et al., 1966)
as 8 possible mechanism for magnetic field line
reconnection in the magnetosphere (Dungey,

1961). The tearing mode may also be relevant tc
the davside magnetopause (e.g., Greenly and
Sonnerup, 1981; Quest and Coroniti, 198l).

Figure 1 shows schematically the geometry and the
coordinate system.

The central importance of the tearing mode is
that the growth rate of the instability is
believed to provide 8 measure of the time Belay
for the onset of reconnection after the inter-
planetary magnetic field turns southward. One
difficulty in identifying the conventional
isotropic collisionless tearing mode as a
possible mechanism for reconnection is that the
ingtability is a weak one. For exampie, using
the results of Dobrowolny (1968), the electron
tearing growth time is estimated to be of the
order of 1 hour for the tail region, which 1is too
long to have any role. However, in a collision-
less plasma, the motion of particles parallel tc
the magnetic field is decoupled frorm the
perpendicular motior and temperature anisotropy
is likely to exist (Crooker and Siscoe, 1977).
Laval and Pellat (1968) used an energy principir
analysis to show that collisionless tearing mode
properties can be strongly modified by weak
anisotropy. 1In this work, however, the eigenmode
structure was not studied and quantitative
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estimates 0! tne growth rate were nol givern.
Recentlyv, Cnen and Davidson (1981 carriec cu:l &
Vlasov-fluid analysis for a field-reversec ior
layer at marginal stabili:ty using approximate
orbits. 1t is found tnat slight anisotropv
(Ti_/fi‘ > 1) can increase the range of unstatle
wavenumbers of the tearing mode in an iorn liaver,
indicating that the magnetopause and magnetotai.
properties mav be affected significantly by
anisotropy. Here the svmbols ' and . refer
respectively to the directions parallel and
perpendicular to the equilibrium magnezic field.
More recently, Basu and Coppi (1982) studied a
fluid-like "fieid swelling” instability in arn
anisotropic plasma. This analysis is iccal and
is based essentially on the fluid equa.ions sc
that it is not applicable to tne tearing mode
which is due tc the large crbite crossing tne
neutral line.

In thics paper, we calculate the anisotropic
dispersion relatior andé show tnat the tearing
mode growth rate for a collisionless neutral
sheet can be strongly enhanced if the particle
distribution is anmisotropic "T, > T,.. In light
of the new results, we reconsider some aspects of
the reconnection processes in the open
magnetosphere. However, the detailed treatmen:
of the plasma physics aspects is not appropriate
here and the reader is referred to & previous
paper (Chen and Palmadesso, 1983). As & general
remark, we note that the real magnetotail has &
small normal component of the nmagnetic field
whic mav be stabilizing tec collisionless tearing
mode because the electrons car be magnetized
(Galeev and Zelenvi, 1976; Lembege and Pellat,
1982). However, ions may still be unmagnetized,
giving rise to an "ion tearing mode” (Schindler,
1974). in addition, pitch angle scattering may
tend to destabilize the mode (Coroniti, 198C) as
well as isotropize electron anisotropy. In the
present work, we do not include the normal field
or pitch angle scattering. Because the above
effects tend to affect primarily the electrons,
we will take the electrons to be isotropic and
include only anisotropic ions.

Anisotropic Tearing-mode Instability

. Consider a verturbatior giver by y(x,z,;) =
v(z)exp(ikx-iwt) with the wavevector k = Kx
.parallel to the equilibrium magnetic field
Bo(2) = By(z)x which is generated self-
consistently by the current density go - Joi-
For the tearing mode, we have w << wgy where
wey is the ion cyclotron frequency in the
asymptotic field B, = B,(z + ). 1In addition,
for the parameters of interest, we also have

w << kvypp where vy is the thermal velocity of
the particles. 1In this paper, we adopt for both
ions and electrons {j = i, e) Harris-tvpe
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} {ECEDING PAGE BLANK-NOT F1.uED




Chen et al.:

Y

Fig. 1. A schematic drawing the geometry. éo is
the equilibrium magnetic field and (§o + gl),
represented by the dashed lines, is the total
magnetic field including the perturbation.

equilibrium distribution functions given by

, " . 1
foi Mg = Vifyy My =T, /ﬁ ; mTLT,
.1 \
x expi- = H . - V.P__llexp(- = H Y. (1)
Ty 4 I'y3 Ty M

liere Hyj = (m3/2)(vy? + vz2), Pyi = mivy +
(q;/c)Av (z), H"J =" (m /2)vx I constant is
the mean velocitvy of the species”j, and A,0(z)
is the vector potential for the equilibrium
oagnetic field. The electrostatic field is taken
to be zero in the frame of the neutral sheet and
charge neutrality will be assumed. The self-
consistent equilibrium qugntitigs are well-known
and are given by n_(z) = n, sech” (2/62 and

B 0(2) = Botanh(zlg), where By 3 [ 8wm Tl\ll

-:'. z ‘il + Te,L and

c 27

5 = -
ZWn

o

1y1/2 1

) — . (2)
e(\:i Ve)

Using the method of characteristics, the
linearized Vlasov distribution function for each
species can be written as

iwq

9.8
£ -._J__J_ —_j.f
157 fojw T, foi%y
ikq
+-JJ1 - jn)fojvay (3
where
PR | (: ‘v . 4
Qy z ¢ dt Ve b (%)
Here, 34 2 /e, ¢ is the speed of light, and

v 3 Ay is tge perturbed vector potential. In
equation (3), use has been made of 3/3t ~ -~iuw
and 3/3x + ik. 1In obtaining equations (3) and

Fast Collisionless Tearing

£3), we have usec : X% LMREVep Ve T WDLIT LS g
consequence of charge neutralizvy at low pertur-
batiorn Irequencies (Dobrowolny, :3n3,. Here, :
is the perturbed scalar potential. Using
equation {3) in Ampere’s law, we obtain

]

2 -
g"_‘t._ k:‘»'/ a = 3 T g, 4 d"‘\' vof . 2y
dz c .

3

In the isotropic limit, Tj;/Tj. = I, the last
term of equation (3) vanishes and the isotropic
results are recovered. Tfor the anisotropic case,
estimating v, by the typical therwal velocity
Veps Ve see that the second term is smaller thar
the last term by approximately w/(kv_ ) << 1 so
that the anisotropy term is dominant unless the
degree of anisotropy is small. In order to
evaluate Q, and flj quantitatively, we note that
the component v, is nearly constant for a typical
particle in the inner regions (lz| < d; 3) where
the ma netic field is weak. Here, we take
d; ¢ Ja,6/2 and d_ = v2a_§, where a; is the
Larmor radius of 3 thermdl particle. In the
outer regions (lzi > d;), a typical particle
executes the usual YB drift motion. These
approximations are intended to model the various
particle orbits (see,_for example, Sonnerup,
1971). In addition, v(2z) is assumed to be nearlvy
constant in the inner regions.

Using the above approximations, after some
algebra, we obtain for each species in the
respective inner regions and outer regionmns,

Qyiﬂ - 1¢'1vv@(z)(kvx-w)'1exp(ikx-iwt). (6)

Qy°“t - Lc'lVDj;(z)(kvx—u)_lexp(ikx—imt). 1)

The quantity V. J is the usual T B drift velocizy
in the y-direction. Using equations (3), (5),
(6) and (7), it is clear that equation (5) is an
eigenvalue equation for &(z), subjéct te the
conditions that its first derivative (3v/dz)
vanish asymptotically (lz| + =) and that the
logarithmic derivative be continuous at [zi = dg
and lz| = dy. However, unlike the conventional
isotropic tearing mode calculations in neutral
sheets (see, for example, Dobrowolny, 1968) in
vwhich the "inner” solution for [zi < d. is
matched to the “outer” solutiom for lzT > dyg, it
is found that the dispersion relation for the
anisotropic tearing mode is critically affecred
by the ion orbits in the "intermediate” region
d, ¢ lzl ¢ d;. Thereiore, the eigenvalue
equation (5) must be solved in the above three
regions. For the inner region, an analytical
solution can be obtained. In the intermediate
and outer regions, the equation is solved
numerically. The resulting dispersion relatjon,
obtained by matching the logarithmic derivative
of v at z = dg and z = dj (three-region
approximation), is shown in Figure 2 for several
values of Ty, /Ty with ag/é = 0.1.

Note first thar v/w.y and the associated
values of y/kvy and v/kvg are all substantially
less than unity, justifving the low freguency

approximations a posteriori. Another point to
note is that curve b for the isotropic case is
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nearly equal tc the conventional two-region
resui:t witrn the present three-region growth rates
being sligntly smaller. This reduction in » carn
be tracec to the 7B drift. As ajy = Tj3,/Ty is
increased, the growth rate and the range of
unstabie x- numbers both increase substanrially.
For example, the maximur growth rate for ay = 1.5
is ~ = 2.2x1C7-u.; compared with the isotropic
maxiouc growth rate y = 1.9x107"u.; for the same
parameters, an enchancement by a factor of 10.
Tne wavelengtn at maximum v is reduced to

roughly 2.7 from 274{. For aj < 1, even a small
deviation frow isotropy strongly stabilizes the
mode as snown by curve a of Figure 2. This
latter behavior is consistent with the
Qqualitative conclusion of Laval and Pellat
(1968). Physically, the anisotropy effects are
due to the Lorenz force which is similar to the
wmirror forces (the third term of equation (3)).
Note thar Hill (1975) also found that the
magnetic merging is enhanced if pl > P, -

Discussion

Two regions where the preceding results may be
relevant are the neutral regions of the magneto-
tail and tnhe davside magnetopause. In this
regard, we note that the need to consider
temperature anisotropy in these regions has been
pointed out (Crooker and Siscoe, 1977; Cowley,
1978). " We will use some parameters suitable for
the tail neutral region for illustration. For
example, for lkeV ions, a4/§ = 0.1, Ty /Tey = 2
and B, = 20v, we have wcy = 1.9sec” and Figure 2
(curve b) yields the minimum e-folding time
(Ygax)™ = 45 minutes for the isotropic case.
1f af = 1.25, then (Ypax)™' = 12 minutes.

For ay = 1.5, we have (ygax)™) = 4 minutes, a
reduction by wore than one order of magnitude.
This shows that, in the presence of even small to
modest ion temperature anisotropy, the e-folding
time scale is a small fraction of the delay time
of = 30 minutes for the onset of reconnection.
We, therefore, conclude that the anigotropic
collisionless tearing mode may indeed play an
importsant role in r ction pr ses in the
magnetosphere. It is important to note that no
classical or anomalous resistivity is used in our
calculation. Further increase in oy yields even
greater enhancement in the growth rate. However,
the approximations used in the analysis begin to
break down for much larger a; so that we are not
able to make quantitative statements for large
degrees of anisotropy.

So far, the anisotropic tearing mode results
have been considered in the context of the tail
region. In the neutral region of the dayside
magnetopause, &i/{ may be nearly unity, which is
outside the regime of validity of the present
analysis. However, we expect qualitatively
similar effects to occur. Note also that only
the linear regime has been investigated and ve
cannot drav definitive conclusions concerning the
possible magnetic island formation. We speculate
that the saturation level in the presence of
anisotropy is greater than in the absence of
anisotropy. As a general remark, it can be shown
(Chen and Palmadesso, 198)) that the linear
growth rate (Y/wc4) has an overall scaling factor
of (o¢/6)5/2 in the low frequency regime.
Therefore, a8 the neutral sheet thickness ¢

we,

T

<

NN N

Fig. 2. Normalized growth rate (v,..j) versus
k& for ay/¢é = C.1 ané isortropic electrens. The
value of Ty,/T3y is (&) 0.9, (b2 i.C, v2or i.0,
(d) 1.25 and (e) 1.5. The curves are no:
coupleted near k¢ = 0 because & number of
approximations break down for k + O.

decreases, the growth rate increases rapidly
while the enhancement due to teaperature
anisotrophy increases only as (ag/¢).

As discussed in Section 1, the magnetotail
possesses a number of features such as the weak
normal component of the magnetic field and pitch
angle scattering that are not included in the
present analysis. So far, these modifications
nave been applied to the isotropic tearing mode
in the literature. In view of the fact that
anisotropic tearing mode completely dominates the
isotropic case, we suggest that tearing
instability in the presence of anisotropy is the
more relevant perturbation to investigate and
that the sbove modifications should be considered
for the anisotropic case. Moreover, since the
enhancement of the growth rate is primarily due
to the large ion orbits, we expect qualitatively
gimilar effects to persigt even if the above
refinements are included.
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A Dynamic Model for the Auroral Field Line Plasma
in the Presence of Field-Aligned Current
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We have deveioped a dynamic numencal modei of the plasma along an aurora! field ltne in order to
provide a vehicle for studying ionosphere-magnetosphere coupling processes. The model is @
multimoment. muitifiuid approximaton of a gyrotropic plasma consisting of three species (electrons.
hydrogen ions. oxygen 10ns) along a segment of auroral magnetic field line extending from an altitude
of 800 km to 10 earth radii. We have performed simulations for the case of a current-free polar wind
equilibrium of the field line plasma and the case in which a large upward field-aligned current 1s apphied
to the field line. In the former case. the agreement between our model and previous stauc results is
reasonable given the differing boundary conditions innerent in the two cases. In the case of a field-
aligned current. we note that the flux tube plasma responds to the current on several lime scaies. After
an initial rapid heating of the electrons due to precipitation in a converging magneuc field. etectnc feld
couphing of the electrons to the ions causes thermal oscillations of the flux tube plasma lo persist on

, . ume scales of the order of 1 hour. illustraung the complicated nature of the response of a colhisionless
plasma when heat flow transport is treated 1n a dynamic manner.

INTRODUCTION

It is a well-established fact that currents flow along the
magnetic field lines which link the auroral ionosphere with
the earth’s magnetosphere. and it is becoming increasingly
clear that these currents play an imporant role in the
coupling of the magnetosphere and ionosphere (see. for
example. Potemra [1979)). Early theories of the plasma
along the field lines above the aurora assumed that the
collisionless nature of this plasma would imply an effecivelv
infinite conductivity along the magnetic field so that no
significant paralle] electric fields could by supporied by the
plasma. This conclusion has since been disputed by observa-
tional evidence of field-aligned acceleration. first in the

- ‘inverted V' events [Frank and Ackerson, 1971, 1972, Burch
er al., 1976} and more directly in the S3-3 satellite observa-
tions (Shellev er al.. 1976; Mizera and Fennel. 1977]. It is
now fairly well established that at certain times a large (1-10
keV) and relatively stable electric potential difference exists
between the topside 10nosphere and an altitude of several
carth radii along auroral field lines. although the specific
process by which large parallel electric fields are maintained
in the auroral plasma in the absence of appreciabie collision-
al resistivity has not been determined.

A number of mechanisms have been proposed to account
for these parallel electnc fields. One avenue of research has
been devoted to the plasma instabilities which might disrupt
the flow of the Birkeland currents along the magnetic field by
scattering the curreni-carrying particles in wave-turbuient
fields. The existence of instability in this region is supported
by the observations of terrestrial kilometric radiation emis-
sion from the auroral fieid line plasma [Gurnerr. 1974] and by
the S3-3 observations of electrostatic hydrogen cyciotron
waves in this region [Kininer e1 al.; 1978). Reviews of the

This paper is not subject to U.S. copyright. Published in 1983 by
the American Geophysical Umion.

Paper number 3A0001.

theory of plasma instabilities and turbuience in the auroral
plasma can be found in the work of Papadopoulos 1977} and
Mozer [1976]. while specific mechanisms are set forth In
works of Papadopoulos and Coffey [1974). Hudson er al.
[1978], and Rowland et al. [1982]. Another view is that the
parallel potential drop may be confined to a small paralle!
scale and supperied by charge imbalances due 1o density
gradients in particle populations reflected or accelerated by
the large electric field present in the region. Such a structure
is called either a double laver [Shawhan er al.. 1978. Quon
and Wong, 1976] or an electrostatic shock [Swifr. 1975: Kan.
1975: Hudson and Mozer. 1978} depending on the configura-
tion of the plasma. and there is evidence to suggest that such
regions of iarge dc electric field and large gradients in plasma
parameters exist on auroral field lines [Mozer er al.. 1977:
Torberr and Mozer, 1978). 11 has also been proposed {Alfvén
and Filthammar, 1963 Block and Félthammar. 1976. Len-
nartsson, 1976) that the divergence of the auroral magnetic
field is sufficient by itself to support a large paraliel potenual.
In this model. hot magnetospheric electrons are prevented
from free streaming down the magnetic field line by the
magnetic mirror force due to the converging field.

It is difficult to say in many cases whether a specific
process for maintaining the auroral electric field agrees or
disagrees with observation. Processes dependent on micro-
scopic interactions tend to be deveioped for simplified
configurations such as a homogeneous plasma or a constant
magnetic field and so do not vield clear predictions for the
auroral plasma. Further. the details of the energy balance are
not well understood along the auroral field iine even in the
absence of current, and these strongly affect the behavior of
the particle distfibutions involved in any resistive mecha-
nism. Ciearly. a more giobal approach to the problem of field
line acceleration for the auroral plasma would be useful. The
plasma configuration aiong high latitude field lines has been
investigated in the hydrodynamic models of Banks and
Holzer [1968] and Schunk and Warkins [1981. 1982] and 1n
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the kinetic models of Lemaire and Scherer (1973). Chiu and
Schulz [1978). and Chiu and Cornwall [1980]. among others.
These modeis tend to be static modets of steady-state auroral
plasma configurations. There has been a significant amount
of research done on the form and behavior of auroral particle
distribution functions in the presence of parallel electric
fields [Evans. 1974: Whipple, 1977 Lvons er al.. 1979:
Fridman and Lemaire. 1980]. and static kinetic modets do a
good job of reproducing these results. Such models can say
little concerning the stability and temporal evolution of the
field line plasma or the relative importance of the parallel
field mechamsms. e.g., the question of whether the parallel
electric field has a double layer or magnetic mirror configu-
ration. or the question of the importance of anomalous
restivity in inhibiting a cold magnetospheric electron cur-
rent.

We will describe in this paper a dynamic model we have
been developing for the purpose of understanding the behav-
ior of the auroral field line piasma in the presence of field-
aligned current and auroral acceleration mechanisms. This
model is a numerical model of a segment of auroral field line
beginning in the topside ionosphere and extending well out
into the magnetosphere. encompassing the transition of the
auroral plasma from collisional to collisioniess behavior and
employing a muitimoment mulitifiuid approximation of the
type developed by Schunk [1977]). TRe details of this model
will be given here along with the results of our early
simulations of the auroral plasma both with and without
field-aligned current. We intend in the future to inve .igate
particular mechanisms of auroral field line acceleration with
this model by adjusting the anomalous transport terms in the
model's plasma transport equations to simulate the effects of
plasma turbulence and by introducing modifications de-
signed to model other proposed acceleration processes. In
this way we hope to gain a better understanding of the
behavior of these mechanisms in the context of the global
behavior of the auroral plasma.

THe FIELD LINE MODEL

The field line model is designed to dynamically simuiate
the behavior of the piasma in a flux tube encompassing an
auroral field line. The field line is assumed to be radial with
no curvature and to extend from an altitude of about 800 km
in the topside ionosphere out to a distance of 10 Rg. The
cross-sectional area of the flux tube diverges as /. where ris
the geocentric distance, and the model is essentially one-
dimensional. with all quantities functions of r. The actual
region of interest in this model is the lower four earth radii or
s0. including the region in which the plasma changes from
collisional to collisionless behavior (about 800-3000 km
altitude) and the region in which the plasma is significantly
affected by the flux tube divergence.

The flux tube plasma consists of three particle species:
electrons, hydrogen ions. and oxygen ions. In the present
version of the model. the oxygen ions are a static back-
ground population at a constant temperature. They are
present in the model in order to approximate the behavior of
the plasma in the topside ionosphere by providing a thermal
reservoir and the correct electron scale height at the lower
end of the flux tube. The electrons and hvdrogen ions are the
dynamic species in the model. The distribution functions for
these two species are assumed to be gyrotropic about the
field line direction and are characterized by five moments:
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number density, temperatures parallel and perpendicular te
the field line. and species’ velocity and heat flow along the
field. Including the heat flow as 2 dvnamic guanuty rather
than calculating it by means of a thermal conduction approx-
imation allows a reasonable treatment of thermal! wave
effects in the collisionless region of the modei.

The moments of the distribution function are treated
dynamically using a set of transport equations derived from
the 13-moment equations of Schunk [1977). For a gyrotropic
plasma, these equations are
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where n, is the number density. ¢, is the velocity, T, . is the
parallel temperature. 7,_ is the perpendicular lemperature,
4, is the heat flow. m, is the mass. and e, is the charge of
species s. A is the cross-sectional area of the flux tube. E is
the electric field parallel to the field line. 4 is Boltzmann's
constant, G is the gravitational constant. and M 1s the mass
of the earth. For a given moment F of the distnbution
function, 5F/ét is the change in F due to resistive and plasma
turbulence effects. The present version of the field line
model includes only resistivity due to Coulomb collisions
among the three particle species in the model. Once the
behavior of this simulauon is understood for this case. the
turbulence terms will be altered 1o reflect the behavior of the
particle distribution functions in the presence of plasma
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microprocesses. The specific resistive terms used n the
present simulation are Burgers” [1969] collision terms for the
case of Couiomb collisions with corrections for finite spe-
cies” velocity differences. given by
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where each sum includes all charged particles species in the
simulation. »,. is a velocity-corrected Coulomb collision
frequency.

n((321r)":e,:c,:|m‘ - m)In A exp (—x,°)

an

‘/_" = - 3
Im; " maq,

(in"A is the Coulomb logarithm). and
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The scale of this model is large compared to the electron
Debye length. so the transport equation (1) for electron
number density may be replaced by an expression for charge
neutrality:

n.=n,+n, (12)

(The subscripts e. p. and o represent electrons. hvdrogen
jons. and oxygen ions. respectively.) Further. the assump-

tion will be made that the total flun tube current remains
constant at some fixed value / dunng a simuiation t1.¢.. the
auroral current generator i« not strongly affected by tne
behavior of the flux tube piasmai. which impiies tnat the
electron velocity transport equauon (21 1s replaced by

1 I 1
v, =~ (nu, - — (13
n, ( r €A )
The assumpuion of charge neutrality and constant curren:
along the field line aliows the paraliel electnc field £ 10 be
calculated from a generalized Ohm’s law constructed trom
the electron and ion velocity transport equations (21
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where terms on the order of m,./m, have been neglected. By
using Poisson’s equation. the divergence of this etectnic field
provides a value for the charge density along the field hne
which can be used to verify the assumption of charge
neutrality. In the future. we intend to treat the field line
current in a more general manner by including the flux tube
in an auroral current circuil. in which case the fiux tube
would become a nonlinear circuit element in that circuint. and
the magnitude of the field line current would be determined
self-consistently by the behavior of the circuit.

The field line model. therefore. uses equations (15) for
hydrogen ions aad equations (31—(5} for electrons 10 step the
values of these distribution moments forward in time. while
calculating the electric field and electron density and veloci-
ty seif-consistentiy at each time with equauon< (}12+(131.
The simulation calculates transport using the simpie paruai
donor cell method [Hain. 1978) on an unequally spaced grid.
The segment of the field (ine being modelied is divided into
about 100 cells. The cell size at the lower end of the segment
is small, around 50 km. in order to properly deal with the
transport in the presence of the large density gradients due to
the small oxygen scale height. The cell size increases with
altitude until it reaches roughly 1500 km at an altitude of 10
earth radii (Rg). the upper boundary of the model. The ume
step for this simulation 1s determined primarily by the transst
time of a thermal electron in a cel! at the lower end of the
field line and is set at about .06 seconds

By using equations (1(5) to model the behavior of the
auroral plasma. we are assuming a particular form for the
auroral particle distribution functions. specifically that the)
are roughlv displaced Maxweliian distributions. This would
not be a good approximation in the case in which a distnibu-
tion is composed of particles of widely differing character. as
in a distribution comaining both cold ionosphernic electrons
and hot magnetospheric electrons. In such a case. 1t i
appropriate 10 separate the electrons into two species. each
modeled by a set of transport equations. We intend to do this
in the future. but. for the stmulations presented here. we are
assuming that the magnetosphenic electrons are cold and are
treating the electrons as a single species. There are several
reasons for this. First. the dvnamic behavior of the flux tube
plasma can be quite complex. and we believe 1t necessary 10
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understand the dvnamics in the absence of hot magneto-
spheric particies in order to proceed to the more realistic
case. More importantly, certain theories of the field line
plasma rely on the absence of a cold magnetospheric elec-
tron current {Lennartsson. 1976. etc.]. It is not ciear that
there 1s no significant cold particle population in the magne-
tosphere [Olsen. 1982}, and simulations such as these may
illustrate the behavior of a current carried by such particles.

THE PoLAR WIND SIMULATION

The first simulations with the field line model were per-
formed to construct a steady state configuration of the fieild
line plasma in the current-free case. We began by initializing
the flux tube in a polar wind configuration simiiar to that of
Banks and Holizer [1968]. In the polar wind, hydrogen ions
are accelerated upwards in the flux tube to supersonic
velocities due to the flux tube divergence and the small
partial pressure of H™ at the upper end of the field line. The
outward H* flux depletes the hydrogen ion population at
lower altitu. s, and. as a result, oxygen ions are the domi-
nant ion species up to an altitude of around 4000 km, The
O~ -e charge separation electric field in this region provides
the initial H™ acceleration up the field line. In the mode! of
Banks and Holzer. the population of H™ is maintained
against depletion by O~ -H charge exchange at the altitudes
below 1000 km. and the hydrogen ion escape flux is limited
to about 1 x 10® cm™2 s~! at 1000 km. In the field line model.
there are no neutral sp~cies at this point. so the hydrogen ion
flux is maintained by a fixed density and upward velocity for
H™ at 800 km, the lower boundary of the model. As a result,
the hydrogen ion number density tends to be somewhat
gréater in the lowest few cells of the field line model than
would be expected in the presence of O°-H charge ex-
change.

The model of Banks and Holzer assumed that the charged
particle species in the flux tube had uniform temperatures
and. therefore. heat flow was neglected. We assumed the
same. initializing the three flux tube particle species at a
constant temperature of 2000 K with no heat fliow. To begin
our simulations, the transport of thermal energy density and
heat flow were suppressed in the field line model in an
attempt to duplicate the results of Banks and Holzer. The
mode! achieved a steady state polar wind under these
conditions, with the number density and velocity profiles
shown in Figures la. 1b. Once this equilibrium had been
reached, the thermal energy density and heat flow transport
were ‘turned on.” and the simulation was run until a new
steady-state was achieved. The lower boundary temperature
was held fixed at 2000 K during the simuiation. The upper
boundary temperature was determined by an outflow condi-
tion in that thermal gradients propagating up the field line
were allowed 1o propagate out of the simulation.

The temperature profiles from the new steady-state are
shown in Figures 2a. 2b. The primary effect displayed by the
electron temperatures in this equilibrium is adiabatic cooling
due to the expansion of the cross-sectionai flux tube area
with height. At the lower end of the field line. the high rate of
expansion causes rapid cooling. and the resulting tempera-
ture gradient is maintained by low thermal conductivity due
to high particle density. The electron temperature profiles
tend to flatten out in the upper regions of the tube as both the
rate of expansion and the particie densities decrease. in

addition. the electron temperatures deveiop a small anisotro-
pv at 3000—4000 km altitude due to unequal rates of cooling
in the perpendicular and parallel directions. This may also be
viewed as the fluid model manifestation of the murror effeci.
with perpendicular energy being transferred into paraliel
energy as the electrons are accelerated upwards in the
diverging magnetic field.

The hydrogen ion temperatures. on the other hand. in-
crease with increasing altitude at the lower end of the flux
tube. before beginning to exhibit adiabatic cooling at higher
altitudes. The temperature increase is caused by the Joule
heating of the hydrogen from collisions with the oxygen ions.
The strength of this effect decreases rapidly with altitude due
to the small scale height of the oxygen. allowing the adiabai-
ic cooling to become dominant at about 4000 km altitude.
The anisotropy of the cooling is much more evident in the
hydrogen ions than in the electrons because of the superson-
ic hydrogen velocities and the fact that. in the coliisioniess
region. heat transport along the field line is less efficient for
the hydrogen than for the electrons. As a resuit. the hydro-
gen temperature profiles maintain significant gradients at
higher altitudes than the electron profiles and exhibin large
temperature anisotropies at the upper end of the flux tube.

It is instructive to compare these results with those of
Schunk and Watkins (1981, 1982]). These works model cur-
rent-free steady state configurations of the auroral field line
plasma by integrating up the field line the steady state form
of a set of transport equations for a three-species(¢. H*. 0™
plasma similar to the ones in equations (1)~(5). The steady
state configurations which resuit are a function of the lower
boundary (1500 km altitude) conditions, specifically. the
values of the species density. velocity. temperature. and
temperature gradient. Comparing the results of our simula-
tions with those of Schunk and Watkins [1982] for the
hydrogen ion profiles in the case of supersonic polar wind. a
number of similaritics can be seen. For low electron tem-
peratures. both exhibit an anisotropic hvdrogen ion cooiing
resulting in a larger parallel than perpendicular temperature
at the upper end of the field line. Also. both have a region in
which the parallei temperature increases with altitude before
adiabatic cooling dominates. The rate of cooling for the
hydrogen ions is less in our simulation. most likely because
both the oxygen ions and the electrons are hotter at the
lower end of the field line (2000 K in our simulation versus
1000 K in that of Schunk and Watkins). The highly amsotro-
pic cooling of the hydrogen ions is also a feature of another
steady state polar wind model. that of Holzer et al. {1971].
which also attempted to realistically deal with the ion heat
flow in the collisionless region. The heat flow for hvdrogen
ions is upward and monotonically decreasing in these mod-
els. implying that the polar wind requires an outward flow of
heat from the ionosphere. The magnitude of the heat flow 18
roughly the same in our simulation as in that of Schunk and
Watkins.

The electron profiles of Schunk and Watkins {1981} cannot
be directly compared to our simulation results. By assuming
a positive electron temperature gradient at an altitude of
1500 km. they achieve an equilibnum in which the electron
temperatures are monotonically increasing with altitude and
the electron heat flow is down the field line. Further. the
temperature anisotropy is reversed in the upper region of the
field line. with the perpendicular temperature being the
larger. Thus the positive temperature gradient boundar
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condition for the electrons forces the upper boundary of the
heid line 1o act as a heat source for the flux wbe. The
outfiow condition 1n our model. on the other hand. treats the
upper boundary as an eiectron heat sink. resulng in a
monotonically decreasing electron temperature with alu-
tude. As long as the electron species velocity is less than the
electron thermal velocity . the assumed electron temperature
of the upper boundary plasma bhas a strong effect on the
eiectron temperature profiles in the fiux wube. The superson-
1c outflow of hvdrogen ions in the polar wind implies that the
energy flux must be outward for the hydrogen ions. with the
resuit that only the ionosphere can provide a heat source for
H' regardiess of the assumed temperature of the upper
boundary protons. Schunk and Watkins [1982) note that the
upper boundary plasma can provide a proton heat source in
the case of a subsonic H™ outfiow.

A FIELD-ALIGNED CURRENT SIMULATION

Simulations have been performed with the field line model
in the presence of current paralle! 10 the magnetic field and

o

we would like to bneflv describe one of these simulauons. In
this case. a constant upward current of 1.0 » 107" A;m- at an
ajtitude of 800 km was assumed for the duration of the
stmulauion. This value was chosen te be physically reason-
able and 1o illustrate the effect of a large downward eiectron
energy flux on the flux tube plasma. The mmuial state of the
flux wube is assumed to be the sieady state polar wind
described in the previous section.

The electron temperature profiles are shown 1n Figures 3.
3b. and 3¢ for umes of 2. 8. and 20 min after current onset.
Initially. the now-precipitating electron distribution sees a
converging magnetic field. and the temperature rises in the
lower regions of the flux tube. Below about 2 Ry alutude. the
strong mirror force causes the perpendicular temperature (o
increase at the expense of the paraliel temperature, creating
a strong temperature anisotropy around 4000 km. Below
4000 km. the electron number density increases sharply. and
the effect of the precipitating electrons is mitigated. As the
electrons are heated in the lower end of the flux tube. the
temperature gradient results in a large upward electron heat
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1 .
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Fig. 1. (@) Number densities for the steady state polar wind with no field-aligned current: n, 1solid curve). n,
(dashed curve). n, (dotted curve). (b) Velocities for the steady state polar wind with no field-aligned current: v, (solid

curve). v, (dashed curve). The oxygen ion veiocity 1s uniformly zero.
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Fig. 2. (a) Electron temperatures for the steady state polar wind with no field-aligned current: 7, (solid curve). 7,
(dashed curve), T,, (dotted curve). (b)) Hydrogen ion temperatures for the steady state polar wind with no field-aligned
current: T, tsolid curve), T,. (dashed curve). T,, (dotted curve). The oxygen ion temperature is uniformiy 2000 K.

flow and electron thermal wave propagating up the field hine.
This wave can be seen at about 4 R in Figure 3a. The rate of
electron heating is greater than the rate of heat loss due to
the upward heat flux until about 8 min after current onset
(Figure 3b). At this time. there exists a large. anisotropic
clectron temperature maximum between 4000 and 6000 km
altitude. The large upward heat flow in the upper aititudes
has cooled the electrons in the perpendicular direction
resulting in a strong anisotropy at high aititudes aiso. After
eight minutes. the temperature maximum at 4000 km col-
lapses as the thermal energy is transported out of this region
by the strong upward heat flux. By 20 min after current
onset. the electron temperature has achieved a rough equi-
librium between downward convecting electron energy and
upward heat flux (Figure 3c).

During the existence of the electron temperature peak at
$000 km. the ambipolar clectric field in’ this region has
increased by about an order of magnitude from the polar
wind value. accelerating the hydrogen ions upwards. The

resulting velocity gradient creates an upward-propagating
pulse of hvdrogen ions with higher temperature and density.
as illustrated in a plot of the hydrogen ion temperature
profiles at 20 min after current onset (Figure 4). The puise 1s
at about 2 R altitude in this figure. The electron density and
velocity are tied to the hydrogen 10n density and velocity at
high altitudes by charge neutrality and current conservation.
so such a density pulse is also visible in the electron profiles.
Since the electric field eventually settles down to approxi-
mately its original vaiue. the hydrogen ion profiles return to
the polar wind values as the electrons reach equilibrium
We have performed simulations with larger field-aligned
currents than the one described here. In such cases. the
transient electron thermal effects in the flux tube are larger
and persist for longer times. In addition. the electric field
coupling of the electrons to the ions induces ton density and
thermal waves. which achieve equilibrium slower than the
electrons. The point tha: we wish to stress here is that the
flux tube plasma seems to have a rapid initial response to the
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onset of current. one affecting the electron temperature and
energy flux predominantly. After this response. it is not clear
that the plasma “settles down' to some equilibrium configu-
ration in a reasonable time. Large electron and ion thermal
waves can persist for relatively long times when the heat
flows are treated dynamically. One of our future goals is to
use this model to investigate the behavior of these thermal
waves for a range of currents and upper boundary configura-
tions.

SUMMARY

We have described here some of the resuits of our model
for the behavior of the auroral fieid line plasma. Our results
for equilibrium in the current-free case are in reasonable
agreement with the previous work in this area. illustrating
the important role that the upper boundary layer piays in
determining the temperature profile of the electron popula-
tion in contrast to the relative insensitivity of the supersonic
hydrogen ion population to this layer. The simulations with
current which we have performed suggest that the time scale
on which the field line plasma achieves equilibrium is highly
dependent on the behavior of the energy transport in the
collisionless region. In fact. there may exist no equilibrium
on the field line in the presence of a current varying on the
time scale of interest in this problem.

The results presented here are meant to illustrate the kinds
of behavior the field line model manifests and to point the
way for future improvements in the model. Because of the
importance of hot magnetospheric electrons in the dynamics
of the field line, one of our first steps will be to include these
particles in our simulation. Also. we feel that there is more to
be done in order to understand the effect the upper fieid line
configuration has on the behavior of the flux tube plasma. It
is our intention to proceed in these areas in addition to our
main goal, that of investigating the effect of anomaious
resistivity and electric field mechanisms in the collisionless
region of our model. -
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ELECTROSTATIC ION-CYCLOTRON WAVES IN MAGNETOSPHERIC PLASMAS:
NON-LOCAL ASPECTS

pS IXTRODUCTION

The <current driven iom~cyclotron imstability (CDICI) has beern of
| considerable interest to space plasma physicists. Recent observations by
Xintper (1980) anéd Kintner et al. (1978) have made it verv topical.
Drummond and Rosenbluth (1962) were first to examine this instability

analytically while Kindel and Kennel (197!} studied it irn the contex: of

space plasmas ir the earth’s magnetospnere. The results from FKindel anc
Kennel have frequently been epplied to observations involving the
electrostatic CDICI in space. It shoulé be noted, however, that the
analysis of both Drummond and Rosenbluth and Kindel and Kennel is a local
analvsis. They consider 2 uniform zeroth order magnetic field (i.e., B =

BOE), theredr neglecting the self-consistent magnetic field generated by

. the field ali~ned currents. This magnetic field (usually small) will give
rise to & shear in the zero order magnetic Z£ield (see Figure 1) and
consequently make the zero order field space dependent (i.e., B(x) =

| B}(}:)y + Bzz, where shear is in the xz-directiomn).

| In generzl, magnetic shear is a damping agent and car significantly
alter the local mode structure (e.g., it was shown by Ross ané Mahajar,
(1978) tha:t an infinitesimal shear can completely damp the universal drifc

instability). Recently Waltz and Dominguez (1981), motivated by the TFk

j

|

|

f (1978) tokamak experiment, have providec numerical results for the behavior

; of CDICI in a sheared magnetic £field pertinent to the TFR (1978)

| parameters. Ganguli and Bakshi (1982) have giver & deteileé anmalvtical

| treatment of the CDICI in a2 sheared magnetic field and have concluded that
even a small shear can give a significant reduction in the growth rates.

Itz also greatly reduces the region of unstable perpendicular wavelengths.

The above mentioned treatments of shear implicitiv assume that a
uniform shear prevails over a large enough regio.n of space. 4 finite
current channel size, of width Lc’ may introduce important modifications
when L. becomes comparable to or smaller than the shear length L.
Recently Bakshi, Ganguli and Palmadesso (1983) have developed the theory
for the effects of shear on CDICI, taking into consideration the role
played by & £finite width current channel. The wmain result of that
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investigation shows that the growth rate is given by the pure shear ctheory

-

when L: > '- ané r-everts to the local growzh rare if Lc <« :s’ with a
smooth :zransition as z Zunction of (Lc/Ls)' There is another aon-local
effect, due to the variation of the current profile across the slab, which
leads to quenching of the instability if the slab width is reduced to only

a few ion gyro radii.

In this paper we illustrate <the importance oI these non-loczl
treatments of the CDICI for the space plasmas. wWe show tha: the non-iocal
theory can, under certain circumstances, lead to enhanced conerence irn the

electrostatic CDICI.

II. THEORY

a. Assunmptions

.y

we consider a slab geometry where both the electrons anc the Zons

have a Gaussiar distripution function. The plasma has a negligible
8nnkT
a0k
B<
the magnetic field with a velocity V3. Both specles have a finite non-zero

5 { << 1), and the electroms drift with respect to the ions along

mw

temperature Tc = mavuz/Z kB’ a denoting the species, ma is the mass, v =Iis
a

the cthermal velocityr and kg is the Boltzmann's constant., We neglect the

term (kX )& << ! where k is the wavevector in arbizrarvy direction

4]

wm

while kc is the Debve length. Since for most space plasmas oI ZInteres:,
the ion and electron temperatures are of the same order, we shall restric:
the analvsis here for the temperature ratio <t = Ti{Te = 0(l). The ambient
magnetic £ield is in the ¢-2 plane and contains a shear iom the 8-
direction. Let us first consider a simple model for a sheared magnetic

field, given by

N
—
~r

B=B 2 - (x/L)v},
= o' s’

Ll

=1 -
with %/Lg << 1 and L, = (38/3%x) where @ = tan (B,/B,). Thus L is the

scale length characterizing the magnetic shear. In the absence o¢f shear
4

the field configuration is 3 = B, 2.




In 2 shear Zree field the plasze Is unszadble to the CDICZI wnern
.« - Rlvé < & for w and &k, consistent witk
: " ~

waves at maximur grow:th (Ior e ® 'i; &re characterizec by u_ ~

:i = eBoim:c, the ion larmour Zrequency; ~ << bps anc kgi = 0{.! where

the Zispersion relztion. The

(8]

sy
o/

b = (ZhBTi/ci) ' /:i, is the iorn Larmour radius. =Zlec:iror Landat anc ion-
cyclotror damping reduce the growthk rate depending on the wmagnizude

ol kr (see Ganguli and Bakshi (1982)).

Tne above description cof the plasma gets significantiy modifiec by the
irtroduction of & shear in the magnetic field as given ir expression {.).
The magnetic field rotates in the $-f plane (see Figure 1) as & function of
x. If at x = 0 we have kIi = ( then at x = xjve see that kr = 0 since a: %,
the magnetic field has rotated by arn angle ¢, = xy /1. Tnus the
dispersive properties of the plasma are also a functior of =x. t is this
effect which changes the boundary condition from plane waves tc¢ outgoing
energy flux condition and which the locel theory fails <o accoun: for,

thereby giving incomplete results.

We introduce shear (i) locally, bv replacing kl oy k?
”" !

s = 1/Lg and (ii) globally by replacing iky by " %; . Since tne magnitude

of the magnetic shear of interest tc us is quite small, we neglect the

-+ skvx, where

orbital effects of shear [Bakshi, Bellew, Ganguli and Satvanaravana {1577),
Bellew (1978), Ganguli (198C) ané¢ Linsker (198]1)] arcising meirnly out of the
shear kinematic drift of the particles in the sheared magnezic field.

b. Dispersion Relation

The general dispersion relation for CDICI in the absence of shear

is given by
T (b =k V ~af =k VU
k2 + = ———‘n( u) "1 + r'u’ | da- , ilu. 14 = ( (D)
nja AL . \lkr!vc R ]quv ’ -

" - -b G es
= 2/ » = - a £ 1’
where bc kzcc/-, _n(b) Ln(b)e and *n(b) Te modified Bessel’s

function.

As previously described we study the effects of the magnetic shear by
E -

replacing Lc by kyu,‘:here u = 8x( = kt(x)/ky) and ikg by o in equation

(2) (we have assumed ku = 0). Transforming to the ion frame (i.e., setting

vdi = 0), retaining the n = 0 terz for the electrons and n = §, :‘1, + 2

D-11

Ll e n = e




terms Sor the ilons {since we wish <o study the first harmonic onl¥; and
expanding T _(b={gr'l)a-/3xl) to 0(3~ 2x?) {(nere > = k2p2’2), we obrain a

-

seconé ovrder differential equation Zor the eleczrostatic poteatial «{xJ,

2 1 rn
A% _._,gx_ + 0. (x)elx) = O, (3
The equation can be reduced to (see Ganguli and Baksni (1982)),
. 2
Mo, I+ Q) tetw) = 0, ()
wnere, Q-(u)
Qlu) = - — H

+ =z I'Z{Z’_(I—Zp);i\ -~ Zf\(l+2p);ij}
v J .
-] - k, 8.\ (i- km‘c>\
b e ® ,"'\"e + w )

- (me - -y - s M1 "
21207, ¢ 2 U200, T
anc
3T
- Ca
1_"' -—1 -
n 3b

We have assumed kg <L kg in neglecting higher order derivatives in

the expansion of rﬁ.

As shown in Ganguli and Bakshi (1982) we exzpand the "peotemzial™, Qu’

rh

of the Zdifferential equation (&) around I = (u—uo} =0 to 2(f2). Here U,
is the angle of oropagation Ifor the maximum growth rate in the absence of

shear. We thus obtain,

f""
. .- 82 _\"c N .
(oy8)% 5op 8 = — wllp(n) = 0, (57
where,
N N .
3 o Qs
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. ~r =y "
&= G- Sl
and
é ) ' 42
= v 0 ' omme Q(u) -'=——, O '
Co = Qe O = gp Q) u=e C du< L'(m'uwo

The dispersiorn relatior wunder the outgeing energy Iliux boundary
condition similary to Pearlstein and Berk (1969), is

-~

i1/2
Qu,u ) = (2 £+ (p,8)(=Q "/2) 7 + Q7 2/2Q ", (6

Note Q(w,uo) = (0 vields <the local dispersion relstion maximizeéd over k‘ .
while the right hand side of the equatiorn (6) arises fror of the non-local
treatment. The first teruw in the righ:t hand side is propor:zional to the
magnetic shear and vanishes ir the zero shear I1imit. The seconé term, is
net explicitly shear dependent. This terr car contribute significan:ly
even Zor infinitesimal shear thereby making the non-local dispersion
relation solutions much different <£from those of the local dispersion

relation.

c. TFinite Slat Effects.

We have giver elsewhere (Bakshi, Ganguli and Palmadesso, 19E3) <he
deteils of the modificatigns brought about by the fin;te sleb size Lee A
finite width current is introduced by taking <the “electron distribution
function %o be a shifted Maxwellian with & drift velozity parallel o the
magnetic field given by

\ _‘-.0
\d(m, \d g(xg/Lc),

: -2 X
g(E) =¢ ™, xg =X o —,

If we ignore the vervy small effects of order pé/lg, where p_ is the

electron gvro-radius, the current profile is found to be




shezr in the magne:tic
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Such a current proiile gene

fieid, given by

v < “NAr
—JB___ = .:-—. " gk- Id;’ (9)
z s ©
where the shear leng:th is defined by
y ch
i N
— =1 = . (107
s , .0
anrn_eV
o d

The corresponding variation in the parzllel wavenumber,
% (%) = & + k_B_(x)/B (D
i t vy z’ -

leads tc the variation in the angle of propagation

k (x) Lc £
u(x) = m =u, - — -1 90X (12
v s o

P

Thus the relation between the angle u and the phvsical distance x, or the

scalec phvsical distance £ is no longer linear. The noo-local effects arce

hd
again described bvr the differential squatiot obtained by letting
ky + (1/i)d/dx, and kﬂ -+ kn(x) as given by eq. (1l) and Vg - V,(x} as

9

implied by eq. (8),

rzdz.,.Q,’()vl)\]-o (13a>
Pf gaE T QlulR), Te(m) e Pal
or
- o
f 01,2 d2 SN -
‘\f:] T Qu, ¥5) 0 =0, - (i3»)

with Q defined as in (4) apart from the x~-dependence as stated abcve.
Expanding { around 51, where

A (wyg,) = G, (14)

+




rrovides Dore acturete results as comparel tc expansion around ;c oT w. es
in eg. 15), and the dispersion relation which generzlizes eg. ‘€ 1is giver
by
“in
Is 4 ’ - " Ndl - . -
Qwr3y) = (20 + D, /L -5 w0 . s
- - ~ * - -

. . - - . C . .
Tne eigenfregquency obtaineéd Zfror (15) depends or kl, whick s as ve:
undetetxzined. The dominant wmode, Zor & givern k,, is obizined by

: : 3y - o o
maxicizing v = Lmu(hr) over kn'

IIZ. RESULTS

£

We now discuss the implications of <he nonr-local treatments Zhe

b
e

preceling section. The results of the uniforr shear model are contel
eqg. (6), wnile the Zinite slab effects are giver bv eg. (15). Bov 1ese

are generalizations of the local dispersion relation Q(“’uo) = (.

The non-local dispersion relatior (6) is solved numerically by an
iterative technique. We simplifv the "potential" by expanding all the ion
Z-funciions except n=1 for large arguments, Tetain terms to O(l/:g) ané
zreat A(u) as & constant evaluated ax Vg ‘Tor detailis see Ganguli and
Baksni (1982)].

Figure 2 shows & plot of vy/i N against b for various values of the
shear and 7 = 0.5, yu = 18373 Vg/ve = C.25. Note the difference between the
local solution and the zero shear limi: of the non-local solution. This
large reduction in the growth rate is due to the second terr in equation
(6) arising from thé non-local treatment. Tigure 2 alsc shows that the

.value o b for whicr maximur growth occurs Temains essentizlly unaltered
fron the local theory, even when shear is increased. In addition to the
expectedc reductior of the wmaximun growth rate, the primary elfec:t of
increased shear is to mnarrow the band of unstable perpendicular
wavelengths. The uneven spacing of the £i8 = 0, 0.005 and C.0! curves
shows that non-linearity in the shear parameter (through the implicit

dependence of u on (ois))already sets in at pys = 0.01.

D-15




In Figures  and ~ we provide additional v’ ., versus D plcis Ior
¢¥pica. space plasma parapmeters. In rigure 3 ws czonsider a hvdrsgen
~lasca: . = 1837, - = 0,73, Va Ve = 0.3 and 2.5 = 17 . Note once again

tne blg drop in the local growth raze as well as zhe significant reduction
of :the unstable perpendicular wavevector band. Tigure & illustrates the
saze Zeatures Ifor T = 1, Yd/ve = 7,33 aad the other parameters unchanged.

The consequence of the non-local treatment is evern oDore drastic inm this

case. The ncon-local treatment ieads tc 2 completelwv damped instatilicy.

o
(1
n.
rf
w
[
rn
b
«©

anges due to aon-local effects ster from the implici:c
assuzmption that the driving current prevails over a sufficienzly wide
region In the x-direction so that k /k can become arbiirarily large. This

|
-

condizion will not be met in meny space plasma situaticas, anéd we need the
resulss of the finite slab theory (Baksni, Ganguli, ané Palmadesso, 1983},
which led to ea. (15).

Cousideration of a finite widch current sheet leads to twc sca.e

leng:hns, Ls and Lo, which govern the growth rate. Tigure 5 shows the
. 0. .
variation in (YA" ) vs. (hc/;i) for - = 0.5, Vd've = 0,28, ¢ = 1827 anc b =

.6, for three different shear parameters (ci/Ls) = 10'4, 1072 and i07F.
In _each case the growth rate has the significantly reduced value,
characteristic o0of the wuniform shear model, i?f Lc is taken <o e
sufficiently large. As the slab widih Is decreased, the growth rats

acreases and climbs up to the local value when L. Is sufficiently small,
Thus, there 1s a smooth transition Zrom the pure shear reduced y o the

usual local v.

Tne <three curves in Figure 5 appear verv similar, except ZIor a
relative displacement, and the essential universalitv of the ¢transition

-

curve (Zor small shears) can be brough:z out bv plotting v vs. (L as

o -‘s/

Tigure 6. The shear reduced v prevails Ior L. > -5, and the three curves

comtinue to overiap for L, > (L /20). The curve describing the weakest
- -6 _. . -2 .
shear £riug = 10 © aimost atiains the local value when L, = 107" L., The
S

phvsical reason for this transition <o the local value is easilv seen: the
detuning or misalignment of the magnetic field lines across the length of
che slab of order Lc'here happens to be too small tc have any impac: on the

abl-‘.v On the other hand, when Lc Z Ls, enough wisalignment occurs

o produce local regions where the angle between the Zixed wave direction




an additicnel non-locel elfecz, directly due ¢ tne variable curren:

»rofile {(and no:t the shear) is alsc evident In Tigures 5 and . &fter

teining the lozel grow:h rate, 27 the s.at size is Zurther reduced, :ne
grow:it Tate again becomes smaller than the local value Zor ch;i < 102,

It is clear frox Figure 5 that this effect is not sensitive z¢ the value of
the shear {(a: leas: in the range considered). The phvsical explanatior Zor
nie reduction is also easiliy seen. The spatiel variation oI the czurren:
has & direz: efiect on the wave packe: ¢. Tne reductior of the curren: awarv
fron the center of the slab results in & reduceé drive and a corresponding
reduced vy.I1If ch;; is further reduced to 10 or lower, & significant
reduction vy occurs, with eventual guencning.

. : = . : s s : : - s O .
A tvrpicel potentiazl Iunsrionm : Is displaved In Figure 7, with V) 'v_ =

r.
(o)
n
&
!
'
ta
[3.]

0Z ané

4
—

.28, = = 0.5, (= 1837, b = C.6, L /¢, =
independent variable u is the phvsica. angle v = x/L_, the crigin of x is
&% the position where the field line is perpendicular to the giver . as
shown, jc¢! is significant between 0.06 2nd C..2 with a peak around Cpo =

¢
0.09. This indicates tnat the wave propagates in the directiorn given

besides the changes in growth rate, the non~loczl theory aisc predicts

& transition Iz the angular posizion of <the pear of ,¢ , or in the

-
th
I
n
)
[4 8
PJ
>
o]
m

effective angie u between the directior normal.to the loca

mo
and the direction of the propagating wave. This is displaved in Figure §,
f{or the same parameters as in Figure 6, over a wide range of (LCYLE). Note
the transition from Upno = 0.13 characreristic of 1local theorv to the

o
o
Y
[1}]
'

reduced Upmo = 0.09 of the pure shear dominatec limic. The non-

- . . : N -
effects thus reduce the effective angle nlfx .

igure 9 shows the variation of v as & function of wavenumber. The

"
local theorvy rTesult prevails for weak shear ancé Lc/Ls < 1¢7~, the pure
shear dominated reduction occurs for LC Z Ls with & smooth ctramsitiorn in

between. The L1, = L. curves, except for a slight change of parameters,

)
correspond to the ¢,s » 0 and p,s = .01 curves of Figure 2.
i i

We have zlsc examined the CDICI ir an oxygen plasma and note that the

current thresholds are generallv much lower compared with those of a




hvirogen plasma. The effect of the non-ioczal :ireatment for a multispecies

plasma is an interesting ques:tion which Is now being Investigated and will

be reported elsewhere.

V. DISCUSSION

There are several implications of the non-local effects discussed
abpove. I1f the shear is small, we have shown =hat there are three different

regimes depending on the scale size of the curreat channel, Lt

—

i) For L, > (Lg/10) there occurs, as compared to the results of the
local theory, (a) a reduction in the growth rate, (b) a reduction in
the bandwidth of k over which the instability prevails and (c) a

. . . : o, AN
veduction in the angle of propagation Upo = kr'k . This is the shear

dominant regime.

(23 Tor Y <K Lc <« Ls, one recovers the results of the local theorv
{excep:z Zfor one important aspect, which we discuss later im <:his
section).

(3 For L. > £i» again (a) there is a reduction in the growth rate,
and (b) a reduction in the bandwidth of k over which the instability

revails, buz (c) there is no reduction in Unos as compared to the

regults o¢f the local theorv. The instabilitv is .quenched for
o0 % 20

Thus we have shown that local <theorr canaot be applied wizhout
reservations; one must £first scrutinize the scale liengths for the given
laboratorv experiment, or the space plasma of interest, to ascertain which
regime is relevant. in some situatioms, (e.g., the case L = 103pi of
Tigure 6), the conditions for regime () cannot be strictlv satisfied for
anvy value of Lc, and the results of the local thecrv are no:t applicable.

This aspect is accentuated as the shear increases.

~n space plasmas, tvpical shear lengths are L; - few hundred km, and
ai/L ~107°  Thus the smaller sized (~ ! km) auroral arcs would not
qualify for regime {(l). The quiet time, broader Birkeland current

Region l1/Region 2 svstems mav be more appropriate for these effects. 4lso,

since the current sheet width increses with zltitude, the effects of regime

{1) have a betzer chance of being significant at higher alticzudes.




The zransizior from the shezr-effected regime (1) tc the local theory

v Al
Lolte
deszrived by & universal curve independent of shear. The ne: change in he

results of regime {2} was shown (Figure 6) to depend or essenziallv

growth rate and the range oI (LC/LS) over which the transitior takes p.ace
will be governed br <the physical ©parameters y, T anc Vd’ve, ang :the
cerpencicular wavenumber k . Under what conditions can we expect the
effects ol shear to be sign;ficant?

One car assess these trends bv plotting the local growth rate as &
funztior of <ne angle kr/kx' As an illustration, we note tha: Figure . of
Gangull ané Bakshi (1982) displavs the effect of varying 1. It shows that
the angular band over which the instability can occur becomes narrower as
- increases. The tramsition from regime (1) to regime (2) can be expected
to occur when L:/Ls, which represents the =ilt produced by sheer, becomes
comparable tc this angular bandwidth. Thus one can infer tha: for & zivern

-

o inzreasing - will favor regime (1), maring the shear more effective.

We can test this quantitatively by evaluating the growth rate as &
Zunction of LCILS for two different velues of -. Figure 1 of Gangull and
Bakshi (1982) was for a fixed b = 0.5. Since the perpendicular wavenumber
(or equivalently b) is a free parameter, one must maximize the growth rate
over b as well. We have carried out these calculatioms for Vi/v, = 0.4,

v = 1837, =~ = 0,5 and 1, and the resulzs are displaved ir Figures 10 and
i, The imaginarr part of Q1(2 QlI)’ ec., (&), is plot:tel agains:t u =
k[/kl irn Figure 17, with b = C.6, wy = 1.3037 for 1 = 0.5 ané b = C.9,

w, = 1.2027 for 1 = 1. The angular width of the domair where Q;y 1is

negative, indicative of instability, is clearly much smaller for 7 = 1.

The corresponding results for the growth rate as a function of (L./L.)
are displaved in Pigure 11. The growth rete for each - is normalized to
the corresponding local growth rate Yy Noticeable departure Zrom the
local value begins at (LC/LS) = C.0l for v+ = 1 and &t 0.C2 for = = 0.5, and
proceeds wmuck Zfaster for the larger 7 as L./Lg Is increased. Thus the
effects of shear are more significant for the larger =, given a Iixed

current channel width.




~\

Z) alsoc shows that the angular band

-

igure 1 of Ganguli and Bawkshi

(19
width ¢f the domain of instability increases with increasing Vg v,. Bu:z arn

increase ia V lso strengthens the shear, thereby increasing L_./'L.. Teer

»

che =hresnold drift velocity, {where the svstex is margineily stedle), :the

increase in angular band width proceeds faster than the increase in L. 'L_;

zhus an increase in Va favors a move towards the local regime (2;. On the
other hnand, iI V,; is sizanificantly larger than the thresholld Zor marginal
-stability, che situation is reversec andé ant Iincrease in Vd favors & move

towaris the shear dominated regime [1).

w
[»]
th

ar, we nave cnly discussed the mode near the cvcliotron Irequency,

w 2 «.;» what can we expect for the higher harmonic modes? The definition
o Qy in eq. (4) must firsc be modified to include higher n terms from the
full dispersionm relatiom, eg. (2). We have evaluated §; including terms up
o & = + 4 and maximized over b to obtain optimal local gzrowth rates. The
resulss for Qi _Vs. u are displaved in TFigure 12 for the Zirst <three
evclotron harmonics, with real IZrequencies wy = 1.1897, b = 0.9; wy =

y D= 2.4, wy * 3.2499, b5 = 4,8; and phvsical parameters

- =1, u= 1837, Vd/ve = 0,65, The angular band width of the unstable zone
(Qll < 0) becomes sigrificantly smsller for higher harmonics. Thus :the

cransition to the shear dominmated regime (l) can be expected to occur for

the higher narmonics Zor progressively smaller values of L. /'L

.

These zonsiderations show that the results of the local theorw, regime
(2), cannct be used without reservations, and a transition :towardis regime
(i) is helped by Increasing -, considering higher harmonics, and increasing
the drift velocities. It is ‘also accentuated by increasing the currea:
channel width, directly by considering wider chamnels or for the same
current sheet, by scaling with altitude., 4 detailed numerical studv of alil
of cthese &affects over a wide range of sarameters s bevond the scope of

ne

ft

this work and will be ‘giver elsewhere. Wwe anticipate :tha: some ol

—~

-

~

situazions of practical interest in space plasmas will fall in regime

hile others will favor a move :towards regime (l}.

£,

o

There is-a subtler effect, implicit in the non-local treatmen:, whic
may be more widely relevant. Once any inhomogeneity is introduced ia the
z=-direction, the svmme:cry in the =x-v plame Is brokern, and one has 0

distinguish between :the propagatior aiong ¥ and the propagatlion +(if anv)




~ - : -

elong %. Tne semes inhonmogensizy precludes :hei%sg ol
che ¥-dirvezzion and the plane wave solutions e ' are neczessarilv replaced
by a wave pacret, 2(x), whick is localized (e.g., see
direction. Sinze the curren: svstems nhave the structure ¢l & sneet, :the
direzziorn becomes the slat direction and the waves prepagate along v

kr), hv >> kl.

i
with wave vector comwponents (k,

Now let us consider the implications of this phenomenon concerning
sezellize measurements of ion cyclotron waves. & moving observer will see
& Doppier shiftel Irequency

-

= g + Kev
w w kev,

vhere Yg is the velocity vector of the observer (satellite) and k is the
wave VecIorT. Since k has no component along % (the wave packe: It
ized), it follows that a sate_lite moving perpendicular tc the curren:
sheet f{i.e., along our % direction) will not see anv Doppler-shift,
irrespective of the size of k.. Such & sta:emén: could not be made in the
purely local theory, since :ﬂere would be no essential difference between
the two transverse directions ; and §, and waves are as likely to be moving
in anv direction in the x=v plane. In a local theory, a wide range cf

Doprler shifts would be produced, ZIZrom -k,vs to +k v_, since the maximuc
-

L S
zlue of ki Is ki' Some of the observations on S$3-3 indicate nc or liz:tle
Doppler shif:, While other explanations may be available, this inference
fror our non-local <treatment must also be considered, since an
inhomogeneous plasma mandates & non-local treatment. Thus, the extremely
high degree of coherence of many of the observations can be understood in a
verv simple wav. This idea can be further tested by anzalyzing satellite
datz <rom an orbit which crosses the current sheet a: a2 significantly
&

erent angle.

Various phenomenz described above would leadé to an enhanced coherence
for the observed lon cyclotron waves as seen by & moving observer. When
conditions for regime (1) prevail, there is a significant reduction in the
banc of perpendicular wave numbers for which the instability car occur.
This reduces the magnitude of the Doppler shif: E-ge as compared to the

local theory for anv direction of the satellite motion. On the other hand,




]
i
1
!

- . - - - - i~ n . s
the direccional preference for % , required by the inhomogeneity for all
regimes, shows that satellites noving perpendicular to the current sheet
would see verv coherent ion cvclotron waves, with =nc Doppler shifc,
' & )

irrespective of the size of K « A studv of all availabile cbservazional

1
-

infcrmation for wvarious transi: angles of the satellite moticn couléd Dde

V. OUTLOO0K

In this paper, we have =zanalvzed the implications of a non-local
treatment of the CDICI, which is necessitated bv the inrroduzzion of an
inhomogeneous current profile. One cannot vetr provide a detailed
comparison betweez theory and observations; that would require additional
work on the theoretical side and more detailed data from %$he observational
side. New data Irom the Dvnamic Explorer wouid be vervy helpful in zhis

contexs.

But even without carrving out the additional theorecicazl studies, or

awaiting the new observational data, a number of interesting questions have

been raised in this psper, and it would be very helpful to look at all

available data from a diiferent anglie, ic terms of the framework of this
paper.

The model of

inhomogeneitv of <the current emploved here was one-
dimensional. Turther generalizations of theorv are needed if cthe current
sheets arz ol limited extent in both transverse directions. Even within a
one-dimensional model, there couléd be a sub-structure on a shorter distance
scale, ¢r even a random or stochastic current structure superposed on the
underlving smooth current profile. These aspects alsc would require
further generalizations. Thus it would be very valuable to learn fror the
present and ZIuture observations the detailed wnature of <he current

distributions.

Iz is equally important to classify ail the available observations on
the iom cycloiron waves according to the satellite tramsit direczion and
studvy its correlations, if anv, to the peak ZIrequency anc tne width of :the

observec power spectrum.




ol other wavs as well. Additionzl generelizations

4

o
variazior (i.e., innomogeneities) zlong <the £ield lines. In terms of
aprliications of the theorvy of the present levsl one shou.l cerzainly
conslder multi-species plasmas, wider ranges of the ilon o electron

. s - . .0
tewperature ratio =1, wider ranges of the driving curren: \d’

Ve and efiects
or higher harmonics, n terms of interpretation the results can be recast
ir. terms of the convecctive grow:h rate approach (Ashour-Abdalle ané Thorne,
<8+, wnich <takes into account <the small group velocity of :the lorn
cvelotron waves. These ans other related <topics are wunder further

investigation.

We &lso note that Hwang, Fontheim anéd Ong (1983) have recently
considered the eifects on electrostatic waves of z cold electron curren:
shee: of Iinite thickness, and concluded zhat the curren: shee: partially
stebilizes the svster anc contributes to the coherence o©of the excitec
waves, Since ther dic not consider the effects of magnetic shear, <the
correspondence is with our regime (3), where the non-local eifects stern
directly from the finite width of the curren: channei. Even irn this regime
their approach is restricted to N <4 LC. Alsc their assumption of z share
change In the current a:t the boundaries is not pertinent to the space
tilasmas. We also note tha:t thev have concentrated more on the ion-acoustic

wave, znl have nc therme. spreads, bur soms of their conclusions ar

L1

similar to ours.
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Figure 2. 4 plot of the grow:th rate (\,’:i,\ agzinst b for various shezr
values. Here -+ = 0.5, , = 1E€27, and \'d,’\'e = (.25, The tig
difference between the local solution and the (g;s) = O limit
of the non=locel solution is due tov & shear independen: :ernm
arising from the non-local zreatment. The curves alsc indicate
that the effect of the shear is more pronounced for larger b.
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A plot similiar to Figure 2. Here - = (0,73, , = 1837 and
Vd/ve = 0.3, we provide only the local and <the non-local
spectru. The non-iocal curve has & very small snearT,

1c78,

(pis) = Note the significant reduction in the uns:iadle

perpendicuiar wavevec:or band.
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eifec: ©of tne non-lozzl treatmen: is very drastic it Tthis
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case. ~ne iInstablility is totally suppressed.
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rigure 5. A plot of the growth rate N agaias:t the current czhannel
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ABSTRACT

A nonlocal theory of the current convective instability in the
presence of a transverse velocity shear is developed. 1t is found that the
velocity shear stabilizes the short wavelength modes and preferentially
excites i long wavelength mode. Application to east-west structure in the

high latitude auroral F layer plasma enhancements is discussed.




‘L. INTRODUCTION

large scale structure in plasma demsity enhancements in the auroral F
layer ionosphere has been a topic of continued research over the past
several years (Vickrey et al., 1980; Keskinen and Ossakow, 1982; 1983a,b;
Tsunoda and Vickrey, 1983). Theoretically these so called ¥ region plasma
"blobs." have been shown to be susceptible to the E x k gradient drift

instability (EBI) (Linson and Workman, 1970) and in an E x B stable

geometry to the current convective instebility (CCI) (Ussakow and

Chaturvedi, 1979), or a combination of the two (Vickrey et al., 1980;
Keskinen and Ossakow, 1982). The current convective instability was
originally dicussed in the context of the positive column of a laboratory
gas discharge by Lehnert (1958), and KXadomtsev and Nedospasov, (1960).
Ossakow and Chaturvedi (1979) suggested that the diffuse auroral
precipitation, constituting a weak magnetic field aligned current (;),
could destabilize an iﬂhomogeneous plasma having the density gradient
pointing in the direction perpendicular (northward, ;c) to the magnetic
field . The unstable waves have wavevectors pointing in the direction
perpendicular (eastward, ;) to both the ambient geomagnetic field and the
density gradient. DNA Wideband satellite observations (Rino et al., 1978)
indicated that a regularly occurring scintillation enhancement due to F
region ionospheric irregularities can be identified in the nighttime
auroral zone data. These data are characterized by dif "use auroral
particle precipitation and total electron content (TEC) gradient pointing
northward. Furthermore, the dominant modes appear to be in the north-south
direction’ parallel to the density gradient in contrast to the predictions
of the linear theory. 1Indeed, Chaturvedi and Ossakow (1979) have shown
that waves parallel to the density gradient are generated by a nonlinear

mode coupling mechanism.

There is increasing evidence that a strong velocity shear exists in
the high latitude auroral region (Kelley et al., 1976; Fejer et al., 1983;
S. Basu, private communication, 1983). The east-west plasma velocity is
sheared as one moves in the mnorth-south direction. Recent calculations
have shown that velocity shear has a strong stabilizing influence on
interchange instabilities, such as the Rayleigh-Taylor instability
(Hamieri, 1979; Guzdar et al., 1982; 1983) and the E x B instability
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(Perkins and Doles, 1975; Huba et al., 1983) leading one to anticipate

similar effects in the case of the CCI also.

In this paper we 1nvestigéte the effects of velocity shear on the CC&
and its role in producing large scale east-west structure in ionospheric F
layer plasmez bleobs (Tsunoda and Vickrey, 1983). We find that velocity
shear stabilizes the short wavelength modes (kyL 2 1, vhere ky is the cast-
west mode number, L is the density gradient scale length) and thus excites

a long wavelength mode.

The organization of this paper is as follows. In the next section we
present the general nonlocal theory and present jts results in the third
section. We discuss the results and apply them to the high latitude
auroral ionosphere in the fourth section, and the fifth section contains

the conclusions.




I1. THEORY

The geometry we use is as follows. The background magnetic field and

the field aligned currents are along the z-direction (B = B 2} Ah = \zzg).
The density gradient and the inhomogeneous electric field [Egyn (X)) are
along the x~direction (northward). The inhomogeneous electric field gives

rise to an E x B sheared flow along the negative y direction (eastward).

The basic assumptions used in the analysis are as follows: (i) the
perturbed quantities vary as §f -~ 8£(x) exp[i(kyy + kzz - wt)], where k;
and k, are the wavenumbers along the y nd z directions and © = w.. + iy
implying growth for y > 0; {ii) the ordering in the frequencles is
such that w, vin(vei) <K ni (Qe), where vio and v,y are the jon-neutral
and electron-ion collision frequencies and Qe and Qi are the electron and
ion cyclotron frequencies, respectively; (iii) we retain the ion inertia
effects, thereby including the ion polarization drift, but ignore the
electron inertia; and (iv) we ignore finite-Larmor radius effects by

limiting the wavelength domain to kpi << 1, where Py is the mean ion Larmor

radius.

A key feature of our analysis 1is that ‘a nonlocal theory is
developed. That 1is, the mode structure of the potential in the x
direction, the direction in which the density and flow velocity are assumed
to vary, 1s determined by a differential equation rather than an algebraic
equation obtained by Fourier analysis. This technique allows ome to study
wodes which have wavelengths compafable to the scale sizes of the
inhomogquities (i.e., kyL < 1, vwhere L represents the scale lengths of the
boundary layer). In fact, nonlocal theory is essential to describe the
Kelvin-Helmhéltz instability driven by a transvefse velocity shear
(Mikhailovskii, 1974). We also note that since we are interested in the
effects of traansverse gradients in velocity and density and since the
vertical gradient in the density is weaker than the northward density

gradient we Fourier analyze in the z direction.

Based on the assumptions described above, the fundamental {luid
equations used in the analysis are of continuity and momentum transfer im

the neutral frame of reference




0 = ~e(E + (1/c)V, x B) - mv .V (1)
av,
M'EF— = e(E + (I/C)Xi x B) - Mvinz i (2)
anj . :

where m(M) is the electron (ion) mass, subscript j denotes species (e for
electrons and 1 for ions), V is velocity and E_' is electric field, n is
density, ¢ is speed of light, and e is the absolute value of the electron
charge. 1In this paper, we ignore the temperature effects and also neglect
the electron-neutral _collisjon:.frequency _{ veh,)_;in conparison with the
electron~ion Coulomb collision frequency ( vei )- From eqs. (1) and (2) we
obtain the zeroth order perpendicular electron and ion velocities as

-Yel = (c/B)E x _;_+ O(Vei/Qe) ’ (4)
Yy, = CerB (B x 2+ (v /o )E + (/2> (%9 E ] - )

where 919 eB/Mc is the ion cyclotron frequency.

Taking the dot product of eqs. (1) and (2) with z , we obtain the
zeroth order parallel velocities as

ez

V = -e Eoz/mvei, (6)

V,, = €E_ /My, . ¢))




We perturd equations‘(l)—(3) and linearize fhem in the electrostatic
limit. We substitute E = -V¢ = - V(¢ (x) +83), V = VvV + &V, and
- o —u - -
n=mn (x) +dn into egs. (1)-(3). Since the equilibrium quantities vary
in the x direction we do not Fourier analyze in the x direction. We

Fourier analyze in the y and z directions. Here we assume the northward

density gradient to be sharper than the vertical density gradient. Using
eqs. (4) and (5) along with eqs. (1) and (2) we obtain the pérturbe
velocities in the perpendicular direction as

6V, = (c¢/B) 6E) x z + O(veilﬂe) s §:))
(dw - ik 'V _-v, ),
e iy (e S

* oy’ i d i *

(&)
2 (0 = kyVOY+ i\’:i.n)

cviy = (c/B) [a—x 8¢ - 7, ky6¢ 1

where be = -(c/B) E,x- Here we have neglected the electron Pedersen driftl

compared with the ion Pederesen drift. From egs. (1,2) and (6,7) the

perturbed parallel velocities are given as

»
L

GV;Z = ~e GEz/mvei, (10)

~

GViz = e GEZ/Mvin. (11)

Since we study the effects of transverse velocity shear we can ignore the
parallel ion inertia terms.

We substitute eqs. (4) thru (11) in eq. (3) and assume quasi-—

neutrality, Gne = Gni = én , to obtain the node structure equation for the




perturbed electrostatic potential as (where we have dropped ¢ from 64 and

indicate the perturbed potential by ¢ )

$°" + pp” +qp =0 (12)
where
P =+ (ivy fu,) onylwl (13)
Q="K -1 ki(“e"’ei)“’i/f*’z) - ?‘%%/%N%"f’z’ »
+ ky(v;; + V;ye)/wz (14)
+ vy fwy) | B2 v;ym/m§ -k V) RCSELISVAN
+ Ak (eV Jup) (@, /v ]}

where we: assumed Vc;y/ni < 1 and ignored terms of 0(\)ei/§ze) and

voz = (vez“viz)’ €= no/“o ’

%2 = {k2 -
k ikz (ne/vei) kye (15)

W =w- kyvo - kzvoz » and W "o + i\’in

y




The primes indicate derivatives with respect to x. Equation (12) }s
similar to the equations th;t have been derived in the context of the
Rayleigh-Taylor (Guzdar et al., 1982; 1983) and_g_x_g_instabilicies

(Huba et al., 1983). In the absence of the velocity shear

(V’;y = V;; = 0) the first three terms in q(x) (eq. 14) yield the nonlocal
current convective instability. Equation (12) 1is solved numerically in

various parameter domains and the results are presented in the mnext
section.

4,
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_ III. ANALYSIS

Before solving eq. (12) we consider some known limiting cases. First,
in the absence of field aligned currents (Voz = 0), for a homogeneous
(Vn = 0) collisionless (\’in = 0) plasma eq. (12) yields the well known
transverse (kz = 0) Kelvin-Helmholtz inmstability (Mikhailovskii, 1974)

”~

k
,r - 12 Y oy -
¢~ + ( ky + TE‘:"E;V;;S‘J¢ =0 (16)

The Kelvin-Helmholtz instability is shown in Fig. (1) curve A (Michalke,
1964). The velocity profile used is Voy = Voy tanh(x/L). We see from the
figure that the collisionless Kelvin-Helmholtz mode 1s unstable in the

domain 0 < kyL < 1 with the growth rate maximizing at k
maximum value of 0.18 Voy/L.

YL ~ 1.5 with a

In the absence of the velocity shear we obtain

e 4 '+[—k2+ik2 ?i_.fl_i+-ltiyiz_—fl_i_(ik2&—ks]] = 0 (17)
¢ €¢ y zZ v W w m+ivin zv ¢

Equation (17) describes the nonlocal current convective instability. In
the local 1limit, 3/3x << ky’ we obtain the 1local dispersion equation
(Chaturvedi and Ossakow, 1981)

<+

w2 + w[ivin + i(kﬁ/k§)(nenilvei)] - (kz/ky) o,V e =0 (18)

The solution of eq. (18) yields the growth rate (Chaturvedi and Ossakow,
1981) with w = W, + iy as

(kz,ky) (vei /ne) vozs

OZNZ) + (veg®y /vy 9,)

a9
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o - L2,2 ,
for v > 4 (k /k ) VozE 940 where Vin® Vit (kz/ky) (Qeﬂi/vei) . Note

that for instability kz/ky,' Vei» V> and € have to be nonzero. In

fact, the optimum value of kz/ky can be calculated by maximizing eq. (19)
with respect to kz/ky'

The growth rate maximizes at

kz = ky (vei in/9 91]112 (20)
with a maximum value
Ymax © %'vbze(veiﬂi/v Qe) 12, _ (21)
For v_, /2, = 1074, v, /e, = 1074,
(Y/V E)max 0.5 (22)

Now we solve eq. (17) numerically for various ky’s using the density

profile,
n (x) = o (1 + 8 tanh(x/L)}/(1-8) (23)

shown in figure 2 for § = 0.8.
Figure (1) curve B shows the growth rate normalized to V_,/L as a
function of kyL for § = 0.8 and k, gilven by eq. (20). Qe note that the
‘ growth rate increases monotonically with kyL and asymptotes to the local

growth rate (eq. 22).
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We nov Introduce the velocxty shear and solve eq. (12) numerically.
We use the density profile given in eq. (23). The velocity profile is

determined self-consistently from the zeroth order continuity equation
3—-(n x) Vv (x)) =0 (24)
9x [4] —i
which becomes for comstant ion-neutral collision frequency
no(x) V;y(x) = constant .

Using these self-consistent profiles .the eigenvalues are determlned for
various values of the parameter s(4 V /V ) which serves as a measure of
the velocity shear. 1In Fig. (3) we plot the growth rates normalized to the
shear~free current convective growth rate, y/(Vbz/L), as a function of the
v /9, - 1074,
- in
and § = 0.8. Curve A gives the case s = 0 (same as curve B, Fig. (1)).

normalized wavenumbers, kyL. We choose veilﬂe = 10

Curves B, C and D are for ; = 0.5, 1, and 2, respectively. We can draw
several couclusions from this figure. First, velocity shear stabilizes the
short wavelength modes (Perkins and Doles, 1975; Guzdar et al., 1982; 1983;
Huba et al., }983). Second, the growth rate maximizes at kyL ~ 1.5 for s =
0.5; and as s is increased the peak growth rate decreases and the growth
rate miAximizes at longer wavelengths. For g = 2, the growth rate maximizes
at kgL ~ 0.55 with y = 0.083(V__/L). Third, when e =1, f.e., when the

horizontal f£flow velocity is of the order of the vertical plasma drift

velocity, modes with A = (2r/0.9)L are the fastest growing wmodes
(Ygo, = 0142 Vo /L ~ 0.142 ¥, /1),




IV. DISCUSSION

Recent experiments conducted at Chatanika (Tsunoda and Vickrey, 1983)
indicate that high latitude F-region plasma blobs have an cast-west plasma
density structure with scale sizes of 150 km and greater. Even though
these experiments did not measure the velocity shear in this region, other
evidence (Kelley and Carlson, 1977) indicates the presence of a strong
east-west flow velocity shear of the order 1 - 20 se:ec"'1 in the high
latitude auroral region. Assuming that the east-west flow is‘~ 250 m/s and
the shear scale length (of the order of the density gradient scale length;
Ly = va is 25 km, Fig. (3) shows that the generalized current conveclive
instability has perpendicular scale sizes of order 150 km (s = 3; \By =
Voz? kyL = 0.9). The corresponding growth rate is given as
Y ~ 0,142 (V__/L) ~ 0.142 10725} (around 10 minutes e-folding time). For
larger shears, for example, with the east-west flow velocity, \By‘
that of the field aligned f£flow, Voz» the instability generates

irregularities of scale sizes around 300 km, but with a smaller growth

twice

rate, 0.08 (V,,/L) (20 min e-folding time scale for V,,/L around 1072 s'l).

Since velocity shear has similar effects on the E x B gradient drift
instability (Perkins and Doles, 1975; Huba et al., 1983) it is important to
compare our present results with the results of Huba et al. (1983).
Referring to Fig. (5) of the paper by Huba et al., we see that cast-west
flow comparable to the equilibrium north-south flow (due to the horizontal
electric fields generating the E x B instabilit&) excites modes with
wavelengths ~ 60 km (kYL = 2.6, L = 25 km). The growth rate of these modes
is ~ 0.5 (V_ /L) with e-folding times of the order 3 minutes (for va/L
10—2). From this we can see that in the high latitude auroral region, the
generalized CCI and EBI (CCI and EBI with velocity shear) can excite long
wavelength modes with east-west scale sizes of 100 km or greater. However,
we point out that in the absence of the E x B imstability (zero westward
electric field in the presence of say a poleward density gradient on a
blob) the soft particle precipitation causing in turn currents of moderate
strength ~ 250 m/s (4 pA/m2, n = 1011 m_3) can still excite the long

wavelength modes.




. V. CONCLUSIONS

We have studied the effects of velocity shear on the current
convective instability. We have shown that velocity shear suppresses the
short wavelength modes and preferentially excites a long wavelength mode
with kyL < 1. This suggests that a generalized current convective
instability (CCI with east-west flow velocity shear) with currents

~ 4uA/w? (~ 250 m/s parallel flow) can possibly excite modes with
wavelengths of 150 km or more. Since the E x B instability can also excite
long wavelength modes(A ~ 60 km with a westward electric field ~ 10mV/m,
and north-south flow -~ east-west flow), we conjecture that the soft
particle precipitation alone can destabilize a2 stable E x B high latitude
auroral F region geometry by the CCI (Ossazkow and Chaturvedi, 1979). 1In
turn, The CCI in the presence of velocity shear can generate irregularities

in the long wavelength domain.

We note that a unified treatment of current convective and E x B
instabilities, with velocity shear and magnetic shear and nonlinear effects
included, 1is needed in order to come to a better understanding of the
morphology of the irregularities evident in auroral F region plasma
enhancements. This subject 1is presently under investigation and will be

presented in a future paper.

i
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FIGURE CAPTIONS

Figure 1. Normalized growth rate versus kyL curves for Kelvin-Helwmholtz

(curve A) and current convective (curve B) instabilities. Gurve
A refers to velocity profile vby = V;Y tanh x/L. Curve B refers
to the density profile of eq. (23), with é = 0.8, and

~4 ~4
vin/Qi 10 7, vei/ne 10 °.

Figure 2. Density profile given in eq. (23) for § = 0.8.

Figure 3. Generalized current convective instability as & function of
e T P - 10758
s(z voy/voz) for & = 0.8, v /2, =107", and v, /2, - 107",
Curve A refers to s = 0. Curves B, C, and D refer to s = 0.5,
1, and 2, respectively.
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ABSTRACT

The effects of magnetic shear on the collisional current driven ion
cyclotron instability are discussed by incorporating the self-consistent
magnetic shear produced by the currents driving the instability itself. It
is found that moderately large magnetic shear is required to significantly
modify the properties of the local instability, and that the wave packet
localizes around kz/ky <<{1 , thereby indicating that the mode is
propagating almost perpendicular to the magnetic field and that the mode is
confined to a region of a few hundred meters along the direction of the

magnetic field under auroral conditions.




I. INTRODUCTIOXN

Intense field aligned currents observed in the auroral E and F regions
(Park and Cloutier, 1971, Cahill et al., 1974, Kelley et al., 1975) were

conjectured to bz responsible for the generation of electrostatic ion

cyclotron waves. Since the ionosphere is collisional in the E and F regions
the field aligned currents give rise to negative energy waves which grow due

to the dissipation associated with electron-neutral collisions (Chaturvedi,

1976). These are electrostatic waves and lead to density irregularities in
the medium. In fact, radar measurements in the E region detect
irregularities collocated with auroral electrojets (Greenwald et al., 1975)
and a.c. field measurements (Kelley et al., 1975) have been identified as
being due to unstable ion cyclotron waves (Drummond and Rosenbluth, 1962 -
collisionless domain; Kindel and Kennel, 1971 - weakly collisional
domain). Sounding rockets launched from Syowa station, indeed, detected
transversely propagating electrostatic plasma instabilities of scale sizes
around 200 km in association with strong field aligned currents (Ogawa et
al., 1981). Chaturvedi (1976), using a local fluid analysis, showed that,
in a partially ionized plasma, field aligned currents can support almost
transversely propagating ion cyclotron waves owing to Tresistivity
experienced by electron parallel motion (electron-neutral collisions), while
the ion~neutral collisions were found to have a mild stabilizing effect.
The field aligned currents observed are around 1-10 A/m2 (Kelley et al.,
1975), and these currents along the magnetic field usually generate some
magnetic shear which in turn changes the mode structure. This is especially
so in the case of collisionless current driven ion cyclotron waves (Ganguli
and Bakshi, 1982). Recently Burke et al. (1983) also reported observations

of large currents ~ 135 pA/mz.

In this brief report we investigate the effects of a self-consistent
magnetic shear on the collisional current driven ion cyclotron instability
(CIC). Since the self-consistent magnetic shear is small and the nonlocal
effects are absent in this fluid example (as opposed to the kinetic
collisionless case, where mnonlocal effects strongly wmodify the wmode
structure even for small shears, Ganguli and Bakshi (1982)), we find that

the magnetic shear has mild stabilizing effects on the current driven ion

¢ ————— i remrntill
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cyclotron instability in the domains of interest pertaining to auroral

conditions (drift velocities, Vd ~ 0.5 - 5 km/s electron-neutral
collisions, Ven 104 s-l). However, we find that magnetic shear localizes
the wave packet around kz/ky <<'1 , indicating that the mode is almost
perpendicularly propagating. Also, we studied this problem for strong
shears in various domains and found that strong magnetic shear stabilizes
the instability. The paper is organized as follows: in the next section we
give the theory and derive the nonlocal mode structure equation. In the
third section we present the results,and in the last section we apply the

results to the auroral ionosphere and discuss future work.

e et ——————————— i




I1. THEORY

Consider a partially ionized plasma such as the one encountered in the
auroral E region. The relevent geometry for high latitude E regiom is as
follows: The magnetic field is aligned with the z-direction along which

also flow the currents that drive the CIC. Due to the self-consistent shear

produced by the field aligned currents, as we go along the x-direction, the

magnetic field picks up a component along the y~direction
= + ) .
B(x) =B (z +x/L_ 3)
This implies that the parallel wave vector becomes a function of x,

k = k° +k x/L ,
z z y s

(1

(2)

where L is the shear length. The self-consistent shear is calculated from

the Maxwell”s equation

"

|
~

]
he)
~r

(3)

where V4 is the drift velocity parallel to the 2-direction, and is given by

ps/Ls = a (Vd/cs) H4

1/2

(4

where c, is the sound speed, (Te/mi) s Py = cs/Qi, 04 being the ion

cyclotron frequéncy and

- (cs/c)z t/m) ( wge/ 2,%)

(5)

where Yoe and q, are the electron plasma and gyro frequencies respectively, |




¢ 1s the speed of 1light, M and m are the ion (Nd+) and electron masses,

respectively.

The basic equations describing the problem are, the electron and ion

continuity equations

mﬁ
FE T T, I 0 ®

where ¢ indicates the species . The equation of motion for the ioms is,

d Xi x B
Mn _d_t_-! i=. - Vpi + en(—V¢ + —c——-) - anin -Y-l’ (7) ‘
while the equation of motion for electroms is, i
0=-v¢ Pe ~ en(-v¢ + Ye x B) - moy, !e, (8)

where Ve and v o are electron—neutral and ion-neutral collision frequencies.

i
From Eq. (8) for electrons, we obtain the perpendicular and parallel

(to B z) components of electron velocities

1 vp

1 e
V = — - = V) x 2
—el Qe (1+v2/02) mn m =
e e p &)
e e e
Srrale- S 2l
p
1 e e
Vesz -\Z 5 — 5 Wl (10)
From Eq. (10) we define
v -v°=£e-(5v°) ¢8Y)
d~ 1 v B '?
e
From Eq. (7) we cbtain for the ions : 5
iw/Q c 1 Pg - j
Yyy” (% * g m) > 2l (12 |
[1+(Lutv, )2/62] 1

;
and 1

10

]
|




R vp .
s 1 e e
' \iz -iw ! Mn M 701 (13)

where we have assumed Te ~T, , ¢ = ¢° + ¢ and that the perturbed

i
potential ¢ varies és

- “i(wt - k y - k_2)
o(x)e y z -

We do not Fourier analyse in the x—direction since the magnetic field is

assumed to vary in that directon. Substituting Egs. (9) thru (13) in Eq.

(6) we obtain, after subtrscting the electron continuity equation from the

ion continuity equation, the nonlocal mode structure equation

- k2 (w2-92-k2c2)+i(m/M)k2v (p-k_V )+igy, k2
2 " oA -
326 , 2 1 ys ye zd == s-Kk2g=0, 4
2 262 - - '
ax kzcs i(m/M)ve(w kZVd)
where kz = k: + kyx/Ls and where quasi-—neutrality has been assumed. The

local 1limit of Eq. (14) (Ls + o and 3/3x <K ky ) yields Q(x) = 0, where
Q(x) is the second term in the above equation. This gives the results

obtained previously by Chaturvedi (1976). The linear local growth Tate is

k2 k « V 'R '
ve-Xa-_24y, -0 (15)
2
where M kz T
2 . o2 2 02
u)r = Qi+ky CS .
wE W, + iy
Eq. (15) leads to the threshold condition
w K2 vy
k «V, > 1+-—--=--). (16)
-— —d wR( mkz\)e)
y

Note that thé nonlocal treatment allows for the formatiom of a wave packet
in the x-direction compared with the plane wave [exp(ikxx)] solutions of
Chaturvedi{ (1976).

We solve Eq. (1l4) analytically and numerically to determine the
enginvalues and eigenfunctions. We follow the techniques developed by

Ganguli and Bakshi (1982) to solve Eq. (14) as




2” Py
3—§ + Q(x)¢ = O, (17)
X

where

2-02-k2¢c2) + 2¢2/12 + 1 & K V 2
[(w Sﬁ kycs) imvi] kyx /Ls i 3 ve(m ky dx/LS) ky

= - k2 .
Q(x) k2 (18)

202x2/12 ~ (B —
kycsx /Ls G§p) velw kdex/Ls)

We expand Q(x) around g = XX = 0 to 0(52) where X, is the value of x for

which the local growth rate is a maximum,

o

. i o (19)
Ps y d
Now, we have
32; Q. -
2204 (a+ 5 m2) §(n) = 0 (20)
2
on<
Q’ Q‘
where n = £ + 627 and a = Q° - 737,.
0 ()
The primes indicate the derivatives evaluated at x = X Equation (20),
which is a Weber equation type, has the solution (for the & = 0 mode)
N 1
o(x) = ¢ exp[~ » (x - x_ )2/x 2] exp[iq(x)] (21)
where 2 is the order of the mode and q(x) is a real function. The
wavepacket peaks at (Ganguli and Bakshi, 1982)
Re Q] /Q;°(-qz /)2
*p0 - Yo ” 1/2 (22)
Re (-Q;”/2)
The dispersion relation is given by
Q" 12
’ (o] 1/2 (o] =
(2e + 1) (= —-)"" o/t Yo Quw,x,) - (23)

Since Q;(xo) = 0, Eq. (23) reduces, for the ¢ = 0 mode, to




)
Qurk,x) = 1= /2 1Mo (24)

We note that the term involving Q; introduces the nonlocal effects and in
the collisionless kinetic case significantly modifies the properties of the
mode; whereas, in our case this term vanishes and thus does not yield any
! nonlocal effects. Eq. (24) 1is solved to obtain the eigenfrequencies and are
compared with those obtained by solving Eq. (14) numerically. We find good
agreement between the anmalytical and numerical results. The results are

presented in the next section.




ITI. RESULTS

In Fig. (1) we plot the growth rate normalized to the ion cyclotron
frequency ( Y/Qi ) versus the normalized wavenumber ( kyps ) for
Vd/cs = 50, ve/Qe = 0.01, and vin/;’zi = 0.0l. In plotting these results we
treated ps/Ls as an external parameter. The solid 1line represents the
shear—-free case and the dotted line represents the case where ps/Ls = 0.01.
We see from the figure that for any significant reduction in the growth rate

large magnetic shear, ps/Ls of order 10_2, is needed.

In order to throw some light on the magnetic shear required to
significantly reduce the growth rate, we plot, in Fig.(2), the normalized
growth rate against the normalized shear length( pS/Ls ), treating ps/Ls as
an external parameter. We choose kyps = 0.3, and 0.5 and plot the growth
rate for the parameters of Fig.(l). This figure shows that mnoderate to
strong magnetic magnetic shears, ps/L5 2 0.01 , are required to reduce the
growth rate significantly. For ps/Ls > .04, the growth rate drops
significantly and the instability is stabilized; however, the theory begins
to break down for large shear value ps/Ls > 0.1 . We find that for large
shears, the growth rate drops linearly as a function of inverse shear
length. For very small shears, ps/Ls < 10-4 the growth rate remains
essentially constant and begins to decrease significantly for ps/st 0.01.

In Fig. (3) we present the wave eigenfunctions for the following

2

= = -2 = -
parameters: V, = 50 ¢ /Qe 10 °, \)in/Qi 10 © and for

d s * Vei
kp = 0.3, Y/Qi = 0.24. The solid line represents the real part of the

yFs

wave function (é) and the dotted line |¢] . Two important features are to
be noted in this figure. One feature is that the wavepacket 1localizes
around xo/ps <1, i.e., for small shear 1lengths kz/ky is <1,
indicating that the node is almost perpendicularly propagating. This can
also be seen from Eq. (19) which yields

- - a7
kz/ky 2 (m/ky Vd) (ps/Ls) <<1 for ps/Ls 10 .
The second feature is that the width of the wave packet is of the order

200 Pg suggesting a localization region of 500 meters for




P = 2.5 meters (corresponding to no* ions in the ionosphere).

The effect of self-consistent magnetic shear is understood by plotting
the normalized growth rate versus the normalized drift velocity. For this
purpose, we use Eq. (4), to express the shear length in terms of the drift

velocity. 1In figure 4, we plot the growth rate for a ~ 10-6, 10—5, and

and 102 (mie/wze = 102,103,and 10* respectively; ¢, = 500 m/s) and for
ve/Qe = 0.01, vin/Qi = 0.01, and kyps= 0.3. We also give the shear-free

local growth rate (curve A) to compare with the growth rate with shear.
Three points are to be noted in this figure: (1) o = 10_6 corresponds to
ionospheric parameters. We find that the growth rate is not too different
from the shear-free case. In fact, the growth rate curve overlaps curve A
and eventually turns around for Vd/cs > 500. (2) Curve B, which gives the
growth rate for o ~ 10-5 » shows -that the growth rate drops significantly
beyond drift velocities > 150 ¢g 53 (3) curve C, which represents the growth
i rate for o ~ 10-4 » shows that the optimum drift wvelocity (the drift
velocity for which the growth rate is a maximum), 80 cg, is much smaller for
this case. This leads to the conclusion that the optimum drift velocity
decreases as the parameter a is increased. At large drift velocities, the

self-consistent magnetic shear produced is large enough that the mode is

stabilized and the growth rate tends to zero.




IV. DISCUSSION

We now apply the results to the high latitude ionospheric conditions.

- 102 -2 - -
We choose vinlgi =10 %, ve/Qe 10 9 and Vd 20 - For V4 = 20 c the
corresponding shear length is about 1000 km (NO+ ions, n ~ 105 cm—3) . We
1

find that the growth rate is 0.9 s~ *, for modes with wavelengths of 50
meters ( kyps = 0.3, and pg= 2.5 meters ), which 1is comparable with the
local growth rate. From the plots of the wave functions we see that the
mode is localized in the north-south direction in a region of

AX ~ 200 ™ 500 m Moreover, we find that ky > k, ( kx ~ 1/ax )

which indicates the strong two dimensional structure of the mode in the
plane perpendicular to the magnetic field during the linear phase of the

instability.

We conclude that the magnetic shear corresponding to normal auroral
conditions with field aligned currents of the order of pA/m2 is small and
thus does not apprecibly alter the current driven collisional ion cyclotron
mode discussed by Chaturvedi (1976). Eyen strong currents under some
disturbed conditioms, =~ 135 pA/mz, reported by Burke et al. (1983) do not
produce significant shear in the magﬁetic field to have any effect on the
Cic. Currents of the order mA/m2 or more possibly produce significant
effects.

Finally, we discuss the limitations of the present theory. The theory
is wvalid in the domain kz/ky <1, and ps/Ls< 0.1. For higher shear values
and for kyps~ 1 the theory breaks down, furthermore, the real frequency
becomes large and the mode branches off into an ion-acoustic wave. A more
complete treatment should alsc treat this domain to understand the effects
of magneic shear on the ion-acoustic waves. We have done an MHD analysis
and arrived at the mode structure equation with a potential term, Q(x) [Eq.
(18)], whose real part is independent of the parallel wavenumber, k,; where-
as, in the collisional case the real part of Q(x) depends on kz and
drastically affects the collisionless kinetic ion cyclotron imstability
(Ganguli and Bakshi, 1982). We will present the kinetic analysis of the
collisonal ion cyclotréen waves in the presense of magnetic shear in a future
paper. For higher drift velocities (comparable to the E x B dvifte

velocities) where the self~consistent magnetic shear plays a significant
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role in determining the mode structure, 2 complete treatment is needed which

includes an electric field along the y-direction and the related velocity

shear.

In conclusion, we have exawined the influence of magnetic shear on the
collisional current driven 1ion cyclotron instability. Self consistent
magnetic shear corresponding to moderate drift velocities near the threshold
velocity for the instability does not have significant effects on the
instability. We find that the mode is almost perpendicularly propagating

and is localized in a region extending upto a few hundred kilometers in the

direction of the magnetic field under auroral conditions. However, in
domains where the plama density is high such that the parameter “iefwie is

large, we find that the growth rate of a particular mode maximizes at an
optimum drift velocity much larger than the sound speed. Finally, we find
that strong shears (pS/Ls 2 0.05) significantly reduce the growth rate and
stabilize the collisional current driven ion cyclotron instability. This

strong shear corresponds to large parallel drift velocities (V4 >> cs), as

seen in fig. 4.
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FIGURE CAPTIONS

Figure 1. Plot of normalized growth rate (y/Qi) versus the normaliz:

wave number (kyps) . The parameters wused are ve/Qe = 0.0
vin/Qi = 0.01, Vd/cs= 50. The solid line represents the shear £re
case, and the dotted line represents the case where ps/Ls = 0.01.

Figure 2. Normalized growth rate (y/Qi) versus ps/Ls treating ps/Ls z
an external parameter for Vj/c, = 50, kyps = 0.3, and 0.5 , and f«

ve/fze = 0.01, vin/Qi = 0.01 .

Figure 3. Plot of wave eigenfunctions for the same parameters as Fig. (1

and for kyps = 0.3, Y/Qi = 0.25, and ps/Ls= 0.001.

Figure 4. Growth rate versus the drift velocity curves with and withot

self-consistent magnetic shear for the following parameters:

kyos = 0.3 ve/Qe = 0.01, a?iivin/ni = 0.0l. Curve A reprents tt
shear-free case and o =10 " . Curve B, and C are fc
5 -4 3 4

a =10 , and 10 and these correspond to wie/mie = 107, and 10 .
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Abstract

A mnonlocal theory of the Rayleigh-Taylor instability which includes the
effect of a transverse velocity shear is presented. A two fluid model is used
to describe an inhomogeneous plasma under the influence of gravity and sheared
equilibrium flow velocity, and to derive a differential equation describing q
the generalized Rayleigh-Taylor inmstability. 4in extensive parametric study is
made in the collisioniess and collisional regimes, and the corresponding
dispersion curves are presented. The results are applied to the equatorial F

region and to barium releases in the ionosphere.

i
* Present address: University of Maryland, College Park, Md 20742 4




1. Introduction

The Rayleigh-Taylor imstability (Rayleigh, 1894; Taylor, 1950) arises in
a wide range of physical phenomena. This instability is primarily driven by a
gravitational force acting on an inverted deasity gradient (e.g., & heavy
fluid supported by a light fluid). 1In a magnetized plasma these mo&es can
exist in both the collisionless and collisional domains. For example,
theoretical models (Hudson and Kennel, 1975; Ossakow, 1979) and numerical
-simulations (Scannapieco and Ossakow, 1976; Ossakow et al., 1979; Zalesak and
Ossakow, 1980; Zalesak et al., 1982) of the collisionai Rayleigh-Taylor
instability in the earth”s ionosphere show that the mode evolves into plasma
bubbles that extend upward from the bottomside to the topside of the F-
layer. The collisionless interchange type ilmstzbility (ballooning mode) can
exist in the earth”s plasmasphere (Vinas, 1980) as well as in laboratory
plasmas (Coppi and Rosenbluth, 1966€; Coppi et al., 1979). These collisjonless
modes arise due to an unfavorable curvature in the magnetic field (simulating
an effective gra&ity) in the presence of 2 pressure gradient. This
instability may also arise in the acceleration of a heavy fluid by one of
lower density as in targets accelerated by laser ablation (Emery et al., 1982
and references therein) or the deceleration of bzrium clouds injected in the
ionosphere (Pillip, 1971; Rosenberg, 1971; Davis et al., 1974; Fedder, 1980).

In some of the above situations, the equilibrium flow velocity is
observed to be inhomogeneous. For example, in the ionosphere, the horizontal
plasma velocity during equatorial spread F (ESF) reverses its direction as a
function of altitude (Kudeki et al., 1981; Tsunoda, 198la; Tsunoda and White,
1981; Kelley et al., 1981). In the plasmasphere, steep shear in the flow-
velocity can exist due to the dominating corotating electric field inside the

plasmasphere and a convective magnetospheric electric field penetrating across

FHECEDING PAGE BLANK=-NOT F1.MED
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the plasmapause. This can lead to a Kelvin~Helwholtz type erosion of the
outer edge of the plasmasphere (Vi;ias, 1980; Vinas and Madden, 1983). In
targets accelerated by laser ablation, the Rayleigh-Taylor instability

(Bodner, 1974) nonlinearly evolves into a bubble and spike structure (as

during ESF) and developes a strong shear in the flow velocity (Harlow and

Welsh, 1966; Daly, 1967; Emery et al., 1982). In the absence of any other

driving mechanism, the velocity shear gives rise to a transverse Kelvin-

Helwholtz instability in flulds (Kelvin, 1910; Chandrasekhar, 1961) and in

magnetized plasmas (Mikhailovskii, 1974). All of the above examples suggest a

need for a detailed study of configurations in which the two driving
! mechanisms co-exist, mnamely, inhomogeneous velocity flows and gravity (or
similar forces).

The influence of velocity shear on interchange instabilities has been
studied by Drazim (1958) and Chandrasekhar (1961) in the context of fluid
models; by Hamieri (1979) in the context of laboratory plasmas; by Vinas
(1980) in the context of the plasmasphere; and by Guzdar et al. (1982; 1983)

-

in the context of equatorial spread F. Iz this paper we report oum our

detailed study of the influence of velocity shear on the collisionless and
collisional Rayleigh~Taylor instability and apply the results to a variety of
geophysical phenomena. Ve find that the velocity shear can have a dramatic
effect on the Rayleizh-Tzylor instability (Guzdar et al., 1982; 1983). A
sufficiently strong velocity shear can stabilize the most unstable modes
(i.e., those for which kL > 1 where L is the scale length of the inhomogeneity
and k is the perpendicular wave number), which leads to maximum growth in the
long wavelength regime (for which kL < 1). Thus velocity shear, in some

domains, preferentially excites a long wavelength mode, in sharp contrast to

the behavior of the mode in the absence of velocity shear.




This paper is divided into five sections. In the next seétion, wve derive
tﬁe general mode structure equation describing an inhomogeneous collisional
plasma which contains a sheared velocity flow and which is under the action of
gravity. In the third section we discuss the stability of this plasma in two
limits, namely, the Rayleigh-Taylor limit (no velocity shear), and the Kelvin-
Helmholtz limit (no gravity). In the fourth section we present the results of
the analysis of the generalized Rayleigh-Taylor instability, i.e., when both
velocity shear and gravity are present. In the fipal section, we discuss the

results and apply them to geophysical phenomera.




"

A

I11. Theory

We consider an infinite slab of magnetized plasma. The coordinate system
is shown in Fig. 1. The wmagnetic field is uniform and is in
the é_direction (B=8B ;), the acceleration due to gravity is in the Xx
direction (g = -g i), the ambient electric field is inhomogeneous and is in
the x direction (§0 = Eo(x) ;), and the density is inhomogeneous in the x
direction (n0 = no(x)). The inhomogeneity ian the background electric field
leads to a sheared equilibrium flow, !O(x) = ~c Eo(x)/B i.

The basic assumptions used in the analysis are as follows: (1) the

perturbed quaﬁtities vary as 8p ~ Sp(x) exp [i(kyy - wt)], where k, is the

'y
wave number along y direction and w = w, + iy, implying growth for vy > 0O
(2) the ordering im the frequencies is such that w, Vin <L Qi’ where Vin is
the ion-neutral collision frequency and.Qi is the ion-gyro-frequency; (3) we
ignore finite-gyroradius effects by }imiting the ﬁavelength domain to
kpi<< 1, where Py is the mean ion~Larmor radius; (4) we neglect perturbatioms
along the magnetic field (kI = 0) so that only two dimensional mode structure
in the x-y plane is obtained; (5) we retain ion inertia effects, thereby
including the fion polarization drift, but ignore electron inertia; and (6) we
neglect ion and electron pressure.

A key featuré of our analysis is that 2 nonlocal theory is developed.
That is, the mode structure of the potential in the x direction, the direction
in which density and the flow velocity are assumed to vary, is determineq by a
differential equation rather than an algebrazic equation obtained by Fourier
analysis. This technique allows one to study nodes which have wavelengths
conparable to the scale size of the inhomogeneities (i.e., kiL < 1, where i

represents scale lengths of the boundary layer). In fact, nonlocal theory is
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crucial to describe the Kelvin-Helmholtz instability driven by transverse
velocity shear (Mikhailovskii, 1974).
Based upon the assumptions discussed above, the fundamental fluid

equations used in the analysis are continuiry and momentum transfer in the

neutral frame of reference:

anc
etV (na 2&) =0, (L
0=E+%1 Vv xB : (2)
- ¢ —e =

3 ‘ e
mi(—-+ V.o V) -Y-i = e-E—+?(!i xEJ - myv

ot i Yy tmg g (3)

ino

where a denotes species (e for electrons; i for ions).

The equilibrium velocities are, for electrons

oG = V(x) = (e/B) Eg(x) x 2z , ()

and for ions (to order vin/Qi )

Vo0 = (e/B) { [Ej +(a,/edg] z + 0,/ 2,) [EgHn, Je)g]

+ (1/91) Voo ¥ 50}

(5

where Qi = eB/mic . The electrons simply E = B drifr, while the ions drift
with !40' which incorpcrates the E x B drift, and the effects of gravity and
the polarization electric field.

We substitue E = - V6 = — Z_(¢o(x) + 64) , S& = Xuo(x) + 6!; .
n = no(x) + 6n into Egs. (1) - (3). To obtain the perturbed velocities we do

not Fourier analyze the perturbed quantities in the x direction since the




equilibrium quantities vary in that direction; we Fourier analyze only in the

y direction. Linearizing Eqs. (2) and (3) and making use of Eqs. (4) and (5),

we find the perturbed velocities to be

~ a -
8¥, = (c/B) ik, 8¢ x + 5= 8 yl,

ic - v
- (c/B) _ in 9 :
Vs =+ LALN (= 1k, 6o + &, % So1x

G+i\:.

+ (e/B) [35 86 - ——22 & Gely,
b §

where ® = w - kyVo(x) and Vg = VOy = —(c/B) Eog-

We substitute Eqs. (6) and (7) into Eq. (1), to obtain

3 . € oo o
5?6ne+ ikyvoéne 1§ky 4 n0~0

‘and

2
[ c . ¢ 2
3t Gni B0 Q-no[( iw + "in + kyvo) ( 5 Ly ) 64
i ax
+ 1 k_VZ© 8¢ + v 3—6¢]
y O in 9x

c . . -
03 J.ky (1 VO/Qi] 5 8¢

'0}

¢ .
—B-—Qi( iw+v

i 8¢

1)
b

a + 1 kyVo) 0y

3

+ (g/fli - Vo) ikyéni + (vin/Qi) (g/Qi— Vo) 53 Gni

o9x

6“1
+ ——_ﬂi[(glni - VO) v + vinvo ] = 0

(6)

)

(&)
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where we have ignored terms of order O(u/Qi) but have retained terms
proportional to w/vin and the derivatives of the equilibrium quantities with

respect to x (indicated by the primes). We now subtract the electron

continuity equation, Eq. (9), from the ion continuity equation, Eq. (10), and
impose quasineutrality (Sne = Gni). We wuse Eq. (8) to eliminate Gni and

obtain the mode structure equation

2

] ]
Ix
where
S, iv, v, ) (no/no)kyv0 \ an
‘ a = v - )
! 0 (w + ivin) in w
2 k (Va (na/no) + V6’) k2 g (nalno)
q = - ky -+ y = + Z
(w +1vin) v (w+ iv, )
ivi.n kyVO w
— [ g/mp) VgV + (ag7fmg) + Y /vy Yng/mp)] (12)
w (0w + 1vin) ©

Note that the soiution of Eq. (10) allows for havepacket ‘formation
instead of plane waves. The properties of the wavepacket are governed by the
coefficients p and q. From the expression for q we see that the second term
involves the free energy associated with the inhomogeneous_plasma flow giving

rise to Kelvin-Helwmholtz instability. The third term has the gravity and the

inverted density gradient leading to Rayleigh-Taylor instability. The last

term becomes fmportant in the moderately collisional domain.




Now we define the following dimensionless parameters in order to cast Eq.

(10) into 2 dimensionless form

1/2 /2

o = wl/(g/)? 3 = vin/(g/L)l v = VOI(gL)I/Z, and k = kL (13)

0
vhere L is the characteristic inhomogeneity scale length. We also normalize x
with L and define a new independent variable y = x/L. With these defiritiomns,

Eqs. (10)-(12) become

2
Sa0 e s t+ase = o (14)
~ S (ni/n.) L b
- 00 0
P = (ng/ng) +1—=—[ —=—- - 1, (15)
v

~ ) A2
N - V2 (ni/n,) + V7] kK (mi/ns)
q = - k2 +k { 0 O“ 0 0] + ) 9 0 }
w2 wy Wy
i :’ ~ A -~ ~ ~ ~ ~ (16)
- k V[ (Vg/Vo) (g /ngd (wle ) + (ng"/ag) + (ag/n ) (v /)]
w) w2
where w;= w = k Vo(x) ard wy =wy + i v,
We use the transformation
X 4 ‘
55(x) = w(x) e PN An an

13

(2]
1




to write the Eq. (14) as

VT HQAxX) =0, (18)

where

Q) = a0 - " ()72 - p0 A (19)

In solving the eigenvalue problem, we use WKB boundary conditions on ¢:

v > st/

4) exp(-(f)xQ(n) dn ) asy > e . (20)
We refer to Q(x) as the potential function a2nd we give the plots of Q(x)
and ¢ when we solve Eg. (18) numerically in the next section.

Equations similar to Eq- (18) have been obtained by several authors
studying the stability of stratified shear layers in neutral fluids (Drazin,
1958). However, usually a Rayleigh-Taylor stable density profile was chosen,
mainly to examine the influence of inertia on the velocity shear induced
mixing phenomenon. This situation differs slightly from the one considered in
this paper, since we study a situation where inverted density gradients and
velocity shear both are sources of free energy. The collisionless case can be
compared with the neutral fluid case, and when ve set ; = 0, in Eqs. (14)-(16)
we regain the mode structure equation obtained by Drazin (1958). Drazin
(1958) considers a weakly inhomogeneous plasmaz, i.e., by setting nalno to zero
everywhere except in the driving term containing the gravity, and obtains a

simple equation




R = (g/L)2
(Vo/1)

(22)

and o = m/ky. For this weakly inhomogeneous case, the analysis shows that a

neutral stability boundary (where the real and the imaginary parts of c are

zero) can be obtained as
a9 )
R=k"(1 -k). (23)

This implies that for R < 1/4 the system is stable. Hamieri (1979) considered
a wmore general case applicable to a Tormac machine and arrived at a less
stringent condition. A theoretical analysis in the collisionless and

collisional cases will be presented in a future paper.




I1I. Analysis and Results

The generalized mode structure equation [Eq. (14)] ecan be better
understood by first considering two limiting cases: (A) the collisionless and
collisional Rayleigh-Taylor iunstability without velocity shear, and (B) the
Kelvin-Helmholtz instability with no collisions or gravity.

A. Rayleigh-Taylor Instability

Setting Vg = 0 in Eq. (14) we obtain

- n./n
¥+ (/e ¥ - K [ - ]y = 0 (26)
w (v + iv)

Eq. (24) can be solved in the local approximation,
P(x) = exp(ik x); k§L2 > kiL? » 1 (25)

and we obtain the well known dispersion relation (Haerendel, 1974; Hudson and

Kennel, 1975)

2 =
w- + ivinw + g/Ln o] (26)
which has the solution
iv
in 1/2
w=~— [+ (1-4g/Lv2 """, 27
-1_1 %%
where Ln =% - Instability can occur when g/Ln < 0. The collisionless
0

and collisional solutions are, respectively,

-
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_+ 1/2 1/2
w == (g/L ) vi, << 2Tl (28)
w=-1i(g/L)/v v, > l2(3/L )1/2|° (29)
n in in 2" "n
We now solve Eq. (24) numerically for a density profile
_ 2
ny = ng exp(~ -%—9 + An. . (30)

The results are shown in Fig. 2, which is a plot of normalized growth
rate, ; = Y/(g/L)llz, vs normalized wave nunbers, ; = kyL. Curve A is for
the collisionless Rayleigh-Taylor instability and curve B is for the
collisional Rayleigh~Taylor instability with ; = 0.5. We use An/n0 = 0.01 for
both cases. As expected, the growth rate maximizes in the regine i >> 1 and
the maximum growth rate agrees well with the growth rate predicted by local
theory [Eq. (27)) with the growth rate evaluated at the maximum density
gradient. The potential function (Q(x) givea by Egq. (19)) and the wave
function (Y(x)) , corresponding to i = 1.0 are shown in Figs. 3 and 4,
respectively. We note that for A = 0.01, na/n0 has a maximum at y = -2.4

and a potential well [-Q{x) is a minimum] is forrmed around this point as can
be seen from Fig. 3. We see from Fig. 4 that the wave function also localizes
at x = =2.4. The negative sign implies that the Rayleigh-Taylor imnstability
is active where the density gradient opposes the gravity. We note that the

wave function spreads out into the positive region.of the x—-axis, where the

Rayleigh~Taylor instability is locally stable (gravity acts in the same

direction as the density gradient).
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B. Kelvin-Helmholtz Instability

We retain the flow velocity VO = V(%) but consider a collisionless,

uniform fluid with no gravity. Eq. (14) becozes

2 kyva‘ )
L S ky + j;":‘E‘V‘jl v =0, (31)
y o
which is well known (Mikhailoviskii, 1974). 'Rayleigh’s theorewm

(Mikhailovskii, 1974) predicts an instability if the velocity profile has a

vanishing second derivative between the boucdaries, i.e., [32\!0/3):2]x = 0,

0
where % < X < e and X and x, are the boundaries.
Equation (31) is solved for an equilibriua velocity profile
Yy = Vb tanh(x/L) y 32)

and the results are shown in Fig. 5 (curve A) ip which we plot
Y/(VO/L ) versus kyL. The instability is purely growing and is bounded
between kyL = 0 and 1 with a maximum growth rcte of vy ~ 0.18 (VOIL)' at
kyL = 0.45 (Michalke, 1964).
When a density gradient is included, we arrive at the following equation
2 tvg" + Vg (ng/ng))

¥+ (ng/ngd v oF [ -k + -
00 y ( wa kyVo)

]v=o0. (33)

Using the same pocedure as outlined following Eq. (31), we can show that

for instabilty the density and velocity profiles should be such that
1 35 . - . cets . -
[;b 5;-(n0v0 )]x0 0 where xp is any point within the boundaries. It is
interesting to note from Eq. (33) that no instability exists if the density

and velocity profiles are such that Vo”/V6 = —nalno . Equation (33) is

(9]
!
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solved numerically for the velocity profile given in Eq. (32) (in this example
we have set the density and shear scale lengths to be equal). The properties
of this mode are shown in curve B of Fig. 5 for an exponentially decreasing
density profile. 1Two features are to be noted here: (1) that the density
gradient has a stabilizing influence which reduces the maximum growth rate
from y = 0.18 (Vgo/L) to vy = 0.074 (Vo/L), and (2) tha:: the instability exists

in the region 0.1 < kyL < 0.9 shifting the wave number at which the growth

rate maximizes from kyL = 0.45 to kyL = 0.55.
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1V. Generalized Rayleigh-Taylor Instability
In the previous section we considered the 1limiting cases where an

inverted density gradient in the presence of gravity and a velocity shear
individually give rise to different instabilities. We now consider the
general problem where both f£free energy sources jointly give rise to a
generalized Rayleigh-Taylor instability (Hamieri, 1979; Vinas, 1980).

' We consider two differemt cases: (A) a self—consistent equilibrium, and
(B) a general equilibrium based on the experipental observations.

A. Self-consistent Equilibrium

We choose the following density profile

n,(x) = ;o (1 + & tanh(x/L))/(1-<), (34)

and the following velocity profile

Vo (x) ='Vo(?{0/no(x)) . (35)
such that

‘,} N '\7'0 ;0 :; ;'-O

0 (gL)llz no(x) = no(x) *

where we have definz2d a dimensionless parameter s = Vb /(gL)IIz. Note that

the zeroth order continuity equation is satisfied by these profiles for

vin constant, i.e.,

2 Lng(x) Y, (x)) = O. (36)
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which implies

no(x) Eo(x) = constant

or using the definition of V, from Eq. 4,
no(x) Vo(x) = constant.

We solve Eq. (14) numerically using these profiles and present the results
below.

In Fig. 6 we plot the normalized growth rate ; versus ﬂ for the
collisionless and collisional cases. The solid 1lines represent the
collisionless case (G = 0) and the dashed lines represent the collisional case
(; = 0.5). Ve set £ = 0.8 in the density profile. Several points are to be
noted in this figure. _.First, we note that in & shear-free, collisionless
Rayleigh-Taylor plasma the growth rate asycptotes to the local growth rate

evaluated at the peak density gradient, (solid line), i.e.,

112
X =X

v(k »1) = [g(nf /ny) . (37)

For the density profile given in Eq. (36) nalno maximizes at ¥ obtained from

-+

ranhy = -1 % (1 - ¢5H/?

e, (38)

(4]
[
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For ¢ = 0.8 Eq. (38) yields y = ~0.55 and using this in Eq. (37) we find the
local growth rate to be ; = 1.0. This agrees with the growth rate for large
i (see Fig. 6, solid line). Second, we find that ion-neutral collisions have
a stabilizing influence as seen from the dashed line, which represents the
growth rate curve for ; = 0.5 and ; = 0. Third, in a collisionless Rayleigh-
Taylor unstable plasma, for-; = 1.0 (shear frequency, Vb/L , equal
to /§7f) velocity shear stabilizes the short wavelength wmodes (solid
line; ; = 1.0); the cut-off mode number, where the growth rate becomes zero,
is ﬂc ~ 11.0. As a result the growth rate maximizes at i ~ 1.5 and has a
maximum value ;m = 0.675. Fourth, in a collisional plasma also,
with ; ~ 0.5 the short wavelength modes are completely stabilized (dashed
line; ; = 1.0). The cut-off mode number in this case is, ch 10.0, which 3s
less than that of the collisionless case. The peak growth rate is also
smaller with ;m = 0.45 occurring at i = 1.5. We see that the Jjon-neutral
collisions not only. reduce the growth rate but also reduce the cut—off mode
number.

In Fig. 7 we give the plots of the wavefunction for ; = 0, ﬂ = 0.5,
; = 0.5 , and ¢ = 0.8. We note that the wavefunction localizes at
Xp = -0.55 which is the point where the density gradient (nalno) has an
extremum. The wavefunction localizes at this point because Q(x) has a local
_minimum. We refer to this point (for s = 0) as the Rayleigh-Taylor
localization point. The negative sign indicates that the density gradient has
to oppose the gravity for instability.

In Fig. 8 we give the wavefunction for the case s = 1 with the
same v, and £ as in Fig. 7. The solid and the dotted.lines represent the

real and imaginary parts of the wavefunction, respectively. We note that when

G-23




the velocity shear is introduced into the problem, the wavefunction picks up

an imaginary part. Furthermore, we find that for k 2 1, the wavefunction

localizes at a point closer to the origin in the velocity shear layer.

In comparing our results with Drazin (1958) we note that since we use a
density profile whose density gradient is not a constant, and since we have a
Raleigh-Taylor unstable plasma, our threshold condition on R 1is quite

different. This aspect will be dealt with in a future paper.

B. General Equilibrium

Recent experimental observations, made during equatorial spread F (ESF)
(Kudeki et al., 1981) and in the high latitude ionospheric F region (Kelley et
al., 1978), indicaté that ionospheric plasmas usually support inhomogeneous
equilibrium plasma flows. In the case of ESF it was found that the flow
velocity reverses its direction as a function of altitude (;, the direction of
the density gradient). Furthermore, the velocity reversal point moves up as
the spread F develops. This equilibrium situation, where the flow velocity
profile is not related to the density profile in a simple manner, is generated
by the coupling of the plasma to the neutral atmosphere, for example, by the
neutral winds and the inberent shear in the neutral wind velocity or in the
case of ESF due to an incomplete coupling caused by background ionospheric
Pedersen conductivity away from the equatorial plane (Zalesak et al., 1982).
Our earlier nugerical results indicate that the inhomogeneity
in w - kyVo(x), and not necessarily the Va angd Va', is primarily responsible
for stabilizing the short wavelength interchanger modes (Huba et al., 1983).
Therfore, based on the experimental observations (Kudeki et al., 198l; Tsunoda
et al., 1981) and our numerical results (Huba et al., 1983), we choose the

following density and velocity profiles for a general equilibrium study:



n,(x) =71y (1 + ¢ tanh x)/(1 - £) . (39)

Volx) =V, tanh (x - x,) (40)

where Xo is the velocity reversal point (in the ionospheric case, Xo is the
point where the westward flow becomes eastward). Using these profiles wve
solve Eq. (14) numerically. Also, for simplicity, we choose the density
gradient scale length and velocity shear scale length to be equel. The
numerical results are given below.

First we study the role of Xp °on stability and determine the optimum
Xg to be used in later calculations. We set ; = 0.5 and € = 0.8. 1In Fig. ¢
we plot the normalized growth rate ; versus i. Curve A shows the nonlocel
collisionless Rayleigh~Taylor instability (; = 0). Curves B, C, and D
correspond to s =1 for different values of Xq* Curve B gives the growth
rates for ; = 1 and Xp = ~2.0 which shows a significant reduction in the
growth rate. The growth rate maximizes with ; = 0.52 at i ~ 3.0. However,
when Xo is set to -0.55 (the Rayleigh-Taylor localization point) the growth
rate is sharply reduced, maximizing at i ~ 0.5 with ; = 0.256 (curve C). For
Xg = 0 (curve D) there is a significant reduction in the growth rate and a
severe reduction of the ; domain for instability. The instability is bounded
between ﬁ = 0.5 and 3.6. Here, the growth rate peaks around i ~ 1.7
For Xg = 2.0 (not shown) the growth rate curve is similar to that of
Xg = -2.0 (curve C). From this we conclude that the effects of velocity
shear are strongest when the velocity reverszl point falls in the Rayleigh-

Taylor localization region. -
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In order to throw some light on the variztion of the dispersion curves as
a function of the velocity shear we plot ; versus i for various values of
s keeping ;, €, and Xg fixed at 0.5, 0.8, and -0.55, respectively, in Fig.
10. This figure shows that the general (non self-consistent) profiles yield

results similar to those of the self-consistent profiles (sec. IV.A; see fig.

6). As ; is increased, im the mode number at vhich the growth rate maximizes,

moves towards smaller i and the growth rate is substantially reduced. For

very large shear, ; >> 1, the mode becomes purely Kelvin-Helmholtz 1like,

preferentially exciting a long wavelength modé (i ~ 0.45 ) with the cut—off

ﬁ less than 1.0 (to be compared with Fig. 5). This aspect is further ;

illustrated in Fig. 11 where we plot ; versus ; for several values of %

i. The figure shows that for ; = 0.5 , wmodes with i < 0.8 are always

unstable. No amount of shear (measured in units of ; ) stabilizes these

modes due to the onset of the Kelvin-Helmholtz instability for these large s

and small ﬁ. Furthermore, for the parameters used in the figure, moderate to

strong velocity shear stabilizes modes with ; > 0.8. An empirical estimate of

the shear that stabilizes the smallest i mode can be obtained from the i =

0.8 curve in Fig. 11, i.e., s = 2.5 or Vb/L ~ 2.5 Yg/L; the figure also shows ;

that the critical shear depends oun the wavenumber.
From Fig. 10 we see that for ; = 0.5, the mode with i = 0.45 is the !

fastest growing mode for large s. It is interesting to study the behavior of‘

this mode as a functioa of ;. In Fig. 12 we plot ; (for ; = 0.45) versus ;.

Curves A and B represent the collisionless (; = 0) and collisional

(G = 0.5) cases respectively. Note that for s = 0, ; is purely Rayleigh-—

Taylor-like; but as ; increases, Yy initially decreases, which shows that-

velocity shear 1is reducing the growth rate of the Rayleigh-Taylor

instability. Beyond s > 1 the velocity shear dominates and the Kelvin-
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Helmholtz mode sets in. We note that Y increases linearly with s for large s
since it is normalized to /E7f and not Vb/L . For the collisional case we see
that the velocity shear has a stronger influence over a broader domain in
; and the Kelvin-helmoholtz type instability sets in for larger (; » 2.5).

We see from Fig. 10 that the cut—-off mode numbers and the mode numbers
where the growth rate maximizes vary significantly as a function of velocity
shear. In order to show the values they asymptote to for large velocity
shear, we plot the cut off mode numbers ic (curves A), and the mode numbers of
the fastest growing modes, im (curves B) as a function of s in Fig. 13. We
use x, = -~0.55 , € = 0.8, and ; = 0 and 0.5. Solid 1lines 1represent the
collisionless case (; = 0) and dashed lines represent the collisional case
(; = 0.5). From the figure, we see that im , and ic fall sharply as s is

increased and asymptote to smaller k values. For v = O, (solid lines)

km asymptotes to 0.5 and kc asymptotes to 1.0. Because for large s the mode

is Kelvin-Helmholtz-like, £m and ic sas expected, attain the values shown in
Fig. 5. For ; = 0.5 (dashed lines) both im and Ec are initially smaller than
those for the collisionless case. However, as ; is increased these maximum
and cut-off wavenumbers achieve a minimum value, then rise and again asymptote
to similar values as those corresponding to the collisionless case, namely 0.5
and 1.0, respectively. :

Finally, in Fig. 14 we show the effects of introducing a spatially
dependent collision freguency. In the ionosphere the ion-meutral collis;on
frequency decreases exponentially as a function of the altitude. We use the
profile ; = 0.5exp(-x/L), choosing the scale length to be the same as the
density gradient scale length for simplicity. Curve A shows the growth rate

) ~
curve for constant collision frequency, v = G.5, and for s = 1.0, and

€ = 0.8. The growth rate maximizes at Yﬁ = 0.256 around k = 0.55. Curve B,




with ; = ;(x), shows a drastic reduction in the growth rate. The maximunp
growth rate (;m = 0.09) occurs at i ~ 0.7. Interestingly, in this case the
lowerbound of the instability is shifted. The domain of unstable wave numbers
is 0.15 < i < 1.2; whereas, for the constaat collision frequency case the
domain was 0 < i < 1.2 (the lower bound for curve A is not shown in the
figure). Curve C for a weaker shear, namely s = 0.5, shows that the maximum
growth rate is comparable to that of curve 4. Hovever, in this case modes

with wave numbers ﬁ > 3.0 are completely stabilized.

|
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V. Discussion and Conclusions

We have investigated the influence of velocity shear on the Rayleigh-
Taylor instability. The Rayleigh-Taylor instability is driven by gravity and
an inverted demsity gradient. In general this instability is most unstable in
the short wavelength domain, kyL > 1, where L is the density inhomogeneity
scale length and ky is perpendicular to the density gradient and the magnetic
field. We obtain the well known results that the maximum growth rate is given
by /§7f (g/vinL) in the collisionless (collisional) dowmain. On the other
hand, a sheared transverse velocity drives the Kelvin~Helmholtz instability in
the long wavelength domain, kyL < 1. 1In the presense of transverse velocity
shear, the short wavelength spectrum (kyL > 1) of the Rayleigh-Taylor
instability is strongly suppressed or stabilized and the growth rate naximizes
in the long wavelength domain (kyL < 1). Thus, velocity shear causes a long
wavelength mode to be preferentially excited; whereas in the absense of
velocity shear the dominant wave mode usuzlly has a shorter wavelength
determined by initial conditions or non-linear processes. This prominant
conclusion had been stated in an earlier paper (Guzdar et. al., 1982, 1983).
We note that the wavepacket generally localizes in the region where the
density gradient opposes the gravity, which in our case also happens to be the
shear layer. The wave function falls off rapidly away from the localization
region of the Raleigh-Taylor instability, but still has some finite amplitﬁde
in the stable region (where g.Vn is positive). This is due to the global
sampling of the entire density profile. .

Another interesting feature of the generalized (including velocity shear)
Rayleigh-Taylor instability is its crucial dependence on the velocity reversal-
point. In the absense of velocity shear, the wave function localizes at a

point, say Xy? determined primarily by the background density profile. In the
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case of the hyperbolic tangent density profile (Eq. 34), the wave function
localizes in the region where the density gradient opposes the gravity. If
the velocity reversal point, Xo (wvhere the y-component of the equilibrium
velocity changes sign), is in the region where the density gradient is
parallel to the gravity, the velocity shear has a generally stabilizing
influence without the characteristic peak in the growth rate vs wave number
curve in the long wavelength domain (Fig. 9). However, whea Xy = Xg° velocity
shear reduces the growth rate significantly and moves the peak toward longer
wavelengths, preferentially exciting longer wavelength modes.

Two possible applications of this theory to ionospheric phenomena have
been discussed in & previous paper (Guzdar et al., 1982, 1983). Briefly, the
major feature of this theory, viz., preferential excitation of a long
wavelength mode, way explain (1) the structuring (1-3 km) of barium releases
which are injected across the'magnetic field (Linson et al., 1980; Wescott et
al., 1980), and (2) the long wavelength (few hundred kms) oscillations of tLhe
bottomside F layer during equatorial spread F (Tsunoda and White, 1981; Kelley
et al., 1981).

The shaped barium release experiment (Wescott et al., 1980) was conducted
at high latitudes- in the presence of a pulsating aurora at an altitude of 571
kn. Numerical simulations showed that a charge separation induced radial
polarization electric field results in an E x B velocity shear. This shear
layer seems to be located in the region where the density gradient is steepest
(Wescott et al., 1980). Our analysis does not strictly apply in the auroral
environment. However, the basic instability leading to structuring of the
barium cloud is possibly a Rayleigh-Taylor type instability (Pillip, 1971
Fedder, 1980) due to the deceleration of the cloud (Scholer, 1970). So our

results in the collisionless domain could be applied to this case. For




example, gradient scale sizes of 500 m ~ 1 ko can lead to irregularity scale

sizes of 1.5 ~ 3 kms with growth rates ~ 1072 sec”l.
Kudeki et al. (1981) have shown, from the observations at Jicamarca using

a Radar interferometer technique, that the velocity reversal point moves

upward as the spread-F structures evolve. The position of the F-peak was not
available at the time of these measurements. However, we conjecture that
since the velocity reversal point is.at a different location with respect to
the F-peak at different times, the velocity shear induced long wavelength
modulations of the bottom side F-layer may not be apparent at all times, but
may be seen when the velocity reversal point is inm the Rayleigh-Taylor
‘ localization region (namely, ic the bottom side of the F region).

, Tsunoda (1983) recently has shown that the background density gradient
ﬁ has a scale length of 25 km when long wavelength fluctuations were observed in
N the bottom side of the F-layer. No velocity shear measurements, such as the
strength of the shear or velocity reversal point, were available. We point
out that the measured absense of the velocity shear prior to or imﬁediately
after the onset of the wave-like structure is ezpected because ALTAIR needs

-~

the formation of the bubble and spike structures to measure the plasma

velocities. Despite the lack of shear data irn his paper there is resonable
agreement between the data and the theoretical results. Tlowever, data on
velocity shear, for exacwple by alternate technigues, are crucial to confirm or
disprove the theory. The question of short circuiting effects by the E-layer,
raised by Tsunoda (1983), needs a closgr exaaination and is not addressed
here.
Similar results were obtained by Vinas (1980) in connection with the-

investigations of the erosion of the plasmapause. He conjectured that strong

velocity shear could exist in the plasmapause region and lead to long




wavelength irregularities in competition with the ballooning mode type

interchange phenomenon. However, an important difference exists in comparing
Vinas” theory with ours, namely, that g/L is positive in his case, meaniung
that the heavy fluid supports the lighter fluid. We also find similar results
in the topside of the equatorial ionosphere, where gravity acts in the same
direction as that of the demsity gradient (a situation similar to Vinas” case)
and the collision frequency is very small. These results indicate that in a
Rayleigh-Taylor stable plasma the velocity shear could excite Kelvin-Helmholtz
type modes. Thus we can conclude that in the absence of equatorial spread F
if the flow velocity in the topside ionosphere 'is sufficiently strongly
inhomogeneous, it can induce some large scale irregularities. Figure 5 (curve
B) shows that if sufficient velocity shear exists, irregularities of scale
sizes of ~ 300 km with weak growth rates (10_3 s—l) could possibly exist in
the weakly collisional topside of the ionosphere.
In conclusion, we have shown that:

(i) Sheared plasm; velocity flows can have pronounced ;ffects on the
collisional and collisionless Rayleigh-Taylor instabilities.
Sufficiently strong velocity shear preferentially excites a long
wavelength mode. This result mey explain the long wavelength
oscillations of the bottomside F laver during equatorial spread F
and the proopt structuring of injscted barium clouds (Guzdar et
al., 1982; 1983).

(ii)- Since the wavefunction localizes in the Rayleigh-Taylor unstable

region we expect these long wavelength fluctuations to be seen at

the bottcoside of the F-layer. -




(iii)

(iv)

)

(vi)

(vii)

This phenomenon is most likely to occur when the velocity reversal
point is within the Rayleigh-Taylor localization region (where
gravity opposes the density gradient).

The generalized Rayleigh-Taylor instability is qualitatively
similar but has quantitatively different properties in the
collisional and collisionless domains (see fig. 12). The cut-off
mode numbers and maximally growing mode numbers are different in
these two cases (see fig. 13).

The properties of the Rayleigh-Taylor instability are similar for
self-consistent as well as for general equilibrium density and

velocity profiles.

“As the velocity shear is increased, the cut—off mode numbers and

the maximally growing mode numbers asyumptote to wvalues similar to
those of the collisionless Kelvin-Helcholtz instability (see fig.
12). -

A spatially dependent collision frequency alters the results

drastically by reducing the growth rate, and by restricting the

band of unstable wave numbers to a smazller region (see fig. 14).
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Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

Figure 6.

Plasma configuration and slab geometrr used in the analysis.

Normalized growth rate ; = yWg/L ws k= kyL for the Rayleigh-
Taylor instability. Curve A represents the collisionless
mode (; = 0); curve B represents the collisional mode

(; = 0.5), where v = v/V/g/L . The density profile used is a

2 2
Gaussian-like profile noe-x /21 An, with 8a/ng, = 0.01.

Plot of potential term, Q(x), as a2 function of x for the

collisional case and demsity profile used in Fig. 2.
Plot of thz wavefunction for w,. = 0, Yy = .693, k = l.O,yand for

the collisional case and density profile used in Fig. 2.

Growth rate Y/(Vb/L) vs i = kyL for tha Kelvin-Helmholtz mode.
Curve A represents the case G = 0, Vn = 0; Curve B represents
the case v = 0, and nj = Eb exp(—x/L).

Growth rate ;.vs ﬁ for the generalized Rayleigh-Taylor
instability. Solid lines represent the collisionless case

(; = 0.0, ; = 0.0, and 1.0); dashed lines represent the

collisional case (v = 0.5, s = 0.0, and 1.0). The profiles used

are the self-consistent ﬁrofiles, Egs. (34) and (35).
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Figure 7.

Figure 8.

Figure

9.

Figure 10.

Figure 11.

Figure

12,

-

The wave function corresponding to Fig. 6 (solid line; s = 0 )

and k = 0.5.

Real and imaginary parts of the wavefunction, corresponding to

Fig. 6 (dotted line, s = 1.0 ) and k = 0.5.

Variation of the dispersion curve, ; vs i, for different
transition points (xp), of the flow velocity profile given by

V= Vbtanh(x - Xg) for xy= =0.5, -2.0, and 0.0. Parameters used
are ; =1, ; = 0.5, € = 0.8, and for the profiles given in Egs.
(39) and (40). Curve A corresponds to shear—-free case (; = 0)

where as curves B, C, and D correspond to 5= 1.0 and

Xg = ~2.0, -0.55, and 0.0 respectively.

Study of the growth rate as a function of the mode number in the
collisional domain Yy vs k and for s = ¢, 0.25, 1.0, 2.0, and

4.0. We have used Xg = -0.55 , v = 0.5, and e = 0.8 .

Study of growth rate Y as a function of s for k = 0.4 thru
2.0. The pzarameters used are € = 0.8, v = 0.5, and %o T -0.55.
Study of vy versus s, for k = 0.45 where the Kelvin-Helmholtz

instability has maximum growth rate. Curves A and B refer to

v = 0.0 and 0.5 respectively.




Figure 13.

Figure 1l4.

Plots of kc (cut-off mode numbers) and km (mode nunbers where
the growth rate maximizes) as a function of s . The solid and
dashed lines correspond to the collisionless and collisional

(v = 0.5) cases respectively. Curves A and B refer to

kc and km , respectively.

Normalized growth rate versus the normélized wavenumbers for the
case of a spatially dependent collision frequency. The density
and velocity profiles are given in Egs. (39) and (40). The
parameters used are € = 0.8, Xp = ~0.55, and ; = 0.5. Curve A
refers to constant collision frequency, ; = 0.5, and ; = 1.0.

Curves B and C refer to v = 0.5 exp(~yx) and for s = 1.0 and 0.5

respectively.
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i Abstract
It is shown that a consideration both of the finite ion temperature of

the plasma comprising ionospheric barium clouds and of the shorting effects

of the presence of a background conducting ionosphere will give rise to 1)
effective perpendicular (to the magnetic field) diffusion rates for barium
which are much higher than those given by electron ambipolar fates; and 2)
a shear in ion motion at the edge of the barium cloud. Here we shall focus

our attention primarily on the first effect. Both of these effects are at

first glance stabilizing. It has been noted, however, that electrons may
only diffuse perpendicularly at the much lower ambipolar rate and hence the
“electron cloud”, as defined by regions of elevated magnetic~field-line
electron density Ne’ is not affected by the apparently high diffusion rates
for barium. Here we show that the question of whether this enhanced
diffusion can affect the tendency of the barium cloud to bifurcate depends
upon neither the barium diffusion rates, nor upon Ne per se, but rather
upon the effect the barium diffusion has on the profile of magnetic—field-
line~integrated .Pedetsen conductivity, tp. We find that the determining
factor is the relative ion compressibility of the barium and background
plasma. Our findings are in agreement with the linear analysis of Franmcis
and Perkins [1975]: relatively incompressibdle backgrounds (e.g., F
regions) are stabilizing while relatively compressible backgrounds (e.g. E
regions) are destabilizing. Of course in the latter case of an E region,

important recombination chemistry effects and the aforementioned shear

effects may alter this conclusion.




1. Introduction
The nonlinear evolution of an artificial plasma cloud (e.g., & bariun
ion cloud) released in the earth”s ionosphere is characterized by an
overall bulk E x B motion, a one-sided steepening of plasma gradients, anc
by bifurcation, & process which we define here to mean the splitting of the
cloud into two or more pieces. These pleces are sometimes referred to as
“striations”. All of the above motion and the resultant plasma structures
are observed to be magnetic-field-aligned. That 4is, the plasma motion
parallel to magnetic field lines consists primarily of diffusion andé
falling, while the perpendicular plasma motion is virtually identical for
‘ all plasma along a given field 1line. Hence one”s best view of the
structuring of the cloud is from a. vantage point lc;oking parallel to the
magnetic field B. This simplified description of barium cloud dynamics,
seen along a linme of sight parallel to B, is depicted in Fig. 1. The

sequence of drifting, steepening and bifurcating is, for sufficiently large

striations, recursive: each striétion becomes 2 new cloud which in turn
forms its own striations. In the absence of some dissipative mechanism, it
is believed that this process would continue indefinitely. In reality, the
striation size become§ small enough to be comparable to the characteristic

scale lengths of physical dissipation mechanisms, and further bifurcation

ceases. A previous study by McDonald et al. [1981] attempted to quantify
this concept vithin the context of .a “one-level model”, & mathematical
model in which all conducting plasﬁa was constrained to lie in a single
two-dimensional plane perpendicular to the magnetic field. Implicit in
this wmodel 1is the assignment of a single Pedersen mobility and hence
compressibility to both the barium and background ionospheric plasma. 1In

this model, the 1leading candidate for a dissipative mechanism is the




ambipolar diffusion of electrons caused by electron-ion collisions. Using

this wmechanism, McDonald et al. [1981] calculated final unbifurcating

striation sizes for barium clouds of ~ 20 m (perpendicular to BE). However,
there is experimental evidence for the existence of long-lived “blobs”™ of
plasma several hundred‘ meters in diameter. The apparent stability of such
large plasma structures has yet to find a satisfactory explanation withio
the one-level model. Here we postulate that the existence of a conducting
background plasma with ion Pedersen mobility different from that of the
barium plasma, combined with the finite temperature of the barium plasma,
may allow the existence of stable striations with scale sizes of -hundreds
of meters. The essence of the mechanism is a phenomenon commonly referred
to as "end shorting™ first investigated in the context of barium clouds by

Shiau and Simon [1974], who considered a completely incompressible

background ionosphere, and showed that the normal electron ambipolar
diffusion rates would be replaced by some fraction of the much higher ion
diffusion rates caused by collisions of ions with neutrals. Francis and

Perkins [1975]) geheralized the work of Shiau and Simon {1974) by

considering the cases of both incompressible and compressible background

ionospheres. They concurred with Shiau and Simon [1974) that

incompressible backgrounds exert a stabilizing influence, but noted that
compressible backgrouads are destabilizing. In contrast, Vickrey and
Kelley [1982] concluded that a background (compressible) E region should
exert a stabilizing influence on high latitude irregularities. We shall
address the question of the correctness of the above two analyses in a

later paper. For the moment we note that: 1) Francis and Perkins [1975]

performed a rigorous stability analysis of the problem; Vickrey and Kelley

{1982] did not; 2) Francis and Perkins [1975]) self-consistently included




image formation (compressibility) in both the cloud and the background;

Vickrey and Kelley [1982] did not; 3) Vickrey and Relley ({1982} included

recombination chemistry; Francis and Perkins [1975] did not.

Our own conclusions are based on our viewv of barium cloud dynamice as
consisting of 8 two-stage feed-back loop:
1) At any given time, the distribution of plasma densitry will,

through the effect of these distributions on magnetic-field-iine integrated

Pedersen and Hall conductivities, bring about the creation of polarization

electric fields whose purpose it is to maintain quasi-neutrality;

2) these electric fields, through Hall and Pedersen mobilities,
affect the velocity of the plasma, which in turn affects the distribution
of plasma density at the next instant of time.

We emphasize that it is only through its influence on magnetic-field-
line integrated Pedersen and Hall conductivities that a change in plasma
distribution f[e.g., diffusion) will affect the polarization fields, vhich

are the engine of plasme structure.




2. The Motion of Ionospheric Plasma

We shall be concerned here with the motion of plasma consisting of
ions and electrons in the presence of a neutral gas and magnetic field B,
subject to an external force. We shall also be interested in the electric
current J arising from the differential wmotion of the various species
comprising the plasma. In the course of deriving the equations we make the
following assumptionms:

1) We assume the plasma can be adequately described by the fluid
approximation. This assumes that the effective collision rate of each
plasma species with itself is sufficiently high to maintain near Maxwellian
distribution functions on time scales short cowmpared to the times of
interest, and 1s well satisfied for the plasmas we treat here.

2) We assume that the electric fields E are electrostatic (i.e.,

V x E = 0) and hence can be described using a scalar potential ¢ such that
E = - Note that this implies ég/a: = 0. The wvalidity of this
assumption can be related to the fact that the Alfven velocity 1is much
larger than any other propagation speed of interest for the plasmas we
treat here. The assumption is also checked a posteriori by verifying that
the calculated currents and displacement currents produce negligible time
variations in B which in turn produce negligible V x E.

3 We assume plasma quasi-neutrality; that is,
) njq; = ne (2-1)
where n is the number density, q is ion species charge, e is the electron

charge, the subscripts i1 and e refer to ions and electrons respectively,

and the sum is taken over all ion species. This assumption is a statement




that the Debye length is small compared to all length scales of interest,
and again can be verified a2 posteriori by evaluating V - E. Note that this
assumption implies that V » J = 0, where J is the electric current.

In addition to the above there are sone other assumptions which, while
they are not essential to the basic model, are nonetheless vazlid for many
of the physical situations which we shall treat and impart a simplicity
which we shall find convenient here:

4) We assume the electrostatic potential ¢ to be constant along
magnetic field lines. As we shall see la2ter;, the electrical conductivity
along magnetic field linmes is much greater than that perpendicular to
magnetic field lines, meaning that appreciable difgerences in potential
along a8 field line will quickly be reduced by the resultant current. This
assumption will ©break down for sufficiently small scale lengths
perpendicular to the magnetic field, and for sufficiently large distances
along the magnetic field.

5) We assume that the inertial terms in the plasma species momentum
equations, i.e., Ehe left hand side of Equation (2.3), are megligible with
respect to the other terms in the equation. This assumption is justified
whenever the time scales of interest are longer than the mean time between
collisions for ioms.

6) We neglect collisions between ions and electrons and between ions
of differeﬁt species. Later we shall also neglect collisions of electrons
with neutrals; There are two reasons for this. First, the ion—-neutral
can be shown to be the dominant term in the diffusion

in

physics we consider here. (One must be careful, however, since these same

collision term v

assumptions will yield zero diffusion when the background conductivity is

set to zero. To obtain the correct electron ambipolar rate in this limit,

W’**”t '




the electron—ion and electron-meutral collision terms must be retained. Ve
are not interested in this limit in this paper). Second, although exact
closed form expressions for the ion and electron velocities in terms of the
applied forces 1s possible when ion-electron collisions are retained
[Fedder, 1980}, the expressions are considerably more complex than those
given below.

~The continuity and moxl;entum equations describing a single ion species

and its associated electrons are:

anu *
5—£——+V-(n!u)-0 2.2
) 9 ( L B
— . E m— - -
(a: M V)v o, E+ c j vun(xc E-]‘n)
VPG
-2 4 (2.3)

where the subscript a takes on values i and e (denoting ions and electroms,
respectively), n is the number demsity, v is the fluid velocity, P is
pressure, E 1s the electric field, g is the gravitational acceleration, g
is the charge, Van is the collision frequency with the neutral gas, En is

the neutral wind velocity, c¢ is the speed of light, and m is the particle

mass. We can rewrite this equation as

q

Q

— - - A
/m + c(va) v v 0 (2.4)

wvhere




ot | o % %o (2.5)

If we place ourselves in a Cartesian coordinmate system in which k is

aligned along the z axis, and if we treat Eu as & glven quantlity then a
componentwise evaluation of Equation (2.4) yields a set of three equations

in three unknowns, the three components of AL The forma) solution is

Youm Ko oy YRy Eqy %2 (2.6)
Yar " ko & (2.7)
where
van C [ (vanma)2 ‘] V
k = e 1 - ! (2-8)
la 2, |chl 1+ (vum/nu)z
v /2 )
e o€ __ana
k2& q b [1 1+ (v /0 )2] (2.9
[+3 an
kK = (zv )} - (2.10)
oa o an
z = B/IBI (2.11)
- 9B
a - Ima—cl (2-12)
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The vector subscripts L and | refer to the components of the vector which
are perpenéicular and parallel respectively to z. The
quantities kl, kz, and ko above are referred to as the Pedersen, Hall, and
direct wmobilities respectively. It should be pointed out that Equations
(2.6) and (2.7) are only truly closed form expressions when the inertial
terms (the last term on.the right hand side of Equation (7)) are neglected,
an assumption we have made previously. Typical ranges for collision
frequencies are: vin ~ 30 sec”l, Vep v 800 sec™l at 150 km altitude;
and vin ~ 10~ 1gec-1, Ven ~ 1 sec™l at 500 km altitude.

As we will see later, we will use the concept of “layers” to
distinguish the various ion species, so for the moment we can consider only
a single ion species, denoted by subscript i, and the associated electromns,
denoted by subscript e. We will also consider only singly charged ions so

that q; = e and q, = ~ e. Noting that v, . /2,6 = O we obtain

Ky, -Q—i—‘lkia—g-]— (2.13)
Kje = 0 (2.14)
ky; ~ Ry G | (2-15)
Kpe = - Sp . ' (2.16)
where
Ry = (1 +vy,2/,2)7 (2.17)
H-12
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We now define the perpendicular current

i.LE Znu qo}:ul (2.18)

Substituting Equations (2.13) through (2.16) and (2.6) into Equation

(1.18), and using the quasi-meutrality approximation

ng =, = n (2.19)
we obtain
v
in nc
i.L Qi 1 TBI 2:l'..l.
ne . .
tg Ry E tEIx (2.20)

For the barium cloud problem we shall treat here, we shall only consider

neutral winds, electric fields, gravity, and pressure gradients as external

forces. Hence
-
Fil e E.L + mi -&l + v

in By -U-nl - VPi/n (2.21)

-}:e.l. i - E—l + o, 8 - VPe/n (2.22)

T et —————— e = =% o S|




Note that we have neglected the small term v, m, in Equation (2.22).

We obtain

v
in nc
L = + -
4 a, R TsT (¢ E *+my g +vy m U ~VP/n)

nc -1 Be
+ -
RS ["51(1 Rj)+m Ri) LI PP LA
_1 -~
- VP, /u - VPR, /o] x z (2.23)

Since 0.01 < R; < 1.0 we may neglect me/Ri with respect to my -

Defining the Pedersen conductivity

v
o =R in nce

P 18 BT (2.24)

and noting that 1 - Rzl = = v;,2/9,% we obtain

in 1% 1
{ - —
* T L 15-1 vie5-1+nie!nl
a
i -1 -
S se (ve, + R VP )] x 2] (2.25)

Our need for an expression for gi stems from our need for its divergence to

evaluate V o J ( = 0 by quasi-neutrality), as we shall see in the next

section.
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3. Mathematical Model

We shall model our physical syster using a simplified wmodel as
depicted in Figure 2. The magnetic fieid lines are assumed to be straight,
to be aligned along the z axis of our cartesian coordinate system, and to
terminate in insulators at z = + w. The plasma of interest is threaded by
these magnetic field lines, and is divided into thin planes or “"layers"” of
plasma perpendicular to the magnetic field. Since we have neglected
collisions between different plasma species, we may use the device of
layers to treat multiple ion species at a single point in space siwmply by
allowing multiple layers to occupy the same plane in space, one for each
ion species. In this way a “layer” consists only of a single ion species
and its associated electronms.

Our quasi-neutrality assumption demands that
ved=23 +8 3 +2 5 =0 (3.1)

Integrating Equation (3.1) along 2z and noting from Figure 2 that J,

vanishes at z = + « we obtain

+ o
[ vV, J dz = 0 , (3.2)
«©
wvhere
_ 23 “ 3
vl:Xﬁ"’yay (3.3)
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From our model as depicted in Figure 2 we may approximate the integral in

Equation (3.2) by a discrete sum

I v, -3,82 =0 (3.4)

where the subscript k refers to the layer number, K is the total number of
layers in the system, and Az, is the thickness of layer k measured along
the magnetic field ling. Within a layer, both the ion density n and the

ion-meutral collision frequency vy, are assumed to be constant along a

magnetic field 1line. This enahles us to introduce the three magnetic-

field-line integrated quantities:

Nk = “kAzk (3.5)
= - io ce
Tok = Opd% Nk(ﬂi Re)y TaT . (3-6)
v
- in
L= (—ni )kzpk (3.7)

By our assumption of equipotential magnetic field 1lines and

electrostatic electric fields

) Eik(x’Y) = Eo - Vl¢(x,y) for all k (3.8)

where E, = onx + Eoyy is a constant, externally imposed electric field.

Then Equation (3.4) becomes

e ——T
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- 0 3 [ 9
R = + — =
B 5% ok 5y) * 5y G 590
el sl
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9y 9x dx 9y
m n VP
ext i i i
= — <+ — - ——
gik pk { g vln e Enl ne + Eo
Q.m n Q
B ii i i
+ —_ -
IB1 (vi e & + Qi e Ei e v, (VPj
n in

in o
5 5o *zly

i
and the
operates on all terms within those parentheses.
The system of equations we must solve consists of

equation of continuity for each layer:

3N
— +7 .+« (Kv, ] =0 k=1, ..., K
at ik ’ ’

where v. 1is given by Eq. (2.6)-(2.12).

(3.9)

(3.10)

(3.11)

subscript k denoting layer number on terms within parenthesis

(3.9)-(3.11) and an

(3.12)
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4. Simplified Two-Level Model
We make the following further simplifications in our model:
a) We find that for ionospheric barium clouds the currents parallel

; to B are carried pri:arily by electrons, and the motion of ions parallel to

B consists primarily of a slow diffusion plus a bulk falling of the cloud
to lower altitudes (since g+« B # 0). It 1is therefore sufficient to
represent the fons as an array of two-dimensional planes or layers of
plasma perpendicular to B, each moving with the bulk “falling” velocity
along B, and hence to treat numerically only the transport of ions
perpendicular tc B within each layer.

: b) We limit our fuscussion to a model consisting of only two layers
or species of ioms. '

¢) We assume that the ion neutral collision frequency Vin is

constant within a layer.
d) We assume that the only forces acting on the plasma are an
external electric field E, and pressure gradients.

With the above assumptions we have

xt VPi
gzk - :pk(Eo " e )k
v Q
B in i - -
+ [ - (vp, + R op 1. x 2 (4.1)
I81 QiEO ne v, i i e’k

1f ve assume B is along the positive z axis then B/IB| = 1 and we get

v, e It a9 . (£ (E -&)
1 1k i Pk* o ne ‘k
v ;
in -
+ . ——— .
v, (zp g Eo X z)k + A (4.2) '




-V . i -1 . 7
B =Y [zp v (VP * RVP) x 2] (4.3)

Now

(5 i ) «fp AnBce, %
i 1
P ne v, k i ni 1Bl v, ne k
C
= [®; 157 22)y (4.4)

which is a constant within a layer if vin is constant within 2 layer (one

of our assumptions). Then

pk =" Vl . (constant V(Pi + R;lPe) x ;) =0 (4.5)

(since Vl « (VC x 2z) = 0 for any scalar field C). <

Our final equations to be solved are then
TR (nkzkl) =0 k=1,2 : (4.6)
v, - [(zpl + xpz)vl¢] +R=E, vl(zp1 +3

pz).

Ve, Ve,
-V e (L, —=4z )
1 pl n,e p2 n,e

(4.7)




where

[(zhl + zhz)(g_g - E )]

(4.8)

+
1 1 b

[(zhl + th](% - on]]

Looking at Eq. (4.7) we notice that ¢ may be separated into two parts:

¢ = ¢ + ép (4.9)
v, . [(xpl + zpz)vl%] +H=E_ - vl(xpl + zpz) _ (4.10)
vP ve :
_ 11 12
v, - [(;:p1 + zpz)vl%] = vl(zpl ——-nle + zpz e ) (4.11)

For reasons which shall become clear as we progress, we shall regard bg as
that part of the potential field which tends to drive the cloud toward
bifurcation. In fact, Eq. (4.10) coupled with (4.6) just form the basic

inviscid two-level equations [Scannapieco et al., 1976]. We shall regard

¢P as that part of the potential field which tends to diffuse or anti-
diffuse the edges of the cloud. First let us look at solutions to

(4.11). If VP:l and VP, vanish at our boundaries, the unique solution

1 12
consistent with zero Neumann boundary conditions (vanishing of the normal

derivative of ¢P at the boundary) is:

VP vp

i1 12
- (zp1 + zpz)vl¢P - zpl -—-.nle +I, ——-nze (4.12)

In general, the motion resulting from the forces proportional to

V¢P, VP“ and VPiz vill be quite complex, not describable as the simple




superposition of a shear and a diffusion; but in the speclal case of one of

the layers being uniform, e.g., K, and Ti2 (Ti = ion temperature) hence

Ip, and Piﬁ uniform, then

-I vrp
Ve = pl il

P Ipl + £p2 ne

(4.13)

We shall now treat this special case. One may conveniently think of level

1 as representing the barium cloud and level 2 the uniform background

ionosphere.

We now use the equation of state

where Ti is in emergy units (T; is the product of Boltzmann's constant amnd
the temperature in degrees Kelvin), and assume thermal conductivities high

enough such that Ti is constant and hence

VP, = T,% (4.14)

Then




The velocity in level 1 resulting from the combined action of VP, and $p is

in c _ _ In
Y =l ] (- evop -1, 79,

4 i e|B n
+[R S (-eVo, - T, )], xz
i eB P i 1

Now

n I
=T 1 ( pl -1)
il 0y Zpl + sz
i1l n; Zpl + Ipz
v —th [(viﬂ c T VN)
~11P z + [t i elB] i N"‘1
pl p2 i

Note we have used 13 = Zﬁ».
n N

It is convenient to divide Yi1p into two parts:

Yip " ¥t Iy
with the subscripts i and P suppressed but understood.

L 2 (vin R c_ T g}h
+ sz 91 i elB] i N 1

i

(4.15)

(4.16)

(4.17)

(4.18)




ve, = = =—Pi (R

¥sy zp T I 1, F 2 (4.19)

Cc
o5 1

That Vg1 Trepresents shear flow at plasma gradients can be seen by noting

that the velocity is always perpendicular to VK, and is largest where

b2 .
z——piT:—h- is a maximum, decaying in magnitude away from the region.
pl p2

Vg is of interest because it is a shear fiow and hence may be stabilizing

in certain cases (see Perkins and Doles [1975], Huba et al. [1982]). Ve do

not consider the effects of vg further in this paper except to note that
for the special <case of a uniform Jayer 2 Tbeing considered

here, V -

Yo ™ 0 and Vhl * Vg < 0 which together imply V -« (Nl"sl) = 0,

which is to say that Yg1 has no effect on the time evolution of Nl. Since
this breaks the feedback 1loop, it 4is difficult to see how a shear
stabilization mechanism could be active in this case.

A consideration of vy is really the heart of this paper. vy is the
source for ion diffusion in level 1. More importantly, it is the source
for the diffusion of the total integrated Pedersen and Hall c.onductivities
if level 2 is sufficiently incompressible (i.e., if \‘inmi in level 2 is
sufficiently small), as we will show. Let us look at the effect of Mp on

the ion continuity equation for level 1:

1 :
7T (M)
I v
- . p2 in . ¢ .
A e~ el St P ALY - 620
pl P2 i

This is just & diffusion equation for N; with diffusion coefficient




D = tpz (vin

pl p2

C
o T I, 'R R oTsT Tiha

(4.21)

For a barium cloud (level 1) at 180 km altitude we take T, ~ *000° K,

vin
v 0.06, B = 0.5 g, and get

i

I
D = _p2___ (100 2 /sec)
o I +1I
pl p2

(4.22)

In the less dense regions of the barium cloud where Zpl is small compared

to sz, the ion diffusion coefficient is quite large indeed. By contrast

ambipolar diffusion rates induced by electron-ion and electron-meutral

collisions yield diffusion coefficients on the order of 1 mz/sec. Thus our

neglect of these collision terms seems justified.

Unfortunately, N; is not

the relevant quantity if one is interested in the effect of yp on barium

cloud dynamics. A look at Eq. (4.10) will convince the reader that if one
wants to affect the time evolution of ¢g> the quantity which determines the

bifurcation process, it is necessary to change the quantities

p pl

£ =1 + Ipz and Eh = fhl + th, the total field line integrated Pedersen
and Hall conductivities. Again we assume an initially uniform distribution

of sz and Nz. We can only show the effects of vy in the first instant of

time here. Once images form in level 2, the

numerical techniques. We need the velocity vpo in level 2.

c zpl

v
in
2 = g &)

v
=D i

2 elBl[ T , +2
pl P

As a check, let us see the effect on (Nl + Nz)
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problem yields only to

(4.23)
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8!\'1
e -~ "a(Fg)
2
2 2 1
-+ 7 . (—F I_.e T, —)
Ty T, bl 11 ¥
IN
2
3T (4.25)
so we see that
a(N, + N,)

=0 (4.26)

which when combined with gquasi-neutrality, is simply a statement that
electrons can”t diffuse. This is consistent with our negiect of electron-
ion and electron-meutral collisions.
Now let us iook at the effect of Yp on I =1 +z .. A. similar
p pl p2
analysis can be performed for Eh with similar results. However the

bifurcation effects of }:h are small coxﬁpared to those of IP, and we shall

- not consider them here.

azpl vin ce 3N1
5t \A; R TeT 5 = ¥t () (4.27)
oI v 9N
2 in ce 2
" M Terae t T (gt : (4.28)
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v
3L (?z'i-nRijl 3L
14 p2
it (vin ) ot
L
o, 172
a(}:pl + zﬁ) I ) Vin Vio
3t Tl Ol Ri)Zl(in_ R),)
Now
L,
YR (lDlzpl)

We note that in Eq. (4.18) we may set VN]_/N1 = VIpllt

) Tpl g (2
a9t Zpl + zpz

Now since
vt =0
P
we have

V(I
( P

pl

vin

[
(5 R o187 "1 “Ep

i

(4.29)

(4.30)

(4.31)

(4.32)

(4.33)

(4-34)

(4.35)




and

a(r p H1 2) Zpo \
— P P . . - . ’ S -
o v (1 (“1n*‘i/"i)2/'~":n"1’“1)1](r. )
])] ]’\Z
Vin c
7 R e Tod1 Y 1) (4.36)

so we see that for Xp we again have a diffusion equation, but this time our
nominal 100 n’/sec diffusion coefficient is mot only multiplied by
sz/(tpl + sz), reducing its effectiveness ir the dense portions of the

cloud, but it is further multiplied by the factor F where

(v, rR./0,)
Fel-~ rvl—nnlﬁ%g (4.37)
in 177171
Note that if vinRi/Qi is the same for both layers, the diffusion is reduced
to zero. Furthermore, if (vinRi/Qi]z > (vinRi/Qi)l (2 compressible

background plasma, e.g., an E region) the diffusion coefficient 1is
negative. That is, gradients in Zp will actuzlly be steepened, rather than
smoothed. For this reason we conclude that wunless some rather fast
recombination chemistry is taking place in the E region, the presence of a
background E region is destabllizing, in accord with the findings of

Francis and Perkins [1575].

.
The opposite extreme of (vinRi/ﬂi]z << {v; R, /) (background T region
ionosphere) 1is more interesting since it closely approximates the
conditions of most barium releases. It also yields the full nominal 100

mzlsec diffusion coefficient, since F ~ 1.0, giving us some hope of

stopping the bifurcation process at space scales of hundreds of meters.




Note that 1in this case the diffusion rate for ZP is the same as that for
Ny. Also note that the case of (vinkilni]z small is the case where the
Pedersen mobility and hence compressibiliry of the background is extremely
low, meaning that only minimal {images will be formed. It is a good
approximation to take Epz to be uniform for all time. One might well ask
how this 1s possible given that the electrons can”t diffuse, and that the
barium ions are being allowéd to diffuse in level 1. The answer is that
there are (small) images: the electrons lost to a field line in level 1
are "soaked up” on the same field line in level 2. But the number of
electrons N, in level 2 is extremely large. (N, must be large in order to
contribute a significant Pedersen conductivity and yet have
small “1nR1/91 (see Eq. 2.24)). Thus the electrons that are soaked up in

level 2 induce onmly an extremely small percentage change in £p2'

it




5. Diffusion Characteristics for a Simplified Two-level Model with e

Nearl:r Incompressible Background Layer
In the 1last section we demonstrated that when the background

ionosphere (layer 2) is nearly incompressible ((\;inRi/Q is small) then

122
the primary effect of a finite barium lon temperature is to introduce into
the continuity equation for both Nl and for Zpa diffusion term with
diffusion coefficient D, given by Eq. (4.21). For parameters appropriate

to a barium cloud at 180 km altitude we get Eq. (4.22):

I

D = -f-—l)%—z—— (100 m?/sec) (4.22)
pl p2

Since level 2 is mnearly incompressible, we may regard 212 as a constant.
]

Since 1t is proportional to N;, the integrated barium cloud density, }:pl

is larger in the center of the cloud and decays toward zero at the cloud

edges. This means that the diffusion coefficient approaches 100 mzlsec

near the cloud edges, but may be considerably less than that value near the

> E -

Previous attempts to explain the persistence of scale sizes of

cloud center if Xpl
hundreds of meters for 1long periods of time after barium‘releases have
inevitably encountered the following problems: 1) The diffusion
coefficients required to stop the bifurcation of plasma clouds several
hundred meters 1ir diameter were higher than one could explain
theoretically; 2)_assum1ng the existence of such large (ordinary) diffusion
coefficients, their effect would not only be to stop the bifurcation of the
cloud, but also to diffuse the cloud away entirely in several minutes. The
form of the diffusion coefficient given by Eq. (4.22) would seem to offer

us some hope of overcoming both of these problems. 1Ite success depends on




the accuracy of the following qualitative picture of barium cloud
bifurcation: We postulate a barium cloud such that Ipl 2 5 sz so that the
diffusion well inside the cloud 1is considerably reduced over that at its
edges. We further postulate that bifurcation is a process which, in the
absence of diffusion, starts at the edges of barium clouds and works its
way inward. Our diffusion then satisfies the needed criteria perfectly:
1) It is very effective at the edges of the cloud, stopping bifurcation
before it starts; 2) it is very ineffective at the central core of the

cloud, giving it a long lifetime. Note that if this picture is correct

then the barium clouds commonly known as large M clouds where

R
Ms—Rz——-L (5.1)
P2

will have extremely long lifetimes. In fact for M > 100, the decay of the
core is probably determined by ambipolar diffusion rates. The accuracy of

this picture is best determined by numerical simulation techniques, to

which we turn in the next section.




[ Preliminary Numerical Simulations Using a Simplified Twe-level Model

with a Nearly Incompressible Background layer

In this section we attempt to answer numerically the questior posed in
the last section: if we consider a barium c¢loud whose background
conductivity is due primarily to high F 7region plasme (nearly
incompressible plasma), is the diffusion coefficient given by Eq. (4.22)
sufficient to stop the bifurcation of that cloud at a diameter of several
hundred meters? In order to 1isolate the effects of this diffusion
coefficient, we will make some further simplifications in our two-level
model: 1) We assume that N, and hence Ipz remain uniform during all times
of interest. This is completely comnsistent with our assumption of a nearly
incompressible background plasma, as discussed at the end of Section &4; 2)

We neglect the shear component of the pressure-induced ion velocity as

Yg
defined in Eq. (4.19). Again this is consistent with our assumption of a
nearly incompressible. background plasma which 1in turn dimplies a
uniform sz, as shown in the discussion following Egq. (4.19); 3) We
neglect the “Hall tern”™ H in Eq. (4.4) and hence in Eq. (4.10). This is a
good approximation as 1long as vinlni < 0.1; 4) We neglect Pedersen
convection. That is, for all term; except those causing ion diffusion, we

approximate the ifon velocity with the electron velocity (see Eq. (6.4)

below).  We knov from our previous [Zalesak et. al,, 1983] that the

Pederser mobility of the ions in respomse to (Eo - V¢E) can have an effect
oun the "freezing”™ phenomenom, and it 1is our desire to isolate the effects
of the pressure-induced diffusion. Hence we neglect ifon Pedersen mobility

except in the diffusion term.




The final equations to be solved numerically are then

I BNl

T + vl.(NIXI) - V.L.(DVNI) (6.1)

N

= =0 (6.2)

VI +T) V) = E eV () ) (6.3)
v, =S (E -v.) xB (6.4)
-1 ¥ ‘-0 E - °
Epz
D= I, +1L Dio (6.5)
pl p2
v, /2
in" i ce
L, =N () (6-6)
Pk k 1+(v1nlﬂi) K Ky
The initial conditions for the simulations were as follows
sz = 1,0 (6.7)
- [Ny .
tpl 4.0 exp (r /ro) (6.8)
2 = - 2 - 2 .
2. (x-x)+(y-y) (6.9)
L (250 m) (1 + 0.001 sin 8Q) (6.10)
© = arctan ((y-yo)/(x - xo)] (6.11)




B = 0.5 gauss (6.12)

cEC/B = 100 m/sec (6.13)

where X and y, are the coordinates of the cloud center.

The above equations are solved numerically on & finite difference grid
in an x~-y cartesian geometry perpendicular toc the magnetic field, which is
assumed to be aligned along the z-axis. The 83 x 60 grid is stretched in

all four directions, with the central 56 x 32 portion of the grid, which is

centered on the steepening backside of the cloud, having a grid spacing of
i 10 v in both directions. The grid stretching allows the boundaries to be
placed 4 km away from the edges of the central uniform mesh in all
directions. The potential equation (6.3) is solved using a8 vectorized
incomplete Cholesky conjugate gradient algorithm due to Hain (1980), which
is an extension of the algorithm of Kershaw (1978). The continuity
equation (6.1) 1is integrated forward in time wusing the fully
multidimensional flux-corrected transport algorithms of Zalesak [1979].

In Figure 3 we show d1sodensity contours of Epl for the initiail

conditions for all of the calculations we shall show. We have performed

three calculations, varying the value of D ° from zero up to the physically

i
realistic value of 100 mzlsec. The purpose of this sequence is to show
first that the diffusion does have an effect on the evolution of the cloud,
and second to show that this effect is much larger than that due to any
numerical diffusion which may be present in the calculations. 1In Figure &
we show the results for D10 = 0 . Note that even at the very early time ;f
14 seconds, bifurcation has already started. By 24 seconds, the main

portion of the cloud has cowmpletely sheared in two. In Figure 5, we show

the results for D10 = 25 mzlsec , one fourth of the physically realistic

e —— e A I [ S
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value. The development of the cloud has slowed considerably, showing that
even at one fourth 1ts physically realistic value, the physical diffusion
is dominating the effects of whatever numerical diffusion may be present.
At 14 seconds the cloud has not clearly begun to bifurcate. At 25 seconds,
/ bifurcation has occurred, but is qualitatively and quantitatively different
from that which took place when Dyy =0, In Figure 6 we show the evolution
of the cloud with the full, physically realistic value for Dy, of 100
m2/sec. Bifurcation has now been halted. Rather, the cloud evolves into 2
streamlined “bullet™ or "tadpole” shape in time, and then undergoes a slow
diffusive decay. Even at the latest time calculated, 75 sec, there is no
hint whatsoever of imminent bifurcation. Noting that for this cloud
; M= (}:p1 + sz)/}:p2 is 5 in the center of the cloud, which yields an
effective diffusion coefficient of 20 m2/sec there. This is still enough
to result in substantial decay of the central core on time scales of
minutes. Clouds with larger values of M in their centers would of course

be longer-lived.




7. Conclusions and Future Work

The primary conclusion of this paper can be stated simply: Under
realistic ionospheric conditions, barium striations hundreds of meters in
dianeter can be long-lived, gquasi-stable, non-bifurcating structures.
These structures may resemble "tadpoles”™, with & dense head, steep density
gradients at the front, and a long, less dense tail. If what one means by
the term “freezing” is the above phenomenon, then we have shown that
freezing does indeed exist.

The next obvious step is to test some of the approximations we have
made in our preliminary numerical simulation model. Pedersen convection
should be put back into the model, as well as the "Hall terms” in the
potential equation. Finite images should be accounted for. Also we would
like to test the combined effect of the presence of both a relatively
incompressible F region background and a compressible E region on the
dynamics of the cloud. Recombination chemistry must be included in this E

region if it is to be modeled accurately (see Vickery and Kelley, 1982].

It is also clear that we must address the validity oi the perfect
mapping of the eletrostatic potential along B. Given that we are now
dealing with structures only a few hundred ‘weters in diameter, with
gradient scale lengths of a few tens of meters, it seems likely that we
will have to deal with the question of how far the polarization field

produced by the barium cloud maps along the magnetic field (Goldman et. él,

1976, Glassman and Sperling, 1983). One possible effect might be that the

effective value of M would be increased, since the barium cloud could no
longer “see” background plasma that was far from the cloud position along

B.
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Figure 1.

Figure 2.

Figure 3.

Figure Captions

Sketch of the time evolution of a typical barium cloud in a
plane perpendicular to the magnetic field, subject to an upward
directed neutral wind ‘or equivalently to a rightward directed
external electric field. Lines demarking the cloud denote
plasma density contours, with the highest plasma density in the

center of cloud.

Model of plasma and magnetic field geometry wused in this
paper. Field lines terminate on insulators at z = + ». Plasma
is divided into "layers”™ along z for mathematical and numerical
treatment. Each layer consists of a single ion species and its
associated electrons. Multiple collocated ion species are

treated by having multiple collocated "layers”.

Isodensity contours, with areas between alternate contours shown
cross~hatched, for the barium cloud used for the three numerical
simulations shown in this paper. The center of the cloud {is
located at the point (0,0). The boundaries in x are located
at + 4.9 kn. The boundaries in y are located at =4.0 km and
+5.3 km respectively. The cross-hatching is done at every other
grid liae, so that one rectangle of cross hatching represents a
2 x 2 array of computational cells. Contours for this and all

other plots in this paper are drawn at values for Ip of 0.31,

1
0.71, 1.24, 1.92, and 2.82 (logarithmic spacing for total

Pedersen conductivity).

e o e e e TR o e T
== = “‘:‘




Figure 4. Time evolution of the cloud depicted irn Figure 3 for the
case Dio = 0 . Shown are isodensity contours at a) 14 sec, b)

24 sec. Contour values are as given in Figure 3.

Figure 5. Time evolution of the cloud depicted in Figure 3 for the
case Dio = 25 mz/sec . Shown are 1sodensity contours at a) l&

sec, b) 24 sec. Contour values are as given in Figure 3.

Figure 6. Time evolution of the cloud depicted in Figure 3 for the
case Dio = 100 mz/sec (the physically realistic case). Shown
are isodensity contours at 2) 14 sec, b) 25 sec, ¢) 39 sec, d)

50 sec, e) 64 sec, f) 75 sec.
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Saturation of the lower-hybrid-drift instability by mode coupling

Jd. 7. Drake
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A nonlinear mode-coupling theory of the lower-hybrid-drift instability is presented. It is found
that the instability saturates by transferring energy from the growing. long wavelength modes to
the damped. short wavelength modes. The saturation energy. mean square of the potential
fluctuanons. and diffusion coefficient are calculated self-consistentiy.

A first principles theory of the nonlinear saturation of
th: lower-hybrid-dnift instability and associated particle
transport is presented. A nonlinear equation describing 2-D
lower-hvbrid-drift turbulence is derived which includes the
nonlincar EXB and polarization drifis of the electrons,
adiabatic ions. and realistic sources and sinks of energy. The
equation is solved numerically to obtain the evolution and
saturatton of the wave spectrum. as well as the self-consis-
tent paruicle flux which vields the diffusion coefficient.

The lower-hvbrid-drift instability is a flute mode
1k*B = 0" whnich is driven unstable 1n a plasma with strong
inhomogeneities, o, /L, >im./m,}'"?, where p, and L, are
the 1on Larmor radius and density scale length, respectively.
The linear behavior of the instability is well understood."* In
the weak drift regime (F,, <v,, where ¥, = v?/202, L, isthe
1on diamagnetic drift velocity and ¢, 1s the ion thermal veloc-
ity) the mode is driven unstable by the resonant interaction
of the wave with the drifting ions when w/k <V, The
growth rate maximizes at &, ~p,; '=p~ 'im,/m,1'". In a
finite £ plasma. the mode 1s stable for k, p, »1. and ap-
proaches margnal stability as &, p, —O0 (see Ref. 3). The
wave frequency 1s such that £2, €w<{2, so that the electrons
are strongly magnenzed while the ions can be treated as un-
magnetized. In a finite B plasma the resonant interaction of
VB drifting electrons with the wave is stabilizing.

The nonlinear behavior of the instability is much less
well understood. Ion trapping has been observed to quench
the growth of the instability in particle simulations.* The
onset of stochastic electron heating has also been proposed
to explain saturation in these simulations." On the other
hand, ion trapping is not a viable saturation mechanism
when a broad 2-D spectrum of waves is excited, and it has
not been observed in recent simulations using realistic mass
ratios where such spectra develop.” In this letter we focus on
the nonlinear coupling of stable and unstable waves to satu-
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rate the instability.

We consider a slab equilibnum of cold electrons and
warm ions with a density profile n,( xi supported by a mag-
netic field B, x). The equilibrium ion velocity distribution
is taken to be a Maxwellian with an average drift velocity
V. = 1,é,. Because of the flute nature of the instability
(k-B = 0). we self-consistently limit the spatial variations to
the xy plane (as contrasted with universal drift-wave turbu-
lence which is inherentiy 3-D). In the weak drift regime the
ions respond to the perturbed potential @ | x,3.¢ 1adiabatically
to lowest order since w<«kt,. Thus,

no=ny |1+ yre,” v (:% + ¥V, -g;)] exp( _de).
m

where the term proportional to V7 in(1lis a small correction
describing the resonant 10n interaction. The perturbed elec-
tron motion is simply given by the EXB and polarization
drifts,

¢ . c d
v, = Lvexé - =—Zvs. 2
X T A @

where d /dt = 3/9r + V V. Using (2}. the electron contin-
uity equation can be written as

4 n, = —p; LRS (_ei) {3)

dr Tdi T,

Finally, invoking charge neutrality (n, = n, ) and combining
{1) and (3}, we obtain the nonlinear equation
= G’)&, +$, - 7;,,]""](&,. +é, 1=y, &

+(Vd X&,V)V36 + 1,V &

X&, VIV, +6,1=0, 4
where ¥ = Pe VT = (pe/L, 12,1, é=(ed /T,\L,/p,|and
the subscripts on & denote a derivative with respect to that
variable. The quantity 3, represents the wave damping due

© 1963 American Institute of Phvsics
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FIG .. Instantaneous 2-D wave spectra of lower-hybnd-dnift wave turbu-
tence ‘a1 Linear stage' The domunant linear modes aren, .2, i = (0. = 51.1b!
Noniinear stage- The dominant modes aretn,.n . = (0. = 3i. Note the shift
to ionger wavelength in the nonlinear saturated state.

to VB resonant electrons in a finite 5 plasma. Equation (4 is
only valid for y, = =' *¥,, /v, <1 since the adiabatic ion re-
sponse can only be justified in this limit. Linearizing this
equation. we obtain the complex eigenvalue (in our normal-
ized units),

- Py

6=05 LA 512 PV B
= T em—t—— —— —_— ’( =,
T ek T EE e

In the limit 3., y,—0. i4) reduces to the Hasegawa-—
Mima equation in which the nonlinearity arises from the
nonlinear polarization drift.” This equation has two invar-
iants. energy and enstrophy. neither of which is preserved in
the more general (4i. When y, is finite, the E X B nonlinearity
also appears in (4). This nonlinearity has been considered, by
Horton" and more recently by Waltz,” in studying universal
mode turbulence. However. our equation differs from their
work in that we do not assume that &. + 4, is replaced by its
linear counterpan — i@, — k, )é. Thus, our equation is sec-
ond order in time rather than first order.

The direction of energy flow described by i4) can be
understood by calculating the stability of a single large-am-
plitude wave @, with k, and &, satisfying (5). A perturbation
of wave vector k is coupled through the pump to modes with
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Kk =pk p=1.2... For simpiicity. we consider oniyv tne
coupling of - O.k: with 1ts nearest neignhors . K. where
O. =& =0, and k. =k =Kywe. o= Thedispersion
relation for this tk.k . coupied svstem 15

€k~ o, | Mikok. "}Lk'k" —k—=-k.l=0 o

N €K _w_

where €k =l = k51 —id. i) — & —11 0, =24
~wi/k and Mk, k=K XKoo, [n7 0 -,

~ k31 ~ib, .1} When v,.and 3, are neglected in 16: and
we take the limit &>, . the decay modes are purely growing
with a growth rate which peaks around k-k,=0 wiuh
k.~ k, . A necessary requirement for instability 1s that one
of the decay waves ik.k . +has a longer wavelength than the
pump. For this situation. in which '4) reduces to the Ha-
segawa-Mima equation. the wave energy Inevitably cas-
cades to longer and longer wavelength so that no stauonary
wave spectrum can resuit.'” When 7, is included. this con-
clusion no longer remains valid. Taking the limnt k., < k
and again assuming &, . the dispersion relation 15 given
by

512 2.d, :(kx&,.:é: Vi (1 -, ;',@‘: - A ) -

1 -k~ k'l =k
Equation 7' yvields a dissipative instability which 1y driven
unstable by the E X B nonlinearity. This instabtlity produces
a flow of energy from long to short wavelengths and. as wiil
be demonstrated. enables the wave spectrum to reach a
steady state.

We solve (4) numenically -by decomposing it into two
coupled, first-order (in ume, differential equattons which are
advanced in time. These equations are solved by a spectral
method developed by Fyfe er al..'" based on the work of
Orzag.'? The potential ¢ is Founer-decomposed. i.e.. ¢
~explikex), where k =n/4 and n=n_é, —n ¢ with n,
and n, integers. and A = 5 iwhich fixes the n for which
k. =1} The numerical results presented i1n this letter are
nominally computed on a 32 x 32 mesh.

The electron damping 3. controls the region of instabil-
ity in k space by stabilizing short wavelength modes. We
have chosen

8 6 24 32 4c aE
T

FIG 1. Timeevoiution of the wave energy ( #'.. mean square of the potential
fluctuauions (P . and diffusion coefficients 1D, —quasiiinear: D, —nonhin.
cartfory, =03

—efters




N SRR by S IR
With A, = ].6. which vields an unstable wave spectrum
which 1s reabiste for the iower-hvbrid-drift instability 1n fin-
1z £ plasmas The growth rate peaks at U';, A =0 =1
and n stabie for A . loandk,

The o spectrum 1s intniaitzed with random noise with

¢~10 S 210 . and the system 1s aliowed to evolve until
e wave energy. given by
128 m ) .
—_ = V T né, ° 9
nT <~rr I '

reaches a steadv-state value. The mean square of the poten-
tia: fluctuations.

fed 201 2m - 12
iR (C S R
as well as the nonhinear and quasilinear diffusion coefficients
bnl = Dn:
l't‘S pf)
2 - - ..
= (2m S(5)er (kb %)
\rm / 1k -
bu = D,
Voo P

-k, 112

1t

() T Tk

respectively. are also computed. The nonlinear diffusion co-
efficient D, is derived by averaging the particle flux in the x
direction over y. i.e.. D, « (nV, ). The quasilinear expres-
s10n 1s then obtained by approximating 8 /- = — i, and
using (Siin (11}

In Fig. 1 we show instantaneous 2-D wave spectra in n
space for 3, = 0.5. Figure liai shows the spectrum during
the linear phase of the instability, and Fig. 1(bi shows the
spectrum after saturation. In the linear regime. the wave
spectrum is strongly peaked around the most unstable
modes. t#,.n,1=1{0. = 5). The spectrum begins to saturate
as these modes couple through an n, = 0 mode (typically
with n, ~4) to damped modes with n, 2 n,_. A peak in the
wave spectrum appears around {4.0) at this time. This tran-
sient phase is completed as the total wave energy saturates
and spreads through most of the unstable, weakiy damped
volume of n space as shown in Fig. I(bl. The spectrum typi-
cally remains peaked around n, ~0 with #, typicallv some-
what smalier than that of the linearly most unstable mode
[see Fig. 1iby for which the dominant modes are
in,.n, ' =10. = 3]). The 2-D wave spectrum exhibits sub-
stantial variability in time. even after saturation, as the un-
stable and stable modes continue to exchange energy in a
dynamic manner.

The time evolution of the total wave energy (#’j, mean
square of the potential fluctuations (P}, and the nonlinear
{D,, 1 and quasilinear diffusion (D, ) coefficients are shown in
Fig. 2. All of these quantities exhibit a similar temporal be-
havior. The initial decay (7<4) is associated with the rapid
dissipation of energy initialized in the damped modes, and is
followed by a linear growth phase (4< 7<20). Subsequently,
mode coupling occurs which leads to saturation of the insta-
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bility. alberr with some inual overshoot (-~ 24.. The levers
of the total wave energy and other parameters of Fig 2 are
quite stationary in time after saturauon. Aisc. the stationars
values of all four quantiues are relatively insensitive 1o the
initiaiizauon of 6.

We note that in Fig. 2. the quasilinear diffusion coeffi-
cient qu, tracts the actual. nonlinear diffusion coefficient
1D, quite well during the enure time evoluuon of the insta-
bility. An importan: point which must be emphasized with
regard to D, is that both species. electrons and 10ns. conun-
ue to exchange both energy and momentum even after a
steady state is reached; the electrons through the VB reso-
nance and the ions by direct resonant interaction. If the in-
stability had saturated by ion trapping and the electrons had
no resonant interaction with the wave, there would be no
diffusion in the steady state since the electrons could not
exchange momentum with the ions. Both species must have
a dissipative interaction with the waves to have diffusion.

A number of runs have been made for different values of
7. the dnift parameter. The saturation level of ¢ is found to
be nearly mdependcm of 3. Thus, from Eqgs. (111and (12, it
is found that (D, }x 17 = V', /1%,

Next. we compare our stationary values of P and Dm
with these obtained from “wave energy bound" calcula-
tions.'* The “energy bound" resuits from equating the wave
energy with the kinetic energy associated with the relative
drift of the electrons and ions, m_n(¥,, — ¥, -2, Thas free
energy bound is actually an extreme underestimate of the
free energy in a finite S plasma, since the instability can also
feed off the magnezic free energy, which typically greatly
exceeds the drift energy.' Nevertheless, this bound has been
widely invoked and seems to vield reasonable transport rates
when compared with experimental observations. The “drift
energy bound” vyields a potential P,.~tm, s7m 9,
where we have assumed T, <7, ,- The scaling of P, 1s idenu-
cal with that given in {10} since 4 is independent of 3. For the
case 3, = 0.5, P/P,, =~3 (from Fig. 2) so that the actual fluc-
tuation level obtained from our code is slightly larger than
calculated from the * energ) bound.” Finally we compare
D,, with that obtained from the simple formula D = ( j
k ij/l",.*\p,,. where 9 and £ are evaluated where ' peaks.
We find D=(m, /mm,|'’*y5. which again has the same scal-
ing as D,, but is a factor of 2.4 smaller for 9, = 0.5 ifrom Fig.
21

Measurements of lower-hybrid-drift turbulence in a 0
pinch by CO. laser scattering have been reported recently.!
The observed wave spectra were flute-like (k'B=~0) with
clear peaks around 1\‘ ==0.7 a factor of two smaller than the
most unstable linear mode). and &, < A . Data were taken for
three different filling pressures. correspondmg to three val-
ues of ¥, /v, . Electron—ion collisions were apparently signif-
icant {v,, ~{£2.12,)"*] for the two highest filling pressures so
we can only compare our results with the data from the low-
est filling pressure. which corresponds 10 F,, /v, =0.52
{ ¥o=x0.9). The measured density fluctuation, /n,~0.014,
is quite close (smaller by a factor of 2! to our theoretical
predictionof #1/n,~0.25. In addition. the shift to long wave-
length is consistent with our calculated spectra {[compare
Figs. lial and 1(bl].
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Computer simulations of the lower-hvbnd-drift insta-
bility with reahistic mass ratios have also been performed
recently using a lutd-kinetic numerical scheme.® Unforiun-
ately, these computations have been carried out for V.,/
v, > I, whuch 1s outside the range of vahdny of our present
theory. Nevertheless, a broad spectrum of modes is observed
in k space in the simulations which 1s consistent with our
calculanons. )

In conclusion, the lower-hybrid-drift instability can
saturate via a mode coupling process. The basic saturation
mechanism involves a transter of energy from the growing,
long wavelength modes to the dumped, short wavelength
modes. The nonlinear E X B drift playvs a crucial role in this
saturation mechamism by prevenung the polarization dnft
nonilineanty from driving the wave energy towards the un-
damped, long-wavelength modes. The saturation energy and
diffusion coefficient associated with the wave turbulence
scales as (¥, /v, ).
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NONLINEAR MODE COUPLING THEORY OF THE
LOWER-HYBRID-DRIFT INSTABILITY

. Introduction

The lower-hvbrid-drift instabilitv has been of considerable interes:
to plasms phvsicists for more than & decade as a driving mechaniszc for the
anomalous transport of particles, momentum and energry in both laboratory
and space plasmas. In laboratory applications, this instabilicy was
initielly studied to explain anomalous sheath broadening in theta pinzh
implosions, but has recently been applied to other laboratory confinement
devices such as toroidal reversed field pinches2 and compact torii.3 In
space plasma, it has been proposed as a mechanism to provide anomalous
resistivity for reconnection events in the magnetosphere.4 Experimentally,
the lower~hybrid=drift instability has been observed in a recent theta

5

pinch experiment, and satellite data indicate that it exists in the

eartt”s magnetotail and magnetopause.6

The 1linear theory of the 1lower-hybrid—drift instabilirtv is well

understood.7-9 The mode can be excited in inhomogeneous plasmas

1/4

when p./L_ > (m_/x, ) where p, is the mean ion Larmor radius and L_ is
i'"*n e i/ i n

the scale length of the density gradient. At maximum growth it is

characterized by W < Wiy Y < W keB = 0, and kpes ~ 1 where L
AR

. = 4 . § 1 3 = /

w = w. + iy, @, is the lower hybrid frequemcy and Peos oi(me,Zmi
Since the instability is high frequency (w >> Qi) and short wavelength
(kpi >> 1) the ioms are treated as unmagnetized while the electrons are
di/vi < 1 (where
Vqi is the ion diamagnetic drift velocity and v; is the ion thermal

treated as strongly magnetized. In the weak drift regime V

velocity), w S kai and the mode is driven unstable by the resonant
interaction of the drift wave with the 4ioms. In finite f plasmas,
electrons also resonate with the wave via their VB drift. The resultant
electron damping is stabilizing for kpes > 1. ~In the high drift
regime (Vdi/vi > 1), the mode is driven unstable via the interaction of a
positive energy lower hybrid wave and a negative energy drift wave. In

this paper we focus on the weak drift regime.

The nonlinear development of the lower-hybrid-=drift instability is
complex and not as well understood as the linear theory. A variety of
nonlinear saturation mechanisms have been proposed to date. Ion trappinglo
and stochastic electron heatingll have been proposed to quench the growth

of the instability in particle simulations. However, ion trapping is not a
Manuscript approved September 7, 1983.
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viable saturation mechanism when a broad 2D spectrum of waves is excited,

anéd it has not been observed in recent simulations using realistic mass
ratios where such spectra develop.‘3 Stochastic electron heating does not
onset until a rather large threshold, u/m ) 0.25, is exceeded where 3 is

the density fluctuation of the wave. A wave energy bound based on the

.available free-energy in the relative electron-ion flow (current) has also

14

been invoked to calculate a maximum wave amplitude. In a fipnite 2

plasma, however, the current and self-consistent magnetic fielid are coupled

and the magnetic field energyv can also be tapped.13 The free energy then
becomes extremely 1large and does not realistically act as a bouad.

Finally, electron resonance broadening has been proposed as a saturation

16

mechanism. It has been recently shown in more refined calculations that

“resonance broadening” does mnot cause a net dissipation of energy but

merely leads to an exchange of energy between modes in k space unless wave-

d_l/,18 This mechanism can therefore only

19

particle resonances are include
stabilize the wave spectrum in finite 8 plasmas.

In this paper we present a nonlinear mode coupling theory of the
lower-hybrid-drift instability. Our preliminary calculations have been
presented previously.zo The basic result is that the instability can
saturate by transferring energy from growing, long-~wavelength wmodes to
damped, short-wavelength wmodes. This saturation mechanism is consistent

13 2nd with experimental observations.> In

with recent computer simulatioms
this paper, we extend, the earlier theory to self-consistently incorporate
finite 8 effects, and to include electron collisions in order to compare

our results with experimentul observations.

'The organization of the paper is as follows. 1In the next section we
derive the nonlinear wave equation and the wave energy transfer with the
two basic nonlinearities: the nonlinear electron E x B and polarization
drifts. 1In Section III we discuss the numerical methods used to studv :zhe
mode coupling process. In Section IV we present results based upon VB
electron damping of the short waveleﬁgth modes, while in Section V we
present results based upon collisional damping of the modes. In Section VI
we summarize our theory, compare our theoretical results with experimental

observations, and discuss some applications of our results to space

plasmas.
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Derivation of the Mode Coupling Zquatiorn

We consider a slab equilibrium o0f cold electron and warc ioms with &
density prolile mnp(x) supported by z magnetic fielc E = Ec(x)en as shown in

Fig. 1. Eguilibrium pressure balance requires

-\
[y
~

¢ T . 5
L Tr(x) + By (x)/87] = O

The ratio of thermal to magnetic pressure, 8 = BwnTi/Bé, is assumed to be
oI order unity so that electromagnetic corrections to the lower-hybric-
drift instability must be retained. The equilibrium ion velocity distri-
bu:ign is taken to be 2 Maxwellian with an average drift velocity Ei =
Vi ey where Vy, = (v%/Zgi]a gn n/3x%, vf = ZTi/mi and @, = ebolmic.

Because of the flute nature of the instability (E-g = 0), we self-
consistently limit the spatial variations to the xy plane. 1In this limit:

the electric and magnetic fields can be represented by the scalar potential

¢ and the vector potentials A; and Ay as8
B=Be = (aAy/ax - an/ay] e, (2>
-1
E= -9 - c "3a/dt (3)

with V-é = 0. Even when ¢ ~ 1, the induction component of E is small so
that it can genmerally be discarded except when the V¢ component of E does

not contribute.

We are interested in time scales of order 3/at >> Q; so that the ion
regsponse to both the equilibrium and perturbed magnetic £fields can be
neglected. Furthermore, in the weak drift regime the ions respond to the
perturbed potential ¢ adiabatically to lowest order since 5/2t << vilvl-8
Thus,

n, = 0yl + V7w v-llv-ll(i—-+ v 2—)]exP(- eo/T, ) (4)
i 0 i ot di 9y i
where the term proportional to yr in (4) is a small correction describing

the resonant ion interaction.

(&
!

11




Z

Fig. 1: The basic equilibrium configuration is shown. The unstable wave

spectrum is taken to be two-~dimensional with &-go = 0.
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In contrast to the ions, the electrons are strongly magnetizec since

/8t <K ;e. The electron motion is simply giver by <the L = E and

polarizatior drifts,

'n

t‘ﬂ'(h’l

¢ - d .
V ==—TL xe_ - - 5
~e B~ z dz ’
2 e z

tel

where d/dt = 3/8t + YE.V and EE = cE x ez/Bz' The electron density can be

calculated frow the continuity equation,
+ YUV = 0,
d &n ne/dt vy, =0 (6)

The electron compression V-Ye is obtained from Egq. (5). To lowest order,

'CL

d oo, L
d—’V“C

an Bz. (7>

4
s
bl
"
o

*~
-~

The first term in Eq. {7) arises from the polarization drift and the second
from the compression of the flux tube in a finite g plasma. The continuity

equation can now be written as

d VoS82 g2 - :

T rm(ne/lsz,-a-BQ 5T V2e = 0 (8) |
z%e

so that the rate of change of the number of electroms in a flux tube (ne/Bz)

is given by the polarization drift. The time variation of B, in Eg. (8 )

is calculated from Ampere”s Law

viAx = - (lm/c)Jx = - (6wne/Bz)a¢/3y, (9)

wnere Jx is dominatedé by the E x § drift of the electrons. Using V.4 = c,

-~

we find that vax = - Bleay so that

- n0e¢] =0, (10

D

8
oy L

which can be integrated to evaluate

3_ (e *
7w ) (1) |

w'm
=<

B

)

]
o




[

in 2q. (7). The convective derivative of B, can similarly be evaluated
using Eq. (10) in conjunction wich the equilibrium pressure balance

relation,

ifmn 3
ax ay

. g8 12
VB, =3 B, ’ (=)

Finally, invoking charge neutrality (ne = ni) and combirning (8), (1ll) and

(12), we obtain the nonlinear equation

ay o - aey. - - -
(1 - - | { 4 ; 3
l V2)¢T + oy Yo'V l\QTT torg) Yt
(13)
+ (Vo x e V)V + vV x e VIV "o+ ¢yj =0

where -

- p
es
g = —_— v

(1+8/2) 2

A%

es
=

o (1 + /b2

-

(a + e/t e
o) T,
es 1

YO = q \Vdi/vi';/(l + 8/2)

and the subscripts on ¢ denote a derivative with respect to that

variable. The quantity Yo represents the wave damping due to electroms,

which can result either from B resonant particles in a finite § plasma8 or

collisional viscosity.21

Equation (13) is only valid for Yo < 1 since the
adiabatic ion response can only be justified in this limit. Linearizing

this equation, we obtain the complex eigenvalue (in our normalized units),

- Kk Ik | “; e
w = = —27“ + iy = -1 = . (14)
* 1+ 0 (1&2)3 1+

Since Eq. (13) is second order in time, there is an additional root,

- 14

Ly




w = ilk;il il UTA P =)
which is spurious since it violates the assumption that "¢~ << kv.. This
roort is growing and therefore must be eliminated before carrying our our

numerical computations (see Sec. III).

In the £flute limit considered here, the magnetic perturbations and
equilibrium VBz do not structurally alter the equation for ;. They enter
the equations through the factors (1 + 8/2) which appear ir the normalized
variables defined ir Eq. (13). We ignore this trivial finite £ modifica-

tion to the equations in the remainder of this paper.

In the limit Yer Yo * 0, Eq. (13) reduces to the Hasegawa-Mima
equation in which the nonlinearity arises from the nonlinear polarization
drift.z2 This equation has two invariants, energv and enstrophy, neither
o which is preserved ir the more general Egq. (13). When Yo is finite, the
£ x B nonlinearity also appears in Eq. (13). This nonlinearity has beer

"
considered previously in studies of universal mode turbulence.'3’24

Our calculation differs from previous work in that we do not make the

quasi-linear hypothesis that

-~ - - -

s+ = = il - kK :
6.t Ty = kgle

in the terms proportiomal to Yo in Eq. (13). Thus, our equation is second
order in time rather than first order. In Sec. III it is shown that the
spectTur a.ways saturates when ; ~ 1 so that the linear and nonlinear terms
in Eq. (13) are comparable. The quasi-linear hypothesis can therefore not
be justified in drift-wave turbulence. A similar second order equation has

been derived for dissipative drift waves.26

It is recognized that both universal and dissipative drift wave
turbulence are iﬁherently three-dimensional since kn = E-Q/B is required
for the mode to exist and the spatisl variationr in the two directiomns
perpendicular to B are required to calculate the mode coupling. In 2-D
models of this turbulence the coupling of modes with differing kn’s is
ignored.23'26 There is no theoretical justification for this procedure so
that care must be taken in applying the results of model calculatioms to
experimental observations. By contrast, the lower-hybrid-drift instability

J=-15




is a {flute mode so that the neglect of the coupling along B can be
justified and the results of the 2«D model can be directly compared with
experimental observations.

A qualitative understanding of the direction of the flow of energy
described by Eg. (13) can be obtained by calculating the stability of a
single, large—amplitude wave ;0 with QO and ;0 satisfying . the linear
dispersion relatiom in Egq. (14). A perturbation of wavevector k is coupled
through the pump to modes with k + P EO (p = 1,2,...). For simplicity, we
conszder onlv *he coupling of (m, k) with irs nearest neighbors (w E+)
where w, =~w ; wg and k = k + EO’ i.e., p = 1. The disperSion relation
for this (E, E+) coupled system is (see Appendix)

- - R M{ -,k )M(k k - -
e w, k) + 1o, 127 = +k, » =k, =0 amn
: ~ 0 ) 0 0-
s\q+,k
where
ew, k) = wfl + k2(1-ick)J - ko iy,
& = Yo(ky-w]/k3
- ° s . s .- r‘z'( - 4 - -2:' - 3R AT
E & El X EZ ez_k1\1 16k1] kz\l 16q..
When Yo and Y, are neglected in Eq. (17) and we take the limit  >> w, s
the dispersion relation simplifies to
S . o8 A S
2 2 200 0 "+ 0
= logl (kg x kee )" ——5— (—g— + —5—)- (18)
1+ 1+k 1+ ™

The decay modes are purely growing with a growth rate which peaks around

- -~

keky = 0 with k/k = 0.6 - 0.8, depending on the wmagnitude of Ko A

0
necessary requirement for instability is that one of the three decay modes
(k k ) has a longer wavelength than the pump. 27 This decay process with

3 ~0 "= 0 and k/k < 1 is clearly seen in our numerical simulation during
the inirial phase of saturation (Sec. III) of the instabiliry. For this
situation, in which Eq. (13) reduces to the Hasegawa-Mima equafion, the
wave energy inevitably cascades to longer and longer wavelengths so that no

stationary wave spectrum can result.28




Whe=r Yo i¢ inczludec, this conclusiorn no longer remains valid. Taking

the limit ko <{ k ané again assuming u >> Wi s the cispersion relatior is

given bov
A~ - - amg -, e
_n 2ien Tk x k.ee [Tk Yol 24k
< 0 ~ = 0z 14 s c™ - 16
w = =5 R T = . 1e
1+k° k™14
Equation (19) yields a dissipative instability when Yo is finite. The

destabilizing term can be traced back to the E x B nonlinearity. This
dissipative instability produces z flow of energy froc long toc shor:
wavelength and, as will be demonstrated, prevents the condensation of wave
energy at long wavelengths, enabling the wave spectrum to reach a steady

state.

The dispersion relation in Eq. (19) contazins no amplitude threshold
for instability as long as k is ir the proper direction. In the more
general dispersion relation in Eq. (17), where the linear frequencies are
retained, ¢ must exceed a threshold before the instability onsets unless
the frequency matching condition

-~

Aw =0 (20)

'+

G T G g

is satisfied. For &O = k0e7 and ko, k << 1, this matching conditior becomes
2 o ar - - .
k2 3(kZ + k k). (21)

The locus of modes which satisfies Eq. (20), those with ky < 0 and Jk i <
ko, are shown in Fig. 2. There is no threshold for instability of these
modes (neglecting dissipation). Nevertheless, for the lower hvbrid dr-ife

instability both of the decav modes k and k + shown in Fig. 2 are

%
individually unstable so that the mode coupling process can not saturate

the instabilirty.

Interacting modes with Aw # 0 can be driven unstable when g exceeds a

- - -

threshold. For the case EO = ko

ted. The dispersion relation in Eq. (17) simplifies to

ey, this threshold can be easily calcula-

. 12R4K2 (K2 - k21
e e Voo 12k K2 (k2 - k2)
TR C W

1+ ﬁz)(l + E20+4:é]’

J=17




x>

The locus of modes k = ko
es

-~

cond1t1on Aw = w wk+ + wy
wk = k /(1 + k J,is shown.

which satisfy

the frequency

= 0, with k = E + k. and

vy}

matIhing

{
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where the dissipative sources and sinks nhave beer neglected. Irn this limi:

w <k =0and w_ = - u _ SO that & = - . i the Zrequency
3 v [ “e- bu “e “es : ’
mismatch. To have instabilicy,
“ - - 1 = gl
il
tels > lg,ol‘c- z = = = = = (23)
271 &+ ki SY'1 + k& 'kE - k2
2.1 + ke + ko)\; + kOJ\kO k

For cases of interest ky ~ 1 and !¢0|c = .25. At this amplitude the
nonlinearity overcomes the linear frequency mismatch of the modes anc =
broad range of modes is driven unstable. As a consequence, we would expect
the wave spectrum to saturate at around this level even when Yo 1, i.e.,
the driving rate is small. This conclusion is verified in our numerical

computations.

The particle flux can be calculated self-consistently with the wave
spectrum. The rate of change of the density E(x) = <ne(x,y)>v, where < >
is & spatial average over Yy, is obtained by averaging the electron

continuity equationm,

an 2 .
—_— — v = 0, 4
at ox <ne ex>y 0 (24)
To lowest order, Vex = = (¢/B)3¢/?¥, the polarization drift being small.
The electron density can not be calculated directly since Egq. (24) for r,
can not be inverted analytically. However, since ng, = ny, We cam use the
expression for n; in Eq. (4) to obtain an explicit expression for the

diffusion coefficient D = - <n_V__>_/ (3n/3x),

e'ex’y
- k - e oa 36
= - 2\1/2 2 L it - 3 k
D D/DO [ﬂj Y5 T == ¢ktky¢k v ). (25
k Ikl
2
DO " fPeg1h

Note that the normalization factor Dg of the diffusion coefficient

corresponds to a step size A with a correlation time w;;. In the

quasilinear limit 3/3t = - iw and D is given by

- 7 - - - - -
by = B g rk g iza + kT (26)
k :

The time evolution of both D and Dq will be computed along with the wave

1
spectrum in Sec. III.

s oz aen s —




<1I. Numerical Computations

The nonlinear equation for ¢ in Eg. (13) is too complex to solve
analvtically and we have therefore adopted a computational approach. It is
convenient to separate the second order Eq. (13) into two complex first
order equations by defining a new function

_ et ¢ 5
T V~¢+Y0|V I(\¢__+q,y). (27)

Equation (13) for ¢ can then be written as

-~ ~an

- 4 - .A - . el
¢ w1+¢y+~fe¢+‘7¢xez vy =0 (28)

Since Yo < ,, we find from Eq. (27) that to lowest order

o = 7 2y (29)

The second term on the right side of Eq. (27) is already small since it is
proportional to Yo 8° that ¢ in this term can be approximated to lowest

order. Equation (27) then becomes an evolution equation for vy,
= - -’ v AZ - AZ- .
v Yy 1vlv2(y - v26) /v, (30)

Finally, eliminating y_ in Eq. (28) using Eq. (30), we obtain a similar

evolution equation for ¢,

- -

b= = by * ¥g0 =y, + IVIV2(Y - 926)/yy - Ve x e_-Tu. (31)
Note that the iteration procedure which was carried out on Zg. <hH
eliminated the spurious unstable root. The dispersion relation which
results from linearizing Eqs. (30) and (31) yields the correct eigenvalue
of the lower hybrid drift instability given in Eq. (14) plus a spurious

damped root,

e s
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- -

weE - ki3 + k:)/yo, {32,

which does not cause anv numerical difficulties. All of our numerical

computations are based on the two coupled equations for ¢ and v ir {(30) anc

31).

; The inclusion of the electron damping ;e in Eq. (31) is essential in
order to obtain a saturated spectrum since in the absence of this term ell
modes ir E space are unstable [see the growth rate in Eq. (14)}. We have
used two forms of electron dissipation in our calculations. The first
arises from the VB resonant electromns in a finite ¢ plasma. Explicit
expressions for this damping rate have been derived in Ref. 9. In the long

wavelength limit

Yo " Yeolkylk“ 133)

with

2
(1 + 28)

Yoo = 7 exp(- 2/Be) (34)

2
ByBZ(2 + £y

-

where & and ei are the individual electron and ion values of beta. In the

- -~ o~

short wavelength limit, Ye scales as kykz so we take as a model

-

Y = yeokyk“/(l + k2). (35

An important feature of the ¥ resonant damping is that it scales as is as

k + 0. Since the growth term in Eq. (14) scales as k3 in the long wave-
}ength limit, modes with ix = 0 remain unstable even as iy + 0. For large
Kk all modes are stable. The boundary between stable and unstable regions

of k space is shown in Fig. 32 for YeO/YO = 0.1 and 1.0. The area below

the bounding curves is unstable. As YeO/YO increases the unstable spectrur

collapses toward long wavelength but unstable modes always remain.

Electron collisional viscosity is important in lasboratory experiments

where measurements of lower-hybrid-drift wave turbulence have been made.

The electron damping rate for this case is given by21




=yl /0 373
e n/ efes’ ’

Yo

Ve is the electron-ion collision frequency

-6 3/2, -1
Ve < 2.9 x 10 (Ane/Te s 7,

A is the Coulomb logarithm, n, is the electron demnsity in.cm-3

the electron temperature in ev. In this case the collisional damping

and Te is

dominates the growth at both large and small k so that the unstable region

-

of k space is localized around k ~ 1 as shown in Fig. 3b for several values

of VO/YO' There is no instability when vo/yo > /3/16.

The coupled equations for ¢ and ¢ in (30) and (31) are solved using a
pseudo-spectral method code developed by Fyfe et al.,29 based on the work

of 0rszag.30 The dependent variables ¢ and ¢y are Fourier-decomposed,

o(x,7) = L o(k,7)exp(ik.x), (38)
k

~

-

where k = n/A and n = ne. + n.el with o  and ny integers. The parameter . i

fixes the value of |ml| for whlch Ikl = 1, The nonlinear term in Eq. (31)

is computed by fast Fourier transformlng V¢ and Vw from k to configuration

- -

space, calculating the product V¢ x ez-Vw in configuration space and then

fast Fourier transforming the result back to k space. The equations are

then stepped forward in time in k space and the cycle is repeated.

The numerical results presented in this paper are nominallv computed

on a 32 x 32 mesh. However, to prevent aliasing of the wave energy during
the fast Fourier transformation, it is necessary to zero all modes with n >
32/3 so that the useful volume of k space is actually much less than one

would expect.

A number of tests have been made to ensure that the code is correctly
advancing the equations in time. The growth rates of the modes as obtained

from the code during the linear growth phase have been checked with the

J=22




Fig. 3:

(a)

| Or—
1 4
(]
7°—=D.l
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Ky .5+
v
(3
0 A ‘
0. } 2
A
K

y
(b)

The region of instability in{: space (below bounding curves) is
shown for (a) collisionless plasma and (b) collisional plasma,
where Yor Yeo and vy &re the normalized ion growth rate,
electron VB damping rate and electron collisional damping rate.

Collisional damping stabilizes the spectrum for YeO/YO > V3/16.
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solution of the linear dispersion relation. We have zeroed all but three
interacting modes in the full code and cross-checked their nonlinear
behavior with an independent code written to specifically study the
interaction of only three waves. The sensitivity of our results to the
step size of the time integration, as well as to the number of modes (some

runs have been carried out on a 64 x 64 mesh), have also been checked.

IV. Numerical Results: Collisionless Damping

In collisionless, finite-8 plasmas the VB resonant electron damping
limits the range of unstable modes as shown in Fig. 3a. 1In this section we
present the results of our numerical computations for this case. Pre~
liminary results were previously presented for this collisionless case
although the structure of our electron damping is now more realistic than

.. : 2
that which was used in past computations.'o

In Figs. 4=6 we present in some detail the results of our computations
for the case Yo = 0.5, Yoo = 0.01 and 3 = 5 (kypes = 1 f;r ny = 5). The ¢
spectrum is initialized with random noise with ¢ ~ 10 ° and Eqs. (30) and

(31) are evolved until the wave energy (in our normalized units),

(1 +k2)l¢k|2, (39)

(X

W= z
k
approaches a steady state value. The time historv of W, the root-mean-

square potential,

P = <o2M% 2 (zle 12)}? (40)

k
and the diffusion coefficients 5 and Bql [Egs. (25) and (26), respectively’
are shown in Fig. 4. A1l of these quantities exhibit a similar temporal
behaéior. The 1initial decay (t < 4) is associated with the rapid
dissipation of enmergy initialized in the damped modes, and is followed by a
linear growth phase (4 < 1 < 30). Subsequently, mode coupling occurs which
leads to saturation of the instability, albeit with some initial
overshoot (1 ~ 30). The 1levels of the total wave energy and other
paramezers of Fig. 4 are quite stationary in time after saturation. Also,
the stationary values of all four quantities are relatively insensitive to

-

the initialization of ¢.
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The time history of the normalized wave energy W, root-mean-

square potential P, diffusion coefficient D and
diffusion coefficient D
= 0.01 and v; = 0.

ql are shown  for Yo" 0.5,

Ye0

quasilinear
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In Fig. 4 the potential P asvmptotes to 2.0 after saturation sc that

; ~ ., which is consistent with the discussion in Sec. II. The gquasilinear
diffusion coefficient (5q1) tracks the actual diffusion coefficient (D)

quite well during the entire time evolution of the instability. An
important point which must be emphasized with regard to D is that both
species, electrons and ioms, continue to exchange both energy and momentunm
even aiter a steady state is reached; the electrons through the VB reso-
nance and the ions by direct resonmant interaction. If the instability had
saturated by ion trapping and the electrons had no resonmant interaction
with the wave, there would be no diffusion in the steady state since the
electrons could not exchange momentum with the iomns. Both species must

have a dissipative interaction with the waves to have diffusion.

In Fig. 5 we show a sequence of snapshots of the 2-D wave spectrum in
n space as the instability grows and saturates. The times at which the
snapshots are taken ure indicated by the arrows in Fig. 4a. Only o, > 0 is
shown since the spectrum Zfor n, < 0 can be obtained from n, ? 0 by the
:ealit} condition ;(- n) = ;(Q)- Figure 5a shows the spectrum during the
linear phase of the instability. The spectrum is strongly peaked around
the most unstable modes, (ny, ny) = (0, + 5). Figure 5b shows the spectrum
just prior to saturation. Note the development of the prominent peak at

(4, 0), which is a marginally stable mode since n, = 0, and the broadening

of the main peaks of the spectrum in the - direZtion. These results are
entirely consistent with the discussion of the parametric excitation of
daughter waves by a pump in Sec. II. The pump wave (0, + 5) couples and
destabilizes the (4, 0) and (4, + 5) modes. These secondary peaks quickly
grow to large amplitude and excite other modes in turm. This mode coupling
process culminates as the total wave energy saturates and spreads through
most of the unstable or weakly damped volume of n space as shown in Fig.
5c. Two significant features of Fig. 5c are: the shift in the peaks of
the wave spectrum toward long wavelength (0, + 2); and the nearly isotropic
spectrum of waves surrounding these peaks. The detailed wave spectrum
exhibits substantial variability in time, even after saturation when the
total wave energy is nearly constant. This can be clearly seen by
comparing the spectrum in Fig. 5¢ with that at a later time in Fig. 5d.
The unstable and stable modes clearly continue to exchange energy in a

dvnamic manner even after saturation. Nevertheless, the wave spectra at

J=-26
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Fig. 5: Snapshots of the two~dimensional wave spectra are shown (a)
during the lipear phase, (b) during saturation, (c¢) just after
saturation and (d) well after saturation for the run shown in
Fig. 4, wher; ne=35 lg The times of the snapshots are marked
with arrows in Fig. 4a.
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late time are alwavs characterized bv peaks which are shifted towards long
wavelength from the mos: unstable mode and by a broad spectrum of noise.
Pinallv, in Fig. 6a we show the wave spectrum averaged over the time
interval 112 < < < 192. Much of the irregularity which was evident In the
instantaneous spectra has now disappeared. The averagecd spectrum Is
strongly peaked around (0, + 3) with wmuch smaller secondarv peaks
at (+ 2, 0). A contour plot of this average spectrum is shown in Fig.

6b. Note the cleft in the spectrum along k = 0.

A number of runs have been made with different values of the drif:
parameter Y and the coeffxcxent of the electron damping vy e0" In Fig. 7 we
show the diffusion coefficient D and potential P at saturation as functions
of the drift parameter Yor The electrgn damping Yoo ¥WaS varied with Yo S°
that the spectrum of unsEeble waves in k space did not change, i.e., Yoo =
0.1 Yor The potential P is quite insensitive to Yo while the diffusion
coefficient scales approximately as YO (the reference curve D = (.76 vb is
shown for comparison). The insensitivity of P, and conseguently
;, to vq is consistent with the idea, expressed previously in Sec. II, that
the non-linear polarization drift in Eq. (13) must exceed the linear
frequency mismatch of the interacting waves in order for effective energy

exchange (and therefore saturation of the instability) to take place.

In Fig. 8 we show P and D as a Ifunction of Yo with Yoo 0.2, 1Im

this case the linearly unstable spectrum collapses towards longer wave-
}engthf as vy, decreases as previously shown in Fig. 3a. The dependence of
P and D on Yo in th{s case is basically similar to that in Fig. 7. The
normalized potential P has a weak dependence on Yo» increasing slightly as
Yo defreases. The diffusion coefficient again scales as y% (the reference
curve D = 0.76 v2 is shown).

The somewhat surprising conclusion which can be drawn from Figs. 7 and
8 is that the diffusion coefficient 6 is very insensitive to the dissi-
pation rate YeO; auch les§ sensitive, for example, than 5. For Yo < 0.25,
the diffusion coefficient D = 0.06 in both Figs. 7 and 8 even though Yoo ~
0.03 and 0.l11, respectively. By contrast, P is 50% higher in Fig. 8 than
in Fig. 7 for Yo " .25. As Ye0 is increased for a fixed value of Yor ;
increases while the spectrum shifts‘towards longer wavelength so that D

does not change [see Eq. (26) for Dql]. The shift towards long wavelength
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shown for a fixed linearly unstable spectrum of waves
(YeQ/YO = 0,1 and Vo ™ 0). The reference curve 1is given
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as v . increases can be clearly seen in plo:s of the 2-D wave spectrum. By
comparing the quasilinear diffusiorn coefficient im Eq. {(26) with =zhe
portion of the linear growth rate in Sq. (14) which comes Zrom the resonant
ion interaction and the expression for the wave energy ir Eg. (39), we Zind
that roughly

IS

D ~ avi/ac,

where awi/a: is the rate at which energy is extracted from the ions. Thus,
our numerical results indicate that the rate at which the instability is
taking energy from the 1ions is nearly independent of the electron
damping. Of course, damped modes must alwavs be included in the simulation
or the wave energy does not saturate. The damping rate Yoo DUST thereiore

remain finite.

v. Numerical Results: Collisional Damping

In laboratory and ionospheric plasmas classical damping can dominate
the collisionless 7B electron damping. As noted previously in Fig. 3b,
collisional damping stabilizes both long and short wavelength modes and,
unlike the VB resonant electron damping, c¢an stabilize <the entire
spectrum. The results of our numerical computations for this case are
summarized in Fig. 9 where we show the dependence of the saturated values
of D and P on the collisiomal damping coefficient Vo for Yo = 1.0.  The
diffusion coefficient D and potential » are virtually independent of vg*
This result is rather surprising because as Vo increases the range of
unstable modes in k space decreases dramatically (Fig. 3b) and, as a
consequence, the characteristic wave spectra after saturation in the three
cases presented in Fig. 9 are rather different. The spectra in the
cases vy = 0.05 and 0.10 are similar to those presented im Sec. IV, the
spectrum being somewhat broader for Vo * 0.05 because the range of linearly
unstable modes extends to larger values of i%l. For vy = 0.15 the linearly
unstable region of k space has become rather localized and, as shown in
Fig. 10, the saturated wave spectrum is much more peaked. The two dominant
peaks at n = (0, + 4) correspond to the most unstable modes while the
secondary peak at n = (2,0) {s the oparametrically generated daughter

wave. In this case the damping of the modes with finite n, is so large
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{except for ., = 0) that the energry which is pumped intc ther is rapidly
dissipatec and the wave spectrur remains quite narrow. Nevertheless, the
saturatec values of both P and D are virtuelly the same as those computec

for smaller values of This result is z consequence of the structure of

Vo
tne nonlinearity ir Eg. (13) which only couples modes k7, E with

E‘ x E = 0. For the case of a narrow wave spectrur such as thar showr in
Fig. 10 the coupling of the modes is guite weak. Therefore, even though
the growth rates of the unstable waves are small, the coupling of wave
energy tc the stable modes is correspondingly very weak and the saturation

amplitude remains large.

From our numerical results we conclude that the saturation of the
lower-hybrid-drift instability remains large even as collisions force the
mode towards marginal stability. At marginal stability, of course, ¢ - C.
This rather discontinuous behavior as collisionalirv increases seems rather
unphyvsical and compels us to re=evaluate our assumpiions. In the
Introduction we argued that Jlon trapping was not 2a viable saturation
mechanism when a broad, two-dimensional wave spectrum is excited. As we
approach marginal stability by increasing the collisionality, the spectrum
becomes quite narrow so that ion trapping should, at some point, become
effective and saturate the instability at a lower amplitude than that which
we have calculated from our mode coupling theory. 1lon trapping occurs wher
the bounce time m.} of an ion in the wave potential becomes comparable to

bi
the growth time <y lof the instability or

In our normalized units,
- ) 2 .
6 =y (mi/me) \di/vi (42)

for i ~1 so that ¢ + 0 as the mode approaches marginal stabilitv.
Saturation by ion trapping occurs at & lower amplitude than that resulting
from mode coupling when

/2

: (43)

N 1/4 1
v < (me/mi) (vilvdi)

J- 35




VI. Summary and Applications

A nonlinear wave equation fsee Eq. (13)] has been derived which
describes two-dimensional (Eug = 0) lower—-hybrid=drift wave turbulence in a
finite & plasma. As in the linear theory of this instability in the weak
drift regime, the ions are treated as unmagnetized and to lowest order
respond adiabatically to the potential £fluctuations. The resonant ion
contribution is included as a correction to provide the driving energy for
the instability. The nonlinear portion of the wave equation arises from
the electrons through their E x B and polarization drifts. In addition,
electron dissipation is included either through the collisiornless 7B reso-

nance or through collisional viscosity.

The nonlinear wave equation has been solved numerically using a
pseudo-spectral method code to obtain the evolution and saturation of the
wave spectrum as well as the self-consistent particle flux. The wave
energy typically saturates as the peaked wunstable spectrum spreads

throughout the unstable and weakly damped regions of k space. The

saturated wave spectrum is characterized by two main components: a broad,
nearly isotropic spectrum with k! > p;i; and a jagged spectrum consisting |
of narrow peaks in the range lEi ~ 0.5 p;i. These peaks are typically
displaced towards long wavelength from the linearly most unstable waves bv
almost z factor of two. The peaks move around in k space as the waves

exchange energy in a dynamic fashion.

Our numerical computations demonstrate that the wave energvy saturates
when the nonlinearity becomes comparable to the linear frequency of the
modes,

%? v vVt RV, (44)

where V is the E x B veloci ty of the el ectrons and = k f -+
e ~ ~ u)k yvdi/ ) 1
kzoz \o . For the most unstable modes ko ~ 1 ~V fo] ~ ; A/
es” ’ es ’ wk ‘di/ es wlh‘di/ i

and (44) can be written as




1A
Im s 223 (3 L2, PR
e¢/T, = 2-3 (Zm /m, VA “Z;
¢4 ( e ;) éi’ i :

where the numerical factor comes from the detailed computations. We have
also found that the saturation level is relativelv insensitive to both the
magnitude of the electron dissipation, as long as the damping is sufficient
to stabilize the shortest wavelengths in the computational grid, and the

damping (growth) rate of the long wavelength modes.

Our interpretation of the saturation amplitude in Eq. (43) is that
effective energy exchange between the linearly growing and damped modes can
only take place when the nonlinearity becomes sufficiently large to

overcome the linear frequency mismatch

b = uy Fug Yo (46)

between interacting waves, El’ EZ and E3. Below the threshold given in Eq.
(45), only a few modes which satisfy ap = O can exchange energy. Above
this threshold all modes can exchange energy. The saturation amplitude in
Eq. (45) also corresponds to the threshold for electron ExB trapping31 80
that strong mode coupling is really a consequence of the strong nonlinear

behavior of the electrons during this trapping process.

The particle flux has been computed self-consistently in parallel with
the nonlinear evolution of the wave spectrum. Both the exact and
quasilinear expressions for the particle diffusion coefficient D are then
calculated from the £lux. The quasilinear expression (Dq£) tracks the

exact expression (D) within a factor of two. To lowest order

~ 2 ~ n2
D ~ axZ/at Pie Yy

(47)

where the step size is given by Ax ~ I and correlation time by At ~ Y;l

vhere vy, ~ mlh(vdi/vi‘2 is the growth rate of the most unstable mode in the

J

absence of electron dissipation. The diffusion coefficient then becomes

D= 2.4 g2 (V (48)

2
a1’/ vy 2wy




where the numerical Zfactor comes from the detailed computations. The
diffusion coefficient in (48) 1is very insensitive to <che -electrorn
dissipation, less sensitive than the saturation amplitude eo/'fi given in
Eq. (453). At first glance Eq. (47) seems to imply that the usual estimate
v ~ k2D or D ~ oésy, where vy is the maximum growth rate of the instabilicrw,
is quite accurate. However, the insensitivity of D to the electron
dissipation implies that this estimate is not valid. The growth rate v
decreases rather sharply as the electron dissipation is increased sc that

D ~ pésY should also decrease. It does not so that this estimate fails to

reproduce the computational results.

We now compare the results of our mode coupling calculation with
laboratory observations of lower-hybrid=drift wave turbulence and with the
results of recent computer simulations of this instability. A Co, laser
scattering experiment was recently carried out on the Garching, 10m
é-pinch.s The measured density fluctuations were £lute-like (g-g = 0)
with clear peaks around ky ~ 0.5 p;:- The lower—hybrid-drift instabilicy
was therefore identified as the source of these fluctuatiomns. Our computa-
tional results are in good agreement with several prominent features of the
observed wave spectra. They measure a broad angular spectrum with kx g [
They also observe that the peak.in the wave spectrum is shifted towaéds
long wavelength by about a factor of two from the linearlv most unstable
mode. In the experiment data were taken for three different £illing
pressures, corresponding to three values of vdi/vi' We have found thatc
classical electron-ion collisions have a significant influence on the
growth rate of the lower~hybrid-drift imstability in this experiment
especially for the two highest filling pressures. In Table I we summarize
some of the parameters of their experiment including the ratio of the

electron-ion collision frequency v to the critical ¢ollision Ireauency,

el

= f V2
Ve 814\Vdi/vi/ Wi

required to completely stabilize the lower-hybrid=—drift wave. In calculat-
ing Vey We have ignored impurities by taking Zogs = 1. The highest
pressure case (8m Torr) is very close to marginal stability and, given the
uncertainty in experimental parameters, could even be stable. we have

completed numerical computations for the three cases given in Table I. Tor




Table I

Parameters of Garching Experiment

Po(m Torr) g (1014/em®) T (ev) B(T)  Vay/vi 1o (10%/sec) v /v,

3 1 115 .79 52 3.3 .0067
5 2.3 74 .77 .25 13.7 .12
8 5.2 77 .73 .17 28.5 .56
!
i
i
J-39




the two lowes:t f£illing pressures, 3 and 5 m Torr, the imstability saturates
with n/n = 3.4 x 1072 and 1.4 x 10'2, respectively, compared with cthe
measured values of 1.4 x 10'2 and 2.3 x 10'3. Our calculated saturaction
levels are 2-3 times larger than measured experimentallv. In the case of 8
@ Torr the spectrum is close to marginal stability and as a consequence the
saturated wave spectrum is strongly peaked around the narrow band of
unstable modes at kvoes ~ 0.58  Because the spectrum is quite narrow, ion
trapping cannot bevneglected so that the supposition made in Ref. 5 that

ion trapping saturates the instability is probably valid for this case.

A number of computer simulations of the lower-hybrid-drift instabiliry
have been carried out over the past several years.lo’l3’32'3“ Before
comparing our results with these simulations, we would like to point out
several difficulties which must be overcome in simulating this imstability
which are not widely recognized. The large disparity between the electron
gyrc time scale, Q_l, and the growth time of the instability, (vi/Vdi):
(mi/me)l/znzl, have forced the theorists to use artificially small mass

1/2
e) /

ratios, (milm , and high drift velocities, vdi/vi' in their codes. As

a consequence, the parameter
oes/Ln ~ (me/mi)llz(vdi/vi)’

which should be a small number, is of order unity. Cases with larger mass
ratios had to be run with larger drift velocities so pes/Ln has not been
varied significantly. The ©parameter oes/Ln is significant <for our
computations for two reasons. First, the ratio of the rate of change of
the magnetic free energy to particle drift energy in a finite g plasma
scales as L%/pgs.ls For realistic parameters the magnetic free energv
therefore greatly exceeds the drift free energyv and the lower-hybrid-drif:
instability has no free energy bound. Imn the simulations this has not been
the case. Second, in calculations of the nonlocal structure of the lower
hybrid drift instability, it has been shown that the number of unstable
harmonics in the x direction scales as Ln/pes so that for realistic
parameters a broad spectrum of unstable modes should be excited.35 This is
again not the case in many simulations. Recently, fluid-particle hybrid
codes have been developed and simulations of the lower hybrid drift

instability have been carried out with oes/Ln << 1.13 In these simulations
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& broac spectruc of modes in E space is excited with kx N kv. Thne cief: ir
the wave spectruc zlong k. = 0, as shown in Fig. €, is zisc seer ir the
wave spectra Iroc these simulations. Finally, <the amplitude of cthe
potential fluctuations at saturation as obtained fror these sim:lations is

giver byv

/v, T

/2. 2
SFTIArY

eo/T, = 2.4{2m /m, )

i Vel i
which is in excellent agreement with our results {see Eq. (43)]. Une
caveat to this comparison is that most of their simulations were carried

out for Vdi/vi 2 1 while our theory strictly applies only for vdi/vi < 1.

Finally, we now consider two physical systems, the earth’s
magnetosphere and ionosphere, where lower-hybrid-drift turbulence is
expected tc be important. The plasma ir the neutral sheet of magnetozail
is essentially collisionless. Tne lower-hybrid=drift instabilitv hnas
previously been proposed as a mechanism for dissipating magmetic emergv in
this reversed field configuration.a In the most simple 1-D model of
magnetic field annihilation the flux merging velocity Vg is simply giver
byls

VB = césv/k

where v is the collision frequency (anomalous or classical) and » is the
scale length of the magnetic field. The anomalous collision frequency due
to lower—hybrid-—drift turbulence is given by v = D/cgs so that from Eg.

(48), we find

3

1/2,.
3 g / v
L di'\if >

Vo/V, = 2.4 /m,
B' A e By

where Vﬁ = B2/4ym,n is the Alfven velocity. The rate of dissipation of

i
magnetic flux is quite small during typical quiet conditions when Vdi/

vy ~ 0.1 while during substorm activity when substantial thimning of the
sheet has been reported (\'di/vi < 1), the dissipation rate can be quite

large.




The lower—hybrid-drift instability has also been suggestec as a

mechanism to  generate small-scale irregularizies (3 < 1 m) in che
21 . .
ionosphere during equatorial spread F (ESF),“"36 and observational

37,38

evidence supports this mechanism. An important quantity to experi-

mentalists is the power spectrum of density fluctuations during .‘:SI—‘.:’&E’39
Recently, Singh and Szuszczewicz38 have presented a composite oI ESF wave
spectra from medium to short wavelengths. They find that (1) the spectra
in the medium and intermediate wavelength domain (A ~ 50 km + 200 m) scale

-1.5 % 0.4 =2.4 £ 0.2 . " . 5
as k and k , respectively; (2) the <transitional wave-

lengths (A ~ 200 m + 20 m) have a k-h'g * 0.2 dependence, presumably due to
drift waves; (3) the power spectrum breaks at koi z 1 (x g 20 m) to a
shallower k dependence; and (4) the shortest wavelength observations

1 m S X S 20 m) are éonsistent with a wave=-particle interaction such as
the lower—hvbrid-drift imstability. 1In order to apply the results of our
nonlinear theory to the ionosphere we show‘in Fig. 11 a plot of I;REZ =
(ea/Ti)Z(Vi/vdi)z(mi/Zme) versus n- = 9k2 -'9kzogs after saturation for
Vdi/vi = 0.56 and ve/wlh = 0.0f- Since we assume quasi-neutrality and the
ions are basically adiabatic Sni/n ~ e¢/Ti), Fig. 11 can be interpreted as
an instantaneous power spectrum of density fluctuations associated with the
lower-hybrid-drift instabiliry. The arrow at n2 ~ 9 denotes the fastest
growing linear mode (for tyﬁical ionospheric parameters B ~ 0.3 G, and
Iy ~ 0.1 ev this corresponds to A ~ 15 cm). Two important aspects of this
figure bear comment. First, there is substantial power in the long wave-
length regime (mn2 < 9) and the spectrum is relatively flat, comsistent with
observational results. And second, the short wavelength spectrum (n< > 9)
corresponds to a k—6 dependence, somewhat steeper than the transitionmal
regime which has a k—b's dependence. Thus, we predict that the very shor:
wavelength power spectrum (i { 15 cm) has a ¥ % behavior. Experimentalists
are unable to resolve the power spectrum of these very short wavelength
modes so that our results cannot be verified at this time but await further

improvements in experimental techniques.
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Appendix

One caveat needs to be added to the discussion of the mode coupling in
lower-hybrid-—drift turbulence presented in Sec. 1II. The dispersion
relazion in Eq. (17) was derived by keeping onlv the interactior of (;, %)
with its nearest neighbors (;+, k,). Unfortunately, the coupling to higher

~
with p > 1 cannot be neglected in general. This can be

order modes kK + pko
most easily understood in the limit w >> W Wy [see Eq. (18)]. Since we
have made no a priori assumption on k, the -aispersion relation should

remain invariant under the operation k + k + pko. The dispersion relatiom

in Eq. (17) does not have this property and therefore cannot be correct.
In this limit there is no small parameter which allows the coupling to
higher order modes to be neglected. The coupling can be cut off, however,
by adding dissipation to the system. When the modes k + PEO (with p > 1)
are heavily damped, the coupling to these modes can be neglected and the
dispersion relation in Eg. (17) is correct. For the parameters considered
in this paper, these modes are indeed heavily damped so that the dispersion

relation in (17) can be justified.
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PARAMETER SURVEY FOE COLLISIONLESS COUPLING IN A
LASER SIMULATION OF HANE

1. INTRODLUCTION

It is well known that a high altitude nuclear explosion (HANE) car
significantly disturb the natural ionosphere by producing large-scale,
long~lasting ionization irregularities. These irregularities can have ar
adverse effect on radar and communication systems (e.g., scintillations).
Thus, in order to understand and aid the operation of such systems in a
nuclear environment, it is crucial to determine the behavior of the
ionosphere following a HANE. To this end, DNA has supported an extensive
research effort, both experimental and theoretical, to investigate the
dynamics of the debris-—air interaction and the subsequent evolution of the
plasmas. The experimental research has involved laboratorv experiments in
the earlv 1970°s (NRL, AVCO) and plasma cloud releases in the ionosphere;
the theoretical research has been directed at developing advanced computer
coges to model a HANE, and wusing naturally occurring and man-made
ionospheric phenomena as a test bed for the HANE theories and codes.

Recentlv renewed interest in the laboratory simulation of a HANE has
been stimulated in the DNA community (Vesecky et al., 1980; Cornwall et

al., 1981). Longmire et al. (198l) have examined the scaling of a HANE to

" a laboratory experiment in which a target is “"exploded” using a laser. One

of the purposes of such an experiment would be to simulate the earlv-time
phase of a HANE, and to determjne whether or not collisionless coupling
between the debris and air, via plasma microturbulence, is an important
process. Longmire et al. (1981) concluded that such an experiment is
feasible although non=trivial. Tsai et al. (1982) ha&e re—-examined the
scaling laws involved between a HANE and a laser simulation. They have
found that a “"faithful™ simulation of early-time phenomena is not possible
in the laboratory as it would require extremely large magnetic fields
(B ~ few x 106 G) and densities (n ~ solid state). However, thev derive a
set of ‘“approximate” scaling laws which are amenable to laboratory
conditions, and which should allow insight intc the physics of the debris-
alr interaction. They conclude that the experimental facilities at NRL are
adequate to perform such a simulation.

The purpose of this report is to examine the plasma conditions
necessar§ (and hopefully achievable) for collisionless debris-air coupling

to occur in the NRL experiment. The primary use of this work will be for
Manuscript approved March 28, 1983.
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the experimentalists to use as a rough guide in choosing the appropriate
parameters for the experiment (e.g., density, magnetic field, laser energv,
targers and background gas). Thus, we present a series of graphs which
indicate expected coupling regimes, based upon the magnetized ion-ion
instabilitv, as a function of laser energy, background gas density and
atomic mass, and magnetic field strength. The important coupling physics

issues used in this analysis are the following.

l. Magnetized 1ion-ion instability: We believe that the dominant
instability that will lead to debris—air coupling is the magnetized ion-ion
instability. The requirement for instability that may pose a problem in

the simulation is Via < aV where a is a parameter of order unity and is a

Aa
function of the plasma conditions, Vda is the relative debris-air velocitv

in the radial direction and V,  is the Alfvén velocity.

2. System size: We require that the size of the experiment be

greater than a wmass radius, i.e., Lg > R, where Ly is the size of the

experiment and Rw is the mass radius defined by (An/3)paRw = Md. Here,

fa is the background gas density and Mq is the debris mass.

3. Coupling time: We require that the instability occurs on a

sufficiently fast time scale so that ccupling can occur, i.e., v > 1

ctr
: where Ve is the effective collision frequency, Ter T _'\/Vda is the tramsit

time of an air ion in the debris, and A is the width of the coupling shell.

4. Magnetic field compression: We incorporate magnetic field

compression in the criteria which depend upon the field. The relationship

used is Bc/BO = R/2A where Bc is the compressed field, By is the ambient
field, R is the expansion radius of the debris shell, and 4 is the width of
the debris shell (Wright, 1972).

The organization of the paper is as follows. In the next section, we
discuss 1in greater detail the important physics issues upon which we base
our analysis and which we believe are relevant to the NRL laser
simulation. In Section II1 we discuss our results as thev apply to the
simulation and present figures indicating “"coupling regimes.” In the final
section we discuss the {implications of this work, as well as the
limitations 6f the theory. Throughout the paper we use the expressions

target and debris interchangeably, as well as background gas and air. We




conciude tha:t there exist parameter regimes, wnich will be accessiblie tc¢

the NRL laser facility, in which collisionless coupling shouléd occur.

I1. COUPLING INSTABILITIES

In the mid-1970s, the NRL theory group studieé a varietv of piasza
microinstabpilities within the context of HANE (Lampe et al., 1973'. The
purpose of this research was to describe phvsical processes which could
couple the debris—-air plasmas, and provide a mechanism to heat the
plasmas. The basic physical process involved is the ‘“scattering” cf
particles from collective, fluctuating fields, associated with the
instabilities, which can provide “anomalous transport coefficients”
substantially larger than classical transport coefficients. We now give a
brief overview of the instabilities considered bv Lampe et al. (19753) whkich
can lead te debris-air coupling and discuss their potential importance ir

regard to the laser simulation.

Prior to discussing the various instabilities, we first present Figs.
1 and 2 in .rder to indicate the geometry and the sources of free energy
necessary to drive the plasma instabilities. In Fig. la we show the
debris-air shell in the electron frame of reference. The debris is
streaming in the radial (or x) direction; relative to the debris, the air
plasma is streaming opposite to the debris (the =-r or =-x direction). Thus,
in the radial (or x) direction there are three relative streaming
velocities which can provide energy for an instability. They are (1) the
relative debris-air velocity (Vda = Vd - Va); (2) the relative debris-
electron velocity (vde = Vd); and (3) the relative air-electron velocity =
(Vae
which are set up to support the magnetic field gradients shown in Fig.

Va). There are also azimuthal currents (in the & or y direction)

1b. These currents are driven by electron flow so that only a relative

~

electron-ion drift exists in this direction J = _neveeﬂ v'.
> Ty

The slab geometry and plasma configuration appropriate to earlv-time
is shown in Fig. 2. The ambient magnetic field and plasma parameters
(density (n) and temperature (T)) are functions of r or x. The flows for
the ions and electrons are, respectively,

&1 - (vd - va)er,x (1

K-11




and
vV =V e ()

Strictly speaking, both xi and Ee are also functions of x in the coupling
shell; these inhomogeneities were ignored in Lampe et al. (1975) and will
also be neglected in the present analysis. However, we note that such
velocity inhomogeneities may affect the ©plasma ({instabilities under

consideration. We defer such an analysis to a future report.

It is clear that two generic types of instabilities may exist in the
early-time debris—air interaction: ion~ion streaming instabilities and
electron-ion streaming instabilities. The ion-ion instabilities (i.e.,

magnetized ion-ion and unmagnetized ion-ion) occur only in the radial (or

%) direction and can provide momentum transfer between the debris and air
(i.e., coupling) and can heat the ions (Papadopoulos et al., 1971). The
electron—ion ‘-stabilities (i.e., modified two stream, beam cvclotron, ion

acoustic) can occur in both the radial (or x) and azimuthal (or v)

directions. These instabilities primarily heat electrons, although the
radial modified two stream instability can provide debris-air coupling
(McBride et al., 1972). The azimuthal electron-ion instabilities limit the
size of the magnetic field gradients and can cause radial diffusion of the
magnetic field, densitv and temperature. Since the main emphasis of the
laser simulation is on debris-air coupling, we restrict our attention to
those instabilities which occur in the radial (or x) direction and can
provide debris—air coupling: the unmagnetized and magnetized ion-ion
instabilities, and the modified two stream instability.
A. Unmagnetized ion-ion instability
The turn-on conditions for the unmagnetized ion-ion instability

(UI1) is given by (Lampe et al., 1975)

v
i S 4 -1/3

vj ~ aji

(3)

and

V..
—‘Ll-22 (4)




v, = IV ;! = ‘!j - Eil is the relative streaming velocity between the ion
species (i.e., debris and air), v is the thermal velocity, n is the
density, Z is the charge, and m is the mass of each species accordingly.
In the laser simulations to date, it appears that that these conditions are
easlly satisfied since vda/vd ~ 8 and \'da/v8 ~ 10 (B. Ripin, private

communication).

However, in order to prevent the instabilitv from being stabilized by

electron shielding it is necessary that

1/3.3/2

o <L 1+ '
Vg LS el +ay (&)
where
2
o o MliTens2 .
i ‘nom, '
e i
Assuming a = i, d = j, na/ne ~1/2, 04a " 1/2, and Vga ~ & % 107cm/sec, we
find that
Aa
2 ev 7
Te > 550 Za eV (7

where A, and Z, are the atomic mass and charge state of the background
gas. It is believed that the electron temperature in the laser simulation

is ~ 100 eV in the debris shell shortly after the laser pulse has been

-
‘e
terminated (B. Ripin, private communication), so that it is unlikely that
the unmagnetized ion-ion instability will occur (this is especially true

for an air background).




— -

B. Magnetized ion-ion instablity
The turn—~on conditions for the magnetized ion-ion instability
(MII) are the same as in the case of the unmagnetized ion-ion instabilicy
(Eqs. (3) and (4)) and these criteria should be satisfied in the laser
experiment. On the other hand, in order to avoid electromagnetic

stabilization of the instability, it is required that
7 ! 9
Vig Coo¥ag (9

where ag ~ 0(1l) and is

n
= 1 ‘ 1/3.3/2,
ag 1.2 r\z]zi\l + aji ] “1

+a \1/2'

] (10)
e

/2

Yere, = = 8 T /BZ and V ., = B/(lmn,m_)1
e e e Al ii
Another criterion for instability discussed in Lampe et al. (1975) is

‘V’
di ;
LS >c.1~—— (1)

o

)

where Ls is the system size and ay ~ 0(1l) and is

2
n A A
- e i ] \1/2, 1/3.3/2 1ey
oy A'A\;;;;E;E; 1+ aji (1

Also, Qp = e B/mpc and mp is the proton mass. Equation (ll) is a statement
that the parallel wavelength associated with the instability is small
enough to fit into the system. As a rough estimate of L. for the
simulation, we assume V,, ~ 6 x 107 cm/sec and B ~ 2 x 103 so that Ly > 3
cm is required. We note that this system size will be achievable in the
NRL experiment. We also comment that Eq. (1l) mavy not be required since
the magnetized ion—ion instabilityv is insensitive to the particle dvnamics
parallel to the field. A careful treatment of the influence of parallel
wave effects on the instability in a magnetic field profile appropriate to
a HANE and the experiment is needed. Thus, we do not consider tnis

criterion as a major obstacle to the experiment.




C. Modified two strear instabiliscv

The turn-or condition for the modified two stream is

N DIy ]
‘ie >—"‘i (13)
where Vie = Vd or Va, depending upon which ion species is being considerec
and v; 1is the corresponding thermal velocity of the ions. This condition
is 1likely to be met in the NRL simulation. In order to avoid

electromagnetic stabilization of this imstability, it is required that

y
\1e < QZVAi (14)
where a, ~ 0(l) and is
n
i , 1/2 -
a, = =2, {1 +E) ¢ (15
“ e
where g is a function of order unity (Lampe et al., 1975 - see p. 10 and
11).
Finally, there 1s also a condition on the size of the system given
roughly by
v, m ”
L > 2na, —2 L 1/2 (e
s 3 w,, m
Hi
where g, = 1/0(1 + 0), 0 ~ O0(1) and w,, = w_,/(1l + o /“3)1/2. We note
3 ’ Hi pi pe e

that Eq. (16) is an important consideration for the modified *wo stream
instability since the instability relies upon the electron dynamics
parallel to the magnetic field. Assuming Vie ~ 3 x 107 cm/sec and

B ~2 x 103 G, we find Lg > 6 cm which is somewhat more restrictive than

the magnetized ion-ion conditionm.

Based upon the criteria outlined for the various ion-ion coupling
instabilities, and the expected operating conditioné of the NRL 1laser
experiment, we believe the most 1likely and the most important coupling
instability to be excited is the magnetized ion-ion instability. The
unmagnetized ion-ion instability will only be excited if the electrons can
be heated to high temperatyres (Te Z 1 keV)-which i{s not expected to occur
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in the experiment after the laser beam 1is terminated. The mnodified two
stream instability is more restricted by the system size 1is than the
magnetized ion-ion instability. The modified two stream instability mav be
excited in the experiment, but the coupling criteria are similar to those
of the magnetized ion=-ion instability. Thus, in estimating the appropriate
parameters to be used in laser experiment, we base our analysis on the
criteria associated with the magnetized ion-ion instability. Aside from
the turn-on conditions associated with the MII instability, the remaining
crucial parameter to be stated is the effective collision frequency (or
anomalous collsion frequency) produced by the this instability. This

collision frequency is (Lampe et al., 1975)

P.
) = 1 . —l 7
Vi 0.15 wyy > f(aji) (an

2 2,172
= { \ ! -~ 3 j

where By “pi/‘l + wpe’ze) , o is the mass density, and

7 1 2

2/3 +‘(31/2/2L/3) (al.(3 - aT{B

34 ji 31 ). (18)

~
L}

IT1. COUPLING CRITERIA

The theory of the various instabilities of interest, even in the
simplified local form presented by Lampe et al. (1975), involves manyv
parameters that vary in a complicated manner, both in time and space,
during the early-time expansion. Thus, detailed theoretical predictions of
the coupling are difficult, and so our approach is to attempt to relate the
local description of the instability condition of Lampe et al. (1975),
through some simplifying heuristic criteria, to initial conditions and
parameters which are controllable in the experiment. Zxampies of such
parameters are the ambient magnetic field strength By, the expansion
velocity Vd’ the ambient background density n,, the kinetic yield of the
target W, and so forth. We may then hope to provide, as initial guidance
for the experiment design, parameter envelopes within which short-scale-

length coupling might be expected to occur.




We stress that such estimates are approximate. Moreover, we have no:
ver attempted to relate the resulting parameter spaces to the scaling
criteria developed by other authors, e.g., Llongmire et al. (1981) or Tsa?

et al. (1982}, for several reasons. First, we expect that the experimental

phenomenology will still be of interest to HANE so long as qualitative

scaling is preserved, 1.e., most dimensionless ratios which are small, of
order unity, or large in HANE are, respectively, small, of order unity, or
large in the experiment, without necessarily translating the exact scaling
{Tsai et al., 1982). Second, it may be desirable or even necessary to
suppress certain effects in the experiment in order to provide an
unambiguous test of short=scale-length coupling theory by isolating the
parameter regime in which it 1is expected to dominate. For example,
collisions and charge exchange can only provide complicating effects which
mav mask the conclusions regarding short-scale-length coupling, especially
insofar as some of the chemical reactions which mav enter at higher densitv

{such as ternary reactions) do not scale correctly.

A. Defi:ition of the coupling criteria

The basic criteria we adopt are the following:

1. Transit-time criterion

We require that a parcel of air (or background gas) spend at least
one momentum-transfer time constant in traversing the coupling shell. The
coupling shell thickness is denoted by A(R) at some expansion radius R and
has a nominal expansion velocity V,4(R) through a stationary background gas

(1.e., Va = 0). Denoting the anomalous collision frequency for momentum

transfer from the debris to the ambient gas by v we then have

ad’
Voo e ladt
ad tr Yy

v 1. : (19)

We adopt (19) as a physically reasonable estimate since the wave turbulence
to produce coupling primarily occurs in the coupling shell. Also, we
evaluate Eq. (19) at R = R, since collisionless coupling is strongest at
roughly R, (R. Clark, private communication).

17
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2. Non-stabilization by electromagnetic effects

The magnetized ion~ion instability is stabilized by

electromagnetic effects unless Eq. (9) is satisfied.

3. System—size criterion

Assuming that coupling occurs near the radius at a target mass

R,s we require
R, KL, (20)

where L is the characteristic system dimension, i.e., the size of the laser

target chamber.

4. High-beta expansion criterion
In order that the debris not expend a major f£fraction of its
energy in field compression (which may then be mistaken for short-scale-

length couriing) we require
R, <K RB | (2D

where Rp is the radius of a volume containing magnetic energy equal to the

kinetic yield:

- ’Ei\1/3
B 7'
By

Note that because of the R3 dependence of a spherical expansion, inequality

(22) is already strong for R < RB/Z'

R

.B. Quantitative evaluation of the criteria
‘ The intial parameters that may be easily controlled
experimentally, i.e., those which may be varied over the widest range, are

the ambient background gas density n, and the kinetic vield W. We shall

a
cast the coupling criteria outlined above into inequalities relating these
two quantities. Eventually, the experimentalists will have control over
the ambient magnetic field and we will also present results with this |

quantity as a control variable. i




In order tc evaluate the coupling criteria, several quantities need to
be calculated: (1) A(Rw) - the coupling shell width at a mass radius; (2)
“d/“a ~ the ratio of the debris density to the background gas density; and
(3) BC/BO - the ratio of the compressed magneric field to the ambient

magnetic field. We now discuss each of these quantities.

We approximate the shell thickness ¢ by

A(R) = ‘Ide, + T R (22)
where T, is the length of the laser pulse, AVd is the thermal spread in the
velocity of the debris, Vd is the expansion velocity, and R is the position
of the coupling shell. Taking typical values for the NRL experiment, we
assume T, ~ 4 x 10-9 sec, n, = AVd/Vd ~ .25, V, ~ 4 x 107 cm/sec (B. Ripin,

d
private communication), and R = R, so that

- i ol
A(Rw) = .16 + .25 Rw Cm. (23)
Again, for tr_.ical experimental conditions we note that
- (
Rw >> Vd‘z/nd, \24)
so Eq. (23) becomes

A(Rw) = nde = Rw/a. (25)

The ratio of the debris deusity to the background gas densitv is a

function of position in the coupling shell. Rather than consider a variety

of values, we use the average debris density in the coupling shell. This

is a simplifying assumption and our results are not overly sensitive to

this parameter. The average debris density in the coupling shell is given
by

M M
ny ~ d__ . d (26)

2 3
AwamdA bwndemd
where M, is the target mass and my is the mass of a debris ion. Making use

of the defintion of R, (1.e., (4n/3)p, R = M) we find that

=
!
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Based on Eq. (27), we note that

Z

a. N

1 (28>

3ng

o
“da

[}
w oo
> »>
[=VN S 11 R ]

where ma,d = A3.4 mp and mp is the proton mass. Similarly, 24 is defined

2.2
ZaAd

ag = 3g 2 2
z
d a

Finally, we also need an estimate of the magnetic field compression in
the coupling shell. A simple estimate based on the conservation of flux,
as in the Longmire coupling shell model, gives the compressed field B, (in

the equatorial plane of the expansion) in terms of the ambient field BO as

c W 1 (29)

We note tha: for n, < 1/4 the field compression in the NRL experiment is

d
expected to be modest, i.e., BC/BO ~ 2, which is consistent with

experimental results thus far (S. Kacenjar, private communication).

Based on the coupling criteria outlined in Section III.A and the
quantities defined above, we now present a set of quantitative conditions
required for collisionless coupling via the magnetized ion-ion instabilitv
in the NRL DNA laser experiment. We first define the following quantities
to be used in our results:
2/3 1/3

1/2 1/3 _ 2/3

f(aji) = ayy + (3°°°/2 ) (a 31 a3 ) (30)
A n.Z
-1 R 1/2 3,172
= 3 S —— ! 1
Kji f (aji 1+ .Y ] (Ailzi) (1 + n.Z,] (31)
i ii
2.2
AZ A"Z
1 a d -2 ad.1/3.3
ndA d d d ATZ
a d a
2.2
Z A A,Z
Ho, = —ix- (1 + 3n ZEXE 2+ (3n, g ;)1’313 (33)
Nd%a d"a A“7
a’d
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Y = Vd/IOI cm/sec (5«)

d7
B.. = E./10° G (33)
03 o :
14 -3
= )
LI na/10 cn (36)

Equations (34) - (36) are the debris velocity, ambient magnetic field, and
background gas density, respectively, normalized to numerical values

relevant to the experiment.

The coupling criteria are as follows.

1. Transit time criterion (Ttr)
n K3 :a <1
W 1.17 x 1074 4 vo, 2k da da (37)
- a d7 B3 K3 . <1
03 ad ° %ad

where W is the kinetic yield of the debris measured in joules.

2. Non-stabilization by electromagnetic effects (em)
' 52

H 7 a <1
n ., < 1.50 Zo3 | "aa da (38)
alsd = 2 H . <1
d7 ad °’ %ad
3. System size criterion (L)
W< 0.90 A via 13 (39)

a d7 alé4

Note that Eqs. (37) and (39) combine to give a minimum system length

K
L >0.71 —————————7— ;oag, <1 (40)
(An ) .
a"ald '
4. High beta expansion (g)
Bgs
n > 4.80 (41)
alsd = A v2
a d7




c. Graphical presentation of coupling criteria

We now present a series of figures for wvarious experimental
parameters, such as target materials, background gases, debris velocities,
and svstem sizes, as a function of kinetic vield, background gas densitv,
and ambient magnetic field. These figures should serve as a guide to the
experimentalists and be useful in designing experiments to test
collisionless coupling of the debris-air plasmas via the magnetized ion-ion

instability.

Schematically, the figures presented will correspond to those shown in
Fig. 3 and are obtained as follows. First, the quantities Aa, Ad’ Za, and
Zd are fixed at some specified values. Aa and Ay are the atomic masses (in
proton units) of the background gas and the target material, respectively,
and are known for each run. Za and Zd are the charge states of the
background and target plasmas, respectively, and are not well-known. We
anticipate that manv charge states will coexist and vary in time within the
coupling shell. For the purpose of obtaining approximate coupling regimes
we make the si.plifying assumption cf an average charge state for each ion
species. The values chosen are based upon previous theoretical work (R.
Clark, private communication) and experimental work (J. Grun, private

'

communication). Second, the parameters By and V, (Fig. 3a) or n, and V4
(Fig. 3b) are fixed at some relevant values, and conditions (37) - (41) are
plotted as functions of kinetic yield W (in joules) versus the density 2,
(Fig. 3a) or the ambient magnetic field By (Fig. 3b). The boundary lines
for each condition are denoted bv Ter [Eq. (37)], em ([Eq. (38)!, L [Eq.
(40)], and 3 [Eq. (41)], and are based upon solving these conditions as
equalities. The shading indicates the side of the line for which the
inequalities hold and indicate the parameters (W and n, or . and BO) needed
for coupling. In both Figs. 3a and 3b, it 1is found that there 1is a
coupling regime defined bv a "box" or "window” in the parameter space (W,
n,) or (W, By). Figures & - 7 show some examples for parameters accessible

(or eventually accessible) to the NRL laser facility.

Figures 4 and 5 are for an aluminum target (Ay = 29) with an average
charge state of 10 (Zd = 10), and a nitrogen background gas (A, = 14) with
an average charge state of 3 z, = 3). Figure 4 displays kinetic yield W

versus background density n_ for two sets of debris velocity and ambient

a
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magnezic field values: (a) V, = 2 % 107 :2m'sec and B, = 807 G anéd (b) V, =
S OX% 107 cm/sec and By = 4000 G. The first set of parameters is achievatble
witk the present NRL laser facilitv. For this set, very low densitiec are
required for coupling, 6 x 1012 ep™3 ¢ n, < 4 x 10-2 cm-3, and a larger
system size (L > 5 cm) than is presently available (L ~ 3 cm). The second

set of parameters uses a significantly larger ambient magnetic field Be =

4000 G (which should be obtainable in the experiment in the near future).
Tt is found that coupling can occur for higher densitv plasmas 5 x 1013

en3 < n, < 4 x101% cn™3 and smaller system sizes (L > 2 cm) than the
previous case. Figure 5 is a plot a kinetic yield W versus the ambient
magnetic field By. The species and charge states are the same as in Fig. 4
but a higher debris velocity is used (Vd = 6 x 107 cm/sec) and the systen
size is taken, for illustration, to be 10 cm. The coupling regimes are
shown for three sets of densities: n, = 1014, 1015, and 1016 cm'3. We note
| that as the density increases, the range of W and the magnitude of the
ambient magnetic field required for coupling both increase. Since the
ambient magnetic field in the NRL experiment will be such that By < 10 kG,

the experimen: will require low density background plasmas (n, < 101 cm-3)

to obtain coupling for an Al-N system. Thus, from Figs. 4 and 5 we find
that the NRL DNA laser experiment should be able to achieve collisionless
coupling via the MII instability using an aluminum target and a nitrogen
backgrbund gas in future experiments using an upgraded magnetic field and
target chamber. The present facility (Bp = 800 G and L < 3 cm) is

inadequate to obtain coupling based upon our criteria.

In Figs. 6 and 7 we present the coupling regimes analogous to Figs. &4

and 5 but using a carbon target (Ay = 12) with an average charge statc of 4
(Zd = 4) and a hydrogen background (Aa = 1) with a charge state of ! (Za =

1 ). In Fig. 6 we plot W versus n_, for Vd = 3 x 107 cm/sec, and BO = 800 G

and 4000 G. It should be noted th:t for By = 800 G, the required densities
3.5 x 1013 cm_3 < n, < 2.8 x 1014 cn™3 are somewhat higher than those of
the Al-N system (Fig. 4). However, larger kinetic yields are also required
so that the coupling regime is somewhat smaller the Al~N system. Also, a
large system size (L > 5.5 cm) is needed, greater than what is presently
available. On the othgr hand, for By = 4000 G, the densities required are
in the range 8 x 1014 cp~3 <{n, < 6x 1013 cm’3, and the system size is L >

1.1 cm: 1In Fig. 7 we show W versus By for V4 = 6 x 107 cem/sec and L = 10




cm for three values of density: n, = 10t%, 1015, and 101% cm™3.  The

qualitative behavior of these curves are similar to Fig. 5. However, the
quantitative behavior is more favorable to coupling in the upgraded XNRL
laser facility in that a larger range of densities is accessible for
i coupling in the regime By < 10 kG, 1i.e., n, < 1016 co™3 rather than n, <
1015 cn™3 for the Al-N system [Fig. 5).

IV. DISCUSSION

We have presented a set of criteria for collsionless coupling of

debris—air plasmas via the magnetized 1ion—-ion instability (Lampe et al.,

1975) for conditions relevant to the NRL DNA 1laser experiment. The

criteria are defined by Eqs. (37) - (41) and are based upon (l) a transit

; time of ions across the coupling shell sufficiently long to allow
significant momentum exchange between the debris and air ions; () non-
stabilization of the MII because of electromagnetic effects; (3) a system
size (i.e., targ:t chamber) sufficiently large to contain at least a target
mass of background gas; and (4) allowance for a high 2 expansion, 1i.e.,
super-Alfvénic expansion. A series of figures (Figs. 4 -7) are presented

|
I which display these criteria graphically and which indicate coupling
E regimes for parameters pertinent to the . NRL experiment. We have

specifically considered experiments using both an aluminum target with a

nitrogen background, and a carbon target with a hydrogen background. In

gerneral, lighter target and backgrqund gases provide a broader (more
easily accessible) range of experimental parameters for which collisionless
coupling can occur. We conclude that the present NRL laser facility (B =
800 G and L < 4 cm) is inadequate to allow collisionless coupling to occur,
but that the proposed, upgraded facility (By < 10 kG and L < 10 cm) is
adequate to test the collisionless coupling criteria set forth in this

analysis (Lampe et al., 1975).

Finally, we emphasize that this report has considered an idealized

situation: several simplifving assumptions have been made in the
analysis. First, we consider constant, average charge states of each ion

species although it 1is clear that multiple charge states may exist that

vary in time in the experiment (J. Grun, private communication). Second,




A

we consider fullv ionized plasmas and ignore anv collisional effects.
Again, this assumption is an over-simplification and collisional effects
need to be carefully addressed for interpretation of experimental
results. For example, the pre-ionization of the background gas due tc the
initial radiation "flash” appears to be small (< a few percent at a mass
radius) (Hyman et al., 1983), so that the expanding debris shell mav
collisionally ionize the background gas. And finally, we note that the
chemistry and radiation physics associated with the experiment is
critically dependent upon the types of targets and background gases used.
It may be worthwhile in running experiments to use materials which have
relatively simple chemistry and radiation physics (e.g., use a helium
background gas instead of hydrogen). Nonetheless, we believe our results
are a useful guide to the experimentalists as a first step in designing

experiments to study collisionless coupling.
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Figure 1

Schematic of relative drift velocities and magnetic field strength in

the coupling shell following a HANE.
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Slab geometry of the coupling shell region.




-
i |
/// 4
| /47757“ Ziem
477 f
AN 4
;; v, ~
B g //,// ///‘{’
7 /// 8
SSe* T l °
’Z///// " | Vd
I |
. (a) log
' L
— Y T T T T T T
em %
b 7
L, »
g‘ <Q2497 51 | —
- 2 ’ _ ;a g
% S )
\\
log ¢

(p)

Figure 3

Schematic of coupling regime figures. The interior of :3
(shaded side) indicate the parameters necessary for 3
coupling. Here, Tepr M L, and 8 denote the criteria de:
(37) - (40), respectively. (a) Schematic of kinetic vS$
background density n_; By and Vy nust be specified. (b) :
kinetic vield W versus ambient magnetic field 8g; n, an?

a
specified. 1In both (a) and (b), Aa, Ags Za’ and Zd must !




103

-
-
r_ Vg :ax107 em/sec
Bo=4x |03 G
Vg =2%107cm/sec /’
Bp:=8006G 7
102 — /
C /] L
— / v/
- L 7 /
H - &/ /
T L N Y
o ~/ /
3 - / A
/ /'T //
/ /
10}— ( d 7
g &7 3
- N4 v
i // /
L y /
| l>11111! 141111/“1 4 bbbt
10'2 1o'3 10'4 oS
na(cm'3)
Figure &4

Plot of kinetic yield W (joules) versus background density n (cm-3)

for an aluminum target (Ad = 29) with an average charge sta:e of 10
(Zd = 10), and a nitrogen background gas (Aa = 14) with an average
charge state of 3 (Za = 3). Two cases are considered: (1) Vd = 2 x
10’ cm/sec and By = 800 G with L = 6 and 10 cm, and (2) V4 = 4 x 10’

cm/sec and By = 4000 G with L = 2 and 4 cm.
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Plot of kinetic yield W (joules) versus ambient magnetic field By (G)

for the same target/gas as Fig. 4. We take Vy = 6 x 107 cm/sec, L =

10 cm, and n, = 104, 101°, and 10! ca”3.
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Plot of kinetic yield W (joules) versus background density n (cm'3)

a
for a carbon target (4 = 12) with an average charge state of &4 (Zd g

4), and a hydrogen background gas (Aa = 1) with a charge state of 1
(Za = 1). Two cases are considered: (1) Vg = Ix 107 cm/sec and By =
800 G with L = 6 and 10 cm, and (2) Vg = 3 x 107 cm/sec and By = 4000
G with L = 2 and 4 cm.
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Plot of kinetic yield W (joules) versus ambient magnetic field By (G)

for the same target/gas as Fig. 6. We take Vg = 6 x 107 cm/sec, L=10
cm, and n, = 1014, 1015, and 100 cn™3,
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PRELIMINARY REPORT ON UVDEP AND PRODEP
RESULTS FOR THE NRL LASER/HANE EXPERIMENT

I. Introduction

Recently, there has been renewed interest in the laboratory simulation
of HANE phenomena (Vesecky et al., 1980; Cornwall et al., 198.). DNA is
presently sponsoring a major experiment at NRL in which a laser beaz is
used to “"explode” a target. The subsequent interaction between the targe:
plasma and the ambient gas in the target chamber is believed to be similar
to the interaction between a weapon’s debris and the atmosphere in certain
parameter domains (Longmire et al., 1981; Tsai et al., 1982; Smith and
Huba, 1983; Sperling, 1983). Thus, an understanding of the phenomena
occurring in the laser experiment may provide imsight into the physica’

processes and consequences of HANE.

One of the purposes of the experiment is to study the collisionless
coupling of the debris and air plasma via plasma turbulence (Lanmpe et al.,
1975). This coupling mechanism relies upon the excitation of one or more
plasma instabilities in the debris shell. The fluctuating electric and
magnetic fields that are generated provide a means by which momentum and
energy can be exchanged between vthe debris and air plasmas. However, in
order to study this process it is important  to first determine (1) the
initial state of the target plasma and background gas (e.g., the state of
ionization after the laser beam has been terminated) and (2) the influence
of collisional processes on the interaction between the target and
background species (e.g., charge exchange, ionization processes, electron
stripping). The purpose of this report is to address several of these
problems using existing NRL codes (i.e., UVDEP and PRODEP). Specifically,
we study (1) the preionization of the background gas due to the initial
radiation flash (UVDEP); .(2) the energy degradation of the ions due to
several collisional processes (e.g., elastic scattering, ionization, charge
exchange) (PRODEP). (3) the ionization of the background gas due to the
target 1lons (PRODEP); (4) and the ionization produced by uv from the
interaction of debris ions with the background (UVDEP).

For all studies we use an aluminum target and a background N, pas.
The laser energy is taken to be 100 joules, with 25 joules in prompt x-rays
and a kinetic yield of the debris ions of 60 joules. We assume that there
are 6.8 x 1010 aluminum ions released with average velocity of 6.7 x 107
m“ptond May 24, 1983.
L-9
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sm/sec. The mass distribution of debris is assumed t: ober a Cusine law
around the forward direction ‘Grunm et al., .983). all radiation is ss-=uned

to come from a point source.

The organization of the paper is as follows. 1In Section II we dlscuss
the influence of prompt x-ray emission and deposition into the background
nitrogen gas using the code UVDEP. In Section IIl we make use of the code
PRODEP to study the energy degradation of the target ions due to severa!l
collisional processes, and the amount of background ionization produced by
these ions. 1In Section IV we present a Jliscussion of uv emission effects

and in the final section offer some concluding remarks.

T
- L

. Prompt X-Ray Emission and Deposition
A, Discussion

In a HANE event x-rays are emitted during the disassembly process.
The energy released from nuclear processes heats the materials of the
structure to kilovolt temperatures. This results in the emission of
blackbody thermal radiation from the core of the device which diffuses
outward through the outer layers of the device and the surrounding rocket,
reentry vehicle, etc., and radiates into the atmosphere. These prompt x-
rays have long mean free paths in the upper atmosphere and déposit their
energy out to distances of thousands of kilometers, or down to an altitude
of ~ 70 km. They ionize the atmosphere, altering it from its ambient
state. It is this altered medium through which the bomb debris, the‘blast

wave, the uv radiation, etc. subsequently must pass.

At NRL, a code has been developed, UVDEP, (Hyman, et al., 1971; Hyman,
et al., 1977) which models the deposition both of prompt x-ray emission and
the later uv emission, out to large distances from the burst. It tracks
the resulting atmospheric chemistry in a time dependent way to times ~
sec, which in the HANE case is the time scale up to which hydrodynamic
processes are not too important, the uv emission is essentially complete,
and the “fast” chemistry is completed. The chemistry includes a modeling

of both molecular and atomic atoms and ions.
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In the laser experiment it is necessary £first to calculate the x=-rav
emission spectrum. The spectrum is not black body. The laser pulse causes
ablation of the aluminum target forming an aluminum plasma. The pulse has
a duration of several nanoseconds and the x-rav emission occurs over a time
scale not much longer than this. Thus, as in the HANE case, the x-
radiation is prompt compared to time scales for other phenomenology of
interest. A detalled radiation-hydrodynamic model to simulate the x-rayv
emission induced by a 1laser pulse on an aluminum target has been
constructed at NRL (Duston et al., 1983). Figure 1 illustrates
schematically the various regions modeled in this simulation. The model
determines the electron ©plasma temperature and the distribution
of Af charge states in each of the regions as a function of time. The x-
ray emission is a result of bound-bound, bound-free, and free-free electron
transitions of the variouns aluminum charge states present in the plasma at
a given time. Thus, the spectrum calculated not only is mnot black bodyv,

but is also time dependent.

Different segments of the x-ray energy spectrum originate from
different spatial regions. For example, more than three quarters of the
energy for x-ray energies above ~ 1.5 kev is due to bound-bound tranmnsitions
resulting from excitation of K-shell electrons of Ag XII and Ag XIII.
These species occur in the hot blowoff region (Figure 1) where the electron
plasma temPerature is - 1 kev. Between ~ 0.5 kev and ~ 1.5 kev the x-rav
spectrum is almost totally due to bound~free transitions, since this energy
range corresponds to energies too small §0t K-shell transitions but too
large for L-shell transitions. Below ~ 0.5 kev L-shell transitions from
ions less ionized than Ag XI1 contribute substantially. These ions occur
in the cooler transition region (Figure 1). In this energy region bound-
free transitions represent the major contributor down to ~ 0.04 kev, with
bound-bound s8till importamt down to ~ 0.1 kev. Below 40 ev free-free
transitions predominate. Figure 2 shows the spectrum of the total x-rav
energy emitted per square centimeter indicating separately the bound-free
and free-free contributions as well as the bound-bound lines as predicted
by the model. Figure 3 gives the energy spectrum of the inteasity at a
particular time, near the time of peak emission. The two are, not
surprisingly, similar in overall shape but exhibit differences of detail.

At other times, away from the time of peak emission, the differences mav be
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more pronounced. To approximate the x-ray spectrum for use in UVDEZP? we

divided it into segments each of which is fit by a power law (straight line
on a log-log plot). 1In performing this fit we were careful to maintain the
model predictions of the fraction of photon energy in various photon bins
Table 1II1, Duston et al., 1983),.

We have considered the following cases: (1) N: density =1
scaled to a STARFISH demsity (400 km), (2) N, density = 101° ca™, scalec
to a standard SPARTAN density (200 km), and (3) N, density = 10!’ cm'3,
scaled to CHECKMATE density (150 km). The scaling assumes that binary
2ollisions in the HANE event and in the experiment play an equivalent
role. However, when referring to these scaled HANE events one needs to
keep in mind differences: the existence of an exponential atmosphere in
the real event but not in the laser experiment; the fact that N2 is not the
only species in the real event, and not even an important one in the
STARFISH case; and the fact that magnetic fields are not scaled properly in
the experiment. Still, for the early time phenomenology, which is a
primary goal for the experiment to simulate, these differences are either
not crucial or can be accounted for, hopefully, by theory. Finally, in
calculating the deposition of x-ray energy we have not accounted for the
possible dependence of emission with angle in the forward direction. This
is probably not a serious error, since the dependence should be weak except

at very large angles.

B. Results

0]'A cm-3, which corresponds

We first consider the case N, density =1
to a scaled STARFISH altitude. Figure 4 is a plot of electron densitv as a
function of distance from the target at three times subsequent to the
passage of the x-rays. The first time, (1) t = O is the time just after
the x-rays have been deposited but before any chemistry has occurred. The
other two times are (2) t = 1 x 10~/ sec and (3) t =5 x 107% sec after
time t = 0. The upper scale gives an expanded picture of the first 10 cm

and the lower shows the electron density dependence out to 70 cm.

Before continuing with a discussion of these results one {important
caveat needs to be stated. The following results concern only the effect

of the x-rays. As the debris moves out, this is the environment it moves
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intc. Once the debris reaches a parzicular distance from the <carget,
nowever, it will significan:zly change the electron density. Assuzing the
debris moves with a velocity of 6.7 x 107 cn/sec it will have reachel ou:
to 6.7 cm by 10_7 sec and, thereiore, have altered the electron densizies
ort this curve in Figure 4 closer in than 6.7 cm. Bv 5 x 10-6 sec, debris
moving with 6.7 x 107 cm/sec will more than cover the entire region plotted
in Figure 4. Generally speaking, where the debris has reached it will have
caused much more ionization than the x-rays (see Section III). 3Recause the
debris mass tends to be peaked in the forward direction with a dependence

~ cos 9, 8 the angle away from forward, off-angle its effect is likely to
be less dominant over the x~ray effect than is the case in the forward

direction.

Mcre 1important is the question of whether the debris will continue
moving out with this velocity indefinitely or will <couple with the
background and lose its kinetic energy. 1If it éouples, its directed energy
will likely be significantly altered ounce it interacts with a weapon mass
of background. If the background were fully ionized, this corresponds to a
weapon radius of a few centimeters for this density (see section III).
However, the average ionization in this region due to =x=~ravs is
only ~ 10%Z, so that a true weapon mass corresponds to a much larger
dimension, unless there is a mechanism for coupling with the neutral
atmosphere or via an anomalous ionization process. If coupling does occur
the beam will be slowed or stopped and the results in Figure &4 will be
valid beyond that radius. When the debri§ interacts with the N, it will
generate hﬁt electrons with a temperature and for a duration that depends
on the nature of the coupling, collisional or non=-collisional. The hot
electrons will excite electronic levels in the debris-air mixture resulting
in uv emission. The uv will be deposited mostly outside the debris-
coupling region, but on the average at closer distances than the x=-ravs and
will, in general, greatly alter the electron densities outside the coupling
region. 1In the example being discussed here, N, density = 104 cm'3, we do
not expect uv emission to be importaut, whether coupling occurs or not,

Just as it was not important in STARFISH. Uv effects will be described in

Section 1IV.
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We next consider the case %, density = 10*° cn™” which scales to &

"standard altitude” SPARTAN. Here uv emission is likelv to be imporctan:,

but we will postpone the analyvsis of uv effects to Section IV anc conside:
only the effects of x-rays. Tor the laser experiment at this densicty, :I
the background is totally ionized, a weapon radius is < I cm. Figure

shows electrorn densities as a function of distance from the target, due :c
x-ray deposition, for several times after deposition. These curves suggest
that the debris probably does intercept a weapon mass within a few
centimeters of the target. The times plotted are (1) ¢t = 0.0, (2) 1 x

1078

does not occur, only the nearest 0.67 cm would be altered for the t = 10~8
7

L (3) 1 x 1077, and (4) 5 x 1077 sec after deposition. 1f coupling
sec curve. At 107’ sec, 6.7 cm would be changed by the debris, and at 5 x
10”7 sec the entire plotted curve would be altered. If coupling does
occur, the beam would probably be stopped in the first few centimeters, hat
uv emission and deposition would then alter the x-ray results. Neglecting
these effects, for the moment, we now consider the x-ray only results in
more detail.

In contrast to the N, density = 1014 cp™3
-3

case, processes with the N,
density = 1016 cm occur much faster. At 1.0 cm the electron density
appears in Figure 7 to drop monotonically from the time zero value to its
value at t = 5 x 10-7 sec. What, in fact, has happened is the electron
density has peaked by t ~ 3 x 107° sec. The major ion at this time
is N;, which from then on decreases at a faster rate than new ions are

produced, since the electron teﬁperature is dropping very rapidly. By t =

1 x 10-7 sec, at 1.0 cm, the N; has been substantially depleted (Figure 8),
Nt 1s the major ion and the major neutral constituents are N and N(ZD). At

later times the N;

more, but Nt remains virtually unchanged because of the long time constant

continues to deplete, building up N and N(ZD) somewhat

for radiative recombination of NV and the low electron temperature, which

excludes substantial ionization.

At larger distances, the time scales are, of course, somewhat slower.
At 10 cm, at time t = 10-7 sec, N; is still the major constituent a-
~ 2.5 x 1013 cm-3- The temperature is very low, cutting off ionizationm.
The N; will continue to drop until by several times 1076 sec it will be




below the N' value. From then on the electron density will remain
0'? ca™3 for a long time.

Finally, we plot the NZ density = 1017 cm-3 case, scaled to a

essentially constant at a value n, ~ 1.5x 1

CHECKMATE altitude. A weapon mass of ionized background N, will be
intercepted within about 0.5 cm of the target. Assuming coupling occurs,
uv emission and deposition will be very important in altering the electron
densities derived from x-ray deposition. Figure 9 is a plot of the x-ray
induced electron densities at times (1) t = 0.0, (2) 5 x 10-9, (3) 1 x

10'8, and (4) 2 x 10-7 sec. The general characteristics are similar to the
1016 -3

N, density = cm case. Very close in (less than 0.4 cm) the

temperature 1is high enough, and the N; has been recombined, so that
electron densities are increasing. Slightly further out, (say, 0.4-0.7 cm)
the temperature is too low for ionization to increase the electron density,
but the NZ density is small compared to Nt so that the electron density is
not changing, and the different curves in Figure 9 are merged. BReyond this
region, N; is important, and its recombination governs the decrease in
electron density and increase in N and N(ZD). Ionization is not important
because of the low electron temperature. Flgure 10 shows the individual

species and the electron temperature at t = 1 x 10_8 sec.

III. Ion Energy Degradation and Background Ionization

A. Discussion

We study the energy degradation of the ion beam due to several
collisional processes, and the amount of background ionization produced by
the beanm using the code PRODEP. PRODEP is a code which was developed at
NRL to study proton deposition in the atmosphere (Rogerson and Davis, 1974;
Rogerson and Davis, 1975). The code is one-dimensional and is based upon
the continuous slowing down approximation (CSDA). The collisional effects
included in PRODEP are collisional ionization, electron stripping, charge
exchange, and elastic collisiomns. PRODEP does not account for any
interactions between the debris and backgrouand ions. We have modified
PRODEP to study the case of a beam of aluminum ions (A2+) propagating

through a nitrogen gas (Nj). We consider a set of parameters relevant to

!
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the NRL laser experiment and present results pertaining to (1) the energy
degradation of the aluminum ion beam due to collisional effects, anéd (2)

the lonization of the nitrogen gas due to the ion beam.

The fundamental equation used in the CSDA is

dE = - F(x) L(E) dx (1)

/

where dE is the incremental energy change in the ion beam in kev as it

traverses a distance dx through a background gas of F(x) atoms per cm2 In

Eq. (1), L(E) is the 1ion energy 1loss fuaction in kev cmz/atom and is
comprised of four parts in our wmodel. Specifically,

L(E) = ionization + electron stripping + charge exchange (2
+ elastic collisions
The reactions considered are
1. Ionization

+ AL +N +e

Ag + N2 2

A£++N2+A2++N;+e

2. Electron stripping

PR e N
L 2 * L 2 e

3. Charge exchange

Azf + N

+
+ \
2 * Ag h2

The cross sections for these reactions were provided by Rogerson (private
communication). Further details of the code can be found in Rogerson and
Davie (1974) and Rogerson and Davis (1975).
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Prior to discussing the results from PRODEP for the NRL laser
experiment it is important to note the assumptions used in the code.
First, it is assumed that the fractional energy loss per process is
smail. Second, the code 1s one-dimensional so that the scattering process
is assumed to be symmetric. Third, only singly 1ionized states are
considered. And fourth, it 1s assumed that the ions interact only with a
neutral background gas. We point out that not all of these assumptions are
well-justified in the NRL experiment. In particular, (1) the debris ions
do not come off the target in a spherically symmetric manner; (2) there are
indications that the debris ions are in multiple charge states that vary in
time (J. Grun, private communication); and (3) close to the target the
assumption of a predominately neutral gas clearly breaks down. Thus, the
results from PRODEP must be interpreted with care in attempting to relare
them to the NRL experiment. Nonetheless, several of the results are
pertinent to the experiment and provide a good, first-order understanding
of some of the collisional processes occurring in the experiment. '

B. Results

We now present PRODEP results for conditions relevant tn the NRL
experiment. [t is implicitly assumed that coupling has not occurred. An
important quantity used in the analysis is F which is the naumber of
molecules encountered per cmz- In order to make contact with experimental

results, the following relationship is used

~~
2
S~

F = ng

where n is the density of the background gas (cm'3) and 2 is the distance
the ions have travelled in the background gas (cm). Thus, for a given F
used in the code, different values of n and ¢ can be applied to the

experiment through Eq. (2).

+
The initial energy distribution for the ion beam (A¢ ) 1Is given by

AE2
FE) = (B _yT ¥ aEr 3

where E; = 60 kev, AE = 0. 2320. The total energy in the ion beam is 60
joules. The average initial ion velocity of the beam L3 v, = 6.7 x 107

cm/sec with an energy flux of 4.8 x 1013 kev/cm?. This value of the flux
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corresponds to an average flux at 3.5 cm from the target, or 'to the flux at:

4.2 cm in the forward direction in the laser experiment.

We first present "time of flight” curves (Figure 11) and the energy
distribution (Figure 12) corresponding to each curve. The "time of flignt™
curves are shown since they correspond to the type of measurements made in
the NRL experiment (J. Grun, private communication). To facilitate
comparison with the experiment, and to make the results depend only on F,
the time is normalized so that an ion of average emergy E, in vacuum will

impact the detector at t = 70 on a scale 0 to 256 (i.e., t o rm = 70

norm
votrealli ). 1In Figure 11 we show “"time of flight" curves for the initial
conditions described above and taking F = 10}°, 1016, 1017, 5 x 10!7 and
1018 cm'z. The plot is number of particles on an arbitrary scale versus

1013 1016 cp?

normalized time. The curves for F = and are
indistinguishable and are effectively the same as would arise if F = 0
(1.e., an ion beam propagating through a vacuum). The ions to the left of
the peak (at t ~ 70) are the “fast” particles (E > 60 kev) while those to
the right of the peak are the "slow” particles (E < 60 kev). Note that the
"time of flight" curves are not symmetrical about the peak, while the
energy distributions (Figure 12) are sywmmetrical. Thus, for F < 1016 cm'2
we see that there is no enétgy degradation of the ion beam because of
collisional interactions with the background gas. For F = 1017 cm'2 (or

n = 1016 cm3 for 2= 10 cm) the "tiﬁe of flight” curve is slightly
displaced from the F = 1016 mn_2 curve (Figure 1l1), while there is a more
noticeable change in the energy distribution (Figure 12). As ¥ increases,
further, F = 5 x 1017 and 1018 cp? (or n = 5 x 1016 or 10!7 en™3 for g =
10 cm), a significant change in the "time of flight” curves (Figure 11)
occurs, along with a marked change in the energy distribution. The peak of
the "time of flight" curves shift to the right, indicating a slowing down
of the "average” velocity of the beam, and the curves become broader.
However, the broadening of the “"time of flight”™ curves does not correspond
to a broadening of the energy distribution. Note that the energy
distributions for F = 5 x 107 and 108 ca~2 (Figure 12) maintain
approximately the same width AE but the peak energy E, decreases
significantly. We expect that in the experiment the ion beam (i.e., debris

ions) will broaden its energy distribution if energy degradation occurs.
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PRODEP does not entirely account for this effect because in each energy

channel all ions are slowed by the same amount, with no allowance for

statistical variations.

The results shown in Figs. 11 and 12 are consistent with measurements

made to date in the NRL laser experiment, although a detailed comparison
cannot be made at this time. The reason for this is that the existing
PRODEP code can only treat an aluminum target and nitrogen background,
while the relevant existing data from the experiment is for a catbpn target
with nitrogen and hydrogen backgrounds. Nonetheless‘ the experimental
results presented by J. Grun at the DNA NRL meeting in January, 1983
{ndicated that for F < 4 x 10'® cu™? the debris "time of flight” curves
were essentially unchanged from the vacuum case. This agrees with our
results shown in Fig. 11 which indicate that for F < 1017 cn™? the “"time of
flight” curves are virtually the same. Clearly, a more detailed comparison
is needed to assess the predictions made by PRODEP in regard to the NRL
laser experiment.

In Figure 13 we show a plot of percent of background primary ionized

gas (N;/Nz) as a function of distance for the average flux. Three curves

are.shown, n = 101“, 1016 and 1017 cm-3. For the most part N;/NZ « 1/r2 in
each case but, as expected, there is more absorption of the beam at the
higher n values. These curves are only correct for x Z 3.5 cm at

which N;/N2 = 9Z. 1If we extrapolate these curves to the regime x { 3.5 cm

as denoted by the dotted line, they will intersect 100% ionization near 1.
cm. The dashed curves show the percent of primary ilonization produced by
x-rays for these same densities. For both the x-rays and the beam the F =
1014 curves fall off as 1/:'2 but at the larger densities absorption causes
the curves to fall off faster. For all densities the ionization produced
by the ions 1is about an order of magnitude greater than that produced by
the . x-rays. Directly in front of the target the 9% ionization distance
occurs at 4.2 cm so the difference {8 even greater. The results presented
here are primary jionization with no effects of chemistry. The electron
density and ion composition will change in time due to chemistry effects in

a manner similar to that described in Section II.




IV. Uv Emission Effects

Until we have completed development of our early time codes wnich
specify when coupling occurs, the nature of the coupling, and the resulting
uv emission, we cannot predict with certainty whether the debris will be
slowed, and if so, how far from the target, and what portion of the beax
kinetic yield will be converted to uv. Consider, first, the Ko density =
1010 cm'3 case. In the laser experiment approximately 607 of the yield is
kinetic so that uv effects are potentially more important than would be the
case in a2 typical HANE event. To bracket the likely effects of uv we have
considered two possible cases: (1) uv yield 30% of kinetic and (2) uv yield
60% of kinetic. 1In discussing these results one must understand that they
are based upon debris-background coupling. The debris loses its energy so
that it does not continue moving out from the target much past a few cm,
and has a substantial portion of its directed energv converted to uv
radiation. The code UVDEP assumes the uv originates from a point source at
the target, an assumption that is not terribly good near the target. We
have used a uv spectrum obtained from CHECKMATE calculations, which is a
relatively low energy uv spectrum. The hardness of the spectrum, which can
only be determined from full early time calculations may also affect the

results given here.

Figure 14 shows the electron density as a function of distance from
the target at t = 5 x 10-7sec with no uv and at t = 5.5 x 1077 sec for the
two cases, 30% and 602 of the kinetic yield in uv. Clearly, the uv very
significantly alters the ionization. The time dependence of the electron
density for two points distant 2 cm and 10 cm, respectively, from the
target 1s exhibited in Figure 15. The uv is emitted in time with 57%
emitted by t = 2 x 107 sec and 98% by t = 5.5 x 1077 sec. Counsequently,
at each point the electron density for the different cases initially begins
falling in the same way. As the uv deposition builds up, the curves
diverge with the electron density increasing. Only after the bulk of the
uv has been emitted does the electron density begin to fall again. The
effect of uv 1s clearly significant under the assumptions we have made.

Consider, now the N, density = 1017 cm-3 case. At this higher density

we expect a higher uv yield than in the previous example. We consider two

cases here: (1) 622 of the kinetic yield is converted to uv radiation and
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(2) 90% of the kinetic vield is converted to uv radiation. If coupling
occurs the debris should be stopped within ~ 1 cm, Figure 16 shows the
electron density profile for no uv at t = 1 x 1077 sec and for 62% and 907
of the kinetic vield converted to uv at t = 1.1 x 1077 sec. The
interesting point here is that at a density of 1017 2n73 the uv is
2ssentially totally absorbed within a distance of « 5 cm. from the
target. At closer in distances the uv is clearly important. At 2 cm from
the target the uv has increased the electron density by more than an order

of magnitude at 1077 sec.

V. Jvoncluding Remarks

We have made a preliminary {nvestigation of the role of radiaticn and
collisional effects in the NRL laser/HANE experiment. The Lssues we have
addressed are (1) the preiouizQFion of the background gas due to the
initial radiation flash; (2) the.energy degradation of the ions due to the
several collisional processes (see Eg. (2)); (3) the ionization of the
background gas due to the target iouns; and (4) the lonization produced by
uv radiation from the interaction of debris ions with the background gas.
Our study has been based upon existing NRL codes (UVDEP and PRODEP) and
considers an aluminum target and a background nitrogen gas. We have alss
considered parameter regimes accessible to the NRL experiment which scale
(via binary collisions) to STARFISH, SPARTAN and CHMECKMATE events. Ve
emphasize that certain assumptions made in the codes are uncertain and/or
violated to some extent within the context of the experiment since thev
were developed for actual HANT phenomena. Hence, the results must be
considered preliminary and first order. More viable results depend upon

further developments in early-time modeling currently underway at NRL.
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Figure 2 X-ray spectrum of total energy emitted by laser irradiated

aluminum target per square centimeter of target.
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Figure 5 Electron density and temperature as a function of time after x-

ray deposition at three distances from target: (1) 0.5 cm, (2)

5.0 cm, and (3) 50. cm. Ambient N, = 1014 en3.
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Figure 8 Specie densities and electron temperature at 1 x 1077 sec after

x-ray deposition as a function of distance from the target.
Ambient N, = 1016 ca™3.
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Figure 9 Electron density as a function of distance from target.
Ambient N, = 1017 3. curve labels give time after x-ray
deposition: (1) = 0.0 sec, (2) = 5 x 1079 sec, (3) 1 x 1078
sec, (4) 5 x 1078 sec, (5) = 2 x 1077 sec.
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ELECTRON ACCELERATION VS BULK HEATING BY THEZ
MODIFIED TwD STREAM INSTABILITY

Science Applications, Inc.
K. Papadopoulos 1710 Goodridge Drive
McLlean, Virginia 22102
(703) 734-5804

The modified two stream instability (MTSI) ie ean
important anomalous transport process in the early time
development of HANE. A summary of the conditions for its
development and the appropriate energy transport coefficients
can be found in Lampe et. al.! The coefficients derived in
this memorandum’ were used in multifluid codes such as KLYSMA
which determined the early time coupling phenomenology.
Since in KLYSMA the electrons are treated as a single one
temperature fluid, the energy transfer to electrons wac in
the form of bulk heating. As first discussed in Lampe and
Papadopoulos2 the energy transfer to electrons from the MTSI
is often dominated by energetic tail formation rather than
bulk lectron heeting. Recent simulations by Tanaka angd
Papadopoulos® have confirmed these results and clarified the
physics underlying the welectron energization process.
Wnether 1t iIs necessary to incorporate the energy transfer to
suprathermal tails rather than bulk electron heating in the

ANE codes depends critically on the phenomenology aspect
under consideration. If ionization processes play an import-
ant role the presence of non Maxwellian tails is usually
important. The same is true if one is interested in line
raciation signatures for diagnostic purposes. Both o0f the
above considerations are relevant to the NRL experiment. Ir
naclear test cases such as STARFISE or SPARTAN in the 15(-30¢
km, the location and properties of the energetic electror
patches depends guite critically in the partition of the
energy transfer to electrons during coupling between bulk
heeting &nd tail formation. The purpose of this note is to
present some simple prescriptions in the spirit of Lampe et.
al.,} which allow incorporation c¢f the effects of tail forme-
tion in multifluid codes, such as XLYSMA, and examine some cf
tne HANE zspects effected by such considerations.

.Before discuesing the modilicatiorns of the Lampe et.
‘al.,* prescriptions to include ensrgetic electron tail forma-
tion, we present a. simplified phvsical picture of the non
linear physics invclved in the erergy transfer. The standard
sitisation for the occurrence of ¥ISI is shown in Figure 1
(for details see Ref. 1). Assuring for simplicity a single
ion species with 2=1 and mass M, MTSI can occur between the

ion beam 1 and the electrons if U; ¢ V, Y1+g_ and between the

ion beam 2 and the electrons if U, ¢ V, Y1+8,. The free
- . . 2 2 ith
energy source in each case is — n; MU;“ and — n, MU,“, wit

the exception of the single ion species case in which the
instability is driven by a diamagnetic current associated
with VxB, in which case the free energy is small (i.e.,
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nt,<, where m 1s the electror mass). Let us firse assum
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lectrons. The role of beam 2, is simply to meinteairn
constant, In this case nl = n, and we have the MNT
studied by McBride et. al. The nvarodynamic insteal
interest here saturates by ion trapping. 1{ elect
ping in the direction parallel to the magnetic fleld occ
before ion trapping the energy transfer to electrons 1s
the form of bulk heating. 1In this case the results given
Lampe et. al.,! can be safely used. The ratio of the ion
trapolng potential &; tc the electron trapping potential &
is given by
¢y _ M (U)-vpy)?

i
Y
L
n, << n; and consider the interactiorn bstween bean
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where K, K, are the instability wave number and itc projec-

R . . - Lo N 5 L.
tion along the magnetic field and ¢ = € :) ’? with ¢ being
the angle toUthe magnetic field of the llnearly most unstakble
1 . . 4
ave. For — > 4, where Vi is the 1on thermzl speed, g2 > 1

i
and the electrons are trapped before the ions, resulting in
bulk electron heating. The electron to ion heating ratio isg

as given in Ref, 1 Equations (&.71.7) as

T v
L& = Bh < o1 (2:
T, Yl
i
. .. . Uy
i.e., the usual ecual electron and ion heating. For T < 4,

r

in which case 6% < 1, however, :e > ¢. and the instaéili*v
saturates by 1ion trapping while there "is substantiazl free
energy in the direction parallel o the ({i=zl

graphically shown in Ref. 2 and thecretically

Ref. 5 in terms of adiabatic mode conver
@ small fraction of electrons leadin
suprathermal electron tails. The tea
approximated by

Ty = 16(3 MV, ?) (3)

while the electron tail density n. can be found by noting
that Equation (A.1.7) are valid for %he total energy transfer
i.e.,




d \
_(ani, Y
at - _ph (4)
dt
The 1interaction between the beam 2 and the electrons car be
. . , . np .
analyvzed 1in a similar fashion. However, since = << 1, the
& : - Te
i .

ratio = < 1 in all circumstances®. We therefore have in

this case alwavs suprathermzl tail formation. As discussed
in Ref. 6, 1n this case

Ty = 4 % MU, 2 (5)
while

nT _1 n, \1/3 ]

— = = \_..) (6)

n2 4 2n

The importance of suprathermal electrons to various

situations of interest to HANE can be seen from Egs. (3-6).
Namely while the present version will give electron tempera-
tures T, = T; when MTSI operates, for conditions where
c< < 1, 1n reality we will hgve Tq = 16 T; but with supra-
thermal tail density ng-= %7 n (i.e., the total energy
transfer to electrons ‘does og change but 1is differentl
epportioned). These could be ixportant to the data interpre-
tz«i2n and physics involved in :
(1) Starfish with recpect to the energetic electron
patch. Namelw the present prescription will

L P

give T, = T. 1—4 xeV. 1I1f, however, the eneragy
is deposited in tails their temperature will be
Ty = 16~-40 keV, .

(ii) For Checkmate and HANE in the 150-250 km ranue,

" since the presence of non Maxwellian tails could

dominate the <chemicstry and atomic phvsics
calculations.

(iii) For the NRL laser experiment, where since the
ablation mode at low laser irradiance (I < 101"

M) yields an ion velocity distribution with &Y

cm

we expect to be at all times in the

1.1
4 5

’




region of MTSI where production o©of suprat
tails prevails, For expansior wvelocities U
m

5x107 ST _ and assuming that at early times the
sec

ratio of the laser tarcet expzanding &
ambient plasma densityv 1is of T
D

[—E = 5), the electron and ion temperatures due

o . .

to the MTSI will be in the range of Te = Ty = 3-
4 eV, A proper calculation 1including supra-
thermal tails will cive Te << Ty = 3-4 eV and Tr

n
= 50-70 eV with density T = .07. For such
n

. . L . o) )
energetic tails 1onization processes can be quite
important in the physics of the coupling region.

These are of course rather simplified considerations,
and should be taken in this spiriz. They are, however, indi-
cative of the size of the effec:t under various conditions and
shoalé be used 2s guldelines &s to when a more detailed
inves:tigation 1s justified.

The effects of suprathermel tails can be incorporated in
multifleid codes by carrying an additional electron fluid
with desnity np and temperature Tp. It is sufficient to
modify the prescription for electron energy transfer due to
MTSI so that for @ ¢ < 1, (with ® defined in Lampe et. al.,°*
the energy 1is transferred to the suprathermal electro
ratner than bulk heating. The tail number density ng wi
then bDe determined by using Ecs. (2.,1.7) of Lampe et. &l

icat e

Vo od

b (N e

’

wnich in e that the ratio of energy transfer betwesn
eventroues and ions depends only on the phase wvelocity of the
wave,
.
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SIMULATION OF A URANIUM VAPOR RELEASE
IN THE HIGH ALTITUDE ATMOSPHERE

. Introduccion:

High altitude nuclear explosions can lead tco greazly ennanced inirarel
radiazion in the earth’s atmosphere and car therebv have a deleterious effen:
on defensive iafrared systems. This enhanced infrared radiation nas a nurmber

of sources: direct plasma radiation from the nuclear burs: createc rlesma:

creation of increased densities and/or increased temperatures of natura:
atmospheric infrared radiators such as hydroxyl, nitrogen oxides and carborn

oxides; and also infrared radiation of weapon and vehicle debris species wrnich

are vaporized in the explosion. Recently it has been recognized that uranium
and its oxides are likely to be the dominant infrared active speciec a:t 1|
minutes and later following a high altitude nuclear detonation ({Arms:iron:,

19813,

The Defense Nuclear Agency has an interest in developir methoas to
o predict the infrared radiation after a high altitude nuclear eve . Armstrong
points out those areas where there is a severe lack of knowled required te
make accurate predictions. In order to measure the spectral * .5 and the
strength of long wavelength infrared emission it is expected that fairiy large
releases of uranium vapor will be necessary in the earth’s high atmosphere.
? Only after such measurements are made will accurate predictions becons
' possible. With this requirement in mind, we have considered the scenario
originally described by Reidy (1980) involving the prompt deposition of I kg

i of wuranium vapor at an altitude of 200 km. Current experimental release

techniques are short of being capable of this rapid a deposition bv orders of
magnitude.

In this memorandum, we present results for the temporal evolution of =z
uranium vapor release at approximately 200 kilometer altitude in the earth’'s
atmosphere. The results are obtained by numerical simulations using a simpile
model and can be used to plan such an experimental release. The results
describe both the chemical and hydrodynamic evolution for one experimental
scenario for time periods of a few tens of seconds. We predict a uranium ion
cloud extended along the field but narrow perpendicular to the earth’s

magnetic field. The ion densities are high for minutes after release with the

Manuscript approved August 18, 1983,
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ions, U0 and JC, , formed in shells around ine re.ease polint. The Time

-

szale ‘or complete oxidation of U to U0, is demonstrated to be g few tens ot

_.. Sinmulation ‘'lodel:

we consider a simple one-dimensional model of the uranium release. The

ie

cemporal evolution of each species, denoted g, is described by equation |

LI 3n 3n j
a a P - [#3 ERTN

= —= hydro + —— diff + —= chem (W)

5t 5t 7 3t : 3t

The first term on the right is the change in the concentration ZIrom
hvdrodynamic transport. The second term describes diffusion of ions through
ions and neutrals through neutrals. The third term treats chemical

transformation of the individual species.

The hvdrodynamic transport of ions and neutrals 1s done separatelv. The
bl

transport equations are:

continuity
ap
S '
rraiie Velp vo)s )
momentum
v s ]
e - - - + - . - N
3t (zs Vg osv(ps qs) op (g ve) (3

and energy

op
S
— = - - - - + Te
3 7 (psv ) (y 1) (ps a) 7y
(T ~T GDSDt
- - 4 (- - 2 C48)
oo 0, (T ~T ) + (y=1) T;;—;—;:jy p vy - v {4
) . 1
Here s denotes either the ions or the neutrals and t denotes the other. The

symbois o ,v, p, T, and q are density, flow velocity, pressure, temperature,




ind aviiliicial vizcosityv reaspectivelw, fr Tie Tatl .l u
- c Iollislongl ceeificient of Iriction.

In tnls simrle one dimensional model 37 fransnorl Lo TTLLT Ta gpelllol
Shses transvorr perpencicular  and  transpir: Tavaloi. o f I I A
secmatnecic fleld. Terpendicular ¢ ¥ tne neutrsls ore Trangooriecd

sonericnlly and the ions ares frozen te the unmoving fileld. Perallel o L, The

neusrals are transported sphericallv and the ions are transporied alons o
cavrzesian awis parallel tg the field. The two cases o0f the simzle one-

dimensional model should give reasonable estimates for the size of 3 releace
cloud in the atmosphere. Since the <ranspor: model allows for diifusion
between ions and neutrals our diffusinn model onlv needs te¢ consiger neutrals

anc¢ ions diffusing through themselves.

Tne diffusisn equation In 2 multi consiitnent  as Tal Dy eI Tes o
Laaropwe 1GAGH
burpers 1906

oogs v =v )= T(T = — T '3
a Flaf —«a - a Is

y 3 F

where ; is the total density. An exac:t solution for diffusion can be obtained

bv inversion of (3) and substitution of the species velocities into z set of

coupiecd continuitv equations for each specie. or our model hers Nowevsr weo

re,

approximate (5) and obtain a decoupled set of continuitv eguations. Wwe assume

o = g, a constant, which allows us to express the effects of diffusior 2as

where « is a diffusion coefficient depending on 5. We have tested this
simplified diffusion model and have obtained reasonable results. The
simplification oi diffusion, while nnt totally accurate, vields results wnich

are within a factor of two.

The effects of chemistrv on the species are computed in a series of rate

equations




Tne reaczions of concern and their rate coefiicients, K ., are shown in Taole

e

! wnich are taken from Armstrong (1981) and Archer (1982).

The final part of the model 1is the specification of the neutral
dtmosphere, We have taken .pucies concentrations and 1 lemperaturs
appropriate to moderate solar activity, daytime, 200 km altitude conditions;
thev are (0] = 4,4 x 102 cm'3, [N,] = 4.2 x 109 cm_3, and 10,5} =

2.0 X Iﬁscm-3. The neutral atmospheric temperature is 0.1 ev.

I17. Results:

We have solved the model equations 1,2,3,4,6, and 7 for a uranium vapor
release at 200 km altitude in the atmosphere. We have assumed a prompt

AN

release of 2 kg of atomic uranium, approximately 5. x 1077 atoms,

The
temperature of the uranium vapor is taken as 276 Tev. Three sets of
solutions were obtained with the diffusion coefficient, ., as a paramezer L.
studv the effects of diffusion on the release evolution. In the firsc, or
nominal, case x was taken as 0.l kmz/sec, a nominal diffusion coefiicient at
200 km altitude. For an appropriate gradient scale length of 100 m :the
diffusion velocity is 100 m/sec. This value is about 17% of the sound speed
at that altitude. We have also obtained results for diffusion coefficients
1/2 and 3 times the nominal value. The slower diffusion rates lead to very

slow oxidation of the uranium vapor and are therefore uninteresting. In the

following sections we show results for nominal diffusion and faster diffusion.

Figures 1 through 14 show results for the simulation perpendicular o zue
geomagnetic field with nominal diffusion. Figure 1 shows the iaitial
conditions of the release. The vertical axis plots the logarithm to the base
16 of the gas concentration while the horizontal axis measures radius »f the
release in km. The uranium vapor has a radius of 200 m and has displaced :he
ambient atmospheric species. We have tested a number of initializations and
find that the results after a few seconds are insensitive to details of the

initial conditions.

Tigures 2, 3, and 4 show the neutral gas concentration at 2, 5, and 10

seconds respectivelv., Initially both atomic and molecular oxvgen are burned
out of the release cloud in oxidizing the uranium gas. The atomic oxygen is
able to diffuse into the cloud by about 5 seconds but the molecular oxvgen

continues to be consumed as it diffuses in for times longer than 10 seconds.
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The differeunt behaviour of atomic and molecular oxygen is due primarily <.
their different concentrations in the ambient atmosphere; there 3just is nct
enough molecular oxygen around to rapidly fully oxidize the cloud.

- - N

The resulting ion cloud concentrations are presented in Figures > Thrsugn

i1 for post release times of 2 to 50 seconds. The vot component forms ia a
snell like structure at a radius of about 200 meters from the release point.
The shell is formed at a burning front between outward diffusing uranium vapor
ané¢ inward diffusing atomic oxvgen, and the ions are frozen in the zeomagnetic
field at their point of oxidation. The initial oxidation of uranium gas :o
vot is complete by 5 seconds. Further burning of Uo™ to UOE by molecular
oxygen then takes place in an outer shell which slowly moves inward as
unconsumed molecular oxygen is able to diffuse inward. The complece oxidation
of udranium vapor to Uo: takes between 40 and 30 seconds. The Iinal ion
densities of 10ll <:m'3 in the shell are higher than woulsr occur in an actid.
release because this one-dimensional model does not allow €for diffusion
parallel to the magnetic field. From studying our one dimensional paralie.
release results we would expect the maximum ion cloud densities to be about

102 co~3 for this release.

-~
Figures 12, 13, and 14 show the results for UOT, U0O., and ©

tJ

concentrations respectively in a different graphical format. We have plot:ed
contours of concentration versus radius and time after release. Hera cthe
shell structure of the ion cloud is clearly seen. The v0" forms a shell it
200 meters radius immediately after release. The Uof shell initially forms
at about 400 meters and grédually builds inward as oxidation tanes place. We
are also able to see the cavity formed in the ambient 0, which is only slowlv

filled by diffusion from the outside.

A similar set of results for the evolution of the uranium releasec
parallel to the geomagnetic field is shown in Figures 13 through 24. The
initial conditions, which are identical to the previous case are shown i-
Figure 15; note the change in scale on the horizontal axis. The neutral
concentrations for 2, 5, and 10 seconds after release are shown in Figures le.
17, and 18 respectively. The ion concentrations for the same time intervals
after release are shown in Figures 19, 20, and 21. The qualitative nature of
the temporal and spatial evolution is like that discussed previously for che

perpendicular release. The primary difference in the results is that here the

N-14




? A
[

ien cioud is able to readily diffuse outward. Tnis pavallel

.
it
N
¥
'

tne  UC. te become very exzended along the geomagnezic fisl
nowever still confined tc the reiease region as i: is consumed b» oxidaz.ion o

moiecular oxvgen as it attempts to diffuse parallel to tne magnetic

Tigures 22,23 and 24 show contours cfi UCT, UL, , and 0, concanirazion

-

te

respectively for the parallel simulation, Again the results are similar L.
hose for the perpendicular simulation. The formation of an ion cloud shell
about tne release point is again clearly seen. The shell is broader in tn:ie
case, and for U0: diffusion outward is very noticeable. The molecular

oxvgen is depleted in the release location, and for this case the burned out

region is very much larger as the ions diffuse outward.

The results for the uranium release simulations with 3 times <{aster
diffusion are shown in Figures 25 through 28. The ini:ial conditions are .
same as used for normal diffusion. TFigures 25 and 26 present results of toe
perpendicular simulation 10 seconds after release for the neutrals ancé ions
respectively. Figures 27 and 28 show results for the parallel simulation.
The results in both instances are qualitatively similar to those represented
previously. The major quantitative differences are a more rapid oxidation of
vot to UOj allowed by faster diffusion of O, into the ion cloud, and for tne
parallel case, a more rapid diiffusion of UOj along the geomagnetic fielc.
Nevertheless the time scale for the complete oxidation of U :o Uof is stllil

greater than 10 secs.

IV. Conclusions .

The results of the numerical simulation of a uranium vapor release at
about 200 km altitude have demonstrated_é very consistent and understandable
morphology. FOt. the 2 kg prompt release considered here, it 1is clearly
demonstrated that the uranium vapor will completely burn out the molecular
oxygen of the ambient neutral atmosphere. Moreover diffusion of molecular
oxygen from outside into the release cloud is not sufficient to rapidlvy
oxidize the cloud to its final state, Ud; « We have shown that the time
scale for complete oxidation is a few tens of seconds.

It might be thought that increasing the altitude of release would
alleviate the slow oxidation of the cloud owing to faster diffusion rates.

Unfortunately this is probably not the case since the atmospheric molecular




axvgen density decreases rapidly with altitude aand the burn out ~ould be 7ore
severe. It would appear that the only soluzion to the slow oxidation proolenr
#ould be to release the uranium vapor gradually. However, in this case one
40ould not have a compact cloud £for measurement but would have a long thin

tra:l of oxidized uranium ions across the sky.

The morphology of the release simulated here has a clearly defined shell
structure. The i{on cloud is also greatly extended along the geomagnetic
field. At early times after reléase the ions form a double shell with UOS
ions forming outside the U0" shell. At later times there is a single shell of
Uo: {ons with a diameter of about 1 ka perpendicular tn the magnetic field

-

and a length along the field of more than 1N km. The simulation iadicates

P
N7

that the loa densitv in the shell can be expected to be 108 to 109 :m—3. Th
is a very high density when compared to the well studied barium vapor releases

where the ion densities are normally 2 orders of magnitude lower.

These very high ion densities can have important implication far gradient
drifc structuring for the uranium release ifon cloud. For barium releases, it
has been demonstrated that ion clouds which have a largze conductivity ratio
compared to the background ionosphere form striations very slowly (Linson,
1975 ). Therefore, we would expect that a uranium vapor release would create
a slowly structuring ion cloud. This situation may be somewhat alleviated bv
conducting the uranium release during daytime with higher ambient 1ionospheric
conductivities. However, on balance the uranium fon cloud should onlv slowlv

form striations.

In summary, we conclude that a prompt uranium vapor release would resul:

in a 00; ion cloud in a few tens of seconds. The ion cloud would have a

shell like structure and be compact perpendicular to the magnetic field and

very elongated along the field. The ion concentrations would range from 10¥

to 109 cm-3 and would develop striated structure very slowlv.
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HANE STRUCTURE & EMISZION MCOELS

In this presentation-f am going to discuss 2 model for a HANE str
anc the PSD that results when you maxe a 12 optical scan
ing emission is optically thin. 1 am going to investicate hcw the PSD vari
you change parameters of the model or as you change the direction frcm whic
view the striation. I will also present scme initial multi-striation effec
As 2 preliminary to that, I will exhibit three idealized scan emission prof
and indicate the corresponding spectral index. (Viewgraph 1). The first ¢
is the top hat. It is the emission profile that you might observe if you ]
directly down the magnetic field direction and scan alternateiy through a s
tion and through a place whers there is no striation, or, more generally, if
scan througn a striation in a direction that corresponds to an edge of the

™~

*ion.

An example of what you get is shown in Viewgraph 2. This PSD coms
from embedding a box consisting of 464 mesh pointﬁ in an overall grid of 40
mesh points. The ordinate gives the log of the sguare of the. Fourier ccmpe
The absciszi gives the mode number which goes from 1 to 2048. The figure ¢
shcws the k~° dependencz with mocde number.

A second example is what you get when you scan across circular lu
rods and this was done by Rick Hake and Jeff Casper of SRI ("Structure Mode
Definition and Comparison,” SRI Technical Mer» Report #1, January 1982). V
graphs 3, 4, and 5 shows respectively, the distribution in position and in
of 1in array of these rods that Hake and Casper devised (Viewgraph 3), the
jance profile resuiting from a scan across this array (Viewgraph &), and th

3 (Viewgraph 5).

resulting PSD which goes Tike k~

Finally, in Viewgraph 6 we look at a slightly more complex emissi
file. Here we have a trapezoid with 480 mesh points embedded in an overall
of 4096 points. Of the trapezoid's 480 mesh points, 448 are in the flat re
and 32 are in the linear failoff region. Wwhat you get is two distinct ragit

'

one in which thare is a k'z falloff, and then, at larger k a region with a

o-4
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We now present & tentative anzlytic mocel of & HANS

on parameters suggested by izlesak and Fedder of NRL, Viewgraph 7

x>
tn
wv
oy
O
b
3
T

the exprassion for F(@) there is an inner regicn where the density of elecircns

is assumed constant. Qutside this region the density faiis off
a gaussian dependence that varies with angle

edge.

radiaily wit
but falls to zerc at the cutasr

The inner border is composed of two ellipses designed sc that the minor
axis cf one is the major axis of the other,

match.

Wnere they meet the slopes, there-

fore, The same is true at the outer border. The parzicular anzl zic

form we nave chosen 1is based on an attampt “o metch parame

-
.o

ters suggesiec o

oW

NRL theory, while keeping the analytic expressions simple. The paramezar A, u

[¥4]

e
to insure that we go to zero on the outer ellipses, was chosen to be 3 for thess
studies. There is no unique reason why this analytic form is necessariiy correc:
and we will want to look at other possibilities in the future. By varying pare-
meters of the ellipses we can change the sharphess of the edges and vary the rzi’
in front to that on the sides. The viewgraph ingizztas
is meant by a 0° scan and a 90° scan.

of angles from 0° to 80°.

of tne edge dim2nsion
In general, we will scan through 2 varisty

Viewgraph 8 shows the symmetric radiance profile, with arbitrary units

that we would measure scanning this striation from C° and assuming that the voius

emission is proportional to the electron density everywhere.

from 90°.

Viewgraprn © show:

the skewed profile cbserved

In Viewgraph 10 we show the PSD for a model in which the gaussien edge
at the front is 0.1 km and at the sides is 0.3 km.
1ine drawn on the plot has a slope of K3
k™3 region.

the radius of the "flat" region =

The view is from 1C0°. The

and shows that there is no well definec
This is because the gaussian edge of 0.3 km is so large comparec ¢
0.5 km that

the gauscian behavior deminzties

0-5




Viewgragh 11 has the same parameters as in Viewgrach 10 but, here
view Trem 20°.  The lack of symmetry from this dirsction damos sut the osc
ticns that are seen in the view near 0° and results in a nearly monctonic
the Tine indicatass a k'3 slope, and, here, we see a gcod it down o below

or a k ~ dependence. Here we have a much better separaticn of scaies bec:
edge at the front ~ 0.1 km is small compared to the 1.0 km extent of the 1

Viewgraph 12 gives a table showing variation in the ‘apparent' st
index detarmined from a least sguares fit as a function of the angle of sc:
coiumn on the right gives the aporoximate wavelength below whish deviation
is significant.

In Viewgraph 13 we ses the result of assuming thinner edges. Her
have assumed 0.05 km both on the front and at the sides. This is 2 nlot f¢
scan at 0° but I have drawn in the results for 90°. Note the excellent matc
the oscillating regicn of the 0° case to that for 90°. That is, at small
sc2le sizes the slope and amplitude are determined just by the edge size, (
which is the same for both views.

Viewgraph 14 shows the 0° view for the case where %he adges are
0.1 km. Viewgraph 15 shows this same model and view where, now, we assume
the emission is proportional to the sguare of the electron density. 8y ove
these various cases one can see how the PSD drops under various assumpiicns

the ~ 0.1 km wavelength domain.
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grepn S & photcgraph oF Checkmets sIvizTions fvor Znesnut (“Sopatizi-
“raguency Aneiysis of Strizied huciear Pnenomenz, Fart 2. £ Mcas) oF tne ITriicer
neckmate Cioud" (U}, DNA 27377, April 187, CCNTIZENTIAL. & semiior olcs of o
scar ¢zl in this viewgrapnh is exnibitec in Viewgrazr 17, 2isc “rom Cneznus. L.
| maicning paramsters with 2 detailed measurement by Chesnut of ar incivicuzl sowf
ation we conclude that for that striation our moae! zives & gool <3t i ir view-
graph 7 we take the core size to be 1.4 km, the tai] region 7 km, anc assume <Ihe
we view the striation from an angle of 10°. We have used tne scuare of <ne cen-
ity to get the emission profile under the assumption that tne emission is dus
to the recombining plasma.

A plot of the power spectrum of a striation with the above paramszert -ic7s

‘ semiloc to match the scale in viewgraph 17) is shown in Viewgrazor 13, 8. cuer-

| Taying viewgraphs 17 and 1€ we see that therz is & goed ¥9% exten: for ne rin-
ima exhicited in Viewgraph 18 (only the first of which ic above the noise Tir'-
due to the photographic grzin size). Also tne very low k dependences of :ne
viewgraphs do not match.

If we go to mulitiple, but 1denticaf, striations and place tnem randomiy
subject to the twe hump distribution resulting frcm the larce scazle horseshos
structure of Checkmate, we get the radiance profiie snown ir Viewgrzonh 18 arc
the power spectrum of Viewgraph 20. This again is a fairly close fit to ths

data but has the same minima as in Viewgraph 18,

One way to get rid of the minima is to assume there is a size distribution

since then each different size striation will exhibit a minimum at & di ferent

location and the minima will be smeared out. There is another pessibil<zy.

however, which does not require @ range of striation sizes. While the ingi-
vidual striation profile that Chesnut studied appeared to be viewed frerm 1C°
(in terms of our model) the entire scan spans a range of viewing angle of 309,
1f one averages power spectra from striations viewed at various angles from Q°
to 309 the minima again get smeared out because of the noncylindrical symmetry
of our model. Thus, a substantial range of striation sizes does not appear to
be necessary to fit the data.
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Viawgrapn 21 is the power spectrum o7 Viewgrzon 20 glgizec on tns more
. ] - -4 . el cen .
standard log-log scaie.. The k* line is pictted and snows z gooc “it ¢f the
=& , . i A . - -
data 0 a « spectral dependence. This depzandence has been 7_unc in <tne nt

a
mate data berore, although because of limitations of film noise, the decerd:s
was seen over only a small range of k values. Qur model predicts that the ¢

nendence snould be valid to much smaller scale sizes than the datz can give.

What is the significance of the k'4 dependence? If, in viewgraph 7, the
striation consisted merely of the core region, with sharp edges, we would ex
pect a k°3 falloff. Because of the long tail that is postulated in our mode
viewing the striation from 0° or near 00, the emission profile changes frecm

rounded elliptical arc to a triangular-like shape. But a trizrgular emissic

o . -4 . . . -
protile results in a k = dependence. Thus, the observation in the data o7 a
A
k™" spectral dependencz is evidence for the iong tail we havz postulazec.
Finally, it is possibie to get a good ¥it, at low k values, to the data :
viewgraph 17 if it is assumed that the siriations are not randomly placed unt
the double gaussian of viewgraph 19, but -instead tend to clump in bunches wi-

20 km.dimensions, There appears to us to be some justification in the data

for this. Whether this is just a chance grouping of the strietions for th!

pus 3

[£a]

particular data or represents scmething more fundamental must be the subjec:
of further study.

0=-8
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Synopsis

The morphology of a finite array of plasma density enhancements
(multi-plasma clouds) in the ionosphere is studied in order to determine
the condition under which the system undergoes a quasi-steady state £ x b
drift. In such a system, the polarization induced self-electric field
inside all the plasma clouds must be essentially equal and uniform. The
method of image dipoles previously developed for multi-equatorial spread F
bubbles is used to calculate the instantaneous electric field exactly. It
is found that, even for small separation distances for which the inter-
cloud interaction is significant, the electric field inside the clouds can
remain uniform for typical ionospheric plasma cloud parameters so that the
multiple plasma clouds drift in unison without changing their geometrical
shapes. This constitutes a quasi-steady state configuration. The
implications on the behavior of late-time plasma cloud striations are

discussed.
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1. INTRCDUCTION
It has been observed that kilometer—scale size structures can persist
in both barium and nuclear cloud striation phenomena (J. Fedder, W. Chesnut

anc L. Wittwer, 1980, private communication). Bevond s certain point (Qate

times) after the release of such plasma clouds, the bifurcation of clouds
appears to stop and there is a tendency for the striations t¢ drift in
unison for as long as they can be seen. In a@dition, the survival for
hours of the kilometer scale structures has been evidenced by propagation

studies (Prettie et al., 1977). This observed behavior of ionospheric

plasma clouds is often referred to as the “"freezing” phenomenon.

Recently, some studies have attempted to understand the apparent
observed cessation of the bifurcation process at a scale length of
kilometers. Modelling the plasma cloud and ionosphere as a single two-
dimensional layer perpendicular to the ambient geomagnetic field QEO)
including cross~field diffusion due to electron-ion collisions, McDonald et
al. (1981) carried out theoretical and numerical simulation studies. They
produced a "U" shaped curve representing the minimum striation scale size
(a structure’s stability against further bifurcation) as a function of the
ratio of the integrated Pedersen conductivity of the plasma cloud to the
background ionosphere. However, classical electron diffusivity
(~1 mzlséc) produced minimum scale sizes of the order of 10 to 30 m.
Consequently, anomalous diffusion (~ 100 m?/sec) had to be invoked in order

to obtain "freeze-up” of kilometer scale sizes. The work of Ossakow et al.

(1981) proposed that including a second level for the background ionosphere

(see, for example, Scannapieco et al., 1976) would allow image striations

to build up and allow the conductivity in a striation to be amplified.

This in turn would allow for 1larger conductivity ratios than if one had




Just one cloud level, which in turn, could result in kilometer minimum

scale sizes by extrapolating the U shaped curve of McDonald et al. (1981)

to higher conductivity ratios.

The above studies have sought the possible mechanisms that way be
responsible for the apparent cessation of bifurcation associated with the E
x ji’gradient drift instability. However, there is another necessary
ingredient for the freezing phenomenon. After bifurcation has stopped, the
multiple striation fingers appear to undergo a quasi-steady state Ex B
drift across the magnetic field B, It is the latter issue of quasi-steady

state solutions that we will address in this paper.

Dungey (1958) and later Perkins et al. (1973) showed that the coupled

set of equations for density n and potential ¢ describing the dynamics of
plasma clouds have no steady state solutions if the cloud, as described by
n, has a finite .size (with the gradient of n) in the two Jdimensions
perpendicular to the magnetic field B, An exception to this rule is a
"waterbag” plasma cloud with a piecewise constant density profile with
constant densities ny and ngy inside and outside the plasma cloud,
respectively (e.g., elliptic, circular cylindrical, slab plasma clouds).
Linson (1972) solved the potential (¢) equation using methods such as those
found in Smythe (1950). 1In this approach, the continuity equation for n is
gutomatiéglly satisfied. 1In this configuration, the induced electric field
is constant inside the single waterbag plasma cloud and is anti-parallel to
the external (zeroth order) electric field. Thus, the total field inside

is reduced. A method similar to that of Linson”s was adopted by Ossakow

and Chaturvedi (1978) to study the morphology of rising equatorial spread F




bubbizs. 1In this case, the induced electric field is again constant inside
the single waterbag plasma bubble but is parallel to the ext:rnal ficld so
that the total electric field inside is enhanced.

In a previous paper by Chen et al. (1983), hercafter referred to as
Paper I, a nontrivial extension of the single bubble model of Ossakow and
Chaturvedi (1978) was carried oﬁt to study a multi-bubble system. In Paper
I, the method of image dipoles was developed' to solve the potential
equation analytically. In the presence of neighboring bubbles, it was
found that the induced electric field inside the multiple waterbag bubbles
is not constant and has.components perpendicular as well as parallel to the
external (zeroth order) electric field. This implies that the bubble
contours would deform in the subsequent induced Ex E_drift motion and that
no steady-state solution exists.

In Paper I, it was noted that the analytical solution obtained for
bubbles (plasma density depletions) was also applicable to multiple clouds
(plasma density enhancements) such as one might encounter in plasma cloud
striation fingers. It was also shown that the interaction of the
neighboring bubbles and clouds is substantial for xola {3 (vwhere 2x, is
the center-to—center distance between two cylindrical bubbles and a is the
radius of, the cylinder). In particular, for the wmulti-bubble case, the
induced E x B drift velocity is reduced by more than 20% to 407 as xo/a is
decreased from 3 to 1.5. At the same time, a horizontal drift of as much
as 507 of the vertical drift (with equatorial F region geometry in mind) is
produced and the drift velocity within bubbles can vary by 20% to 407%.
This nonuni-formity in the field and in the induced E x B drift is reduced
as xo/a increases. However, even for xola 2 5, the nonuniformity is still

in the range of a few percent.
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In the case of the multi-finger configuration, observations (see, for
example, Davis et al., 1974) indicate that the late-time striation fingers
typically have xo/a in the range of 1.5 to 2.5. Thus, one important
observational constraint on any possible cuaci-steady state solution uis
that the electric field inside each cloud wmust be uniform even for
separation distances xo/a of 1.5 to 2.5, i.e., even in the regime where the
inter-cloud electrical interaction is significant. It was already observed
in Paper I that the nonuniformity in the multi-cloud configuration was less
pronounced than in the wulti-bubble configuration for the same separation
distance. In this paper, we will show quantitatively that quasi-steady
state solutions do exist for multiple plasma cloud striations even at small
separation distances.

In section 2, we briefly review the theoretical formulation of two-
cloud and multi-cloud configurations. In section 3, we present the

detailed results of the above configurations. In Section 4 we give the

sunmary and discussion.
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2. THEORETICAL FORMULATION

In this paper, we consider the instantaneous electric field of a
system counsisting of a finite number of electrically interacting plasma
density enhancements ("fingers”) imbedded in a uniiorm background piasma
and neutral gas. Neutral wind effects are not included. 1n Figure ., twc
interacting clouds are shown schematically along with the coordinate systen
and the external electric and geomagnetic fields. The clouds ("fingers"”)
are modeled by cylinders with circular cross-sections of radius a, and the
center-to-center separation distance is 2x,. The axes of the cylinders are
aligned with the earth”s magnetic field (Boé) which 1is assumed to be
uniform. The clouds are immersed in a uniform ambient electric field E, as
indicated in Figure 1. For the present paper, we adopt the basic
theoretical formulation of Paper I, utilizing the dielectric analogy to
obtain the polarization induced electric field of the multi-finger
system. We give below a brief summary of the relevant theoretical results
as applied to F-region ionospheric plasma clouds and refer the reader to
Paper 1T for a more comprehensive treatment and a list of references.

The basic equation describing the instantaneous polarization induced

electric field, say, at t = 0, is

Ve(cE)=0 (1
where
nec
Vin B, (2)
1
p-10




is the Pedersen conductivity for an F region plasma cloud. Equation (1) is
equivalent to conservation of the cross-field plasma current arising from
ion and electron drifts. The electric field E which drives the current
consists ¢f the uniform external fiela Eo and the polarization induce<

self-field. The electric field E satisfies the conditions across the cloud

boundaries

(o E)l = continuous .
(Ep" = continuous (3)
and at infinity (x,y » «)
E+E. ' (4)

The symbols I and L refer to the directions parallel and perpendicular to
the boundary surfaces, respectively. The above dielectric analogy was

noted by Longmire (1970) and Perkins et al. (1973).

In Paper I, we developed the method of image dipoles to solve equation
(1) exactly, subject to the conditions (3) and (4). In the interest of

keeping the paper self-contained, we repeat the salient results (equations

(17), (18), (22) and (23) of Paper I). For the two-cloud system, the total

electric field outside the cylindrical clouds has components

o
E,=-E + I 2P [£(x+x,y)+ f(x - x,0], (5)
n=0
and
pP-11
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*
The total electric field E inside the cloud centered at x

components

!
<]
+

W™ 8

2
b T?E'[ o 2Pnf(x * xn,y)],

and

*
E =
y

W ™8

2 .
1% 2Pnh(x + xn,}),
n=0

where the functions f and h are defined as

2 - g2
£(x,y) = I —
(x2 + y2)?

and
n(x,y) = —2%F

(x2 + y2)2

For n #,0, we have

P-12
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- = 0 have % = x - .
For n U, we have x, Xg and Pn PO where

= 1 1'K 2 .
PoZ 3 (1+1<) a®E . (9)
Here, -
9,
K= —= (10)
2

where %, and o, are the Pedersen conductivities inside and outside the
clouds, respectively. In reality, the collision frequency \"in and the
number density n vary along the magnetic field so that the conductivity
ratio K should be redefined in terms of flux-tube integrated quantities.

For the c¢ylindrical cloud centered at x = - x the inside field is

o’

obtained by replacing x, with - x in the functions f anc h. For a

n

N > 3 system, a parallel calculation based on the same theoretical

formulation yields series expressions similar to equations (53) through

(8. Because they are extremely cumbersome and give no new insight, we
a

will show only the results of the two and three cloud systems in this

paper. Also, we will preseant detailed results only for N = 2 and N = 3

cases since Paper I has shown that N > 5 systems exhibit no significant

quantitative or qualitative differences from the N = 1 .ase.
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QUASI-STEADY STATE MULTI-CLOUD CONFIGURATION RESULTS

Equations (5) through (8) and the corresponding equations for a three-

sloud svstem describe the electric field in the frame moving with the

velocity <cE_ x EO/B2 relative to the earth. At & result of  Uue

polzrization electric field, the plasma clouds undergc induced E x B arift

motion with respect to the undisturbed ionosphere. If we define

*
(i

Rl
m
jm
]

then the relative drift velocity is

(12)

Here, E, = - E;x. In particular, the E x B drift velocity V; of a single

isolated cloud is given by

E
1-Ky ©
W nE s (13)
o

* FTor plasma clouds, K > 1 and Y, is downward toward the earth (in an

equatorial ionospheric configuration). This eguation also shows that the

plasma elements inside an isolated cloud drift uniformly, maintaining its

it is a steady-state configuration. Figure 2

geometrical shape. Thus,

shows the field lines corresponding to E_given by equation (11). 1Inside

the cloud, the field and hence the E_x B drift are uniform while the fiels

outside the cloud is that of a dipole fb (equation (9)) 1located at the

center of the circle.

In Figures 3(a), (b) and (c¢), we show a two-cloud configuration with

CTim v e ema e e e e m——-




the separation distance x,/a = 1.25 for three values of the conductivity

ratio K. This separation distance.is smaller than the typical multi-finger
situation where xo/a is roughly 1.5 to 2.5 (see, for example, Davis et al.,
10745, In fact, for xofa < 1.25, it may bpe observatiocnally Jatticult t1o
identify the adjoining clouds as separate. This separation distance is
shown in order to maximize the effec; of the inter-cloud interaction.
Moreover, the K = 3 case is shown primarily because this value corresponds
to the maximum inter-~cloud influence for a given xo/a¢ This can be seen By
noting that each term in the series in equations (7) and (8) contains a
povwer of the factor (1—K)/(1+K)2. For K > 1, the absolute value of this
quantity has a maximum at K = 3. Thus, Figure 3(a) represents the largest
nonuniformity in the inside electric field for x,/a = 1.25. As X
increases, the nonuniformity decreases as shown by Figures 3(b) and (c).
As a geuneral remark, K is taken to be of the order of 10 for artificial
barium clouds and is taken to be of the order of 100 or greater for nuclear
clouds.

In Table 1, we show ths nunerical values of the two-
could Eo X Bo drift velocity V (equation (12)) normalized to ch/Bo, along
with the values of V; = ~(1-K)/(14K), the normalized drift .velocity (see
equation (13)) of an isolated cioud. For xo/a = 1.25, the K = 3 case

.
exhibits a variation in V of up to 30% inside the clouds.This variation
(i.e., nonuniformity) decreases as K increases. For K = 10, the variation
is roughly 107 and for K = 100, it is 1%Z. 1In addition, V approaches the
single-cloud value Vs, as K increases. Thus, we conclude that, cven for a
small separation distance of xO/a = 1.25, KX = 100 is npearly

indistinguishable from the single-cloud case. It is of importance to note

from Figures 3(a), (b) and (c) that the outside field is significantly

P-15
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¢istorted from the single-cloud dipolar field and thatr the distortion does
not change appreciably as K is increased. This implies that the intriunsic

inter—-cloud interaction is not weakened as K is increased and that onlvy the

incide field is affected.

Figures 4(a), (b} and (c¢) and Figures 5(a), (b) and (c) show two—cloud
systems with xo/a = 1.5 and xo/a = 2.0, respectively. Again, three values
K = 3, 10 and 100 are shown for each value of xO/a. As xo/a increases, the
inter-cloud interaction decreases. As a result, the inside field is nearly
uniforz even for K = 3. 1In particular, for xo/a = 2.0 which is a typical
separation distance between striations in late times, Table 1 shows that K
= 10 case has a field variation of roughly 1% and the K = 100 case has a
variation of 0.17 inside the clouds. In addition, the deviation of the
drift velocity from that of the single—cloud case is roughly 1% or less.
Such a system of multi-clouds would E x B drift in unison while each cloud
would maintain its geometrical shape.

Similar behavior is true for the three-cloud and larger N-cloud
systems. In particular, Figures 6, 7 and 8 show three-—cloud systems with
x,/a = 1.25, 1.5 and 2.0, respectively. For each value of x,/a, three
values of K are shown, viz. K = 3, 10 and 100. In general, the field
inside thg outer clouds tends to be slightly more nonuniform in magnitude
than that in the central cloud. On the other hand, the field in the
central cloud tends to be slightly weaker than that in the outer clouds so
that the outer clouds drift downward shomewhat faster than the central
clouds. However, the slight nonuniformity and inequality both decrease
with increasing K and vice versa.

Table 2 shows that, for xo/a = 1.25, the variation in the outer cloud

decreases from 35% for K = 3 to 12% for K = 10 and to 1.3% for K = 100

P-16
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while the variation in the central cloud ranges from 197 for ¥ = 3 teo 6%
for K = 10 and to 0.1% for X = 100. As xo/a increases, the nonuniformity
throughout all the clouds decreases. At xo/a = 2.0, the variation in the
field is typically less than 1% for K = 10 and K = 100. Figures 7(a), (bt}
and (c¢) and Figures 8(a), (b) and (c) show the above behavior. Again, as
K 1increases, the drift velocity V inside éach cloud approaches that of an
isolated cloud, Vg.

We conclude that multi-finger quasi-steady solutions do exist even for
small separation distances if K is made sufficiently large. In particular,
for x,/a = 2.0, multi-fingers with K = 10 and K = 100 both constitute
quasi-steady state configurations for all practical purposes.
Observationally, these systems would be seen to drift across the magnetic
field in unison without changing their cross-sectional shapes.

The reason for the quasi-steady state behavior is easy to understand
by examining equations (7) and (8). The electric field which determines
the relative E x B drift motion of the clouds is givén by equation (11}.

Therefore,

8

> 1-K
- -

2
EX m) EO + m 2Pnf(x + Xn,y)

[l

n=0

*

From the expressions of Py and P, (equation (9)), we see that P, and P, are
not sensitive to K for large K since the factor (1-K)/(1+K) is nearly equal
to -1. However, the factor 2/(1+K) multiplying the series in the above

expression and in equation (8) is nearly equal to 2/K so that the

contributions from the neighboring clouds are reduced by a factor of K-1

>

and, for K+ o Ex approaches the single-cloud value -EO(I—K)/(1+K)

with Ey + 0. Physically, the cloud with a large K is analogous to a

P-17
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dielectric with a large dielectric constant (see Paper I). Note also that

the outside field (equations (5) and (6)) depends only on (1-K)/(1+¥). As
a result, the outside field is not sensitive to K for large K as has been

denonstrated by Figures 3 through 8.
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bo SUMMARY AND DISCUSSION
In this paper, we have described the norphologv of two—plasma cloud

and three-plasma cloud configurations, embedded in an F region ionosphere,

in detail wusing the techniques developed in Paper 1. The results are

applicable to larger N-plasma cloud systems to a good approximetion. The
primary objective of this paper is to demonstrate the existence of quasi-
steady state multi-plasmz cloud configurations in. which the electric field
inside all the clouds is essentially uniform and equal so that such systems
would be seen to drift im unison across the magnetic field while
maintaining the overall geometrical shapes.

We have shown that the influence of neighboring clouds on the electric
field inside the clouds decreases as k! for any xo/a so that the cloud
interior is effectively “shielded” from the inter—-cloud interactions.
Thus, if there 1is an array of cylindrical clouds with circular cross-
sections, each one of which has uniform polarization induced electric field
in the absence of neighboring clouds, then the.electric field inside each
cloud approaches the uniform field of an isolated cloud in the limit as
K > » for any x,/a > 1.

In particular, for K = 10, a typical wvalue for barium clouds, the
nonuniformity in the magnitude of the drift velocity is approximately 105

-

for x,/a = 1.25. The drift velocity 1is also reduced from Vg, by
approximately 10%. As x /a is increased to 2.0, the nouniformity is
reduced to approximately 0.1%7 and the magnitude of V is also reduced from

Vg by a small fraction of 1% (see Tables 1 and 2). Thus, for hign-k multi-

plasma clouds, deviations from complete uniformity (i.e. an exact w.eady

state configuration) are practically imperceptible.
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1t thas been conjectured (N. Zabusky and E. Overman, 198>, private
comnunication) that one can obtain. steadv-state solutions for multi-cioud
systems by adjusting the contour of each cloud. One cross—section
gzestec is an ellipse. however, the under.virg redson Lo he  quad -

steady state solutions obtained in this paper is the K4 "shielding” cffect

exthibited by high-K clouds. In fact, since isolated elliptic cross-

sections are known 1978) to correspond to steady state configurations

(Ossakow and Chaturvedi, 1978), we expect an array of clouds with the same

elliptic cross-sections to undergo quasi-steady state E » B drift motion if
the Pedersen conductivity ratio K is large.

1t is not too far-fetched to use a cylindrical waterbag model for
evolving plasma clouds and their associated striations. Linson (1972) nhas
shown that gvolving (steepening) barium clouds tend to obey a cvlindrical
rather than a sheet-like model. Also, the results from numerical
simulations of -steepening equatorial spread F bubbles (with distributed
density) sﬁow that, at late times, they are best modeled by cylindriczl

waterbag models (see Ossakow and Chaturvedi, 1978; Ossakow et al., 19763,

In the real plasma cloud and attendant striation phenomena, there are

continuous plasma density profiles, which subsequently steepen on their

backside. As they steepen, at late times, they look like waterbags, except
LY

in a thir shell. Thus, the approximation of circular cross sections with

piecewise constant density profiles for plasma cloud striation fingers is

expected to be applicable in the nonlinear regines (late times).
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FIGURE CAPTIONS

A schematic drawing of two plasma density enhancements (“clouds™)
and the coordinate system. The clouds have circular cross-sections

of radius a and are infinite in extent along the z direction.

The field line configuration of E_(equatioﬁ (11)) for an isolated
cloud. E_is uniform inside the cloud and dipolar outside. The

cloud drifts according to equation (12).

The configuration of the electric field E_(equation (11)) in a two-
cloud system with x /a = 1.25 for (2) K= 3, (b) K = 10 and

(c) K = 100.

The configuration of the electric field E_(equation (11)) in a two-
cloud system with xola = 1.5 for (a) K= 3, (b) K= 10 and ~

(¢) K = 100. <

The configuration of the electric field E_(equation (11)) in a two-
cloud system with xo/a‘= 2.0 for (a) KX =3, (b) K= 10 and

(¢) K=100.

The eonfiguration of the electric field E_(equation (11)) in a
three—cloud system with xola = 1,25 for (a) K = 3, (b) K = 10 and

(c) K=100.




configuration

of the electric field T (equarion (11)) in &

three-cloud system with xo/a = 1.5 for (a) K = 3, (b) X = 10 anc

(c) K = 100.

Fig. 8 The configuration of the electric field E_(equation (11)) in a

three-cloud system with x /a = 2.0 for (2) K = 3, (b) K = 10 and

(c) K = 100.




TABLE 1.  NORMALIZED (E_ x B)  DRIFT VELOCITIES FOR A TWO-PLASMA CLOUD
SYSTEM. V., = - (1-K)/(1+K) IS THE INDUCED DRIFT VELOCITY FOR THE SINGLE
CLOUD CASE
|
@
’ , i
x, K A B C A .
1.25 3 0.3699 0.4548 0.4772 0.5000
10 0.7316 0.7889 0.8035 0.8181
100 0.9682 0.9762 0.9782 0.9802
1.5 3 0.4321 0.4701 0.4833 0.5000
10 0.7755 0.7995 0.8077 0.8181
106 0.9744 0.9777 0.9788 0.9802
2.0 3 0.4722 0.4844 0.4900 0.5000
10 0.8016 0.8089 0.8122 0.8181
100 0.9780 0.9790 0.9794 0.9802




TABLT NORMALIZED (Eo X Eo)y DRIFT VELOCITIZS FOR A THREE PLASMA CLOUD

SYSTEM. s = — (1-K)/(1+K) IS THE INDUCED DRIFT VELOCITY FOR THE SINGLE CLOUD

CASE.

Xq K A B c b E Ve

1.25 3 0.4069 0.3419 0.3450 0.4405 0.4678 0.5000
10 0.7560 0.7104 0.7116 0.7781 0.7905 0.8181
100 0.9715 0.9703 0.9651 0.9746 0.9772 0.9802

1.5 3 0.4391 0.4137 0.4183 0.4612 0.4769 0.5000
10 0.7395 0.7631 0.7655 0.7932 0.8034 0.8181
100 0.9750 0.9727 0.9730 0.9768 0.9782 0.9802

2.0 3 0.4673 0.4604 0.4650 0.4792 0.4861 0.5000
10 0.7981 0.7939 0.7965 0.8053 0.8096 0.8181
100 0.9775 0.9770 0.9773 0.9784 0.9790 0.9802
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Model of Linear Response to Iropical Heat Sources

The model 1is a two dimensional linear model :in
latitude and height which provides the linear response ir
a stratified atmosphere to prescribed tropical heat
sources. The model variables are Fourier decomposed in
longitude. The model follows that of Geisler (1981) who
modelled the Walker circulation as the linear response of
a stratified atmosphere to a prescribed steady latent heat
source in a basic state of no motion. Here we use a basic
state with a mean zonal flow, which can depend on

latitude and height.

1. Model Eguations

In the model, the primitive equations on a sphere in
log-pressure coordinates are linearized with respect to a
basic state with a mean zonal flow, which can be dependent
on latitude and height. We are interested in the motion
forced by prescribed latent heat sources of given
frequency .. Damping is modelled by Rayleigh friction
(coefficient :), Newtonian cooling (coefficient ‘), verti-
cal eddy viscosity (coefficient K) and by cumulus
friction.

The equations are

isG ( 1 35T 30
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Here the vertical coordinate z in this model is given by

z = -H log p/p,

where p is the pressure, py @ constant reference pressure

{(taken at the surface) and H is a scale height defined by

where R is the gas constant, T, a reference temperature

and g is the acceleration due to gravity. For T, = 300 K,




H = 8.8 km. In the model N2 jis the Brunt Vaisala
freguency, which measures the stability of the stratified

model atmesphere,

where <T> is a horizontally averaged temperature over the
model horizontal domain and @ = g/cp is the adiabatic
lapse rate, with c, the specific heat at constant
pressure. Y is the sine of latitude, a is the average
radius of the earth and . 1is the earth's rotation rate.
u,v,Ww,:, T are 2zonal Fourier amplitudes for the
perturbation motion field, geopotential and temperature,
respectively at zonal wavenumbers S (S =0,1,2,...). U is
the zonal motion of the basic state about which the
variables are linearized. Here the components U, V of the
model horizontal motion are given by

U= u" cos

V=yv cos ¢
where u’, v are the Fourier amplitudes of the horizontal
velocity components and - is the latitude. W = dz/d4t is
the Fourier amplitude of the vertical velocity field with
respect to the log-pressure coordinate 2. The components

of the vertical frictional forces in the model are repre-

sented by F (in longitudinal direction) and Fy (in the




latitudinal direction), while the dissipation of heat is
represented by Fg- Q represents the Fourier amplitude of
the heating rate which forces the model.

2. Model Forcing

2a. Cumulus Heating.Q.

The model is forced by prescribed heat sources Q.
which represent the latent heating caused by large-scale
cumulus convection. The vertical structure of the cumulus
heating follows that of Stevens et.al. (1977) who used a
cubic equation in pressure to represent the vertical

structure of the cumulus heating. The functional form is

Qc = Qoc (p=pr) (P-Pp) (P~PcR)Bly,S)

where pp = 148 mb is cloud top, pcg = 98%mb is cloud base
and p, is chosen to give a maximum heating rate at 48@mb.
C is the normalizing constant chosen to give a vertically
integrated heating rate that matches a precipitation rate
of lcm/day. Qg is the rainfail rate in cm/day. This
functional form of the vertical heating profile, which has
a maximuﬁ heating rate of 69C/day at 408mb, is close to
the heating profiles deducéd from budget studies of organ-

ized deep convection in the tropics (Yanai et.al., 1973).

B(y,s) represents the Fourier amplitude of the horizontal




distribution of the heating rate. The horizontal distri-
bution is specified to match the observed distribution of
rainfall rates in the tropics.
2b. Forcing by Prescribed Sea Surface Iempersture
Anomalies,Tg

A warm sea surface temperature anomaly (SST) ies
prescribed and the resulting surface sensible heat flux
calculated by a drag coefficient formulation., The
sensible heating in the boundary layer is modelled by eddy
diffusion with a coefficient K given by that for the eddy
diffusion of momentum. Deep cumulus convection can form
over these SST anomalies in the western and central
Pacific. The amount of cumulus heating caused by an SST
anomaly is parameterized in terms of the total moisture
convergence in the atmospheric layer below the trade wind
inversion at 2km. The magnitude of the cumulus heating
that is compatible with the warm SST anomaly can be found
by an iterative process of many solutions. This method
was used by Schneider (1977) in his model of the Hadley
cell., The iterative method is now described. An initial
solution provides the mass convergence in this lower 2km
layer, caused by the sensible heating from the warm SST
anomaly. - The horizontal distribution of the moisture

field q 1in the tropical boundary layer is specified and




the moisture convergence calculated with the initial
solution. The moisture convergence then gives the verti-

cally integrated cumulus heating rate.

1000
l = 1 \J
3 jﬁ chcdp = LquI, wi 0
o)
0 ,wI«O

where L is the latent heating of fusion, g the moisture
field and w; the vertical velocity at the level of the
trade wind inversion (z = 2km),

Assuming the vertical structure of the cumulus
heating given in 2a, the magnitude is found. The response
to the addition of this cumulus heating rate is then found
with the model, providing the second solution. A new
boundary layer convergence can then be calculated and a
corrected cumulus heating rate found and the process
repeated.

3. Frictional Forces
3a. Eddy Fluxes

The vertical fluxes of momentum and heat we
parameterized in this case using an eddy diffusion

coefficient K which can be a function of height.

For momentum,




For heat,

where the eddy diffusion coefficients of heat and momentum
are assumed equal. The eddy diffusion coefficient K is
made large (some K = 5 x 185 cm?/sec) in the surface
boundary layer and smaller in the interior (some K = 5 x
104 cm?/sec).
3b. Rayleigh Friction and Newtonian Cooling

In the model interior, damping can be modelled by a

linear drag (coefficienttc ) and cooling (coefficient @)

with
F,f = U
Fy? = =V
F = ;g T
03 T,

Near the model upper boundary, the Rayleigh friction
coefficient ¢ can be increased in magnitude to suppress
spurious reflections of the solution. In the interior of
the model domain small values of the coefficients :, are

used with damping times e~ 1,7 lof 15 days.




3c. Cumulus Friction

The vertical transport of horizontal momentum by deeg
convection can have a damping effect on the large-cscale
flow field. Schneider and Lindzen (1976) parameterized

this cumulus friction as

where h is the altitude, m. the mean cloud mass flux and v

the velocity of the large scale wind field at height h.

Vep is the velocity of the large-scale wind field at cloud
base., They showed that decomposing the variables (u,v)
into a zonal average u and a deviation u; v-lead to the

following linearized form,

3%

[ =u’g) + mi(@-Ugp))

-

[Hc(v‘-v‘cB)]
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F
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We focollow their formulation and in log-pressure

coordinates we have for the Fourier amplitudes u,v

m Emc) - =

Flc = - g Iy (U-UCB) - g /) (U‘UCB)
gH - u, g O
* P Mo Tz * P Me 3
am - 3
= c - gl A
Foe = 79 (3p > (v=veg) *  Mc 3z
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The zonally averaged cloud mass flux m. is a specifiec
function of latitude and height. In latitude its
variation is given by that of the observed zorally

averaged rainfall in the tropics. In height its variation

is taken from Schneider and Lindzen as

Mg = Mgo [1 = exp(-(p-pT)/pD)]

where pp = 140mb is the pressure at cloud top, pp = 106mb
is the detrainment scale and Mo the zonally averaged mass
i flux at cloud base given by gﬁco = 2.5mb/hr.
| The cloud mass flux m for the perturbation field can
be related to the perturbation field cumulus heating Q.
Here we use the result of Yanai et al (1973) who showed in
; their budget study of the large scale effect of convection
that the apparent heating due to cumulus convection can be

represented as

O
(¢}
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where S = cpT + gh is the large scale dry static energy, L
is the latent heating of fusion and e the evaporation of
cloud droplets. The apparent heating Q. is then
interpreted as consisting of an adiabatic warming due tc a
component of downward motion which compensates the cloud
mass flux me (1St term on right) and a cooling due to the

re—évaporation of cloud droplets (2nd term on right). The




second term -Le is much smaller than the first ancd we

neglect it. Then in the log pressure coordinates we have

which relats the cumulus mass flux in the perturbation
field to the perturbation cumulus heating which is known.
. 1is the basic state density field.
4. The Boundary Layer

In the tropical atmosphere a well mixed layer exists
in the lowest 500-600 meters. Above the mixed layer is a
trade cumulus layer with an inversion around 2km and the
free atmosphere above. Following Schneider and Lindzen
(1977) we use a large eddy viscosity of K = 5 x 185
cmz/sec and a reduced N2 of 18- 5gsec™! to represent the
large mixing and lower stability of the mixed layer. The
trade cumulus layer (to 2km) is modelled as a transition
layer in which the eddy viscosity decreases to its
interior value of 184 cm2/sec and the static stability has
a value which is 15% smaller than that of the free
atmosphere (N2 3 194 sec™1l). At and above z = 2 km, the
static stability has its free atmosphere value,
representing the trade wind inversion.
5. Boundary Conditions

The boundary conditions at the surface are one of

0-12




vanishing vertical motion W in log-pressure coorcinates

with the surface drag parameterized in terms of a bulk

drag coefficient c¢,. The linearized form of the surface

stress is

le

= ¢c UUat =z =0
DO

n

where cp = 1.5 x 1973 is the drag coefficient and U, = 8
m/s. The heat flux at the surface is similarly parameter-
ized in terms of a bulk drag coefficient cy, where

-~ ;2 - = C =~ (T - £ >
_”CPK (}z + T/TO> Cye cho(‘s T) for Ts, 0

where Tg is the prescribed warm sea surface temperature
anomaly.
A rigid 1id is placed at the upper boundary of the

model where W = 8 and

The model domain is global. For non-zero wavenumber,
the boundary conditions at the poles are given by zero
geopotential @' and vertical velocity W. For wavenumber
zero (the zonal mean solution), a flux boundary condition
is used at the poles. That is, the meridional mass flux

across the polar cap (at the first grid point of V off the

Q-13
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pole) balances the vertical motion at the pole. The
geopotential at the pole then fcllows from the
thermodynamic Equation (4).
6. Finite Differencing

The equations (1) to (4) are finite differenced on a
global domain in a staggered grid with grid spacing . v =
8.1 and _z = 1.5km. The rigid 1id is placed at 22.5 km.
The geopotential : and vertical motion W are placed at the
grid points in latitude and height, while the horizontal
velocity components U and V are placed at the half grid
points in latitude and height. The resulting block matrix

system is solved using the techhique of Lindzen and Kuo

(1969) .
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1. INTRODUCTION

It is thought that the East African Jet is
& croes—equatorial flow forced by the summer
msonsoon and concentrated into a western boundary
jet by the north-south topographic barrier of
the Kast African highlands. Various models have
been proposed to explain this jet. The omne-
layer reduced gravity models (Anderson, 1976;
Hart, 1977, Bannon 1979a, b, 1982) have shown
how much a jer can be formed and described much
of its dynamics. However, they are unable to
describe its vertical structure or include baro-
clinic effects of such surface heating coatrasts
a9 exist across the coastlines of Somalia and
Saudi Arabia. These wodels have also had pro-
blems correctly simulating the horizontal curva-
ture of the jet where it separstes from the Bast
African topography and. placing the wind speed
maximum off the coast of Somalia. The planetary
boundary lsyer model of Krishnamurti et. al.
(1982), which is forced bv a prescribed verti-
cally varying pressure field obtained from
observations, modeiled the jet's vertical struc-
ture and more realistically simulated the curvae-
ture of the jet and the position of the wind
speed maximum.

In this study we investigate the linearized
response of the jet to preecribed monsoon heat
sources in a stratified atmosphere in the pre-
sence of a topographic barrier. The pressure
field is produced dynamically by the wodel and
the topographic barrier simply modelled as a
rigid waridional wall at & longitude of 38°E.
The response to latent heating caused by the
large scale omonsoon convection over India and
Indochina is compared to that forced by the
differentisl heating coantrast across the eastern
coastlioe of Somalia and Saudi Arabia.

2. THEE MODEL

The primitive equatioms on a sphere in log
pressure coordipates are linearized about an
isothermal bassic state at rest. We are inter-
ested in the motion forced by localised tropical
heat sources of a given frequency. Demping is
simply wodelled as Rayleigh friction and
Newtonian cooling, with demping times of 5 days
each. A rigid lid is placed at 22.5 km and the

vertical structure separated from the equations
using the appropriate set of vertical modes,
which satisfy the boundary conditions of zero
vertical velocity at the surface and at the
rigid lid. The forcing, given by the vertical
derivative of the heating function, is then
projected onto the vertical modes, and the hori-
zontal structure equations solved numerically bv
the method of Lindzen and Kuo (1969) for each
mode. The resulting modal solutions are then
summed . The topographic barrier of the East
African highlands is modelled as & rigid western
wall placed at a longitude of 38°E. The
vertical modal technique precludes a more
realistic representation of the barrier from
being used.

The summer-averaged monsoon latent heating
over the region of India was represented bv a
steady prescribed heat source centered at 2
latitude of 23.6°N (y=0.4) and lying 47° east of
the western wall. The horizontal dependence of
the heating function was a Gaussian with half-
widths of 12° in latitude and 20° in longitude.
In the vertical, the heating profile had a maxi-
mum heating rate of 6° C/day at 400 mb. The
vertically integrated heating rate was normal-
ized to a rainfall rate of 1 cm/day. To resolve
the vertical structure of the heating, 16 verti-
cal modes were wused. Oscillations in in the
monsoon heating over India were represented by
an oscillating heat source of period 14 davs,
following the period of the active/break cvcle
found by Krishnamurti and Bhalme (1976), and
with an amplitude equal to that of the steadv
heating.

The summer—averaged esensible heating over
the land areas of Somalia and the Saudi Arabian
peninsuls is represented by a steady low-level
heat source, which was placed adjacent to the
western wall and centered at latitude 11.5°N
(y=0.2). In longtitude, the heating function
was constant in longitude from the wall out to a
position (defining an idealized north-south
coastline), which lay 500 km from the wall, and
vhere the heating decreased sharply to zero over
s distance of 2° of longitude. In latitude the

heating function was Gaussian in shape with
differing halfwidths of 12° to the north and 6°
to the south of the hesting center. The heating
maximized near the surface with a value of 2°




C/day and was nearliv constant from the surface
to 2 km. Above I km the heating decreased with
height to zero at about 4 km. The maximum heat-
ing was chowen so that the verticallvy integrated
heating rate matched the dailv averaged surface
sensible heat flux of 70 watts/m“ observed over
Saudi Arabia (Blake er. al., 198l). For model
runs with this he&t source, the lid was lowered
to 11.25 km and 46 vertical modes ueed o
resolve the vertical structure of the heating.
A more realistic orientation of the "coastline”,
wnich lay at an angle to the western wall, was
also used.

The model horizontal domain stretched pole
t> pole and 1il0° in longitude from the western
weil to a further rigid wall at the eastern
boundary. In latitude, the sine of latitude vy
wvas used as the coordinate with a grid point
separation of Ay = 0.1 (about 6° of latitude).
A stretched longitudinal coordinate was used to
provide a grid separation of 0.45° (about 5O low)
at the western edge and about 10° of longitude
at the eaatern edge of the domain.

3. RESULTS

3.1 Steady Monsoon Latent Heating

The steady wonsoon latent heat source
described above was placed a distance of 47° in
longitude from the western walli (which was at
38°E) and centered at a latitude of 23.6°N
(ve0.4). The response at the surface is illus-
trated in Pigures 1 and 2. Figure 1 shows the
geopotential and wind field in the region from

i1es in the interior tc
tne heating center, with a
flow to the south of the low
which rescnes [C m's. Aisng tne western
boundgary, the fiow 1s <concentratec ntr &
northeriv boundarv jet &t the .&%:2ude »¢ ¢tne
Low, and & soutneriv boundarv et which :zrosses
the equsalor. These two boundarv ‘e’s separate
adrupt.v ‘rom the weaterm poundarv 4! arsund
(~"N vm 2% zc flow esstward (nt:c the reg:or
af the neat source. The narrow intenge f.ow
liose tc the western wal. :s enowr 1a Figure 1.
The abrupt eeparation of the flov from zne
boundary 18 typical of manv one-laver wmodeis
(Anderson, 1976, Bsnnon, 1982°'. The obaerva-
tions however show & wore gradua.! turning of the
jet from the topographic barrier (see Findlater,

In Figure [, & low
the northwest of

stroaog westerly

1977, for aexample,. In the absence of the
western wall, the steaav response is similar to
the interior solution shown 1in Pigure ! with

weak diffuse cross-equatorial flow.

The horizontal structure of the low-level
boundary jet that crosses the equator is shown
more clearly in Figure 2. Here the surface wind
field is shown in the region along the western
wvall. The intense flow in the boundarv jet 1is
maximum at the western wall, and decavs expo-
nentiailv away from the wall, a result of the
Rayleigh friction used in the model. The maxi-
mum speed in the boundary jet of 35 m/s occurs
at the equator, a consequence of the linearity
and the northern latitude of the heating. The
mass flux croseing the equator in the boundary
jet is found to be 22.0 x 102 gm/sec. The weak
cross~equatorial flowv in the interior contri-

the western wall out to a distance of 75° from 12
. PR bute 1 2. 10 sec to th
the wall. The heating center is indicated by utes only a further 5 x g/ t ¢
the letter Q and the magnitude of the wind 1Sm <
vectors by the labelled arrow. —_—
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Figure 2. The surface wind field in the western
boundary regiom.

total mass flux crossing the equator. Without
the western wall, the total mass flux crossing
the equator is 18.0 x 1ol? gm/sec. For the
moath of July, Findlater's (1969) observed mass
flux in the low-level jet at the equator was
found to be a lot larger, some 89 x 10 2 gu/sec.
In our model, the addition of & similar heat
source over Indochina (centered at 18°N and 67°
east of the wall) only increases the mass flux
in the wmodelled jet by a further 50 for a total
of 33 x 10%% gm/sec. We next investigate the
effect of sensible heating contrasts across the
coastline of Somslia and Saudi Arabia.

3.2 Steadv Low-Level Sensible Heating

The low-level heat source was placed north
of the equator adjacent to the western wall and
centered at latitude 11.5°N. In this case the
latitudinal resolution was increased with a grid
separation given by Ay = 0.05 (about 3° near the
equator). The response at the surface is shown
in Figure 3, which shows the same region as
Figure 2. The latitude of maximum heating is
indicated by the letter Q. Here the surface
response is a low adjacent to the western wall
and centered at latitude 16°N. A boundary jet
is seen crossing the equator along the wall and
separating from the boundary around 9°N to flow
northwards along the coastline and around the
low center. At the surface, the jet is of a
similar magnitude at the equator to that forced
by the steady monsoon heat source (shown in
Figure 2) but it separates from the wall further
to the south. 1In this case the maximum velocity
in the jet of 40 w/e occurs just to the north of
the equator at 3°N (y=0.05), a consequence of
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Figure 3. The surface wind field in the case of
the sensible heat source.

the significant easterly drift of 4 m/s seen
along the equator. A local wind maximum of 15
w/s is found to the southeast of the low center
around 14°N (y=0.25) ar the position of the
coastline. The observations of the jet (see
Findlater, 1977) however shov the major wind
maximum just off the coast of Somalia and a
secondary wind maximum at the equator.

Our modelled low-level circulation 1is
shallow and lies below 1.5 km in elevation. The
low-level circulation decreases in intensitv
with height above the surface. The  average
velocities in the layer from the surface to 1.5
km elevation are about half of those shown in
Figure 3. A much weaker anti-cyclonic circula-
tion of similar structure is situated above with
its maximum intensity at a height of 3 km. 1In
contrast, the steady monsoon circulation wodel-
led in Figure 2 is wmuch deeper, extending from
the surface to 5 to 6 km in elevation without
much variation over the first 1.5 km in eleva-
tion.

For the case with the "coastline" lying
along a direction inclined to the wall a similar
response to that above is found. Although the
surface response is large for both orientations
of the coastline, the lowv-level ¢ . ations are
shallov and the contribution to tne mass flux
crossing the equator in the jet is small, eowe
4 x 10! gm/sec. We now investigate the effect
of oscillations in the monsoon heating, repre-
senting the active/break phases of the monsoon.




3.3 Oscillations in the Monsoon Latent Heating

The wmonsoon latent heat source described
above was oscillated at a period of 14 days with
an smplitude equal to that of the steady case.
Tne response is shown at the surface in Figure 4
two davs after the heating is maximum. A low 1is
found northwest of the heating center (indicated
by the letter Q) with a westerly flow of 10 m/s
south of the low center. The westerly flow is

at 1ls maximum intensity at this time. A broad
southerly boundary jet eseparates from the
western wall south of the equator at 12°S (y~

~0.2) and feeds the westerly flow south of the
low. The curvature of the oscillatory boundary
jet in Figure & is also not as sharp as in the
steady case in Figure 3. In Figure 4, the low
center west of the heating region, the southerly
boundary jet and its associsted trough propagate
westvard with time.

In Figure 5, we show the surface wind field
and geopotential 5 days after the heating maxi-
mum, by which time the southerly boundary jet
has propagated towards the western wall and
separates north of the equator at 9°N (y=0.15).

The velocities in the boundary jet have in-
creased to 8 m/s near the wall south of the
equator. The easterly mass flux to the east of

the wall 1s a maximum at this time. Two days
iater, at the time of maximum cooling, the velo-
cities in the boundary jet at the equator reach
their maximum speed of 8 m/s at the wall.
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In comparing Figures 4 and 5, 1t cen be
seen that the westward propagating lows and
highs produce wave iike oscillations along che
wvestern wall. On nearing the wall, the trough
in the Southern Hemisphere is seen to move
northwards along the wall, while weakening 1in
the process and 1ncreasing the wind epeed on 1ts
left flank. Neither the wind speed maximum nor
the low itself appear to cross the equator.
Anderson (1981) found that in a one-laver linear
model, such trapped disturbances propagating
along the western boundary cannot cross the
equator. Near the equator, our boundarv
response 1is also similar to that found 1in
Bannon's (1979b) one-layer wodel of the jet in
which he described the oscillatoryv boundsry wave
response 4s a mixed Rossby gravity wave, whose
amplitude decreased in distance from the western
boundary. In our case, the boundarv wave has a
shorter longitudinal wavelength of about 10° (or
1,000 km) for the same period of 14 davs, due to
the weaker dissipation used.

The wmass fiux that croeses the equator in

the above wodelled oscillatory boundarv jer was
of a comparable amplitude to that for the steadyv
case. The southerly mass flux in the jet was
maximum 3 days after the heating maximum, that
is nearly a quarter cvcle out of phase with the
heating. During the positive half cvcle of the
southerly mass flux for the oscillatorv jet, the
average mass flux crossing the equator is ls x
104 gm/sec.
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Pigure S. As in Pigure 4 except at day 5.
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4. SUMMARY AND CONCLUSIOWS

The cross-equatorial flow forced by our
steady monsoon latent heating was comcentrated
into a boundary jet by the western wall. The
flow was much deeper and separated more abruptly
from the wastern boundary than is indicated by
the observations, with the largest velocities
found at the western boundary and the surface.
With the addition of the baroclinic effect of
low-level sensible heating over Somalia and
Saudi Arsbia, the position at which the monsoon
flow separates from the wastern wall can be
shifted further to the south. A local wind
maximum along the coastline of Sowmalia and a
more gradual turning of the jet from the topo-
graphic barrier can be produced. The observa-
tions shov the wind maximum further offshore
than shown in our model. The upwelling of cold
water along the Somalia coast, which was not
included in our model, could enhance and
possibly wmove offshore the horizontal heating
gradient, shifting the wind maximum further
offshore and intensifying it.

Oscillations in the heat source over India
at a period of 14 days, representing the
active/break cycles of the monsoon, produced
westwvard propagating highe and lows west of the
longitude of the heating in both hemispheres.
Such fluctuations, incident on the topographic
barrier produced oscillations in the boundary
jet along the western wall, which can act to
broaden the width of the jet and reduce the
sharpness of its curvature. The wavelength of
the boundary wave response appears sensitive to
the magnitude of the dissipation used in these
linear wmodels.

The contributions to the mass flux crossing
the equator in the jet from the various heat
sources above were asseseed. The largest con-
cribution was from the steady monsoon latent
heat sources over India and Indochina, while the
contribution for the low-level sensible heat
source was small. Summing the above steady
contributions to the mass flux in the jet, we
obtain a total of 37 x 10!? gm/sec.
Oscillations of the wmonsoon heating over India
produced oscillations in the mass flux in the
jet with an amplitude of 20 x 10!? gu/sec. The
observed mass flux in the jet (from 35°F to
75°E) is some 89 x 10'? gm/sec (Findlater 1969).
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FINITE GEOMETRY EFFECTS ON THE STABILITY OF A CHARGED BEAM
PROPAGATING THROUGH A RELATIVISTIC ANNULAR ELECTRON BEAM

Z. ntroduction

The stabilictv properties oI systems oI intense relativistic electron
beams are oI considerable interest for many applications. Tnhe Collective
Particle Accelerator (CPA), currently under development at the Naval Research
Laboratory is one such application. The Collective Particle Accelerator is &
device in which an intense modulated hollow electron beam propagates along a
rippled magnetic field. The interaction of the modulated annular electron
bean with the rippled magnetic field produces an axial electric £ield which
consists of both backward and forward wavesl. A solid electron beam can bde
introcuced axially and entrapred bv the backward wave potential., There is a
cransfer of energy from the axial electric £field to the axial beam particles
which in turn get accelerated to high energies, provided that both beams
propagate in a stable fashionmn. In this paper we exXamine some stability
propertie; of a solid charged beam propagating ﬁhrough an annular intense
relativistic elec:rgp beam in the parameter domain pertinent to the Collective
Particle Accelerator at the Naval Research Laboratory.

An earlier study2 of the coupled trransverse oscillation for an intense
unmodulated charged particle beam in & straight guiding magnetic £field
concluded that the transverse oscillation excited by the propagation of a
solid charged beam inside a hollow relativistic electron beam is unstable.
The growth rate of this instability ﬁs a significant fraction of the diocotron
frequency of the hollow beam for a solid electron beam and even greater if the
solid beam is made up of jons. In this paper we study this instability more

specifically in the context of the CPA. As in Ref. 2 we use a fluid model for

the hollow electron beam and a kinetic model for the solid beam. In order to

Manuscript approved July 29, 1983.
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make the analvsis simple, here we ignore the rippies iz the axial mazneci:

fiald and the beam wodulation. The radius af the solid deam R_. 1s zaxen tc De

E)

4 N

less tnan the inner radius Ry 0f the nollow electron deam. Ia order to maxe
tais s:tudvy more relevant o the experiments we have vecognized the finite
exzen: of the svstem in the axial direction. A rigorous study of a finite
svstem iavolves a two dimensional eigenvalve equation and its solution. This
is bevond the scope of this paper and will be addressed in a future paper.
dere we solve the wave kinetic -equation and show that a successiul
acceleration is always possible for the beam head. This is because the wave
energzy of the instability travels at the group velocity Vg which is wmuch
smaller than the beam velocitv v, which in turn is close to the speed of
light., Thus the traansverse oscillatiom is not fatal Zor the CPA cperation as
was implied in Ref. Z.

The composition of this paper is as follows: In Section II we review the
equilibrium properties, the basic assumptions and the equations goveraning the
svstem. In section III we solve the dispersion relation in the parameter
domain pertinent to the CPA at the Naval Research lLaboratory and discuss the
results for a solid electron beam. 1In Section IV we solve the wave xinetic
2gquation and discuss its relevance to a finite device and finally in Section V
we give our conclusions.

ZZ. Theorw:
The equilibrium configuration is given in <igure ({(l.. we Isllow the

treatment as given ian Ref. 2. aAn intense relativistic charged 2lecIron >eanm

-

oropagates along the axial magnetic field BOe . The inner rvadius oI <this

z
annular beam is R, while the outer radius Iis R,. A solid beam of radius RS

propogates along the magnetic Iield. The solid beam radius R  is smaller than

n

=10




Tigure la =~ The equilidbrium configuration of

beans .

.
P

TR e -—-

the hollow and <che solil

0.0 R, R, R,

Figure lb ~—

E

Cc [ a—

The densitv profile Zor the equilibrium as shown in Iigure la,




Zhe inner radius R 9I the annular 2lectron beam. The maznetis Iiell confines
zhe beams in the radial directzion in equilibrium. Crlindrical cocrdinaces

y3,2) is used.

we assume that the transverse velocities are auch smaller cthan the axial

) ) a n )
velocity i.e., v; > v+ VT . The hollow beam is tenous u__ D> u_; )
-~ = AT rl
~ Rl ﬁ_l/ﬁ
where o__ = 47e"n / and . = eB /yma, v, = (1=-87)"" " and 3. = v. ¢ .
an n'h Yeh o' ™S Ty ( EN *n n
s 3 o i
Tursher we assume cthat us/ys = Ns Zse';msc'ys << 1 , where s denotes the solic

. 27 o} . ; .
beam parzicles, vg 1s Budker’s parameter, Ns = Iy fo dr rns(r) is the number

= : N . (o] . PP . . .
o particles per unit axial length, ns(r) is the equilibrium particle densi:v,

~

-2 is the electron charge, Z  is the charge state of the solid beam parzicles,

v.2_2¢ is the characteristic parzicle energy for the solid beam and : is =he

speed of light in vacuum. Siace the axial velocitv is much greater than zhe
o]

la]
>> v; + v_) the seli-magnetic field in the axial

(SIS

azioutnal velocities (v

direction produced by the azimuthal current can be neglected. The equilibdbrium

-

is azimuthallv and axially svometric i.e., J and = 0.

7] [
N

33
The annular beam electrons are described as macroscopic, cold Iluid
immersed in an axial wmagnetic field Soez . The equarion of nmotion and :he

continuity equation for the hollow beam electrons are

3 Vv x B, PN
eyt ey - zeltE ¢
c
and
3 + F( V) = 0 "y
3t P ’ N
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Thne distributiorn funciion Zor the solid beam particles is gziven ov

o - 2
0, = 7 3 “y &¢ =
£7°(x,p) = (n /27y @ (H=w P, - v m ¢ §{P_-ym 8 ¢ 2
s(—ib) ( s YsBs) ( YsTe s s ) 8¢ 2 's s7s ) !
A 22.1/2
where n, is the particle demsity atr =0, H = (msc +cpT)T T o+ es¢o(r) is
the total energy, P, =r'p, = (es/c) (rBo/Z)’ is the canonical ngular
- = % <

c . . . .0, . .
aomentum, P_ = p_ =+ (es/c) Az(:) is the axial canonical momentum, A {r) is the

ield,

zxial componen:t of the vector potential for the azimuthal self magnezic

anc wg es and Y, » are constants. :o(r) appearing in the definition of E :is

the electrostatic potential for the equilibrium self electric field.

The density profile comsistent with the solid beam distribution is given

3,2

oY ’

o ns 0 < r< Rs
n(r) = (7

o, otherwise.

~

The fast (+) and the slow (-) laminar rotational frequencies are given bdv-

\

- 2
= s . Y58 172, N
w, =TT u l- (Ll -—= )", ()
s Yes
2 2 2 2-1/2
where weg = eZsBo/Ysmsc, wog = Annse Zs/ysms, Yo = (l~ss) y £" vs/c

and e, = Sgn (es) . For a valid equilibrium for the solid beam wg 1is




-
- -

Tastrictad Detween o i.e., o < oo <L The <Zensi:v
S > S
annuliar Seam electrons is given dv,
2, R, < v R

tJ

o,

ny () =

‘5, otherwise.

The densicy proiiles chosen here have sharp boundaries as snown

5. Consistent with the equilibrium conditions just descrided

el
Zrequency of the annular beam uh(r) is given bv-,

- 5
R, "~ 2=zn22 ,, R~
wh(f) = wD(l - —i -y SnS S \"Bssh):é )R
- 1n -

-~
(o A
~s

Tor the stability analvsis for the coupled tranverse oscillation of

intense charged beam traveiling through a relativistic annular electron bdean

a normal mode approach is wused. A dispersion relation

linearizing £fluid, Vlasov and Maxwell’s equatioms. All

assumed to vary in time and space as,

So(x, t) = o(zlexpii(gd + kz = uo) ,

perturbations ar

where w is the complex eigen frequency. The azimuthal harmonic number

3 and k 1s the axial wave vector. We <further assume

wavelength is long i.e.,




anc <

ne freguencies are low il.e.,

TwR_12/e2 << (g2 + 1),

where R, is the radius of the conducting wall.
Under

"
these condizions the dispersion relation obtained bv CThm™ Is given
oy,

R
m (k) T (w,k) = yZy= (i-g g )2 (<222 S
“pluwsk) gl n¥s 2s5n R

v
J’ kal
H(R. ) R, ¢ z - H(R,) R, “*
! 1 . 1 2 1
"’Y... (l ",n) + 7 ﬂn‘ A (- - 2£ )
-, - - A=
b \RC RC ‘-Yh R: <
2 2 2
R, ¢ H(R,) R ~F -
- 1o - = 1
( R 7 2y 2 R 2% s R 7Tl (8)
c =Y 2 c
where the dielectric functions of the hollow and the solid beams are,
. n LS
H(R,) R12£ H(R,) R,“Y O R,H
Ty (k) =g (=gt 3 (I~ 4 " T
A Re 2y Ry c
H(R,) R, 2%
R t 7 T b (9
s~15
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2v " R_7*
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5= PE 2w.) (@ - X8 @) + 2o (12
- - T =~ ~ = 9, - £ o 3
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In the following sections of this paper we shall use cthe dispersion

- 3 . : v 03 ] PRI
reiation as given in equation (8) to examine the stability of the transverse
oscillations Zor the NRL CPA., The details of the derivationm of the dispersion
reiation are given in Rei. l.

III. Results

N

in this section we solve the dispersion relation given IiIn equation (3} in
the parameter range pertinent to the NRL CPA. Here R, = 2.0625 cas, R o= Z2.25
cms, R, = J.25cas and R, = 2.3438cas. The injeczion energy of the hcllow >ean
electcrons is one MeV which corresponds to 3, = 0.941 while <the injection
energy of the solid beam electron is 0.7 MeV which gives lssl = 0,906 . The
space charge liaiting current for the hollow beam is 20 kilo Amps and 2 xilo
Amps for the solid beam giving the ratio I /Iy = 0.l. Given the ratio of the
currents, the velocities and the areas of cross-~section of the solid and the

nollow beams, the ratio of the demsities can be calculated. The expression

for the density ratio for the solid and the hollow beams is,

1 I 3 Ah

5 h
== (2 (D (D, (13)
R I'n 3s As
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whers A and Ay 3rez the areas 0 2ross=section ©I Ins nollow and Ths 3CcLi:
peams respectivelv., In all the caliculatioas given in :this paper we nzave us2c
the expression {13) Zor the densizy ratio and usec “op van T DI
In Zigure 2 we plot the real and the imaginmarv parts oI :the zompl2ax
Irequency  against the axial wave vector k, for the azimuthal mode number
=1 . The instability exists vroughlv for kc/ wy between -C.85 to (.23, and
achieves a maximum at kc/mD ~ =-0.3 . The growth rate at its peak is abou:
O.SwD , which is a substantial fraction of the dioccotron £frequency of <the
hollow beam. The instability once again reappears in the range
.33 < k:/wD { 1.1, but with much reduced temporal growth rate. This as
n
explained bv Thm~, 1is a residual influence of <:the Zamiliar diocoiron
instability. Since the instability is a significant fraction of the diocotron
frequency, Uhm2 concluded that the propagation of cthe solid beam will be
severely limited. In the following section we shall apply the finite geometrv
restriction in the axial direction. and sﬁow that despite the substantial
tenporal growth rate it is possible to achieve successiul acceleration.

In figure 3 we provide a plot of the maximized growth rate against the
ratio of space charge limited currents (Is/Ih) for the solid and the hollow
beams. In this plot the ratio of the densities ns/nh, is calculated sel:l
consistently by equation (13). The values of the self consistent ng/n, are
indicated on the plot at various values of Is{lh. The growth rate increases
with increasing IS/Ih. The ratio of the currents, IS/Ih was varied Irom 0.0l
to 0.2; and the corresponding maximized growth rate increased from O.lSSwD to
0.687mD. The self consistent density ratio “s/“h in the same range increased

from 0.134 to 2.69. The value of kC/wD where the maximum occured moved from

-0. 15 to =0.45.




] ! ] 1 Pl 1 —
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Tigure 2 — A plot of the growth rate against the axial wave vector. Here

R; = 2.0625 cms Ry = 2.25 cms, Ry = 0.25 cms, R, = 2.3438

cas. Is/Ih = .1 and ns/nh is in accordance of equation (13).

8, = 0.941, ss- 0.906 and the azimuthal wave number ¢ =1 .




0.04 0.08 0%2 0.16 oéo
g/l —

igure 3 — A plot of the growth rates maximized over the axial wave vector

as a function of the ratio of the space charge limited currents

in the solid and the hollow beams. The densi:tv ratio r_./n, is

5
computed self consistently by equation (13) and its magnitude

for various IS/Ih values are indicated on the plot.
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Tigure - 1s & 210t of she maxiaized zrowth rate against the velcocelzw i

Zhe sciid Ddean 3 . Aagain cthe densitvy ratio “s/nb is gziven bv ecuatis:z
S -

. We see that as 3, becomes small the density ratio ns/:-.Ll iacreases

theredv ilacreasiag the gzrowth rates. Siance in the WRL experiment 55 It 2

solid electron beam is always in the opposite direction of the hollow eleczron
beam velocitv Sy, we have restricted our calculations only to negative

For 3 < =-J.3 che growth rate becomes Jore or less constant.

values of 3 .
s s

This is unlike the nature indicated in the figure 2 of Ref. 2, where ag/ay is
held constant throughout the range of By Hence the figure 2 of Ref. 2 does
not corvespond to cne particular experimental setup. I1f we set 35 = 3 il.e.
consiger the case where both the hollow beam and the solid beam zravels at che
same speed the growth rate vanishes.

-z

IV. Tinite Geometry Effects:

In the ptevioué section we have shown that a solid eleczren bean
opropagating through a relativistic hollow electron beam is unstable zo :the
transverse oscillacion. This was the primary reason which lead thm: %0
conclude that the propagation of the solid beam through a hollow relativistic
electron beam will be severely limited. In this section we.shall studv :he
propagation of the energy density W due to the instability along wizh the
propagation of the .beam head itself for finite svstems.

The wave kinetic equation for the CPA is,

W W

LS N - - (1<)
T Vg = W1 H(z Ssct)], (1<)

where W is the energy densitv, V8 is the group velocity of the transverse

mode, H(z-ssct) is the Heavside step functionm,

s=-20




-0.2
Bs—
A plot for the growth rate maximized over the axial wave vector

k against the velocity of the solid beam Ss .
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ané v is the growth rate of the transverse instabilizy. TFig (5) describes the

ZPA  coniiguration. e annular beam propagates along <the a3agnetic

ield Boez between the radii R; and R,. The solid beam propagates along the

e,

axis with a radius Rs and with a velocity ssc . 1f the solid beam particles
are electrons then the solid and the annular beam travel in the opposize
direction while if the solid beam particles are ions then they travel in the

same direction. The position of the beam head at any a time t is given

b7 3 ¢t .

[¢]

E]

ny

irst we shall discuss the case of a solid electron beam propagating
chrough a relativistic hollow electron beam. The configuration is described

in figure (5). The general solutiom of equation (l4) can be written as,

v z 3Sc Ssc
W(vyz) = Woexply [0l -B 1 -5)2” + 5—ntidz” (lsa)
g g 2
7nere,
n =2z -V t
8
and
Wo = V'J(O,ﬂ) .
Define,
v -
z = (V 7 )N, (13
§-22
RRES— i e —— e e

_




vt
W, e

-
s
-
-

Vgt Bgct 2 ~— .

Tigure 5 — A schematic diagram of the hollow electron beam and a solid
electron beam. Also shown schematically is the solution W(z,c)

of equation (l4) for this case.
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We snal. discuss the solution (lsa) ia three regions:

This corresponds to the case of z > z . For z>z the argument of H is

Josizive and thus the solution becomes

The solution implies that the energy of the region where the solid beam has

aot vet arrived remains unaffected at the initial value W,.

T Tt £z €& 3 ct
P4 ]

D)

This corresponds to the case 0 < z < z . Here the solution is given by,

s

. . foy .
9(z,c) = “oexP*§7;ﬁr{35°t - 2)! {

5T 8

At 2z = asct it reduces to the previous case where W(z,t) = uo‘ An observer

travelling with the beam head, i.e., with a velocity ssc, sees a bvackward
convective growth of W with a growth length Lé, in the region between the beam
nead and the point at which J(z,t) reaches its wmaximum value. in the

laboratorv Zrame this zrowth length is,

5-24




m

A.inougn from the laboratory Zrame of reference the inszabilicy grows 1o fize,
.2 . s:zationarv in the region between the peak and tne deac heald wnern viawed
Zvom zne beam nhead. This is illustrated in Zigure 5. As 2 consequence ol the
paciward convective nature of the instability near the beam head, there will
be a region in which the effects of the instabilicy afe nondescructive,

egardless of the length of the device. If the initial perturbation energv

density (noise level) is 1% of the beam energy density then it takes about

(21

ive growth lengths for that perturbation to grow to a level such that w is
comparable to the beam energy wg. <Thus a poriion of the beam oI lengrn ~ 3L

remains onlvy weaklv afifected¢ bv the instabilitv, Since Lg can be controllec

bv the experimental parameters this distance can in principle be increased.

z < Vat
(C) m———C

This is the region between the origin (z=0) and the peak ol W(z,t! ac Z =
> A L

V,z. 1iIn this region the solution is given by

HYere the energy density rises exponentiallv as a function of : ané reaches a

peak at z = V_t.

g
Wwe now apply the solution discussed above specifically to the NRL CPa in

the parameter range given in the previous section. From figure 2 we see that
the maximum temporal growth rate occurs at kC/“D' -0.3 and has a magnitude of

0.&86mbo Also from the plot of ”r/wD we see that the group velocity Vg given by




Zhe slope 15 <Tougnlv l.ll3%. Witwn i o= 1,305 zhe infeczion veloci:zw ia
>

ajuazion ,.7a3. Ine 3rowsn l2nmzIn Is J.o. meters, Thne dioccotron Iraeguency

wn® 133, Now if the percurbation energv densizv (i.e., noise levell s 1%
-
s e . . . LN, - . - _a .=

sI zhe deam 2nergzr densi:y, the ratio — < ! Ior aboutr 5L_=3 xmeters and iI :ne

N 3 E3
: . - . . N < - . - s . .
perzursation is J.0l%, then = - 1 for about 9L =5.49 meters Irom tne bean
N
B -4

head (see figure 5). Thus it is possible to successfully accelerate about 3
zc 9 meters (depending on tzhe magnitude of the initial percurbation) of the
solid beam despite the substantial temporal growth. Also :this estimate was
Jdone using 35~ 0.906 which is the injection velocity. In figure 6 we use
expression l7a to plot Lg against 3. As the solid beam gets accelerated

2 approaches uni:ty and L, increases thereby allowing a larger portion of the
= o -
"

beam to be unaffected bv the transverse instabilitv. Also note that ugzvh‘ s
taus raising the velocity of the hollow electron beam 3y will Trfurcher
increase L_. Similar treatment can be given for the case of a solid ion beanm.

g

Ve Conclusions

The stabilitcy of the transverse oscillations Zor a charged bean
propagating through a relativistic hollow electron beam was examined in the
parameter regime pertinent to the NRL CPA experiment. The ratio of the bdeaw
densities ns/nh was maintained as a dependent parameter. ror the YRL
experiment the ratio of :ﬁe space charge limited currents (IS/Ih) = 0.1, was
used to determine the self consistent ns/nh. For a solid electron beam :tnhe
transverse oscillation had a growth of about O.SmD. The growth rate was Zound
to iacrease with Is/Ih' This was mainly because increasing IS,‘Ih icreased

“s/“H' The maxinmum growth rate increased with decreasing Ss . For ss in the

range of =0.5 to -1.0 the growth rate maintains a fairly constant magnitude.




Bs —

The magnitude of the growth

length Lg,

injection velocity of the solid beam, es .

is plot:ed against the
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nize zeometTy eflects were examined bDv solwviag the wave =zinezic

aguaticn, t is Zound that despitce the substantial caemporal zZrowth raze
ihe transverse oscillation i: is possible to achieve suczessful acceleration
3I about I o 5 meters of the solid beam lengrh Ior the presen: operating

Jarameters. In principle this can be Zurther increased. Thus we conclude

that the transverse oscillation will not be fatal to the operation of :this
Jevice.

A similar conclusion for the case of a solid ion beam can also be made.
i dowever it must be pointed out that due to the defocussing of the ion beams

this method of propagating a solid ion beam through a relativistic hollow

~

2_eciron beam will fail. Thus the analysis gziven dv Uhm~ for the sclié ion

beam acceleration does not apply to the NRL CPA experiment. A solid ion Seanm

.

will have to propagate through a solid electron bdeam and zhis configuraticn
will make a new formalism necessary. A new formalism dealing with the

propagation of a solid ion beam through a solid electron beam is now being

developed and will be reported in a future paper.
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