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Oa the D23sizn of a Pip2linel/ Systoli: Finite Elenent Systen

ASSTRACT

)
\.l
S
:::: - A parallel finite elenent system is suggested bas2d on the iiea of pipe-
il
::: - lininz the conputations corresponiinz to the diff2rent finite elenents. Taz
] systolic architecture is us21 extensively in the desizn to satisfy a regular ani
’:_‘:j : snooth flow of data in the pip2. Als a node nunbering algorithm is developzd
N
.::I « in order to allow for the application of a frontal technique in the solution of
- the linear systan of 2quations resulting fron the analysis.
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e \ 1. Iatroduetion
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1 In the past few years, many researchars have considered the use of sone
el Y.

-_'f-f typ2 of parallel processing in finite element analysis. For instance, Noor ani
:;:I:_ *_I: al studied algoritims for perforaing the analysis on the CDC Star-100 (see e.3.
= (10] ). Alonz the sane line, Kamel and al [7] studied the usefulness of array
jfx‘ processors, combined with mini conputers, in finite element coaputations, Also,
.:fj:‘ the us2 of nultiprocessors in the solution of partial differential equations
L - were studied (s2e 2.2, [4] ). Howaver, diffarent expzrinents show2d that gen-
j."\j Zj'{ eral multiprocessors are not expected to give satisfactory zain in the process-
':;333 ing sp2ed since the times for communication and data transf2r doninate the run-
n"q ':'

€ o ning time (see e.3. [12] ).

5

S The most significant attampt in this area is the design of the finitz ele-
;’" '! ment machine at ICASE [5]. In this project, a microprocessor is assizned to
{

each node in the finite element grid. Each processor is connected to its e2izht
:::C- ‘ iamed iate neighbors, ani all the processors in the systems are connected through
4‘\: -

ad C 3 global bus. This machine, however, has sone limitations that result from the
_'::-‘:- direct corresponience betw2an processors and nodes. In general, it is most
::‘,:: . suitable if the intarconnections betw2en its processors follow the same pattera
..:..’ ‘..

by as the finite element zrid.

: " A 2loser stuly of the diffarent steps in linear finite element analysis
A

& j\' shows that the computations may be divided into saparatz phasa2s, where each
SIS

—— phasa dep2nis only on the preceiini phase, Hance the data 2an be transfarred
:j:;".; \ fron phase to phase in a pipelined fashion. The computation within each phase
Ly

A is also w2ll structured and mostly compute bound, which nakes it a suitadle can-
o i

ol didate for systolic architactures.
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In this papar, we sugzest possible confizurations for a finite elenent
system that are bas2d on the idea of pipelining the conputations associated with
the diffarent elements in a finite element grid. Such systen may be indep2ndent
of the donain of any particular problem and of the nunber of elemnents in tha
arid that covers tais domain. Qur principal aim is to show that the
pipeline/systoliz idea may be a valid candidate for parallel finite elenent sys-
tens rather than to describe a 'ready to inplement' or an optinal desizn for

such a system, wnatever may be meant by optinal. =

The concept of systolic operations has been used extensively in the desiin
to achieve a regular ani smooth flow of data within sach functional uait in the
system. For the precise spacifization of the inputs and the outputs of the dif-
ferent units, w2 us2 the notation of th=2 systolic model presanted in [9]. Tae
basiz idea of ths model is to associate with each communication link in a sys-
tolic network a data sesquence comprisinz the data itens that appzareil on this
link at consecutive tine units. Azcordingly, the computations perforned by aay
c2ll in the network are expressed in terns of operators on saquencas. Tae model
is quite general and may be used for the specification and formal verification

of systolic conputations, as well as for their sinulation. H2re, w2 only intro-

duce some basic definitions that will be us2i in the following sa2ctions. -

Data sequences: A data sequence is a mapping from the set of positive intezers

t> the set RszR v {8}, where R is the set of real number and § is a3 spacial

PR

[

synbol called the "don't cara" element. Each conmunication liak in a systoli:

network is given a label of the form yi and a data sa2quance ny is associatad

with that link, that 1s the greek letter n corresponiing to y is us2i1., The

interpretation of g is such that its tth elenent, ni(t.) s 13 the data itan that
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N
< ) =3 -
\'.-{ = app2ared on tha link yi at tine t, with ni(t)z § indicatinz that w2 do not :care
- s
- . about the particular valuz at that tine.
A S2quence oparators: 42 introduce informally the following szquence oparators:
<\ -
:{: :‘;; 1) The shift operator 9" which inserts r d&-elenents at the bezinning of its
" ﬁ oparani. For axanple if n = a1.32.a3,..., than 92n = 6.6.a1,32.a3,....
,_‘::: 2) Tae spread operator er wnich ins2rts r é-elenents between every tw suzces-
L. - Sive elements of its op2rani. For example, on = a1 .6.3,,6.33,6.
f.-;: “ 3} Ta2 piping oparator P: has m op2rands and concatanatas the first k elements
o
A . of each of its opzrands to fora one long saquence. For 2xanple, if £ =
< 3 .
:::: ‘_: b, ,b2.b3.bn.---' than PZ(E.n) = b1.b2. b3,31.32.33.6..... The abbrevia-
5 e .
N tion Pk (n°) is used for Pk(nj,...,n'n) .
g . e=1,1 m
< !
:j o We next spacify the class of problems that may be solved using our
AT
S pipelined/systolic systeam.
R 2. Problem spescification.
e .
b )
}.-Z :f, Tne class of boundary value problens considerei hare is spacifiad by a
-
_ - variational foraulation of the following generi: form:
<
AT
;: . Glven a Hilbert space W, 1 bilin=2ar op2rator g%and a corresponi-
¢ -
L
T ing funectional .9' on @/’, find the function ¢eWsuch that
-.'5 ~" —
N e%(V,O) = Fw for all v (1)
14

< We restrizt oursalves to problens on a tw dinensional domain Q, ani w2

assuse that % and ghave the general foras:
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da

2 2

) . [ T 0

$(v,.x) = § , o a D v Dgu dx dy +,9’ (2.3)

_.... Q r=o '=0 t‘,‘ r ‘ J
Fo - fq £ v dx dy + P! (2.0)

where a =a , r€=0,1,2 and f are problen depandent functions, D, and D
r,t” "@,r 1 2

LALLM N AL

2

are the differential operators -:—x- and 3y

, respactively, D0 is the identity

0 1
operator and vy and y are line intezrals over thz bounjary 39 of Q. Tae formns

2 W 1

[} 7
of V and y depan] on the boundary conditions and ar=2 not essantial to the
purpos2 of our discussion., We als> assume that Q is covered by a finita elenent

grid that contains m elenents of tha sane typs. Each element 2, 1s2¢a, is
characterized by its geometric support Qe. by Kk nodes on Qe locatel at (xf,yf) ’

iz1,...,%, and by some basis function associated with =ach node. '-'f

The nodes in the grid may be labeled by 2ither a local or a global scheae,
In a local scheme, 2ach node in a certain e2leneat e is identifiad by a pair
(e,i) for sone i, 1<igk. On the other hand, a global szheme assigns a unique
integer j, 1<j<sn, to each node, wh2re n is the total number of nodes in the
grid. The relation between the local label (e,i) of a node and its zlobal label

J 1is defined by sone mapping glob:[1,alx[1,<]+[1,n], wnare j=globle,i).

Accordingly, we may define far each 2lament e th2 boolzan aatrix Me of order

. s A A P L Lh A

kxn suzh that ¥°(1i,j)=1 if globle,i)=3, and M3(1,j) =0 otherwise.

Given a grid that covers Q, standard techniqu2s nay be applied to compute

the finite element discretization of (1). Moreover, an isoparametriz transfor-

mation may be usei to map 2ach 2lenent Qe into a fixed element Q an sone 2-

1 S
[N

dinensional space (;,?). and a nuneric quadrature may be applied to evaluate

XA

the intezral over Q. L2t q be the degree of the quadratur2 fornula and denote
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by (;S';s)es and wg the quadrature points anil weizhts, respactively,.

Bk P P Y

If the coefficients ar 2’ r,€20,1,2 and the load f are plaece-wisa con-
’

stant functions aqual to a: t and t‘e, respactively, on each 2lznent Qe. it is ’
1]

well known that an approxinate solution of (1) may be obtained as tha solution
of the linear system of equations )

Ha = D> (3 1
where

1) u is the n-dinensional vector thac contains the valuss of the approxinata

solution of (1) at the n nodes of the grid.

2) 1 is an nxn banied, synmetric, positive definite stiffaess natrix. In order

to generate H, w2 first conput2 a kxk elemental matrix He for each alenent 2.

The entries H- £21, 0000k, §21,4..,1 of H® are given by

i!j. 1
2 3 )
HE | = a® T w. det®(X_,¥.) DV, (X.,¥.) Dyv.(% ,7.) ;
1. % . gy rof L s g'7g’ r'igt’y’ TR'5 gl (4) ,
% = g- [

where -61(?,?) yi21,...,k are the basis functions associated with the standard

element 75, ani dete is tha deterninant of tha mapping ‘.)e-—->5. Each elenental

matrix He that corresponds to a boundary elenent is then nodified by the aidi-

0
e
tion of a sparse matrix S that i3 coaputel fron the tern ,5” in (2.3). The

resulting elemental matrices, ﬁe=ae+se, 2=1,...,0 are finally assambled into

Me'l‘ ﬁe Me

1

the global matrix H according to H =

2

LY

3) b is an n-dinensional global vector generatai by first conputing tna elenen-

tal vectors be fron
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b, = £
g

i a0

1 8 g2 °g 1 8 °¢

v

Similar to the elemental matrices, 2ach b~ correspondinz to a boundary 2lenent

-

is modified by the addition of a vector se and the resulting vectors, be.

n
e=1,...,1 are then asseabled into b according to b = { |

In the previous discussion, it was assuned that ¢ is a real-valuad func-
tion., It should be notad, howaver, that the sane formulas ara valid for fuac-

tions with 4>1 degrees of freeiom. In this case ar 1 and f are dxd matrizes

and d-dinensional vectors, respectively, and the entries of the Me natrices are

dxd unit natrices and z2ro matrices inst2ail of ones ani zeroes, raspactively.

In the remainder of this paper, we will briefly deszrihe the organization
of a conplete pipelined/systolis finite eleaent systea for the above class of
problems. By its very nature, any systoli2 or pipalined system n22ds to be mon-
itored by a host conputer, In our systam, the host is assumned to be a g2aneral
purpose computer that contains the data base for the problem and constitutes the
only neans of coamunication betw2en the user and the systen. It is responsidle
for satting, initiating and f22ding tha systoli: pipe with the appropriate data

as w2ll as collecting the outputs.

Tae configuration of the entire system dep2nds on the method useid for the
solution of the linear system of equations (3), namely, a direct or an itarative
method., W2 will consiier systams with diffa2rent typ2s of solvers separately.
Howaver, we start by discussing a functional uait that should be inzludad in any

finite elenent system, nanely a uait for tha generation of 2lemental arrays.

wo det®(X.,¥) V.(x.,y.) £21, 000,k (5)

8

3
i
- .
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:::j - 3. The generation of elemental arrays. Ny
<o b
= :
. . The systen proposa2d for the generation of the elemental arrays is conposad 9
‘\:::; ) of six functional units, Thes2 units, denot2d in Fizure 1 by Nt,..., N6, are 1
\':' 4
w3 \ inplenented usinz systolic components and are connect2d in a cascade such that )
. .
il o tha output of one unit is the input to the next unit. 1In order to computz the 1
elenental arrays corresponding to a certain elanent e, the systan should be sup- :
RN e o ]
o f-_. plied by 1) the values of the coefficients a, 'L r,f=0,1,2 ani th2 load f on ’
- . ’ ;
» element e, and 2) the coordinates of th2 k nodes (x:,y:) y Lz21, 000,%. '
! 1, i
'-‘, l' r3lu| )
:J 24 % 4
e 4
g = —3 —> — —> 4_'
‘ N1 — N2 | 5 N3 3 N4 > NG
-:: \: - :
R
g ? ? \ll :
.o q
T 22 s
v 1 P, —
- ! LM p;
:t-: :' l oo-lé
::. -: 0,q+4 k-1,904 l“'q“
r Figure 1 - Pipelined generation of the elemental arrays
::: In addition to the above data that are depandent on the spz2cifiz elanent 3
f, - .
. € K
N being procass2i, the system should also be supplied with the valu2s of th2 basis
-
\ 7-" functions ;i' i=1,...,%, and their derivatives a;i/ ax and a?i/ a; at the qua-
aon
A - = .
:-: Dy drature points (x_,y ), %=1,...,1. Th2se valu2s are indep2nient of any par- :
"o " § ¢ .
@ ticular elenent anid hence may be preloaied into the local nemory LM1 of the sys-
4'_: .
:'{: tem and us2d repeatadly during the computation, o
.:\ -
i' 0 The precis2 spacification of each computational unit ani a formal verifi-
,:: . cation of its oparation is given in details in {3]. H2re, w2 only presant a
L I
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[
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brief description of the fuaction of each unit,

The unit N1 is composal of 23 "multiply/add' systoliz cells, 1Its function ¢

is to computz the elements of the Jacobian of the isoparanetric transformation

Qe* 3 The coordinat2s of the k nodes of a certain elenent 2 are supplizd to

N1 throuwgh the input links z and z and the values of V. (X. ,Y.), =
1,1 2,1 i 717 7°¢g
Ni( x3 ,yg) /3x, and 3-»1( xg ,yg) /3y are supplied from the local menory LA1. \.
The oxact specification of the inputs on z1 1 and 22 1 is -
’ 14
2 e 2 .2 -
c1'1 = 0 n and c2'1 = Q 8 § (3)

where for tsk, no(t)=y® and £5(t)=x3, and for t>k, n (t)=£5(t)=4, Tiat is,
t £

the x-cooriinata2s of the k nodes are supplied to the system on 2z 1 startiang

1,
at tine one and separated from each othar by tw tine units. Sinilarly, the y-

coordinates are suppliedi on 2z starting at tine two and ssparated from each

2,1

other by tw tine units.

Tae conputed Jazobian and the basis functions are then passel to N2 waizh

is also coaposad of 23 'multiply/add' cells, 1Its task is to conpute the valuz2s

of Vri(g)z Dr;i(;g';g) , r=9,1,2, i=z1,...,4 and g=z1, ...,3. Ta2se values are
then passed to N3 waich comput2s the deteraninant dete of the traansformation and
the valuss of V. (g)= #_ detS(x ,y ) v (g)

1'8)= "4 g'vg’ 1'%

The unit N4 is conposad of 3«q 'multiply/add' cells connected as a gx X

rectangular array, It receives the valu2s of '5;(5) and vje(g) fron N3, and

conputes the integrals that appzar in equation (4), nanely
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1/

J(® i,d=1,...0,%, r,B=29,1,2, (1)

[ S W&

-r
1 Vi(g) v

Tae final step ia the generation af Hz i3 thz nultipliczation of aach

integral by the corresponding coeffiziant ai ? and the conputation of the sum
4

o
=

. e e,r,t
i,j ~ j

H ar’e Yi,J

Ry~ 00

r.t=9

£

This step is parforned by N5 waich gets Y: '; fron N4 and receives a: ) from
? ’

the host on the input links ps, 3290,1,2. 1Ian order to ensure that 2ach coeffi-

cisnt neets the corresponding integral at the right time, the inputs should be
suppl ied according t>

Qq+3k+9 ae 3)

T =
S S

) e _ e . . .
wiere, far tg3, as(t) = at@23 £ with ® denoting the modulo 3 aidition.

The elements of the synmetric matrix H are produced on k output links,

namely zu Qs ” uz=0, ...,%=1 (see FiZ 1). More presisely, the elements of tha
’

uth off diagonal of 4° app2ar on z after 5u+qr3%+16 tine units from the

u,q+4
initiation of tha oparation of the systen, S2paratei from eaczh other by two tine
units, Tais is formally Jdescribed by

Q6u+q+3‘.<+1 6 2 =2

cu’q*u = e uu 'J:O' l.."_1l (9.3)
where Ht teu if tsk-
Mu(t) = {
s if t>k-a,

The function of N6 i3 the generation of the elenental loal vectors. It

-'..'.z‘.‘.".’.'.‘,'\. [ LT et e e e
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TR - 10- o
.-
S
:-}.;} receives the values of -V';(g) fron N4 anl the load £° fron the nost on the input
v . C
e link r_, ,» and produces the elements of b~ on the output link gz , 3ccori- :
_j._j 3¢+9 £,3+4
N
AN ing to
-.:,\.‘__ -
-ty . Q+r9e+16 2 e )
<) ;k,qq-u = o7 w, (3.9) -
J’».._'.
:}_-j'.j whare, for ts<k, u.i(t):b:, and for t>k, ui(t): s,
~, In sunmary, equations (9.3/b) indicate that the systam conpletes the coan- R
\":fjl putation of one elenental matrix and vector in 12k+q+16 tine units, where a tine
N .
Lo unit is basically the time required to perforan eithsr a 'multiply/ald' or a .
tdivide' op2ration, whichever is larzer. Althouzh this is a noticeabla spzed up
::-_Ejff over the serial execution of the oparations iavolved in the computation, the
'.:?’.:_' systen suggestai here has two other iaportant merits, namely
‘ @
. _1_) Tne smooth novement of data such that each data item arrives at the propar
*.‘:.;,
::::-'.:' cell when it is needed. This elininatzes any delay in execution due to conpli-
:.'j:.' cated interprocess communication or slow memory fetzh.
. 9
. 2) The ability to pipzline the computation corresponding to the diffarent ele- L
::f:i:; ments on the system. More spscificzally, if the input data for the different
ot -
-j"-;; elemnents are pipalined at the rate of the data for one elenent every 3« tine -
. units, then the results will be produced at the same rate of one eleaental -
-::7::.‘7; matrix/vector every ¥ tine units. This pipelininz of data may be described
:;-;'},' formally in terms of the piping oparator of Szction 1. Namely, if the iaputs o
o
- are descrived by
e
G -
LSy - 3" 2 2
~ ©,1 % Pezr,a(® &)
)
o' 3K 2 e e
;2’1 = Q Pe=1,.n(e n )
;-"-,.-' q+3%+9 _3K 2 @2 - :
o L = Q Pe=1,.n(e ‘Gs) s=2,1,2
o '
Q2 ]

SN
ol
]

XK




...............

then it may be proved fornally that the output of th2 systen is des:rioed by

bu+q+3%+156 3 2 2
“yqes 78 i 92-1 p (8 uy ) Uz, c.enk
=1,:

where Ee, ne, a: and "3 ar2 as in (5), (%) and (3).

Althouzh the tera 'efficziency' is not precisely defined for systolic net-
works, we may rouzhly estinate the utilization of such networks by calculating
the ratio U of the average number of cycles during wnizh each cell in the systenm
is doinz us2ful work to the total numnber of cycles needed to conplete tha execu-
tion. For the six netwrks Ni,...,N6, it may be shown that U is largzer than
50%. This neans that w2 are using, on the averaze, nore than half of our

resowrces, waizh is a relatively high utilization in parallel conputation.

4. The effect of bouadary conditions.

The next step in the analysis is the modifization of the 2ntries of tha

elemental arrays He and be, where naecessary, to account for the boundary condi-

tions, W2 consider here tw types of modifizations, namely

1) Mdifications needed to force the solution to z2ro at some spzcified nodes of
the grid. More specifically, in order to force the solution to z2ro at a cer-

e e
1=0. H

tain node r, w2 may s2t b
i,]

20, §=1,e00,%, j21, 2nd Hi (=1, for each e
’

and i satisfying glob(e,i)=r., This is equivalent with the replacemnant the rth

equation in the linear system (3) by ul_:') and thus guarantees that the solu-

tion is zero at node r.
2) Mdifications that results from the so called "essantial boundary conii-

tions", As nentioned earlier, this typs of conditions nay be accountai for by

the addition of 2 sparsa2 matrix Se and vector se to He ani be. respactively.
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Also, 2ach entry in the modified arrays ?le ani Be should be associated
with the corresponding global labzals in praparation for th2 ass2nbly stage,

W

More specifically, 2ach should be associatad with glob(e,i) and glob(e,j),

[

vJ

and each 3: should be associated with glob(e,i).
éO.G'O ék,ﬂ"
-
?: —_ N7
LM2 NS
lo.c'e lkm

Figure 2 - Addition of the effect of boundary conditic;'ns.

The unit labeled N7 in figure 2 is responsible for the first aodifization.

It is connectad to N5 and N6 and receives froan th2m the elenents of He ani be.
2z1, ...,.n', respectively. %t also receives fron the host 1) the k Zlobal ladbels
glob(e,i), i=1,...,X of the nodes in 2ach elznent e, and 2) for each node (e,i)
a single bit that is set to one only if the solution at (e,i) is to be forced to

z2ro, Tais information is supplied on the input links so and s1 according to

v = QQ¢3K+16 P3i< (92 a

i e=1,m vy) 129,1

whaere tha elements of 7: are describel, for t<sk, by

2
11(t) z glob(a,t)
1 if the solution at node (e,t) is forced to 2z2ro
L) =
Yy =
0 otharwlse

The unit N8 is responsipvle for the addition of the correction arrays s°

e

to the elemental matrices He ani be. How2ver, because nost of the

and s

PP P N
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arrays Se and se e=1, ...,0 are z2ro arrays, ani if non z2ro, they contain only
faw non zero entries, the addition of spacial hardware for th2 zomputation of
~ - thes2 non 2z2ro entria2s cannot b= justifisd. More appropriatzly, these faw
--j:: ff. 2ntries may be conputad by the host and preloaied into> a local menory (L42), and

some logic may be built into N8 to retriave thes2 entries wnzn the corresponding

o

’ entries of the elemental arrays are rec2ivel fron N7. Detailed inmplementations

K for N7 ani N8 are given in ([3].

- 5. Systeas that employ direct solvers

SR

1..\- -

o In Figure 3, w2 show a block iiagran of a completa system that uses an LU

AN

"' = deconposition for solving (3). It consists of the host and four functional

i‘_::: units. The uanit 1labeled GEN is the generator of the elemental arrays as

N

_..] Jescribed in some detail in sestions 3 and 4. The output of GEN is then

N

' ! directad iats the unit labeled ASSEMB. 1Its function is to asseable the global

}_f-j arrays H ani b. The third unit, FACT, receives H and b fron ASSEVMB ani siaul-

o

}_:: e taneously p2rforns the LU factorization and produces the solution y of Ly=b.

y r Finally, the unit BACK solves the trianzular systam Uusy by bazk substitution.

OO o

-\ -

- HOST GEN

e v

o _ DATA BASE ASSEMB

AR

\.’.l -:’ 6

LS

n..l

N FACT

NN, 3

P TEMP Y

TR, BACK

KL — A

:::: Figure 3 - A system that employs a direct solver.

1R

IR In order to sinplify the discussion, w2 consider only the assaably of H
[ 01

:Z‘_', .- ani w2 denote by 'ﬁ: the 1th row of the synmetric mnatrix -ﬁe ani by hi the ith

f:u N

.

2

wH

Y

':;"Q

., .. - - P . AT - N B R ST S SR TR SN
e Tt T T S S R L R T L e e, CRME TN N ™ &



ROARRA AT AP PR LA EAS AARERERE

e

- row of the synmetris global matrix H. 42 also note that ASSEAB receives fromn
GEN the elemental matrices §1,....ﬁm. pipelined in the given order., Ti2 rows

within each matrix Ti" are pip2lined in the orier E?,....Txe Tais order is

N h -
e
j:;-j deternined by the local labels ziven to the nodes of the zrid.

The ladels 221,...,n given to th2 elanents of the grid are of particular N
Z:i interest to us. If the elema2nt labels satisfy the proparty that any alement 2,
{‘ 1€2sm, contains at least one node that does not belonz to any selement N
:':j 1yeee0y2=1, then w2 call such a ladbelin3 schene a propar 2lenent lapelinz. The
:'_ iaportance of proper element labelinz will be apparent latar, )

&

j:ﬁ Each elenent Tif j is received by ASSEMB accompanied by th2 global laovels
. .
.::j glob(e,i) and glob(e,j) that sp2cify the position at waich it should be azcunu-
LY lated in H. More precisasly, assuning that a band storaze s:heme is used for H,
.:\
- ASSEMB accumul ates T'l: j in row glob(e,i) of H, an1 in the off-diagonal position
h L
D
‘- |glod(e,i) - glob(e,i)|. -
- The assenmbled rows of H are then passed to FACT that proceeds with the LU
}j faztorization, Hare, a frontal technique is naturally used to achieve two =
2z important goals: 1) To allow FACT and ASSEYB to executs in parallel, 2) To N
o mininiz2 the storaze requirement of ASSEYB.
a .
4 .:: 1
’i In order to be more spacifiz, w2 introduce some terainology. Durinz tha - 1

ass2ubly process, a2 row hi is saii to be acstive fron the moment of the appesar-

ance of a row h. with glob(e,j)si, that is fron the time when its assaably

. D

ThS

actually starts. On the other hand, 'rii is called a ready row inmediately aftar

-y he e,
RVORIN P-4 IR
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-r
the aceumulation of the last row hf with glob(r,?):i, that is after its assenbly

has oeen completed. In other words, a certain row of H {3 partially assznbled
when it is active but not yet ready, Once realy, 3 row nay oe passai from

ASSEMB to FACT and its storage in ASSEMB nay be releasad.

Howaver, in all the known parallel schenes for the direct solution of
Hu=b, the rows of H have to be processad in a sa2qu2ntial order, waizh means that
the ready rows of H 3hould be produced by ASSEAB in sequantial order, For-
tunately, w2 may satisfy this restriction by assizning appropriately gzlobal
labels to the nodes. Tae following node nunbering algorithm tak2s this restric-

tion into consijeration.

ALG1:

Given a prop2r elenent labeling for the finite elenents anid a corresponiing
local numbering of the nodes, obtain the global numbering by zivinz the
nodes saquantial nunbers in the following order:
1) FOR j=1,...,¢« DO glob(1,3) =
2) FOR 232,...,2 D)

FOR i=21,...,% DO IF node (e,i) 1is alreaiy nunbared THEN skip

ELSE increasa j by one and set glob(e,i)=]j.

Now, assune that the nodes are numberel by ALG?1 ani that the bandwidth of
the matrix resulting from this particular numberinz is 23+1. Tiaen it may be
proved [3] that, duringz the assambly process, the rows of H becone active in a
purely saquantial order. Moreover, whenever a certain row i of H is active than

the rows up to i1i-3-1 are ready ani may oe proc=2ssad by tha2 solver,

D2finition: If, at a3 sp2cific time during the assembly of H, a certain row i,

1si<n is active, then the rows 1,...,{-3-1 are callai B realy rows of H.

T S 7.1
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Fron the above discussion, it follows that B realy rows are also ready
rows, and that the rows of H bacome B _realy in a puraly s2quantial order. dow-
ever, a given row aay be realy oefore it becones B realy. Being pessinistiz, w2
will pass only B ready rows from ASSEMB to FACT, 2xcept of coursz the last rows

n-d,...,2 that nay de passei to FACT only aftzr thz assanbly of H is conpleted.

In addition to satisfying the tw goals stated earlier, the above rule for
tha interaction betwesn ASSEMB and FACT allows ASSEMB ts determine automatizally
the instant at which a row is ready to be passed to FACT. This elininates the
preprocessing step that is usually needai in frontal techniques to detarnine the
instant at which a certain row is realy. More precisely, ASSEVYB nay k2ep a flaz

"BMAX" that indicates that any row hi’ i<BMAX is B_readly (and hence reaiy).

This flag should be updated whenever a row h, with glob(e,j)-3-1>34AX is

. W

rec2ived,

d2 now raturn to ALG!. Althouwzh this algorithm provides a good nunbering
schene from the point of view of proc2ssing the assambly ani the solution
processas in parallel, w2 still have to ensuwe that it dJdoes not result in a
larze bandwiith B. For this we note that ALG1 is a tw step algorithm; First,
tha elenents are labeled, and then the nodes within the elenents ar2 nuabered.
To our knowledge, Fanves and Law [3] were tha first to suggest a two step
nunbering schame. Taey reported experinental results which show that if the
Cathill-dckze (2] algorithn is usad to number the 2lements in a tw stap algo-
ritha, then the bandwiith of the resulting matrix 18 conparable with tha best
known algorithn for aininizing the bandwidth. Ha2re, in the application of the
Cuthill-vMokze algoritha, tw elenents are consiiered neighoors if they share a
coumon boundary. W2 exaained many strange shapas of neshes and in only rare

cases did the applization of the Quthill-4zk2a algzorithm for nunbering the

i
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; elements result in a non proper alement labeliniz. Moreover, in all these rare
. ases, a proper labelinz was 2asily obtained by chanzinz the starting elenent.
_~_- ' T™e existence and construction of a proper element labeling schane for a given
\ mesh is still a question that needs to be answered.

Possidle implementations for ASSEAB and FACT.

It is clear that ASSEMB has t> handle larze anount of data at high rates,
- which necessitates the distribution of its task on a nunber of processors, 2ach
being responsible for ths assenbly of the elements in one or more diagonals of

H. W2 consider here the extreme cass where we have B+l processor/menory units

- P40, ...,P1B with Pdw responsible for the asssmbly of the wth off-diagonal of

H. A communication network, COMM, is needed to distribute the data received by

ASSE4B to the appropriate processor. Nanely, when an elemnent

(€]

is received,

Id
‘.
[

»J
__3 n acconpanied with glob(e,i) and glob(e,j), COMM should direct these data to PMw,

~\'ﬂ :'{: waere w= [glob(e,i)-glob(e,j)|. It may be inplenentead as a binary tree netwrk, }

':- whare each node is a switch that uses the appropriate bit of w to decide whether ;

\-\ r: to pass the information to its left or right successor. ‘

3

:'.:’,: ::j_-. In the inplementation suzgested in [8]), the process executsi by each Piw

.::‘ - is driven by tw interrupts, nanely input and output intarrupts. Tie input

\: intarrupt takes place whan new data (typically ?{:,j and glob(e,l)) are received

'-:" .

7."5 -- fron COMM. As a result, -l'-lie’j is accunulated in the position v=glob(e,i) of the

AN

& diazonal storel in P4w and the flag BMAX is s2t to max{3MAX,v-3-1}. Upon

_':\ f reception of all the elenental arrays, BMAX is set to n to indicate that any row

;'i ‘1 in H nay then be passaid to FACT. On the other hand, tha output iaterrupt is of

d_ . a lower priority and takas plac2 when the output port connected t5 FACT Ls ready

NN

S |
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)
)
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0
L to receive new lata. A counter "consuned w' may bDe usad to k2ep track of the
next element that should be produzed., Howaver, if this elenent is in a row tnat
is not y2t B_realy then Pi4 would have to wait until consumei_w < BMAX ani then
pass the clement to FACT.

One difficulty arises from the distribution of the asseably prc:ess on the
B+t P4's, nanely that upon receipt of 3 certain rowaie. the entries of this row

are distributei to the few PM's that are responsible for their accunulation.

Hance, only tha2sa fa2w P4's will detect the arrival of‘ﬁ

[l (]

and updiate accoriinzgly

their copy of the variable BMAX. The copies of BMAX in th=2 other P{'s will not
be upiated unless w2 provide for sone sort of interprocess commuaization. 1In
order to solve this problem, w2 may store BYAX in a global location sharei by
all pM's, Yowever, since PM0 receives the diagonal 2lenent of 2very row arriv-
inz at ASSEMB, it seeas natural to have only P10 iapdate BMAX. Another solution
is to usa a message passing techniqu2 where the updated valu: of BMAX is passed

fron PM0 to P11 to P42, ..., and 30 on.

With the above inplanentation of ASSEMB, FACT should have enowh computing
powar to process the realy rows of H at the hizh ratz at whizh they aay dbe pro-
duced by ASSE4B. This powar may bz obtained from a very hizh spzed array pro-
cessor that may becomne available in the future as a result of advaaces in VL3I
ani optizal comaunication technologiss. However, with the current technolozy,

the most suitable caniiiates for the implementation of FACT are systolic arrays.

Many systolic netwrks have been suggestad in the literature for the LU
deconposition of positive definite banded matrices (e.3z. [51]1 ), and spacifically
for synmetric matrices (1,8]. Tiey all require that the 2lements of ths matrix

be suppliei diagonal-+is2, wiich 1is conpatible with the above structure of
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ASSEMB., However, any iaplementation of FACT nay not be syachronizad by a global
clock, nanely because the rate at which ASSE4B produces the B realy rows of H is
not constant due to the nature of the assanbly process. Hsnce, a sa2lf-tined
techniquz [11] should be us2d for the intearaction betw2en ASSE4B ani FACT and

for th2 synchronization of the opa2ration of FACT.

In order to stuly the utilization of FACT in this self-tined environnent,

w2 define r<= to be the rate at which FACT would consume the realy rows of Hif

they ware always available when needed. This rate for th2 netwrks desarisei in

[1,6,8] is one row of H 2very 3 tine units, that is r z1/3. W2 also define
rp(t) to be the rate at whizh ASSEMB produces the B realy rows of H at any par-

tizular tine t. For the inplementations of GEN and ASSE4B discussed here, it

may be shown that, at any tine t, rp(t)s1 /3 row/timne unit. This means that the

B_realy rows of H will be consumed by FACT as soon as thay ar2 produced by
ASSEAB., Tais result has the following iaplications:
1) Tae storage in each Piw should be larze enough to store only B+1 2lenents of

the wth off-diagonal of H at a time.

2) Tha generation and asseably of H form the bottle neck of the entire systen.
This is a clear indication that we should not concentrat2 our effort on finiing
faster parallel solvers for linear systems ani nazlect the problan of generating
H and b fast enough to f204d thes2 fast solvers.

3) Althouzh FACT is self-tined, w2 may accurately estinatz the tine at wiaich it
will complete its task. For examnple, if the systoliz network in (3] is used for
FACT, than it may be shown that the decomposition will be completad one time
unit after FACT reca2ives the last row of H. Moreover, the last Brows of H are

male available to FACT just aftar ASSEYB receives its last ianput at tine

3¢n+9k+qr16. Since FACT Ls aole to consune these B rows in 33 tine units, we




'
PR Y

. . “5."."."“"

may conclude that it will terminate its execution at tine 3kn+94<+33+q+17 =

~

3 (KIH-B) .

Finally, we discuss the last uait in Fizure 3. This unit, BACK, parforas
the back substitution step. Althouzh its task is sinple, BACK cannot start its
somputation before the last row of L and the last 2lenent of y are available.
H2nce, a temporary storage, TE4P, 'nust.be proviied for storinz thz 2lements of L
and y upon their generation until FACT terminates its a2xecution. Note that the
systolic network for back substitution described in [6] may He used for BACK.
This needs 21 tine units to execute, and hence tha entire analysis will be com-

pleted in approxinately 3(kn+3)+2n tine units, whizh is a consijerable spaed up

over tha tine for serially executini the O(n2) operations iavolved in the

analysis.

Although the systen described above profits froa all apparent concurren-
cies in the analysis, it has a s2rious disadvantaze, nanely ths depandenzy of
its architecture on the baniwidth B of the matrix H. 1In order to be able to use
a system designed for a certain bandwidth B for a problem with a larger
bandwiith, w2 should be able to partition the computation appropriata2ly to allow
its execution on the e:.:isti.ng hardware., Tahis partitioning s2ems to be non-
trivial for systolicz LU deconposition networks du2 to their complex communica-
tion patterns., iore research is neeisd on systolis or altarnate architactures
for the direct solutions of linear systams if we desire to have a systaam that is

indepenient of the banjwiith B.

6. Systeas that employ iterative solvers.

Direct solution schemes for the linear systen (3) do not tak: advantage of

the fact that H is highly sparsa, thus nissini a potential for savings in both

. || P
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storage and execution tine., For this reason, it is sonetines benefiaial t> usa2
N iterative schames for the solution of (3) despitz their obvious disaivantazes,
a ! namely, the absance of a good criterion for chosing the initial point ani th2

possible diverzenc2 or slow converzence of the iteration,

3 | ) HOST GEN

DATA BASE

STORE

: ¢« ¥+ 8
‘ ST
(s L I

a4 oo

AN

‘V. ’
. )
4 8

s

Figure 4 - A system that employs an iterative solver.

(]

Many iterative schenes exist for the solution of Hu=b. Here, W2 restrict

owrsalves to those schemes that involves the matrix H only in the conputation of

.

its product with a czrtain vector. Tiis product may be forned using the
.e unassamblel elemental arrays, thereby eliminating the need for tha irregular
assanbly stage. More spacifically, the product of H with any vector p mnay be

conputad from

“x 8 ¢ 8 P B & ¢
s 0 DRt IRt
LR T

4.’

s

) n a ,_,

DO Ho = J T ® #2p = § T # oo

LR 221 a=1

l" )

= Tvis multiplication scheme is attractive in our case bacaus2 the partial pro-
\ ducts -*-’e pe for e=z1,...,1 may be pipelined at the sane rate at which the
;i = arrays ﬁe are generated.

:',f: :','; In Flgure 4, w2 show a block diagram of a systoliz systean that employs
._,“

:‘: - iterative solvers., It is composel of the host ani two systolic functional
A‘ ’4:

::.3 : units; namely GEN for the generation of the elemnental arrays and MULT for tha
.';g o matrix/vector multiplication. In this systzn, the host is mors involved in the
=

':J
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conputation than in th2 system that enploys direct solvers. In fact, th2 host

is a general purposz computer that executes a s2quantial finite elenent progran
and uses the systolic units GEN and MULT as hizh sp2eil devices to pa2rfora sone

conpute-bouni opesrations in the prozran.

B
3
8
y
4

The block labelel STORE in Fizure 4 is a storage device us2d to store the -
elemental arrays in order to us2 than in successive iteration steps. Howaver,

if the spesed of STORE is such that it cannot proviie MULT with th2 alenental

arrays at the required hizh rate, then STORE nay oe elininated from ths systaa,
and GEN may be usad to regenerate the elemental arrays in each stzp of tha -

iteration., This idea of regeneratini the elemental arrays is nor2 attrasctive if

a multizrid technique is used for the solution of Hu=b, In that cas2, the
regeneration of the elemental arrays bzacones an essential oparation. Note that
the architectures of GEN and MULT neither depand on tha spacific grid that cover
the douain of the problem nor on the bandwidth of the resulting matrix H.
Hznce, the matrices corresponiing to the diffarent Zriis nay be generat2d from

GEN without any system racoafizuration.

Finally, w2 note that only linited spzed up may be obtained by using the

pipelinad idea with iterative solvers. This is nanely dJu2 to the fact that suc-
h cessive staps in conmonly usad iterative solvers cannot be pipalined. For exan-
ple, in the conjugate gradient method, 3 new stap cannot be initiatel before tha

ternination of a dot product that dep2nis on the previous itarat2, It seans

that the success of a pipzlined/iterative finita element system is largely -

depandent on the availability of an iterative solution scheane in waizh suzces- 1

sive steps nay be pipelined, L
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1. Conclusion.

f‘ Pipalining is a straight forward approach for processing a certain comnpu-
‘ ) tation in parallel on sone hardiware that is not depandent on the size of the
problen to be solvel. 1In this papsr, w2 discuss2d pipalined solutions to linear
. . finite element problemns. In order to maxinizz tha benefits from a pipzlined
;::','. system, the execution tine of the diffarent stazes in thz pip2 should be approx- )
- inately equal. This may be acconplished by including in each functional unit in
N the pip2 an anount of hardware proportional to the computation pa2rforned by that
\ unit. Unfortunately, in the case of conplex computations as that involved in
". .. finite element analysis, this means that the architecture of 2ach uait mnay
, i depend on sone paraneters of the given problem, For instance, the LU factoriza-
" ;'\' tion unit depends on the bandwidth B of the stiffness matrix and the array zen-
? - eration units depend on the number of nodes k in each finite element. Conse-

{ quantly, a systen designed for a certain B anid k cannot be uszd for probleans

XA

-.ix't

AL with B'>B or k'>k.
"'.: Thesa restrictions on B and k result fron the uss of systolic netwrks
r.

:'_.- . with very sinple types of cells for the majority of the functional uanits in ths }

:;:.': pipe. This has the aivantage of achiaving a smooth and regular flow of data in

RN

AP the system, thus increasing its execution spzed. How2ver, a systen that is

:‘:5 - independent of B and k nay be obtained if w2 allow for more flexible zells and, )

.:'.' ~ q

RS accordingly, partition the computation within each unit such that each cell is !

-‘.:J -

." o assigned to a larger share of the conputation. Th2 execzution tine of the dif-
1

;.-‘- arent units in the modifi=2d systanm should be k2pt approxinat2ly equal. A2 did 1

o \

A ':-\

j.: ' not discuss such 3 decoposition in this paper. 3

o ' i

@ - The conmon problem of conmunicating data at a hizh rate to and fron sys- i

4

o) 4

:3 .‘. toli: arrays are not presant in the systen suggestald ha2re. Nanely, iata are q

2 I %
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supplied to the first unit in the pipsz at a rata of 3«+10 itans =2very X tine

"

units, and results are collectad from the last unit at an averaie ratz of B/3
item every 3k time units. The conmunication between th2 other pip2-units do not ?

require any intervention from the host that controls the entire op2ration.

Finally, w2 hop2 that this work will lead to more res2arch for th2 further -—

- exploration of the idea of pip2lining finitz elenent computations.
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