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I. INTRODUCTION AND SUMMARY

1.1 BACKGROUND

Despite much effort, there remains an inadequate quantitative under-
standing of the effect of attenuation and its regional variations on the
amplitude of short period P waves. Until very recently, this attenuation has
always been represented by a Q which is independenL Of frequency. However, it
has become increasingly clear that there must be some frequency dependence
that causes the effective Q at long periods (greater than 10 seconds) to be

* much smaller than that at high frequencies (greater than 3 Hz). But how the Q
varies between the two and how much effect this frequency-dependence has in
the 0.5-2.0Hz band where P wave amplitudes are measured is not known.

There are several reasons why a solution to this problem remains il-
lusive. The most important is that the data are inadequate; the illuminating
characteristics are obscured by noise and path effects. Another reason is
that there is a strong tradeoff between source and attenuation effects in this
band; most of the events that provide the best data have their corner fre-

quency within or very near the 0.5-2.0 Hz band.

In understanding the attenuation at these high frequencies, it is not
enough to consider only the amplitude attenuation. The effects on the phase
spectrum (dispersion) can also be important. As has been pointed out many
times, very effectively in a recent paper by Richards and Menke (1983), there
are differences between the phase effects of attentuation due to intrinsic

-absorption and that due to scattering. Understanding these differences and
properly accounting for them is important to explain key characteristics of
observed P wave signals.
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1.2 OBJECTIVE AND APPROACH[

The objective of this study is to develop the kind of detailed under-

standing of attenuation needed to confidently assess the effect of its fre-
quency dependence, mechanism and regional variation on short period P waves.

The key is to have adequate data, and these are provided by recordings of
underground explosions made by the four 20-element United Kingdom arrays. The

data base is described in detail in Section II where we note that these arrays

provide a uniform and consistent source of data for events (including earth-

quakes) occuring since 1966. Because of the array desiqn and instrument
response, these data are uniquely suited to high frequency spectral analyses.

The analysis is based on the characteristics of the P wave spectra of[

undeground nuclear explosions, and data are available for nearly all under-

ground nuclear test sites ever used. However, in this study we focus on the

major Soviet test site in eastern Kazakhstan, and therefore on the attenuation
in Central Asia. A few results for some important U.S. (outside Nevada) and
French (Sahara) tests are also briefly discussed.

While not directly related to our primary focus on attenuation, we also

discuss in Section III the observation that the Shagan River test site seems

to divide into two separate and distinct sites. This is based on the fact
that events in the northeast half of the site write seismograms that are

distinctly and consistently different from the seismograms written by events
in the southwest half. Later, in Section VI, we see that the spectra for

these two areas are also different in a way that suggests that the source

corner frequency is systematically different (for roughly the same yield).
This supports the conclusion that the waveform differences are due to site

geology and is consistent with the hypothesis that the events in the southwest

occur in a less competent or weaker material.
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1.3 METHOD

I The technique for estimating the spectrum is described in Section IV.
Each element of the arrays is processed separately, first computing energy

density spectra for very short (typically 2.5 sec.) time windows chosen to
isolate the first-arriving P-wave. The power spectrum of a noise window justI
before the signal is subtracted and the final event spectrum is computed from

the averaqe of these over the array. These array spectra are much smoother

and simpler than single sensor spectra, and for many events are confidently

Idetermined to 8 Hz. The next step is to stack these spectra for similar
events. The stacked spectra are very smooth and are shaped by only the aver-

age source spectrum and attenuation. Comparing different classes of events,

the source effects can be identified and their influence suppressed. Thus our

analysis results in smooth and consistant spectra whose shape is dominated by
the effect of attenuation.

A remarkable feature of the spectra is that they all lie very close to

the same straight line above 2.5 Hz. This result depends on the accuracy of
the calculations at frequencies (>4 Hz) above those where almost all previous

I work has concentrated. Further, we are aware that other systems (e.g., NORSAR

and the SRO) cannot give accurate spectra above 3 or 4 Hz because of des-
Icretization errors arising from the gain ranging used in the digitization

(e.g. Bungum, 1983). Thus, we have spent considerable effort to develop

confidence in the accuracy of our results at 4-8 Hz. One important part of
this effort was a study of the characteristics of the noise at the U.K. arrays

and the results of this study are described in Section V.

1.4 ATTENUATION FROM E. KAZAKH TO THE UK ARRAY STATIONS

We have developed a clear, consistent and rather detailed model for

4attenuation between 1 and 8 Hz on these four paths. A key feature of the

model is that it separates the effect of attenuation due to intrinsic absorp-

tion from that due to scattering. The latter is represented by a frequency-
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independent (over this band) Q that gives a t* of about 0.1 seconds. It is

likely that the attenuation on every path, no matter what the intrinsic ab-

sorption, includes a scattering contribution of at least this size. On these

particular paths the intrinsic absorption has a frequency dependence that has

a strong effect on the spectrum between 1 and 4 Hz. The intrinsic absorption

is not the same for all four paths, some (rather small) differences can be

seen. The preferred model for the paths to GBA (India) and WRA (Austra. ia)
has a lonq period t* of 0.6 seconds and frequency dependence charactarized by

a half amplitude (Tm) value of 0.05 seconds. For EKA (Scotland) the Tm
appears to be somewhat larger, the best estimate is 0.1 seconds. The

attenuation to YKA (Canada) appears to be intermediate between that for the

GBA and EKA paths. Spectra were also computed for PcP phases recorded at GBA

and show that the attenuation is slightly greater than for P.

The constant t* part of the model is dominant at high frequencies and

the evidence that the mechanism is scatterinq seems quite clear. First, we

find that the spectrum is the same above 2.5 Hz for all classes of events and

all stations, and essentially falls along a constant t* line. Second, the

coda has more high frequency than the initial P wave. Third, synthetic seis-

mograms will only match the data if the attenuation at hiqh frequencies causes

dispersion and pulse broadening much greater than that expected for intrinsic

attentation.

Inference of attenuation at the lower frequencies (1 - 3Hz) requires

correction for the source. We cannot be sure we have been completely success-

ful in doinq so, but are able to see the effect of source corner frequency on
the spectrum and base our results on events for which it is least. These are

large (mb > 6.0) events in the southwest portion of the Shagan River test

site.
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The accuracy of our model is verified by comparison of synthetic and

observed seisrograms. We see that to improve the synthetics we must:

1. Introduce a Q model which has the proper phase spectrum forI the scattering contribution.

2. Introduce a pP reflection coefficient which is frequency-

I dependent and smaller than the elastic.

Finally, one of the key conclusions of this work is that the effect of

regional attenuation variations on magnitude is not represented very well by

differences in the frequency-independent t* that fit P wave spectra in the 0.5

-3.0 Hz band. Source spectrum variations can have a large biasing effect,

and there must be frequency dependence on this band. We have inverted the

frequency-dependent t* inferred for these four paths to determine a 0 model

for f > 1 Hz for central Asia. This model appears to be a consistent high

1 frequency extension of the worldwide absortion band Q model of Anderson and
Given (1982), but has much lower Q than would be obtained if the frequency-

I dependence were iqnored.

11.5 ADDITIONAL RESULTS

We also discuss in Section VII the available P wave spectra for SALMON,

J the Amchitka events and the French Sahara events. The data are sparse and the

*interpretation difficult. The major point is that it will be necessary to

I account for the source to understand the attenuation effect, and this has not

yet been done. For SALMON and two of the three teleseismic paths from Am-

J chitka, there is no obvious evidence for significant attenuation differences

S with respect to E. Kazakh; for one path (Amchitka to WRA) the attenuation is

clearly greater. For French Sahara events a similar mixed picture emerges,

Cwith some indications of greater attenuation, but other evidence that it is

not much different than for E Kazakh.
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The next step is to study spectra for NTS events, which are numerous

enough that we can hope to separate source and attenuation effects. Certainly

the NTS spectra appear to be quite different on initial review. Perhaps the

insight qained in interpreting them will also help fit the Amchitka and French

Sahara spectra into a coherent picture of regional attenuation variations and

their effect on body wave magnitude.

6
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II UNITED KINGDOM ARRAY DATA

In the mid-l960's the United Kingdom deployed four arrays which

have now been operated with essentially constant characteristics for nearly

I two decades. Important characteristics of the arrays are listed in Table 1
and the locations are mapped in Figure 1.

IThe configuration of each array is shown in Figure 2. The

seismometer response has been carefully determined and checked over the

years by the Blacknest staff and is very well known up to 10 Hz and beyond.

it varies slightly among the stations and there have been some changes over

the years, but all this information is included in the software used to read

the data tapes and prepare them for processing. The amplitude responses are

plotted in Figure 3. On the right side the response for digital recording

is compared to the response of several other widely used instruments. Note

that the UK seismometers respond like other short period seismnometers at

low frequencies, but are much more sensitive to high frequencies.

1 The standard processing applied to the UK array data includes

Isimple delay-and-sum beamforming. For underground explosions we know the

event locations, and simply use the slowness from the J-B tables to form the

beam. More accurate slowness estimates and station corrections cannot make

any significant improvement on the beam because of the size of the arrays1and relative simplicity of the site geology. The data quality obtainable

for an early low signal/noise event (SALMON) is illustrated in Figure 4. All

data are carefully examined to identify faulty channels (eq RIO and 58).

Also, the spectral processing described later is a sensitive indicator of

high frequency system noise, and is used to identify faulty data.

It is necessary to discard all overloaded channels. We know that

5 volts is the maximuma signal allowed by the instrumentation, so the data

processing software marks all channels where this level has been reached.

IWe also know that the instrument response must become non-linear at sm

point as the 5 volt level is approached. We took a cautious approach and
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circular lines indicating ranges of 300 and 900.

]9



N Z 6A

T U

) _ ESKDALEMUIR

rAS AOROY SEISMOLOGICAL RECORDING

MT. OFFICE I
-

I I*

) ,
N -

Figure 2 The Reometry of the four "K arrays is sketched

.0



I
I
I

11161,

am.. to.& a

cfA- L -a -. 0 VIV

pt10

5 9

4 9 ......• I. .L ,~ f~a

C9 4 •. -0. *l.

/ *0
* .-. - ,o/. 9

KJED: LINN
0 &

4 4 -

*" 4 0*0

. . .4I--.,.- . "- I

I _4i -t P[I I 
'll& I -

4. 0 4 0.u

* OF TENN4RE HWN REARYADW UFC

*0a . , . + - , >/ . . o 4 o. I

S " I 1 *-

' Figure 2 (continued)

\e9i!I
I. '-4 4f n

I l ' ' ' ' 4 4 - j ' 
+

J' + 11 + -



as.

SKETCH AP OF THE GAURIBIDANUR AMY

Figure 2 (continued)

12 i



I
I

> 'A

I

3 z

Sm

4ac

Euu

,C
4

4 XW

o-- _

I-3

0 .

*a "
•z 0

z -. '"



r. V

sCa CL 4

4. 1

aa 0 1

* r.

0 - 0-

EU0

4w r- 0j
E~E

U c- M >1

w 0 w6-

-o U )

3tE

14OC~



I
ir

ii

adw

i 

,f

-, -I-v-

Figure 4 Ihe IYA data for the SALiNE (22 October 1%M) be= sm (SUM) and

isdividual array elunts are plotted. The chamnels srked with an asterisk are

S"faulty ad were met iscluded in the mm.

15



Figuw. 4 (continued)

16



b-..Ea.g I i- - ... ... c . ... ,-- e,,, " a, m ,

-- V

I

Figure 4 (continued)

17



S-.. CC~ s~ -~nsn .~. -

... ~.

~

V

ft

I
I

I II I I 1 4 f7

Figure 4 (continued)

18



designed the software to mark all channels where the signal has exceeded 90%
of the clipping level, that is, 4.5 volts, and did not use these channels

in any of the subsequent analysis. The process is illustrated for a large

event at EKA in Figure 5.

A very difficult fault to identify is the presence of small

electronic spikes. Undetected, these will exaggerate the high frequency

content of the signal. We try to eliminate their effect by looking at the

spectrum of every signal and noise window processed, then deleting channelsIthat show any unusual high frequency behaviour. This information is then

included in the data base for future researchers.

The epicentral distance of the four UK stations from test sites of

principal concern is listed in Table 2. Only stations in the 20-900 window
are suitable for studying the characteristics of teleseismic P, with

stations beyond 300 being preferred. Thus, for eastern Kazakchstan all four

stations are at excellent distances while two or three stations are at

suitable ranges for other tests sites. Those data that have been carefully

prepared for detailed analysis (as of 1 March 1984) are listed in Tables

3-7. The data collection and quality control effort is continuing and is

expected to continue throughout the current contract.

For each event the ISC (or PDE when ISC is unavailable) nib is

listed. Also listed for the E Kazakh events is an nib computed by P Marshall

and colleagues at Dlacknest using a least squares method (Douglas, 1966)
for estimating station corrections that give the minimum variance nib. See

Marshall et al (1994) for details on these nib.

-
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Table 2

Epicentre Distance to Major Test Sites

Test Site EKA GBA WRA YKA

E Kazakhtan 47.1 36.2 85.4 67.5

NTS 71.7 128.1 117.2 25.5

French Sahara 31.7 68.6 not 81.3
operating

French Kururoa 133.2 144.5 80.0 86.3

Novaya Zemlya 28.9 61.4 106.3 44.0

N Caspian 32.2 41.9 102.0 69.2
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Table 3

Degelen Explosions

Date ISC/PDE =  BlacicnestDate IS/D* Baket EKA GBA WRA YKA
Mbmb

18-12-66 5.8 0 0 0 0

26-02-67 6.0 A 0 X 0

25-04-71 5.9 6.00 0 0 0 0

30-12-71 5.7 5.80 A A 0 0

20-02-75 5.7 5.73 A X X A

29-03-77 5.4 A A X A

30-07-77 5.1 5.09 A A A A

26-03-78 5.6 5.62 X A A A

22-04-78 5.3 5.29 A A A A

28-07-78 5.7 5.68 A A A 0

15-10-78 5.2 5.11 A A X A

31-10-78 5.2 5.20 A A A A

06-05-79 5.2 5.18 A A A A

31-05-79 5.3 5.22 A A A A

18-10-79 5.2 5.18 A A A A

22-05-80 5.5 5.48 A A A A

31-07-80 5.3 5.29 A A A A

19-02-82 5.4* A A X A

Key: A - Available for processing

0 - All channels overloaded

X - Data unusable or unavailable

? - Not now available, but may be recoverable

N - Too small to be seen

25
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Table 4

Shagan River Explosions

Date ISC/PDE* BlacIcnest EKA GM WRA YKA#

15-01-65 5.8 A X X 0

19-06-68 5.4 A A X 0

30-11-69 6.0 A X A X

30-06-71 5.4* 5.29 A A X A

10-02-72 5.4 5.37 A X A X

2-11-72 6.1 0 0 0 0

10-12-72 6.0 A 0 A 0

23-07-73 6.1 6.18 0 0 0 0

14-12-73 5.8 5.82 A X A 0

31-05-74 5.9 5.83 A 0 X 0

16-10-74 5.5 5.47 A A X 0

27-12-74 5.6 5.50 A A X 0

27-04-75 5.6 5.56 A A X 0

30-06-75 5.0 4.63 A A X A
29-10-75 5.8 5.74 A A A 7

25-12-75 5.7 5.70 A 0 A 0

21-04-76 5.3 A A ? A

09-06-76 5.3 5.12 A A X A

04-07-76 5.8 5.81 A 0 X 0

28-08-76 5.8 5.82 A A X 0

23-11-76 5.8 5.87 A A X 0

07-12-76 5.9 5.90 A 0 X 0

29-05-77 5.8 5.77 A 0 X

29-06-77 5.3 5.22 A A A A

05-09-77 5.8 5.74 A 0 A 0

30-11-77 6.0 A 0 X 0

11-06-78 5.9 5.96 A 0 A VBB

05-07-78 5.9 5.93 A 0 ? 0 .

29-08-78 5.9 A 0 A VBB

15-09-78 6.0 5.99 A 0 A VBBS

04-11-78 5.6 5.56 A A A VBB

29-11-7 6.0 0 x o

*A broad-band velocity instrument is operated at low-gain.
The notation VBB indicates that the array data are clipped,
but this single element is available. j
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Table 4 Continued

ISC/PDE* BlacknestDate EKCA GMA WRA YKAI !mb mb
01-02-79 A A X 0

23-06-79 6.2 6.22 A 0 0 0

07-07-79 5.8 5.83 A X X VBB

04-08-79 6.1 6.16 A A A VBB

18-08-79 6.1 6.12 A A A VBB

28-10-79 6.0 5.96 A 0 A 0

02-12-79 6.0 6.01 A 0 A 0

23-12-79 6.2 6.18 A X 0 0

25-04-80 5.5 5.50 X A A A

12-06-90 8.0 5.59 ? A A VBB

29-06-80 5.7 5.74 A X A VBB

14-09-80 6.2 6.21 0 A 0 0

12-10-80 5.9 5.90 A A A VBB

14-12-80 5.9 5.95 A A A 0

27-12-80 5.9 5.88 A A A X

29-03-81 5.6* 5.61 A A X 0

22-04-81 5.9, 6.05 A A A 0

27-05-91 5.4* 5.46 X A ? VBB

13-09-81 6.0* 6.18 A A A VBB

18-10-81 6.0* 6.11 A A A VBB

29-11-81 5.6* 5.73 A A A VBB

27-12-81 6.2* 6.31 0 A 0 0

25-04-82 6.1* X A A X

04-07-82 6.1* X A X 0

31-08-82 5•4* A A A A

05-12-82 6.1* A ? A VBB

26-12-82 5.7* A A A VBB
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Table 5

French Explosions

Date Sahara ISC Mb EKA GSA WRA YKA

18-03-63 Emerald A X A

20-10-63 Rubis A X A

01-12-65 Tourmaline A X A

02-07-65 Saphir A X 0

16-02-66 Grenat A A A

Date Mururoa ISC mb  EKA GA WRA

26-11-75 A A

11-07-76 5.0 X A

19-02-77 5.2 X A

19-03-77 5.8 X 0

06-07-77 5.2 A A

22-03-78 4.8 A A

19-07-78 A

26-07-78 N A

30-11-78 5.8 A 0

17-12-78 N A

19-12-78 4.9 A A

09-03-79 A A

24-03-79 4.9 A A

29-06-79 5.4 A A

25-07-79 6.0 0

22-11-79 N A

23-02-90 N A

03-03-90 1 N A

23-03-90 5.7 A A

01-04-90 5.1 A A

04-04-80 4.5 N A

16-06-80 5.4 A A

21-06-80 N A

06-07-80 4.6 N A

19-07-80 5.8 ? 0

03-12-80 5.6 X

06-03-81 A

,28-03-81 A A

109-07-81 A A

03-0081A
03-12-81 A
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Table 6

?NTS Explosions

Date Name Mb E YK

1YUCCA FLAT
17-12-70 Carpetbag 5.8 0

27-09-77 Bulkhead N A

25-05-7 Crewline 5.3 A A

19-08-77 Scantling 5.5 x A

14-12-77 Farallones 5.7 A A

12-07-78 ii 5.6 A A

27-09-78 Draughts 5.0 N A

27-09-78 RumMy 5.8 A 0

18-11-78 Quargel 5.1 A A

06-09-78 Hearts 5.8 A 0

1 05-08-82 Atrisco 5.6' A A

PAHUTE MESA
30-06-66 Hal fbeak A

20-12-66 Greeley A

14-05-75 Tybo 5.9 A 0

03-06-75 Stilton 5.8 A X

19-06-75 Mast 5.9 A 0

26-06-75 Camembert 6.1 A 0

28-10-75 Kasseri 6.2 A 0

03-01-76 Muenster 6.2 A 0

12-02-76 Pontina 6.1 A 0

14-02-76 Cheshire 5.8 A

09-03-76 Estuary 5.8 A

14-03-76 Colby 6.2 A 0

17-03-76 Pool 6.0 A 0

11-04-78 Backbeach 5.7 A A

03-08-78 Panir 5.6 A A

26-04-80 Colwick 5.5 A A

06-06-81 Hazer 5.6 A A
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Table ?

US Explosions - Non-NTS Tuff/Rhyolite

Date Name Mb EKA' YKA

22-10-64 Salmon N A

29-10-65 Longshot A A

02-06-66 Piledriver A 0

19-01-68 Faultless A 0

02-10-69 Milrow SM

06-11-71 Cannicin SM

*A single low-gain channel is indicated by SM.
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! I I
III SHAGAN RIVER TWOI DISTINCT TEST SITES?

A remarkable feature of the Shagan River data (see Appendix A for

the array beam seismograms for all events) recorded at the EM arrays is the

way the waveforms consistently fall into two classes. For example, at EKA

consistent type of complexity. It is easy to recognise the two types and

separate the events into Class 1, characterised by simple waveforms, and

Class 2. Some typical events in each class are shown in Figure 6. This

would not be especially noteworthy, except that the Class 1 and Class 2

events also write distinctly different seismograms at GSA and WRA, in

Figure 7. At GBA the Class 1 events write very simple seismograms, while

the Class 2 events show a strong interference shortly after the second peak.

At WRA Class 1 events write seismograms with little energy after the second

peak, while Class 2 events are characterized by complex signals that

continue for several cycles. At YXA the array data are too sparse to tell

whether a similar separatian occurs. However, the single channel velocity

broad-band data do not seem to separate into two classes. This may indicate

that the waveform dichotomy does not occur at all azimuths, or (less likely)

that array beaming to remove near receiver effects is necessary to bring out

the differences.

For the three stations where the separation into two classes is

clear, the waveform classification for 57 Shagan River events is suzmarised

in Table S. Fifteen of these were observed at only one station, while 29

are observed at two and 13 at all three stations, Of the latter 42 events,

the classification is ambiguous for only three. Thus, the waveform

complexity for Class 2 events must be due to something about the source

and/or its vicinity.

We note from the suummary at the end of Table 8 that while the Class

2 events have generally smaller mi,, there is too much overlap to attribute

the waveform differences to source size. The examples in Figure 6 and 7

also demonstrate this point. The explanation almost certainly must be in

systematically different source coupling and/or near source geology.
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22-04-81 5.9

29-11-81 5.6

23-11-76 5.8

12-10-80 5.9

FiRure 7(a) Two Class 1 and three Class 2 saeissIgroms are plotted for CRA.
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11-06-78 5.9

29-10-75 5.8

IIIJ

Figure 7 (b) Two Class I mad three Class 2 smi.oralm are plotted for WM.
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TABLE 8

Waveform Classification for Shagan River Explosions

Date Mb Class" EA GBA WRA

15.01.65 5.8 '2' 2 X X
19.06.68 5.4 '2' 2 X X
30.11.69 6.0 '2' 2 X X
30.06.71 5.4 2 2 2 X
10.02.72 5.4 2 2 X 2
10.12.72 6.0 2 2 X 2
14.12.73 5.8 2 2 X 2
31.05.74 5.9 '1' 1 X X
16.10.74 5.5 2 2 2 X
27.12.74 5.6 2 2 2 X
27.04.75 5.r 2 2 2 X
30.06.75 5.0 2 2 2 X
29.10.75 5.8 ? ! 2 X
25.12.75 5.7 2 2 2 X
21.04.76 5.3 '2' 2 X X
09.06.76 5.3 2 2 2 X
04.07.76 5.8 'l' 1 X X
23.11.76 5. 2 2 2 X
07.12.76 5.9 '1 1 X X
29.05.77 5.8 '1' 1 X x
29.0(.77 5.Z 2 2 2 2
05.09.77 58 2 2 2
30.11.77 6.0 '1' 1 X X
11.06.78 C.9 1 1 x !
05.07.78 5.8 'i' 1 x x
29.08.78 5.9 2 2 2 2
15.09.78 6.0 1 1 x 1
04.11.78 5.6 2 2 2 2
29.11.78 6.0 oi' 1 X x
01.02.79 5.4 2 2 2 x

23.06.79 6.3 1 1 x 1
07.07.79 5.8 '2' 2 x x
04-08-79 6.1 1 1
18-08-79 6.1 2 2 x 2
28.10.79 6.0 2 2 2 2
02.12.79 6.0 1 1 x I
23.12.79 6.2 1 1 x 1
25.04.80 5.5 '1' x 1 X
12.06.80 5.6 2 X 2 2
29.06.80 5.7 1 1 X 1
14.09.80 6.2 1 x 1 1
12.10.80 5.9 2 2 2 2
28.08.76 5.8 2 2 2 X
14.12.80 5.9 ? 2 1 1
27.12.80 5.9 2 2 2 2
29.03.81 5.6 2 2 2 X
22.o4.81 5.9 1 1 1 1
27.05.81 5.4 '2' X 2 X
13.09.81 6.0 1 1 1 1
18.10.81 6.0 1 1 1 1

CONTINUED
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TABLE 8 (Continued)

Date -b Class* EA GBA WRA

29.11.81 5.6 1 1 1 X
27.12.81 6.2 1 X 1 1
25.04.82 6.1 1 X 1 1
04.07.82 6.1 it X 1 X
31.08.82 5.4 ? 1 2 X
05.12.82 6.1 1 1 X 1
26.12.82 5.7 2 2 2 2

Summary

Class 1 Class 2

-E5.3 1 4
5.4-5.5 1 6
5.6-5.7 2 7
5.8-5.9 6 9
6.0-6.1 11 4
-6.2 3 0

Total 24 30

" '1' and '2' indicate classification by only one waveform
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The waveform differences correlate almost perfectly with location

within the test site. All Shagan River events were relocated by Joint

Epicentre Determination (Douglas et al, 1974). Travel times from the rsc

data tapes were used and the locations were done with respect to the known

(Shore, 1982) location of the 15 January 1965 cratering event. (For details

see Marshall et al, 1994).

The new locations are plotted in Figure 8, along with the

identification as Class 1 and 2 events. Note that with only one exception

the two classes separate on either side of a line striking roughly 450 west

of north through the centre of the test site. Also, two of the three

ambiguous events lie close to the boundary.

The most likely explanation for the waveform differences between

the northeast and southwest Shagan events is that they are in different

source media. There remains some possibility that path differences are

responsible, but the similar effects seen at three well-separated azimuths

argue against this. Also, as will be shown in Section VI, the corner

frequency of the northeast Shagan event seems to be systematically lower,

which suggests a higher strength source coupling medium. The argument that

the northeast events are in a stronger material is further strengthened by

the fact that the Class 2 waveforms at GBA and EKA are more similar to

waveforms of Degelen events (Appendix A) than to the Class 1 Shagan events.

However, the picture is clouded somewhat by the fact that at WRA the Degelen

events write waveforms of a third class.

In swumary, the waveform and spectral data suggest that the Shagan

River test site is best viewed as two distinctly different sites. The

evidence suggests that the events in the southwest are in a less competent

or weaker material.
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i IV SIGNAL SPECTRUM AND t* ESTIMATION FROM ARRAY DATA

I 4.1 Introduction

A commonly encountered problem in seismology is the need to

estimate the Fourier spectrum of a signal in the presence of interfering

noise. Most studies are concerned with single station recordings and

employ straightforward windowing and smoothing operations to obtain the

final spectral estimate. For example, Der and his colleagues (eg Der and

McElfresh, 1976; Der et al 1982 a, b) have estimated the spectra of a large

number of P wave signals from explosions and earthquakes. In their analysis

the signal is Parzen windowed and the energy spectral density is then

computed and smoothed. A noise power spectrum is computed the same way and

subtracted from the signal energy density, and the final spectral estimate

is computed from this difference. Other investigators often use even more

direct procedures. For example, Sipkin and Jordan (1979) simply Fourier

transform selected windows, then heavily smooth the result to obtain their

multiple ScS spectral estimates.

When array data are available, much more can be done to extricate

the signal from the noise, and there is a substantial literature devoted to

* this. The most direct method is beamforming by simple delay and sum

operations. Far more elaborate techniques have been developed such as

j prediction-error filtering (Claerbout, 1964) and maximum-likelihood

estimation (eq Capon et al 1968), but these methods, for all their

complexity, seem to offer only a modest improvement on the results from the

Isimple delay-and-sum beamforming.
I Beamforming will improve the signal/noise by IN, with N the number

of seismometers, if the noise is random and the signal is correlated and

arrives at the expected time. Thus, the spectrum of the beam-formed array

output will have much better signal/noise than any single sensor spectrum

over the frequency band where these conditions are met. Spectra from the

array beams have been used, for example, by Sock and Clements ( ;. ) who

processed WRA recordings of deep Fiji-Tonga earthquakes. However, they
note that the spectrum of the beam-formed signal has less high frequency

than the average of the spectra from the single channels. This is

1
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consistent with the expectation that the signal coherence across the array

wili decrease as frequency increases. Thus, beam-forming applies a

signal-dependent low-pass filter to the data.

Taking this past experience into account, a spectral estimation

method wa~s designed to exploit the advantages of arrays, while using single

channel spectral estimation methods similar to those employed by Der and

his colleagues. We will describe this method and give some examples of its

use. We then briefly describe how these spectra are used to estimate the

attenuation parameter t*.

4.2 signal spectrum Estimation

For each channel a narrow signal window (length TS) is selected

and the data are 10% cosine tapered and Fourier transformed. The signal

window selection is based on the beam -sum trace and this window is then used

for the individual channels after shifting by the delay used in computing

the beam. The energy spectral density is computed by squaring the transform
* and this is then converted to the units of power by normalizing by the

length of the time window. Thus, if Aoei0o is the Fourier spectrum of the

selected window, the apparent power is

AZ= AZ + AZ + 2 AsAn Co9(09 - n), (1)

where subscripts s and n indicate the actual signal and the interfering

noise, respectively.

A noise window of length Tn is selected prior to the signal

and its power spectrum (Az) computed in an analogous way; that is, byn
squaring the Fourier spectral amplitude and dividing by Tn. An estimate

of the signal power (A a) is then computed by subtracting the noise power

estimate from the power in the signal window. That is,I

^Z a ^Z
A 8=A~ 0 (2) I

The final estimate of the signal amplitude spectrum I F( w) in the mean of

V-II from the N elements of the array. That is,

40
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But, combining (1) and (2), we see that

N N N i N
1% 1+ - A^2~A ~A A n A cos(o - 0 ).(4)

If the noise is random and stationary, the second term will vanish as N

increases. The last term must also decrease rapidly with increasing N if

the noise is uncorrelated with the signal. Thus, as N increases the signal

power estimate, Awill approach the actual signal power Az and IF(w)I will
be a good estimate of the actual signal spectrum.

As an example, consider a high signal/noise GBA recording of a

large Shagan River explosion. The data are plotted in Figure 9. Note that

in this case there are twelve usable channels. The Fourier spectra of the

signal and noise windows selected are plotted for a typical channel in

Figure 10. Note that this and all subsequent spectra have been multiplied

by fz for f >1 Hz for reasons discussed later in Section 4.3. On each

spectral plot we also show the original seismogram together with the signal

and noise windows (including the 10% cosine taper). The signal window is

very short, including an undistorted 1.9 seconds plus the tapered 0.3

seconds on each end for a total of 2.4 seconds. The ultimate objective is

to estimate the attenuation that influences amplitude measures like mb so

it is important to isolate the first arriving P wave. However, it turns out

that the gross properties of the spectrum (including its rate of decay) are

insensitive to the choice of window length in most cases. In analysing

random and stationary processes one might prefer longer windows to suppress

the effects of sidelobes of the windowing filter, but this idea is really

not applicable to the short duration transient signals of principle

interest.

The noise window is 3.8 seconds for this example, and windows of

about this length are being used for all our analyses. Hypothetically, one

might assume that a larger noise window would have the advantage of

providing a somewhat more accurate estimate of the actual noise preceding

the signal, while the advantages of a noise window of exactly the length of
* the signal window would be that the side-lobe contribution would be the same

*for the actual and estimated noise spectra. As a practical matter, the

noise window length seems to make very little difference.
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Figure 9 The GBA array Gum and useful individual
channel recordings are sh~own for the 2? December 1981
Shagan River explosion.
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Figure 9 (continued)
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The spectra exemplified in Figure 10 are processed as described

above, and the final spectrum (IF(w)i in equation 3) is shown in Figure 11.
Plotted with IF(w)) is the average noise spectrum estimate derived from the
sum of the AZ. This is important to help define the frequency band where

n
the signal spectrum is essentially uncontaminated by noise. Also, we

require

N N A

A 0 > 
E Afn

to compute IF(W)I.

In Figure 12 we show the IF(w)# and average noise spectra compared

to the Fourier spectra of the signal and noise on the beam sum trace. This

confirms the expectation that time domain beam summing filters out part of
the high frequency energy in the signal. Similar comparisons are shown for

other events in Appendix B. From these we see that using the beam sum

spectrum will lead to underestimation of the high frequency energy in the

signal. We also note that the noise is reduced by a factor very close to VN

by the beam summing. As a final demonstration of the consistency of the

IF(w)I, in Figure 13 it is superimposed on the raw Fourier spectra of each
of the twelve channels. We see that IFw)I is basically a smooth average of

these spectra for this high signal/noise event.

The YKA recordings of SAIMN (Figure 1) provide a good example of
a low signal/noise event. The Fourier spectra of the sum and a typical
single channel are shown in Figure 14. In Figure 15 the IF(,)l and average

noise are plotted. When (5) is not satisfied, IF(,)i is undefined and a
horizontal line is plotted, as can be seen at high frequencies in the plot.

In Figure 16 the IF(w)I and average noise are compared to the Fourier
spectra from the beam sum. Again, the time domain beam summing reduces the

apparent high frequency content of the signal. The comparison of IF(w)j
with the individual channel spectra is shown in Figure 17.

This spectral estimation technique is being routinely applied to,
the data base described in Section II. The resulting spectra are a powerful

resource for studying the combined effect of Q, the source spectrum and pP
on the seismograms from large explosions.
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T Figure 11 The IF(W)J computed according to Zquation (3) is plotted for the CBA
data of Figure 9. Also shown is the spectrum derived from the average noise pover

over the twelve channels processed.
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Figure 12 The IF(k))I and average noise spoectra f~rom Figue 11 are compared

to the Fourier spectra computed from the time domain beam sum (Figure 10). The

noise spectra have been shifted by 1.0 log units for clarity of presentation.

A bar shows an amplitude shift by -,- (in this case N = 12).
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Figure 13 The IF(w)I is superimposed on the Fourier transform amplitudes for the

signal windows from the CIA individual channels for the 27 December 1981 Shagan

liver explosion.
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Figure 15 The F(w) and average nois s pectra are plotted for the YKA recordings

of SALIMN. Sixteen channels vere processed.
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AFigure 16 The IF(.J)I and average noise spectra from Figure 15 are compared

to the Fourier spectra computed from the time domain beam sum. The noise spectra

have been shifted by 1.0 log units and a bar shows an amplitude shift by -/16.
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4.3 t* Estimation from Signal Spectra

The observed signal amplitude spectrum IF('.i)J is assumed to be a
product of the source spectrum, S(w), the seismometer response, I(w), a

transfer function intended to represent the elastic properties of the

travel path, T(w) and a transfer function G(w) representing the attenuation

that occurs along the path. That is,

F(w) = s(w) I(w) T(w) G(w). (5)

The instrument response is known and T(,w) is assumed to vary about a

frequency independent constant value which includes geometric spreading and

crustal amplification. The S(w) includes all the P waves leaving the

immediate source region within a second or two (since very short time

windows are used) of the explosion detonation. That is, the direct P, pP

and any other surface reflections that may be present, any propagating P

waves from spall closure and associated phenomena, and any P waves from

tectonic release occurring immediately after the explosion.

The attenuation operator G(w) is usually expressed as:

G(w) = exp -w ds =exp ( n f t*),
2aQ(w)

where a is P wave velocity and the integral is taken along the ray path.

In this formulation Q includes both anelastic attenuation and any

additional attenuation due to scattering. The Q may depend on

frequency, if necessary, and this poses no difficulty in computing t*,

which will then also depend on frequency (eg, Anderson and Given, 1982).

If we correct for instrument response and assume T(w) oscillates

about a frequency-independent constant, we have

log [ (w) =log [SMw ir log e l:* f +cosat
(7)
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Thus, if we know the dependence of S( w) on frequency over some frequency

band, we can determine t*(f).

The most commonly used source models for explosions are

chazacterised by an f- 2 decay above some corner frequency (which depends on
yield and source depth). The semi-empirical models of Mueller and Murphy

(1971) and von Seggern and Blanc ord (1972) have this form. A model with an

f- 3 decay was suggested by Helmberger and Hadley (1981) and has recently
been used by Burdick et al. (1984) and Lay et al. (1994) to model an

extensive set of near-field and teleseismic data from the three US Amchitka

explosions (LONGSHOT, MILRDW and CANNIKIN). However, LAY et al.

(1984) point out that their conclusions are rather insensitive to the

assumed asymptotic frequency behaviour of their model.

Whether f- or f - 3 is a more accurate description of the decay of
the source function beyond the corner frequency is the kind of qualitative

question for which detailed finite difference explosion coupling

calculations like those done by Cherry et al. (1975) are best suited. In
Figure 18 we show the IS(w)l computed for explosions in three different

materials. The Mueller and Murphy (1971) source in granite is also shown.

We see that the finite difference source functions show a more complex

behaviour that varies with material properties. Still, it is clear that the

spectral decay is between f-2 and f - 3 in the range of interest (frequencies

between the corner and 8 HZ). Another important point is that in all cases
the spectrum is decaying like f- 2 or faster for frequencies above about

2 Hz. For yields larger than 100 ct this corner will occur at somewhat
lower frequencies. If the depth is fixed, the corner scales with the

cube-root of the yield, but, if the depth increases, as expected, with

yield, the corner shifts more slowly. The Mueller/Murphy model predicts

corner frequency scaling with yield to the 0.19 power when depth is

proportional to the cube-root of yield. The finite difference calculations

are generally consistent with this depth-dependence of the corner frequency

(eg, Bache, 1992).
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Figure 18 The amplitude of the far-field displacement

spectrum (in a whole space) is shown for finite dif-

T ference calculations in three different source materials
and (lower right) for the Mueller and Murphy (1971)

source in granite. The yield is 100 kt (adapted from

~. Stevens and Day, 1984).
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Taking all this into account, we can be fairly certain that

S(w) _ W-n, 2 < n ( 3, (9)

for frequencies above 2 Hz or so. We should also keep in mind that the

effective n could be less than 2 when the explosion is accompanied by large

secondary sources (eg tectonic release) which have higher corner

frequencies, and this might happen from time to time. Using (8), (7)

becomes

log IF(w)l =n log f - (ir log e) t* f + constant, (9)

Then plotting log IF(w)l versus f allows t (f) to be estimated for any

choice of assumptions about S(w), or n in this parameterization. But we

have the additional constraint that t* must be the same for all events in a

small source area- Thus, we can hope to obtain good estimates for both t*
and S(w) from broad band spectra for large suites of events.
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V SEISMIC NOISE CHARACTERISTICS OF THE UK ARRAYS I
FROM 0.5 TO 8 Hz

There are various consistency checks that can be made to, gain

confidence in the validity of the spectra being computed, especially at

high frequencies. one is comparison with the spectrum from the beam sum
(Figures 12 and 16 and Appendix B). Another is that events in the sam area

give remarkably consistent results, as will be seen in later sections.

These features, while very encouraging, do not entirely eliminate the

possibility of contamination of the results by system noise or errors in the

assumed instrument amplification. However, the spectral characteristics of

the seismic noise described in this section provide an independent check

which indicates that these kinds of system errors are insignificant.

The noise at the UIK arrays has been previously studied for many

purposes, including estimation of detection thresholds (Burch, 1968),

evaluation of the effectiveness of the delay-and-sum. beaming procedures

used for event detection (eq Burch 1968; Muirhead, 1968), and even in an

unsuccessful attempt to detect gravity waves (Weichert, 1973). However,

none of these earlier studies present their results in a form convenient for

comparison with often referenced noise spectra published by Fix (1972),

Peterson (1980) and Herrin (1982). The purpose here is to make that

comparison, but more important to address the difficult question of the

extent of contamination of the spectral estimates by system noise.

The noise estimates are a by-product of the spectral calculations

described in Section 4.1. Recall that the power spectrum is computed for a
*1 3.9 second window of noise just before the P wave on each element of the

array. The mean of these provides the noise estimate for that event.

Except for the small shift due to moveout of the P wave across the array

(the maximum aperture varies from 10 to 26 kam for the four arrays), all'1these estimates are taken at the same time. However, since the noise is
incoherent across the array (eq. Figures 12 and 16), this estimate is

' I essentially equivalent to taking N separate 3.8 second samples from an
element with "average" properties for the array location.
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For each event studied, a noise estimate is computed. Averaging

many such estimates, an overall average noise power for the station is

computed. No attempt was made to collect an unbiased temporal sample; the

selection is controlled by the time explosions occur. For GBA (India) and

ENCA (Scotland) the noise estimates to be shown are associated with Soviet

explosions in eastern Kazakchstan, and thus are mainly taken between 0300

and 0500 GMT'!. The YKA (Canada) estimates are associated with French Mururoa

explosions, and are mainly taken between 1600 and 2000 GMET. In terms of

local time, this is 0830-1030 for G3A, 0300-0500 for EKA and 0900-1300 at

Typical noise estimates are shown in Figure 19. The

instrumentation is basically identical at these sites, except that some of

the MSA data were recorded digitally. The question to be addressed is, what

properties of these spectra represent the characteristics of true earth

noise at these sites? The GSA and ENCA estimates are averages from 14

randomly selected "event" samples. The YKA estimate is from 10 events, but
here some selection has been made to avoid days of unusually high noise.

These spectra can be shifted up or down by 5-10 d~s, depending on the sample

selection, but the general spectral shape seems to be consistently

maintained. This is nicely demonstrated by closer examination of the GBA

data. Some were originally recorded on analog tape, while some are from

after March 1979, when digital recording equipment was installed. Noise

estimates from 14 event samples of each type are compared in Figure 20.
Also shown are the envelopes enclosing each sample set.

In Figure 2Othe average noise from the digital recordings is about

6 de less below 1 Hz, and the separation increases to 8-10 d~a at higher

frequencies. The low frequency difference is due to the remarkable

coincidence that 12 of the 14 digitally recorded events were on days of

quiet or average noise, while 10 of the analog recorded events were on days

of above average noise. Comparing different samples of the digital noise

data shows that Increasing the ambient noise tends to raise the spectrum

rather uniformly across the entire frequency band. Thus, the high

frequency portion of the analog power spectrum probably includes 2-4 dBs

due to noise in the analog system.
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Figure 19 Typical noise power spectra for the UK arrays.

61



ANALOG TAPE
RECORDING-160

E

0-180 '
>- .20< .... '-,,

a-20" '. "
W

AR "-220

•, ~~-21o'""-0 .

W

_p I

0.1 1.0 10.0
FREQUENCY. Hz

Figure 20 The averaqe noi power spectra axe compared for events
originally recorded on analog tape and events recorded
digitally. There are fourteen event estimates in each set
and the envelope enclosing them is also shown.
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A prominent feature of the GBA noise data is the flattening that

occurs (at about -215 dBs in the digital sample) above 4 Hz. Herrin (1982)

jnotes that flattening occurs at about this level for some of the quieter SRO

sites, but attributes it to self-noise in the SRO instrumentation. Is

self-noise also the reason for the flattening at GBA? Note in Figure 19

that the nearly identical analog system at EKA shows a tendency to flatten

(at about -209 dB above 6 Hz for this sample), while the noise from the also

identical YKA system decreases steadily, reaching -227 dB at 8 Hz. This

strongly suggests that self noise is not a dominant factor shaping the GBA

digital noise spectrum.

An experiment suggested by H Bungum (NORSAR, personal

communication) was carried out as a further check on the validity of the

measured noise spectra. In this experiment three 90 second noise samples

were recorded digitally on a moderately quiet day at one EKA sensor. The

system operated normally for the first and third samples, but the gain was

increased by a factor of 21 for the middle one. Nine 3.8 second windows

were taken at ten second intervals from each sample and the average noise

computed as before. The result is shown in Figure 21. The three spectra

are essentially the same, proving that discretization error is not

important. In Figure 22 the mean of these three spectra is compared to the

average (analog recorded) EKA noise from Figure 19. The spectrum from
Figure 19 is lower by 2-3 dBs up to about 4 Hz. The slight trend toward

flattening that then occurs is probably due to noise in the analog system.

In fact, the analog system noise of 2-4 dBs estimated for GBA from the

spectra in Figure 20 is the right size to explain the spectral differences

in Figure 22.

In Figure 23 the analog recorded YKA spectrum from Figure 19 and

the digitally recorded GBA and EKA spectra from Figures 20 and 22 are

compared to the noise spectrum for the very quiet La)itas, Texas site

(Herrin, 1982). Also shown is the NORSAR noise model (Bungum, 1983) based

on measurements made with a gain amplified version of the NORSAR instru-

mentation. The important feature of the MORSAR noise is that it has a
constant slope (50 dBe per decade) from 2-3 Hz to well above 10 Hz. The

LaJitas, EKA and YKA data also follow a straight line, though with a smaller

slope.

! I"
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Figure 21 The noise power spectra are compared for three sitles of the

KA noise, two with noraal gain recording and one with the
gain increased by a factor of twenty-one.
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The GBA spectrum in Figure 23 is different from the others in that

it approaches a constant value above 4 Hz. But actual earth noise can

behave like this, as was shown in some experiments recently done by R Burch

(Blacknest) and J Durham (Sandia). In these experiments several US and UK
seismometers were operated simultaneously on the same pad at the

Albuquerque seismometer test facility. The recorded data were processed to

separate the correlated (presumably true earth noise) and uncorrelated

(presumably system noise) portions of the signal. The earth noise was found

to be about 20 dBs larger than the system noise below 10 Hz. Different

seismometers gave almost precisely (agreement to within a dBs or so) the

same earth noise spectrum. This proves that the system response is known

very well, eliminating another possible source of error in the spectral

estimates. A typical noise spectrum is compared to the GBA noise in Figure

24. Except for the spectral lines due to cultural sources of noise in

Albuquerque, the two spectra are quite similar, yet we know that the

Albuquerque data represent true ground motion.

Noise spectra that follow a constant slope (like the NORSAR, YKA

and EKA noise) are seen at Albuquerque when quiet times are selected and the

data are from a borehole instrument (J Durham, personal communication). It

has long been known (eg, the Geotechnical Corporation, 1967) that

differences of exactly this kind (constant slope falloff versus spectral

flattening) are seen between surface and borehole instruments at some

sites, and Alburquerque is apparently one of them. It is likely that GBA is

another.

These results indicate that the UK array spectra shown in Figure

23 represent the true earth noise at those sites. Large (>110 dBs) temporal

variations of the noise occur, but the primary effect is to shift the entire

spectrum; the spectral shape is relatively constant. At two of the sites

the spectrum decays with a constant slope which is less than the slope

characterizing the NORSAR noise. At GBA the spectrum flattens above 4 Hz,

but this appears to be a characteristic of the true earth noise, rather than

a system noise limitation.
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Recall that the signal spectra (eq Figure 11) are based on the

difference between the signal energy density and noise power (equation 2).

Thus the effect of additive system noise, like that seen by comparing the
analog and digital noise estimates at EKA and GBA, will be properly removed.

I More serious would be some multiplicative error (eq erroneous instrument
amplification) but all indications are that no such error is occurring.

Thus, this study of the noise greatly enhances confidence in the

reliability of the P spectra estimates.

In the analysis in this section we have not, to this point, considered

the data from WRA. This station poses a special problem because the digitizing

system installed in June 1977 appears to scatter small random spikes through the

data. These are often impossible to detect in the time series because they are

so small. Their effect on the spectrum is essentially to add a constant with

amplitude proportional to the size of the spike. This amplitude is small

compared to the spectral amplitude for frequencies below 3 Hz or so which

dominate the time signal, but can be as large or larger than the actual spectral
amplitude at high frequencies. Thus, the presence of spikes is often revealed

by an otherwise inexplicable flattening of the high frequency spectrum at an

unusually large amplitude. In many cases the fault is obvious, but there are

ambiguous cases as well. In analyzing the data the procedure was generally to

discard the channel if there was any doubt. The success of this quality

control effort can be judged by subsequent results which show WRA

spectra to be consistent with those from the more reliable stations. The noise

- data provide further cause for confidence and are plotted in Figure 25

where they are compared to the Figure 23 noise estimates from the other three

LK array stations. We see that the WRA noise essentially parallels the GBA

noise and could therefore be correct for all the same reasons. However, since

the data review was done with the objective of deleting channels for which the

signal was contaminated, this noise estimate includes the effe'-t of at leasta

few spurious spikes. But the effect is apparently not very large since the

r noise remains within reasonable limits.
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VI AN AT'ENUATION MODEL FOR E KAZAKH TO THE UK ARRAY STATIONS

6.1 Introduction

Using the techniques described in Section IV, spectra have been

computed for Shagan River and Degelen Test Site explosions recorded at the

four UK array stations. In this section we describe the results of these

calculations and derive from them a model for the attenuation on these

paths. All spectra calculated for E Kazakh events are collected in Appendix

C. In this section we show key examples that illustrate our conclusions

about the path attenuation.

The best and most complete data are those from GBA and EKA, and the

GOA data will be described in some detail to explain how the results are

derived. At YKA the signals from most E Kazakh explosions are clipped

(Table 4), so only a relatively small data suite is available. An was

described in the previous section, the data from WRA are often contaminated

by small random spikes, and while every effort was made to delete channels

where this occurs, the confidence in WRA spectra is necessarily less than in

the spectra from the other stations. Still, the data from all four stations

are remarkably consistent and lead to the same conclusions about Q. We can

then account for the effect of Q and draw some interesting conclusions about

the nature of the source function.

6.2 Spectra for GBA

The E Kazakh explosion data were divided into three groups:

southest Shagan River, northeast Shagan River and Degelen mountain. The

justification for the bisection of Shagan River was described in Section

III. The IF(w)I was computed for each event as in Figures 11 and 15. A

cutoff frequency was selected for each spectrum by noting where the IF( )l

drops below the level of the average noise. For example, for the large SW

Shagan event in Figure 18 the cutoff frequency would be 8 Hz, while for

SALMON at YKA (Figure 15) a value of 5.1 Hz was chosen. In view of (4),

this is believed to be a conservative criterion that should avoid any

biasing noise contamination of the spectra.
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In Fiqure 26 the IF M)t for thirteen SW Shagan River events are

plotted. The best way to analyse such data is to begin with the simplest

assumptions and let the results suggest the need for more complex models.

Thus, we assume an w-a source model above 1 Hz and a frequency-
independent Q model. A least-squares linear fit was computed for each

spectrum and is shown in the rigure along with the t* (computed from
equation 9 with n = 2) associated with that line.

we expect spectra like those in Figure 26 to vary due to differing
source geology, depth of burial and contribution of prompt secondary source
radiation from tectonic stress release. For example, where the true source

function falls off more rapidly than w-2, the spectrum will decrease more
rapidly, biasing toward a lower t*. If the source corner frequency were to

move to 1 Hz and above, we would have a region where n < 2 and the plotted
spectrum would flatten or even curl downwards toward low frequency.
Indeed, it appears that this corner frequency effect can be seen by

comparing the smallest and largest mb event spectra.

Many of the effects that cause variations among the event spectra

are probably poorly correlated from event-to-event, so a clearer picture of
the spectral shaping effect of the "average source" and attenuation can be
obtained by stacking the individual event spectra. The stacking is done by
multiplying the event spectra by exp(YT f t), where t t is the mean t for

this suite of events, then normalising so each (corrected) spectrum has the

same mean. The stacked spectrum is then the average of these multiplied by
exp( -ff f t* ). The stacking is only done over the frequency band where there

are at least three event spectra.

The stacked spectrum for SW Shagan to GBA is shown in Figure 27
plotted from 1-8 Rz and from 2.5 to 8 Rz. Above 2.5 Hz the spectrum is
remarkably smooth and close to a straight line. The simplest
interpretation is that for these frequencies the average source is

proportional to w- 2 and t* is independent of frequency. Different models
are possible, but require a neat cancelling of effects. Below 2.5 Rz the

spectrum increases and it will be shown that this is due to frequency
dependence of Q.
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Figure 26 The IF(O) I are plotted for twelve southwest Shagan River events.

The events and their ISC are listed in order at the top of the figure. Each
mb 2

spectrum has been multiplied by f . A least souares fit to each line is shown

and the value of t" consistent with that line is given. The amplitude scale is

arbitrary since the spectra have been shifted for convenient display.
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6.3 Attenuation from E Kazakh to the UK Array Stations

In Figure 28 stacked spectra are plotted for all four UK arrays.

Except for YKA, where the data are sparse because the clipping threshold is

about mb 5.5, the E Kazakh events are divided into three populations. The

individual event spectra included in each stacked spectrum are plotted in

Appendix C.

The three populations of events are characterised by differences that

are consistent from station-to-station, and are best explained by attributing

them to systematic differences in the source corner frequency. That is, it appears

that the assumption of an f-2 source is reasonable above 1 Hz for the SW Shagan

events, but that the corner frequency is almost certainly greater than 1 Hz for the

Degelen events, with the NE Shagan events intermediate between the two. The

SALMON spectrum is included as an extreme example of a high corner frequency

event (the yield is about 5 kt). Certainly we expect the Degelen events to have

higher corner frequencies due to differences in yield. The differences between

the mean mb for the SW Shagan and Degelen populations is 0.64 at GBA, 0.54 at WRA

and 0.43 at EKA. In the simplest interpretation, assuming yield proportional to mb

and corner frequency to cube-root of yield, this translates to a corner frequency

shift of 40-60% (evidence of a yield related corner frequency shift is also

seen in the event spectra in Figure 26). But there must also be some source

material property contribution to the corner frequency shift. This is seen in

several ways. First, for YKA the Degelen population actually has a larger average

i than the Shagan population, yet a perceptible difference still remains. More

interesting, the difference between NE and SW Shagan River events is best explained

by the latter having a lower corner frequency, since the difference persists even

when the event populations have the same mean mb (Figure 29).

Above 2.5 Hz all the spectra for E Kazakh events are fit very well by

a frequency-independent t of 0.14 seconds. This is seen in Figure 28 and is

confirmed by computing the best (least squares) fitting lines to these spectra.

The small differences that do occur are well within the range expected for minor

deviations of the average source from the assumed f-2 behaviour. Of course, the

average source could have a steeper falloff, and this would lead to a lower t

estimate. It is also interesting to note that there appear to be no significant

differences in the attenuation for f > 2 i -- these four travel paths.
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Figure 28 The stacked spectra are shown for E Kazakh explosions recorded at
the UK arrays. The total number of event spectra included are 36
at GBA, 38 at EKA, 16 at YKA and 28 at WRA. The events are divided
into three populations, except at YKA where unclipped data were
available for only five Shagan River events. At each station the
stacked spectra were superimposed so that the least squares linear
fit in the 2.5-8.0 Hz band passes through the sam value at 5 Hz.
Also shown is the spectrum for SALMON at YKA and a line with slope
corresponding to t* - 0.14.
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Figure 29 Stacked spectra are compared for eight event populations of NE
and SW Shagan events chosen so the mean mb is nearly the same.
The events are listed in Table 9.
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Table 9

Events Included in Stacked Spectra in Figure 29

SW SHAGAN NE SHAGAN

Date m, Date mb

04-08-79 6.18 14-12-80 5.98

13-09-81 6.10 12-10-80 5.91

18-10-81 6.07 23-11-76 5.91

22-04-81 5.98 28-08-76 5.90

29-11-81 5.73 27-12-80 5.86

29-10-75 5.69 26-12-82 5.7t

25-04-80 5.48 04-11-78 5.61

31-08-82 5.4t 27-12-74 5.60

Mean 5.83 5.81
Standard

'Deviation 0.30 0.15

* From Marshall et al (1984) unless marked otherwise

t From PDE
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Over the whole band the spectra are best modelled with an absorption band

Q(Lui et al 1976; Minster, 1978; Lundquist and Cormier, 1980) that includes two

Ibands, one to fit the decreasing t between 1 and 2.5 Hz, and a second that keeps

apparent t nearly constant from 2.5 to 8.0 Hz. To minimize contamination by

source effects at the low frequency end, we fit only the lowest corner frequency

events, which are large rn0 explosions at SW Shagan River. We also need some

constraint at long periods. Most long period t estimates are near 1 second

(eg Anderson and Given, 1982), but are based on global or broad regional averages,

so smaller values are likely for paths like these. Values like 0.5 or 0.6

seconds seem reasonable, but this remains a subject for investigation.

In Figure 30 a double absorption band model is fit to the best estimate

for the GBA spectrum. Three models are shown to illustrate the trade-off s among

the controlling parameters. The best is Model 2, which has a long period t of

0.6 seconds and a TM of 0.05 seconds. Models 1 and 3 indicate the sensitivity to

to and TM. Other models fitting as well as model 2 must have to < 0.6 and

T M <0.05 or t 0' 0.6 and T > 0.05. If we impose the reasonable constraint that

0.5 < t < 1.0, then an estimate for the bounds is 0.04 < TM < 0.08. The second
0*

(lower t ) absorption band is relatively well constrained to have an almost

frequency-independent Q that gives a t of about 0.1 seconds, so the spectrum has

a nearly constant slope over the 2.5 to 8.0 Hz band.

Similar double absorption band models can be fit to WRA and EKA spectra

for large rn0 events in the SW Shagan River Area, and several examples are shown

in Figure 31. The three S-event populations are listed in Table 10. Note that

there are no events in common between GBA and EKA and only two in coon for

GBA-WRA and EKA-WRA. The WRA spectrum is unusual in the way it decreases below

2 Hz. This may be a pP effect that is especially strong for this particular set

of events. Assuming this to be the case, there appears to be no significant

difference in the attenuation along the paths to GBA and WRA. Comparison of

stacked spectra for sets of common events (Figure 32) also indicates no difference.

On the other hand, for EKA (Figure 33) the effects of frequency-dependent Q

appear to be less than for GBA over the frequency band plotted, suggesting a

larger TM If t* is fixed at 0.6 sec, the best TM is about 0.1 sec. The large
M 0

event data are not available for a similar analysis of the path to YKA, but

comparing spectra for coon Degelen events (Figure 34), it can be seen that the
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Table 10

Large SW Shagan River Events Used to

Determine an Attenuation Model

GBA EKA WRA

Date mb Date m.* Date

27-12-81 6.28 23-06-79 6.23 04-08-79 6.18

14-09-80 6.25 04-08-79 6.18 13-09-81 6.10

25-04-82 6.10 18-10-81 6.07 05-12-82 6.1t

05-12-82 6.1t 15-09-78 6.01 18-10-81 6.07

* From Marshall et al (1984) unless marked otherwise

t From PDE
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T' Figure 32 Stacked spectra are compared for event sets comon to GBA and
V WRA. The number of events included in each stacked spectrum is

indicated in parentheses.
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Figure 33 Stacked spectra are compared for event sets common to EKA and
GBA.
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Figure 34 Stacked spectra for YKA are compared to spectra for the sam
Degelen events at GSA and EKA. There are seven events in each set.

87



attenuation on the YKA path is at least as strong as on the GBA and WRA paths,

and there is some indication that the frequency dependence is greater at low
,

frequencies. This suggests TM slightly less or t slightly more than for the GBA

and WRA paths, but the differences are small.

The interpretation of the two absorption bands is that one represents

mainly intrinsic attenuation, and the other is mainly due to scattering (thus

it is not really an "absorption band"). Richards and Menke (1983) point out

that scattering due to many weak inhomogeneities has the effect of a frequency-
,

independent Q, just like the lower t part of the model. Since some scattering

will always occur, there must be a minimun level for the total t , and perhaps

the t of 0.1 seconds for the lower band is near that minimum. Where scattering is

the predominant mechanism, we expect the coda to contain relatively more high

frequency energy than the initial pulse. Comparison of our short time window

spectra with spectra computed for windows including some of the P coda (Figure 35)

shows that this is indee(' the case. Thus, the lover t must be due almost

entirely to scattering. The mechanism for the attenuation represented by the

larger t absorption band remains a subject for speculation, but the effect seems
to be intrinsic absorption. Our conclusion that TM is 0.05 to 0.1 seconds

for this band is consistent with earlier work to define the frequency dependence

of t near 1 Hz. For example, Der et al (1982) suggest TM a 0.08 sec for

shield-to-shield paths.

Excellent recordings of PcP are obtained at GBA for large E Kazakh

explosions, and these can be used to further define the Q model. The results

are shown in Figure 36. Differences in the attenuation for P and PcP are

difficult to resolve, but if there is a difference, it is toward somewhat greater

attenuation of PcP. This means slightly lower T or greater t . A model

between those in the figure (eg t - 0.7, T, - .05) provides a good fit.

In summary, our preferred t is given by Model 2 (Figure 30) for GZA and

WRA, slightly lower t for EKA and slightly higher t for YKA, while the GBA PeP

seems to be somewhat more attenuated than any of the P waves. These five ray

paths are spaced to sample the mantle quite evenly, as seen in Figure 37.
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Figure 35 Several comparisons are made between event spectra computed for
different time windows. In each case the window length is 5
seconds for the less smooth of the two. The short window length
is 2.4 seconds for the middle comparison and 2.2 seconds for the
others.
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Figure 37 The ray paths for the UK array stations are plotted for a
Jeffreys-Bullen earth mdel. The plot is drawn to scale and the
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The depth of penetration of the ray and the preferred t values are as follows:

Depth (kin) 1 Hz 2.5 Hz 5.0 Hz

GBA 870 0.60 0.45 0.33
EKA 1160 0.50 0.33 0.25
YKA 1790 0.60 0.49 0.34
WRA 2540 0.60 0.45 0.33
GBA PcP 2890 0.70 0.50 j0.35

These values cannot be fit by a smooth azimuthally symmetric model;

differences between stations must be due to azimuthal effects. But to see the kind

of Q model implied by these t , we can asume that M4odel 2 also represents the

EKA and YKA paths. This would be entirely appropriate if the differences are

caused by the receiver half of the path, and the Q model would then represent

Central Asia.

The Q model from the inversion is plotted in Figure 38 for I and 5 Hz

and is compared co the Q at 1 Hz from the Anderson and Given (1982) model which is

based on worldwide average data over the entire band from normal mode periods to

1 Hz. Our Q model at 1 Hz is essentially the same as this model. The only

significant difference is near the core-mantle boundary, but this depends entirely

on our PcI' t which is not very well constrained. In fact, if the PcP t is said

to be almost the same as the P t ,which is possible (Figure 36), there will be

no low Q near the boundary. Also shown in the figure is the model resulting

from assmng t* - 0.14 sec for the four P waves and 0.19 sec for GBA PcP. This

t is a good fit to the data above 2.5 Hz (Figures 29 and 36) if a frequency-

independent Q is assumed. This shows that large errors in Q result if frequency
dependence is present, but not included in the model.
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6.4 Synthetic Seismograms

It is one thing to show that the spectra of E Kazakh explosions are

consistent with a Q model like that in Figure 38. It is quite another to fit

this into a complete model for P-wave signals from explosions, for this requires

consideration of the phase spectrum of the Q and source, as well as proper

representation of the pP phase. Computing synthetic seismograms with currently

available models, we can see that some important issues remain unsolved.

In Figure 39 typical single sensor GBA recordings of two large SW

Shagan River explosions are compared to several synthetic seismograms. The

synthetic seismograms were computed with a program based on Douglas et al (1972)

and include reasonable models for the crystal structure at the source and receiver

and the Carpenter (1966) geometric spreading factor. The Mueller and Murphy (1971)

source model was used and the yield,.was fixed at 150 kt. The first synthetic

seismogram is for a frequency independent t of 0.2 seconds and the source depth

*(corresponding to a P-pP lag time of 0.44 sec) was chosen so the period T

(twice the first trough to second peak time) would be about the same as observed.

At first glance, the waveform comparison may not seem too bad, but there are some

important discrepancies. In particular, the onset is too abrupt, the first peak

is too large and the T b period (twice the first trough to first peak time) is

about 0.2 seconds too small. Further, looking back at Figure 26, we see a robust

spectral hole at frequencies no larger than 2.0 Hz for the mb 6.0 events,

*suggesting P-pP lag times of 0.5 - 0.6 sec for these events. But the most

significant discrepancy is in the mb,, for the amplitude of the synthetic seismogram

is nearly an order of magnitude too large. This discrepancy, in itself, is a strong

indication that there must be rapid shift to greater attenuation in the 1 - 2 Hz

band which controls the amplitude.

Our preferred model for attenuation along the GMA E Kazakh path is

Nodal 2 in Figure 30, and the other two synthetics were computed with it (the

Doornbos, 1983, formulation was used for the computations). The first has Tb and

T cperiods very near those observed and an mbthat is also in reasonable agreement.

However, the P-pP lag time is too short to be consistent with the major spectral

hole, and the final synthetic was computed with a P-pP lag time consistent with the

spectral evidence. These synthetics clearly represent a step in the right direction,

and the major discrepancies are what we should expect. The most obvious is the
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Figure 39 Single sensor recordings of two typical SW Shagan River explosions
are compared to several synthetic seismogrm. For the observations

C. the q, is for this element; the PDE ub are 6.1 (04-07-82) and 6.2.
The Tis twice the first trough to second peak and is used to
calculate the mb The key parameters for the synthetics are the

* -. attenuation model and P-pP delay time, and these are indicated.
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shape and relative amplitude of the first peak, which is sensitive to the high

frequency portion of the Q model. But we have concluded that scattering is the

dominant attenuation mechanism at high frequencies, and expect an absorption band

model derived from the amplitude spectrum to underpredict the dispersion and

pulse-broadening associated with scattering (Richards and Menke, 1983). Thus, a

correct representation of the phase spectrum for a Q due to scattering will clearly

change the appearance of the first peak toward that seen in the observed seismograms.

The second major problem with the synthetics is that elastic theory is

used to compute pP, and there is ample evidence from previous work (eg Bache, 1982)

and from these data to conclude that this cannot be correct. Synthetic and

observed amplitude spectra are compared in Figure 40. The first trough in the
observed spectra can reasonably be assumed to be due to P-pP interference,

but there is no more than a hint of higher frequency peaks. This is about what

L one should expect for a pP reflection coefficient that is smaller than the elastic
and strongly dependent on frequency. The next generation of synthetic seismograms

must include such a coefficient along with the proper phase spectrum for a Q due

to scattering, and is expected to closely resemble the observations in all

important respects. These improvements may change the mb of the synthetics by

several tenths, so we must be cautious about interpreting the attenuation effect

on mb until they are included.
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Figure 40 The amplitude spectrum of the synthetic seismogram computed vith
attenuation Model 2 and a P-pP delay of 0.34 seconds is compared
to the GBA spectra for three typical SW Shagan events.
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VII SPECTRA FOR SALMON AND THE

AMCHITKA AND FRENCH SAHARA EVENTS

7.1 Introduction

In Section VI we showed that our techniques lead to a greatly improved

understanding of the separate effects of source and attenuation on explosion P

waves. As was pointed out in Section II, the data are available to apply these

techniques to study events in other test areas, including French Mururoa, the

Nevada Test Site and Novaya Zemlya. These are areas where the events are

numerous enough so that we can hope to separate source and attenuation effects.

We will be trying to do so and will describe the results in a future report.

There are other test sites and isolated events for which the data are

sparse, but quite important. We have computed spectra for several of these and

describe the results in this section.

7.2 SALMON and the Amchitka events

The one available spectrum (YKA) for the SALMON event (1%, 5 kt in a

Mississippi salt dome; mb '- 4.5) was plotted in Figure 29 as an example of an

event for which the corner frequency must be over 1 Hz. This means that we cannot

infer much about t below 3 - 4 Hz without correcting for the source, with all the

uncertainty that entails. However, comparison with YKA spectra from the smallest

E Kazakh events is enlightening (Figure 41). At high frequencies (> 3 Hz) there

is not much difference, though it appears that the SALMON spectrum falls off

slightly more rapidly. The low frequency behaviour is consistent with the

expectation that SALMON has a higher corner frequency.

The available spectra for the Amzchitka events are plotted in Figure 42.

Array spectra are only available for LONGSHOT. At EKA this suggests strong

frequency-dependence of attenuation, but the effect is not seen in the single

element spectra for the other events. For the other two events we have only one

single element spectrum and can only draw conclusions from the most robust

features. It does appear that the CANNIKIN spectrum decays faster, but for this

huge event (a 5000 kt), we should be so far beyond the corner frequency that the

source decay may be more rapid. At YKA and EKA the attenuation above 2 Hz seems

little different than for SALMON (or the E Kazakh events). The similarity to the

E Kazakh paths is also seen in comparing long and short window spectra; the results

RMIED1O PAMI BLAIK-NO! 7JIJ6D
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i SALMON (YKA)

......... %11 DEGELEN EVENTS
(Mean mb 534

10.0

w

S1.0- l

0.1.2

2.0 4.0 6.0 8.0
FREQUENCY. Hz

Figure 41 The YKA SALMO1N spectrum is compared to the YKA stacked Deselen
spectrum from Figure 5 and the spectrum f or one of the smallest
Degelen events. At the bottom it tos hovn with a line corresponding
to a frequency-independent t* of 0.2 seconds.
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Figure 42 The available spectra are plotted for the Amchitka events.

For MILROW and CANNIXCIN these are riot array spectra, but are

computed from a single low-gain channel.
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for LONGSHOT at YKA and EKA look much like Figure 8. At WRA the spectral decay is

greater and long and short window spectra plot together over the whole band;

thus, there seems to be more intrinsic attenuation on this path.

Developing a more quantitative model for the Q for f < 2 Hz, the band

of importance for mb , will require correction for the source. Analysis of the

spectral nulls in Figure 42 shows some of the difficulties that must be faced in

doing so. The first null is at frequencies corresponding to a P-pP lag time of

0.55 sec for LONGSHOT and 0.85 sec for MILROW, values consistent with previous

work (eg King et al 1974). The first CANNIKIN null corresponds to 0.75 sec, much

too early to be pP. But there are actually several nulls at regular intervals

and these appear to be multiples of 0.9 Hz for LONGSHOT, 0.6 Hz for MIIBOW

and 0.6 Hz for CANNIKIN. These suggest lag times (1.1 sec and 1.6 sec) that

cannot be right for pP. Thus, it appears that a phase later than pP (spall

slapdovn?) is an important contributor to the spectrum for these events and

interpretation is that much more difficult.

7.3 French Sahara Events

iThe well-determined setafor French tests in the Saharaarplte

in Figure 43. The best data are from EKA and they show a consistent pattern,

assuming that SAPHIR (% 120 kt) is the largest corner frequency event. The

preferred model for E Kazakh-GBA fits these data rather well, so one can only

argue that attenuation on the French Sahara-KA path is greater than from

E Kazakh by assuming that the SAPHIR spectrum is contaminated by some source

effect (eg the corner frequency may be greater than for the SW Shagan events).

However, an indication that the attenuation is different than on the E Kazakh-GBA

path is that short time window SA IR spectra have more high frequency energy than

*L long time window spectra. Thus, the attenuation has apparently not reached the

level where scattering predominates.

There is strong evidence that there is greater attenuation on the

French Sahara-YKA path, though it is troublesome to note the large differences

in the low frequency character of the spectra for the same event at these two

stations. Aain, as for SALMON and the Amchitka events, a quantitative estimate

for the attenuation will require a confident correction for the source.
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APPENDIX A

WAVEFORMS FOR SEMI'ALATINSK EXPLOSIONS

In Section II, Table 4 , the large Shagan River explosions are listed

with an indication of the UK array stations for which good data are available.

The same information is given for a large sample of Degelen explosions in

Table 3. In this Appendix are shown the waveforms corresponding to these

tables. These are beam sum seismograms resulting from delay-and-sum processing

of the individual channels, using the slowness derived from the ISC locations

and the Jeffreys-Bullen travel time tables. During the processing,channels

which have a maximum amplitude larger than 90% of the clipping level are

discarded. All data were examined and channels with obvious faults (spikes,

dropouts and excessive system noise) were also discarded.

The beam sum displayed here was computed from essentially the same

channels used to compute the spectra discussed in Sections IV and VI for EKA,

GBA and YKA. Occasionally there are faults (small spikes) that only become

apparent when the high frequency spectra are examined, but fewer than 57 of

the data were discarded for this reason. However, the small spike problem is

much more severe at VRA, and 30-50% of the channels used to compute the WRA beam

sum seismograms displayed here were discarded in computing the final spectra.

The seismograms are divided into three classes: SW Shagan River,

NE Shagan River and Degelen. The reasons for the bisection of the Shagan River

site are given in Section III.
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APPENDIX B

CBA SPECTRUM CALCULATIONS

The procedure for calculating spectra is described in Section IV.

In Figures 12 and 16 some important features of the calculation are

demonstrated by comparing the final event spectrum calculated by the method

of Section IV with the Fourier spectrum computed from the seismogram obtained

by delay-and-sum beam forming. In this Appendix ten more comparisons of

this kind are made for CBA recordings oi Shagan River events.

Each plot shows the signal and noise spectra computed the two ways.
All spectra have been multiplied by f 2for f 1 Hz. The noise spectra have

been shifted down by 1.0 log units. In each case the smoother spectrum that

is larger at high frequencies is computed by the method of Section IV. For

some of the lower signal/noise events this spectrum has flat places that occur

when the spectrum is undefined (see Section IV). The average noise from

the individual sensors is larger than the noise on the beam sum channel by

about Vwith N the number of channels processed.

In the upper right of each plot is the beam sum seismogram and the

signal and noise windows selected. The individual channel processing is done

with these same windows.
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IAPPENDIX C

1SPECTRLA FOR EAST KAZAKH EXPLOSIONS

The spectra used in the analysis discussed in Section VI are all

plotted in this Appendix. They are computed with the methods described in

Section IV. In making the plots a different cutoff frequency was selected for

each spectrum. This is the frequency at which the signal spectrum drops below

the level of the average noise (Section 6.2).

The events are divided into three groups (SW Shagan, NE Shagan,

Degelen) for each station but YKA where all Shagan event spectra are plotted

together. The amplitude scale is entirely arbitrary and was chosen to separate

the spectra on the plot. Each set of spectra is plotted twice and the events

are identified with their ISC or PDE (post-1980) magnitudes. The second plot

includes the least squares fit to each spectrum. If Q were frequency-independent,

the slope of this line would be directly proportional to t ,and this value of

t is indicated. These lines are not thought to provide a very good indication

of the actual t , as described in Section VI, but are useful when comparing

spectra from different events.
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Figure A.3 GBA Recordings of Southwest Shagan River Explosions
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Figure A.3 (continued)
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Figure A.4 GBA Recordings of Northeast Shagan River Explosions
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Figure A.5 GBA PcP Southwest Shagan River Explosions
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Figure A.6 YKA Recordings of Shagan River Explosions
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Figure A.6 (continued)
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Figure A.7 IJRA Recordings of Southwest Shagan River Explosions
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Figure A.7 (continued)
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Figure A.7 (continued)
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Figure A.10 GBA Recordings of Degelen Explosions
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