AD-A142 498  RANGE Sﬂ!" REAL-T10E m WIE ltw"’.
EV!I.OMNNUD TYSRIN Cﬂ U uuu BEACH
02 ER-TC-SER-82-8 381-AD-E
UNCLASSIFIED FO”SS 79-C-0140 F/Q 12/ N

A ]




"“l 10 ke 2
=ik
“m el

= I2
22 i e

MICROCORY RESOLUTION TEST CHART
NAT ONAL BUREAU OF STANDARDS - 1963 - %



PHOTOGRAPH THIS SHEET
AD-E80075%6

LEVEL

DTIC ACCESDIUIN IvUmipaas

INVENTORY

Ret. No. ER-TT-SER-g2-5

Contact FORG35-729-C-0r¢0  30bpr&r

DOCUMENT IDENTIFICATION

LC\D-A 142 498

DISTRIBUTION STATEMENT A

Approved for public release}
Distribution Unlimited

DISTRIBUTION STATEMENT

ACCESSION FOR P
NTIS GRA&I B(
pTIC TAB O DTI C
UNANNOUNCED D
JUSTIFICATION ELECTE

JUN 20 1984 ..
BY -
DISTRIBUTION / . D
AVAILABILITY CODES 5y ‘,\‘
DIST AVAIL AND/OR SPECIAL //. ,f DATE ACCESSIONED
A /l

DISTRIBUTION STAMP

84 06 19 055

PHOTOGRAPH THIS SHEET AND RETURN TO DTIC-DDA-2

DATE RECEIVED IN DTIC

FORM

DTIC ooy 70A

DOCUMENT PROCESSING SHEET




Approved for public release; no
limitation on distribution




Engineering Report ER-TC-SER 82-5

RANGE SAFETY REAL-TIME
PROGRAM UPDATE
ALGORITHM DEVELOPMENT

30 April 1982

Prepared for the
Armament Division (AD)

Directorate of Range Safety (SER)

Contract No. FO8635-79-C-0140
Study Task Order No. SER 82-5

Prepared by
Tybrin Corporation
2018-D Lewis Turner Blvd.
Fort Walton Beach, Florida 32548




)

|
!

€ec

ot
-

W W w NN

w W

N = O N = O O

(ST - - - ~ Y - S - R Y -~ B~ R S R N

O N PN NN D N NN = O oy,
« s . .

0 N O O B W N -

ion No.

TABLE OF CONTENTS

Description

List of Figures

List of Tables

Foreword

Abstract

Introduction

Summary and Recommendations

Summary

Recommendations

Real-Time Impact Prediction Algorithms
Background

Lagrangian Interpolation and Extrapo-
lation of Multivariate Table

Trajectory Integrator

Vehicle and Fragment Weight, Area and
Drag Data

Small B Impact Prediction Tables
Large B Fragment Impact Prediction

Real-Time Radar Digital Filter Algorithm

Background

Recommended Algorithm

Algorithm Development

Filter Effective Memory
Initialization, Reinitialization
Variance Estimation

Data Editing

Filter Adaptation

Filter Coordinate Systems

Output Characteristics

Real-Time Telemetry Data Processing
Algorithms

Background

I} -y

W W W N NN g
]
N = b =



5

.4

Table of Contents (Cont’d)

Coordinate Systems

Recommended Radar/INS Combinative
Algorithm

Recommended Radar/Altimeter Combinative
Algorithm

References
Appendix A
Appendix B
Appendix C

ii

0. Description Page



LIST OF FIGURES

Figure No. Description Page No.
1.1 Debris Triangle/Centerline Geometry 3-3
3.5.1 Macro Flow Chart of Small g8 Impact 3-10
Prediction Process

3.6.1 Macro Flow Diagram of the Proposed 3-16
Large 8 Impact Prediction Process

4.1.1 TARGET Filter Output 32 Bit Word Length 4-2

4.1.2 Exponential Filter Output 32 Bit Word 4-2
Length

4.2.1.1 Test Bed Adaptive Exponential Filter 4-11
Subroutine

4.2.8.1 Velocity Outputs of the Adaptive 4-21

Exponential Filter Simulated A-20
Range Data on AMRAAM Test

4.2.8.2 Resijdual OQutputs of the Adaptive 4-22
Exponential Filter Simulated A-20
Range Data on AMRAAM Test

5.1.1 Flight Path C Radar East-West IIP Errors 5-3

5.1.2 Flight Path C INS East-West IIP Errors 5-3

5.1.3 Fiight Path C Radar/INS East-West Impact 5-4
Errors

5.1.4 Flight Path C Radar/Altimeter East-West 5-4
Impact Errors

5.3.1 Conceptual Flow of Radar/INS Combinative 5-8
Data Process

5.4.1 Conceptual Flow of Combinative Radar- 5-10

Altimeter Data Processing




LIST OF TABLES

Table No. Description

3.6.1 Large B Fragment Impact Predictions
(Wind Profile: Constant 100 ft/sec
from West)

iv

Page No.

3-13




FOREWORD

The work in this report was sponsored by the
Directorate of Range Safety (SER) at the Armament Division
under Contract No. F08635-79-C-0140 and is a deliverable
item under Study Task Order SER 82-6. The work was monitored

by Mr. R. H. Thompson.




ABSTRACT

Algorithms recommended for inciusion in an update of
the AD real-time range safety control program, P2457, are
developed. The developed algorithms include ones for large
and small beta fragment impact prediction by table look-up
procedures, adaptive exponential digital filtering of radar
data, and the optimal combining of radar and telemetered
navigation system/altimeter system data for use in impact
prediction. The algorithms are presented in a form conducive

to fast, efficient incorporation in the P2457 update.
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1.0

INTRODUCTION

During Task SER 82-1, algorithms which should be

included in an updated version of the real-time range safety

cortrel program (P2457) for the VAX 11/780 real-time computer

configuration were identified. The identified algorithms were

of three types:

Among the new

following:

a)

b)

c)

1)

2)

Algorithms being utilized in P2457, requiring
no modifications,

Algorithms utilized in P2457, requiring modifi-
cations, and

New algorithms not currently included in P2457.

algorithms identified and recommended were the

Because vacuum instantaneous impact predictions
(I1Ps) were found to be inappropriate for most
tactical weapon tests and the current P2457
drag/wind IIP algorithm was found to be too slow
for multiple weapon tests, the use of table

lookup IIP algorithms for the largest and smallest
beta fragments of a destroyed vehicle were
recommended for inclusion in a P2457 update.
Because the current radar digital filter algorithm
used in P2457 was found to have several deficiencies,
including instability, a fast, stable exponential

weighted filter algorithm was recommended.
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3) Because of radar data degradation at the low
elevation angles common on advanced AD weapon
tests, the inclusion of algorithms for processing
telemetered inertial navigation and altimeter
data was recommended.

The purpose of this study was to develop the above
three algorithms and present them in a form conducive to fast,
efficient incorporation into a P2457 update on the VAX 11/780
configuration. Other required algorithms identified in Task

SER 82-1 will be developed later.
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2.0 SUMMARY AND RECOMMENDATIONS
2.1 Summary
The following algorithms were developed during this
study and presented in a form suitable for efficient incorporation
in a P2457 uodate on the AD VAX 11/780 real-time computer
configuration.
1) Table lookup algorithms for generating the large
and small beta fragment vertices of a debris triangle.
2) A stable, fast, adaptive exponential filter algorithm
to replace the current unstable radar data filter
algorithm of P2457.
3) Algorithms for combining radar data with telemetered
INS and altimeter data to obtain smooth, unbiased
trajectory state vector estimates.
The above developed algorithms can be included in the
development of a type B5 computer program specijfication, as
recommended in Task SER 82-1.

2.2 Recommendations

It is recommended that the impact prediction, adaptive
exponential filtering, and radar/TM data combinative algorithms
developed during this study be incorporated in the planned
update of the real-time range safety control program, P2457. The
algorithms should be included in a type B5 computer program

specification for the P2457 update.




3.0 REAL-TIME IMPACT PREDICTION ALGORITHMS
3.1 Background

Several reasons why the current impact prediction
algorithms in P2457 should be replaced were cited in Reference
1. The primary reason given for discarding the vacuum impact
predictor was that its predictions have become increasingly
unrealistic and too restrictive for advanced tactical weapon
tests, which are conducted primarily in the lower regions of
the atmosphere. For example, consider the following case,

which is highly possible for near-future weapons:

_ £ |ATtitude 5000 feet
<= | Speed Mach 2.7
== | Flight path angle 30° above horizontal
=< |Fragment ballistic coefficient(s) 500
© True down range impact distance 36,500 feet

Vacuumpredicted down range distance 250,000feet

It can easily be seen that use of the vacuum impact prediction
to determine test boundaries would be unnecessarily restrictive.
The primary reason given in Reference 1 for discarding

the current drag and wind corrected impact predictor algorithm
was that the required numerical integration is too slow to be
used for predicting impacts on tests involving multiple weapons
and multiple fragments. Each prediction can consume as much as
200 milliseconds on the CDC 6600, and the time required could be
greatly increased on the VAX 11/780, where the use of double

precision might also be necessary.

3-1



Reference 1 recommended that, for an update of P2457
on the VAX 11/780 configuration, table look-up algorithms
similar to those proposed in Reference 2 should be developed.
Two types of impact prediction algorithms are needed: a) an
algorithm for predicting the impact point of the fragment
having the largest 8 (or the intact vehicle) and b) an algorithm
for predicting the impact point of the smallest 8 fragment which
is hazardous. It was also recommended in Reference 1 that the
two predicted impact points be presented on a graphics display
as two vertices of a debris triangle, as shown in Figure 3.1.1.
One of the purposes of this study is to develop the large and
small 8 impact prediction algorithms in a form conducive to
inclusion in an update of P2457 on the VAC 11/780 configuration.

3.2 Lagrangian Interpolation and Extrapolation of
Multivariate Tables

Table look-up impact predictors require the use of
interpolation algorithms. In developing an interpolation
algorithm, one must consider the following:

1) Number of independent variables

2) Spacing of independent variables

3) Degree of interpolation polynominal

4) Need for extrapolation outside the table
Based upon Reference 2, it is concluded here that the required
interpolation algorithm must be able to accept three unevenly spaced

independent variables (trivariate interpolation). Selection of

the interpolation polynominal degree involves a tradeoff between
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Figure 3.1.1
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using linear interpolation of a table requiring a large

block of storage and higher degree interpolation requiring

lTess storage. In order to make optimal use of the 8K byte VAX
11/780 cache memory, the use of small tables would be desirable.
Lagrangian interpolation is a widely used method for performing
polynominal interpolation and extrapolation of tables having
unevenly spaced variables. For second degree polynominal

interpolation and extrapolation, the Lagrange formula is:

f(X) =((X-X1)(X-X2) / (Xo-X1)(X0-X2)) f(Xo)
+{(X-Xo) (X-X2) / (X1-X0) (X1-X2)) f(X1) (3.2.1)
+{(X-X0) (X=X1) / (X2-X0)(Xz-X1)) f(X2)

where
X = coordinate of desired interpolated point
f(X) = the desired interpolated function approximation

Xo,X1,X2 = three values of the independent variable

f(Xo),f(X1),f(X2) = functional values for X=Xo,X1,X2

Available bivariate and univariate second degree
Lagrangian interpolation subroutines (References 12 and 13) were
combined to form the required trivariate subroutine. A listing
of the subroutine (LAGRAN) is provided in Appendix A. Since a
primary reason for recommending table look-up drag/wind corrected
impact prediction was computational speed, a large three dimen-
sional table (6x8x10=480 elements) was input to LAGRAN on the

CDC 6600 computer and the interpolation was timed. It was found
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that 100 interpolations could be performed in 0.045 seconds,
or in less than 0.5 milliseconds per interpolation. Thus, the
table look-up algorithm is as much as 400 times as fast as the
current real-time drag/wind corrected impact predictor (Sub-
routine IMPACT) and should be suitable for use on tests re-
quiring predictions for several objects.

3.3 Trajectory Integrator

The current drag/wind corrected impact prediction
subroutine {IMPACT) was evaluated in Reference 12 and was found
to provide satisfactory impact predictions for tactical weapon
tests, although minor modifications were recommended. A modified
version of IMPACT and its auxiliary subroutines are recommended
for inclusion in the P2457 update; however, they will be used
to develop the required large and small g impact prediction
tables rather than to predict impacts during real-time execution.
For the development of the tables the following modifications are
recommended:

1) The hazardous small B body requiring impact
predictions on some tests (e.g., MGD, FIREBOLT)
will be the parachute and its load. Because
of the slow rate of descent, the integration
of parachute trajectories to impact, using the
IMPACT subroutine, is extremely time consuming.

A version of the fast parachute prediction
algorithm presented in Appendix B should be added
to the IMPACT codes and be used for generating

parachute impact prediction tables.
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2) The current version of IMPACT utilizes an
exponential atmospheric density model (recently
modified from a quadratic model). The densities
given by the exponential model can differ from
the true densities by several percent and can also
result in impact prediction errors of several
percent. It is recommended that the subroutine
be modified to interpolate atmospheric densities
from the latest weather deck. The linear inter-
polation subroutine INPOL, listed in Appendix B,

can be used to perform the required interpolation.

3.4 Vehicle and Fragment Weight, Area and Drag Data

Vehicle or fragment area and weight and coefficients
of drag versus Mach number are currently input to P2457 by card
prior to a test. For the P2457 update, it is recommended that
a library of this information be stored on a tape or disk file
and be selected automatically as a function of test vehicle type.
One of the recommendations of Task SER 82-6 is that a menu defining
the test vehicles be presented on a CRT prior to a test and be
selectable by an interactive device such as a joystick controlling
a cursor. Among the characteristics defining the vehicle are the
following:
Vehicle name (e.g., Bomarc)
Shooter/target/missile relationships

Radar assignments
Destruct key

If the 82-6 recommendations are accepted, it will be

convenient to identify the proper disk file for the vehicle through
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use of the selected name, For the purpose of generating the
impact prediction tables, it will also be convenient to in-

clude on the data files default values defining the vehicle
pervimance envelopes. In order to handle sudden new require-
ments, the P2457 update should also offer the option of overriding
the values on the library file through the keyboard.

;

3.5 Small g Impact Predicticin Tables

The smallest hazardous 8 fragment impact prediction
tables recommended for a P2457 update are based upon the recom-
mendations of Reference 4. Real-time implementation of the
algorithm requires the following steps:

1) Prior to the test, enter the proposed modified

version of IMPACT with the following data:

a) Test origin latitude, longitude, height
b) Flight azimuth = 0°

c) Cp for small g fragment (or reefed and open
parachute Cg tables)

d) Fragment weight (W)

e) Fragment area (A)

f) Wind velocity components, speed of sound,
and atmospheric density versus altitude

9) X =Z =VX =VY _=VZ =0

h) Series of altitudes, hoi i=1,n
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2)

From output of IMPACT, form the impact prediction

tables:
Altitude X(North Z(East)
(feet) (feet) (feet)
h1 AXl AZ1
h2 AX2 A22
hn AXn AZn

Here, hn should be higher than the maximum expected altitude during

the test.
3)

4)

During real-time execution, linearly interpolate the
AX, AZ tables to the current altitude, h. Subroutine
INPOL, Appendix B, can be used for this purpose.
Approximate the correction for the small 8 fragment
initial crosswind velocity:

AX = AR_ COS (v)

AZ_= AR, SIN (v)

y= ARCTAN (Zo/xo)

aR_= (Vp(h))ZC0S(v) (1+(SIN(¥))/2+Ln(V /V (h)))/g
VT(h)= terminal velocity at altitude h (see Appendix B)

v 2, 2 2,172
Vo= (Xo +Y0. )
y= ARCSIN(YO/VO)

+Z0

current velocity vector components

g= acceleration of gravity (32.2 ft/secz)
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5) Sum the corrections to obtain the total corrections:

ﬁXIP = AXh + AXC

AZIP = :Zh ] xZC

7
6) Approximate &Y pr oV, =-((aX p) + (a25)%)/(4.18x107)

7) Enter subroutine XYZLLH with the present position

latitude and longitude and with AXIP’ AYIP’ AZIP to

obtain the small 8 impact prediction.
A macro flow chart of the the proposed small B impact

prediction process is presented in Figure 3.5.1.
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Initialization

Read Vehicle

Data(C_,W,A) and
Weather Data
(See Step 1)

|

Generate AX, AZ
Tmpact Tables with
Subroutine
(See Step 2)

IMPACT

Sum the Interpolated

and Crosswind Corrections

{Step 5)

-

Interpolate Tables
for AX, AZ at
Desired I1IP Rate
(See Step 3)

L

—
Compute Initial
Crosswind Velocity

Corrections
(See Step 4)

Y

Compute the
IIP Y Coordinate
(Step 6)

Enter XYZLLH with

Present ¢, A\ h and

X1P,YIP,ZIP.

Output ¢IP, AIP
(Step 7)

Macro

Flow Chart of Small [ Impact Prediction Process

Figure 3.5.1

3-10




3.6 Large 8 fragment Impact Prediction

Ideally, the large 3 downrange, crossrange impact
lookup tables should be bawed upon four independent fragment
initial condition variables:

h - altitude

]

a flight path angle, ,csitive :bove horizontal

v

velocity magnitude, or speed

¢ - clockwise heading from north
Using the current estimates of the four parameters from radar
data as inputs, the four dimensional tables could be entered
in real-time to obtain interpolated values of the downrange and
crossrange impact distances.

The inclusion of ¢ as one of the independent variables
is due mainly to the questionable need to account for wind
forces, although small coriolis force effects also vary with
the initial heading. In the Reference 3 study of Targe g8 impact
predictors, the effects of wind on the predictions was considered
negligible relative to the large differences between the drag-
corrected predictions and the vacuum predictions, and y was
therefore not included as one of the independent table variables.
Analyses conducted during thisstudy showed that the inclusion
of v would require, for some tests, tables exceeding 1000
storage locations. This was considered excessive relative to
the impact prediction improvement which could be achieved;

therefore, it is one of the recommendations of this study that
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the large B tables should be functions of only altitude, flight
path angle and velocity magnitude. For tests in which the
nominal trajectory heading is known, most of the error due to
wind can still be accounted for by entering this nominal heading
into the impact prediction subroutine before generating the
tables. Table 3.6.1 shows some "worst case" effects of ignoring
the wind in performing large 8 impact predictions. The cross-
range components are due mainly to wind. The tables also show
that the vacuum versus drag corrected impact differences are
much targer than the errors due to ignoring wind. 1In generating
the tables with the IMPACT subroutine, a 100 ft/sec wind speed
from 270° (due west) was imposed.

The steps required in the recommended large 8 impact

prediction procedure are as follows:

1. A record containing the table independent initial
condition variables for the test vehicle of interest
must be on an input file. Also on the record
should be the Targe g8 fragment (or intact vehicle)
weight, effective drag area and drag versus mach
number table. The record should be identifed
by test vehicle type (e.g., Bomarc). Based upon
tests performed during this study, the following
numbers of independent variables of each category

should be included in the record:
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Altitude (feet) - 7 values

Flight path angle (degrees) - 7 values

Velocity magnitude (ft/sec) - 5 values

This will result in a generated table containing
245 dependent variables plus the 19 independent
variables. Example of independent variables

which might be required for Bomarc:

h a )
500 -10 250
5000 0 750
15000 10 1000
30000 30 2000
50000 50 3000
65000 70
75000 90

If wind corrections are desired, the nominal mean
heading, ¢ , must be entered from the keyboard

for each vehicle requiring impact prediction.
Prior to the test, a command to generate the
large B impact prediction tables is made. The
proper vehicle data will be read from the vehicle
data file and all combinations of the independent
variables will be used as inputs to the modified
IMPACT subroutine. If y has not been entered
(Step 2 above), wind speed will be set to 0.0 and
only one table containing the downrange distances
as the dependent variables will be generated

(default y = 0°). If y is entered, the available
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wind data will be used and an additional table
containing the crossrange values will be generated.
The tables must be stored in arrays compatible
with the LAGRAN subroutine calling sequence (see
Appendix A).

4. During real-time execution, after the vehicle
present latitude (¢), longitude (1), altitude (h),
flight path angle (a), heading (y) and velocity
magnitude (V) have been determined from radar
(or other) data, subroutine LAGRAN will be called
for interpolation of the downrange and crossrange
impact prediction tables (see Appendix A). The
outputs will be X (downrange) and Z (crossrange).

5. Subroutine XYZLLH must be entered with the following
data to obtain the desired large B impact point:

Present latitude (¢)
Present longitude (1)
Present altitude (h)
Present heading (v)

Interpolated XIP

Interpolated ZIP

2, 2
Computed Y, ==(h + (X5, + z5.)/(4.18 x 107)
KODE = 3

XYZLLH will return d1ps Xpp and hIP

A macro flow chart of the large 8 fragment impact

prediction process is presented in Figure 3.6.1.
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‘'whicle Data
Weather Data

Keyboard Input:
Nominal Heading
(¥)

(See Step 2)
S
Generate the Downrange
(X) Impact Tables with
Subroutine IMPACT

(Sce Step 3)

rCenerate the Crossrange
(Z) Tmpact Tables if y
was Entered

Interpolate Tables at
Desired IIP Rate with
Subroutine LAGRAN
(See Step 4)

Enter XYZLLH to Compute
dIP, AIP
(See Step 5)

Macro Flow Diagram of the Proposed
Large B Impact Prediction Process

Figure 3.6.1
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4.0 REAL-TIME RADAR DIGITAL FILTER ALGORITHM

4.

Background

It was recommended in Reference 1 that the current

redi-cime radar data digital filter algorithm, which is con-

tained in subroutine TARGET of P2457, should be replaced with

a filter of the exponentially weighted type if PZ2457 is updated

on the VAX 11/780. Reasons given for this recommendation were

the following:

1.

The TARGET filter is unstable, being completely
unable to eliminate past errors in its output
(e.qg., errors due to roundoff). Divergence of

the filter due to roundoff errors when run on a

32 bit computer is illustrated in Figure 4.1.1.
The stable output of an exponential filter, using
the same input data, is shown in Figure 4.1.2,

The TARGET filter requires a lengthy time period
(normally five seconds) to become reinitialized
after data dropouts.

In order to avoid divergence, the TARGET algorithm
would have to be written in double precision for
the VAX 11/780. The exponential algorithms would
require only single precision.

As shown in Reference 9, the TARGET algorithm
requires several times as many computational steps

and several times the storage of an exponentially
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weighted filter. This disadvantage would be

increased (by a factor as large as four) because

of the need for double precision on the VAX 11/780.
5. The proposed expansion of P2457 to handle up to

eight radar inputs will further increase the dis-

advantages of using the TARGET algorithm, in terms

of speed and storage.

The recommendation of an exponential filter algorithm
in place of the TARGET algorithm was based largely upon the
results of two previous studies (References 8 and 9). In
Reference 8, the characteristics of real-time filters which
have been used in range safety work at the various test ranges
was discussed. A1l of these filters, in various ways, attempt
to compromise between

(a) reducing the ratio of output noise to
input noise to a minimum and

(b) reducing the bias in the filter output to
a minimum.

The method of least squares is a universal approach to
achieving (a). Editing schemes involving trend detection with
subsequent modification of filter weights are used to achieve
(b). Two other important choices often enter into the design
of a range safety digital radar filter:

1. A choice of filtering in the radar's natural

coordinates (azimuth, elevation, range in the
case of the FPS-16) or in a rectangular cartesian

coordinate system,
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2. A choice of constraining the output of the

filter to satisfy a physically realistic set

of differential equations (including the forces
of drag, 1ift, thrust, gravitation, etc.) or
constraining the output to follow a low degree
polynominal.

The choice of the real-time filters in current range
safety use at the various ranges has been dictated largely by
computer storage and speed requirements. As a result, recursive
exponential Teast squares filtering of cartesian coordinate data
with polynominal constraints has been the leading choice. This
type of filtering also goes by the names " &, B8,7Y filtering",
"discounted least squares", and "fading memory polynominal
filtering". It has the following features.

1. It is fast. For example, the recursive algorithm

for a quadratic exponential filter ctan be expressed

as

o . .
€ ¥ - X - XT1 - XT2

X = X + ae } (4.1.1)

).( + .X.Tl + Be

5 .
|

).(.=.X‘+Y$:
where

0 is the current observation,

X
T1 is the time increment between observations,
_ 2
T2 =, SH
a, B, y are the filter weights, and

X, i, X.is the current state vector estimate.
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2. It requires a minimum of computer storage.

Only 10 mwemory locations are required for the
above algorithm,

3. It is readily adaptable. The weights, a, B8,

and ¥ can be expressed as simple functions of

one constant ¢. Using trend checks on the
residuals (the e¢'s in the above recursion) as a
basis, the filter's effective memory may be

easily contracted or expanded to arrive at the
desired compromise between noise reduction and bias
and stability control.

4., It gives the most weight to the most recent data.

This allows quick response to changes in target
motion.

5. It is stable. Due to the fact that weight given

past data and past state vector estimates are a
function of age, past input and computational errors
gradually disappear.

Reference 9 contained a comparison of various test
range filters in terms of speed and storage requirements. The
speed comparisons were in terms of the number of arithmetical
operations required to fit one channel of data (e.g., the X
position coordinate) to a second degree polynominal. The com-
parisons for state vector computation only (no editing, no

variance estimation), were as follows:
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Number of

Algorithm Operations
Moving Arc (51 points 306+
Moving Arc (N points) 6N+
Current AD TARGET (after initialization) 33
Modified AD TARGET (from Ref.8 - after 27

initialization)
Kalman 257
Exponential 13

The numerical storage requirement comparisons, again
assuming estimation of position, velocity and acceleration with

a second degree polynominal fit to one input channel, were as

follows:
) Number of
Algorithm Storage Cells
Moving Arc (51 points 207
Moving Arc (N points) 4N+3
Current AD TARGET (51 points - after 127
initjalization)
Modified AD TARGET (51 points - after 63
initialization)
Kalman 64
Exponential 10
Reference 9 mentioned two deficiencies of exponential
filters:

@ The filters are not self-starting. They need
approximate initial state vectors computed by

some other method.
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Overshoot and undershoot settling problems

are common after sudden changes in the input
signal characteristics due to such events as

rocket ignition, burnout and stage separation.

Reference 9 showed that the first deficiency could be

overcome by using an "expanding memory" filter algorithm and

that the second could be overcome by applying multiple exponen-

tial filters having different weights to the input data and

using an intercomparison scheme to select the optimal outputs.

The recommended second degree polynominal expanding memory filter

is recursively updated as follows:

Starting with X = X%, X = X = j = 0,

where

D
X

XO

T

J

X,

N

(j+3)(j+2)(j+1)
= X+Xc4X 1 2/2
= x9-x L

= x+3(332+35+2)E/D

(4.1.2)

= X+Xt+18(2j+1)E/ (D7)

= X +60E/(D %) )

= J+1

ijs the current observation,
is the time between samples,
is the sample number (j=0,1 ...n) and

X, X is the current state vector estimate
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4.2 Recommended Algorithm

4.2.1 Algorithm Development

The algorithms defined by Equations 4.1.1 and 4.1.2
are capable of smoothing and differentiating radar data to form
an initial position/velocity state vector which can be used
for generating real-time instantaneous impact predictions (IIPs).
However, in addition to smoothing and differentiating, a range
safety digital filter must also perform other important tasks,
including:

1. It must edit the input data and replace limited
quantities of detected bad data with extrapolated
data.

2. It must detect and adapt to sudden changes in target
motion or input data quality by optimally modifying
the weights assigned the data.

3. It must estimate the uncertainty (variance) in its
smoothed position and velocity estimates. These
uncertainties can be used for generating IIP
uncertainty ellipses and for automatic best data
source selection.

The exponential filter algorithm developed during this

study is a modified version of the one developed in Reference 9.

The previously developed filter had the following features:

1. It accepted data from up to four radars.
2. Filter weights could be selected to give zero,

first and second degree polynomial filtering.
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10.

"On~Track" bit was utilized.

Three sets of filter weights were applied to each
channel of input.

A zero degree polynomial filter was used to estimate
noise variance.

Adaptation was accomplished through interfilter
velocity comparisons, through residual trend detection
or by both methods.

Limits could be placed upon maximum allowable

residual size and upon maximum number of allowable
extrapolations.

Initialization and reinitialization of the exponential
filter was accomplished with the expanding memory

least squares polynomial algorithms (Equation

4.1.2 above).

Switching from the expanding memory to the exponential
algorithms was accomplished throuah comparison of

varijance reduction factors (VRFs).

Computed variances could be modified with a priori

estimates and with computed VRFs.

Most of the above features have been retained in the

filter recommended for the P2457 update. The most significant

modification recommended is that the required subroutine should

accept only one channel at a time. This will allow the sub-

routine to be more general and will require that calibration

corrections,

refraction corrections and coordinate transformation




take place in another subroutine. The primary advantage of
this recommendation is that the subroutine will be able to accept,
without modification, data from systems other than land based,
monopulse radars (e.g., telemetered navigation and altimeter
system data, MTRACS data). A flow chart of a test bed version
of the subroutine, (program RADAR), designed for evaluating the
effectiveness of the various options, is presented in Figure
4.2.1.1. A listing of RADAR, a description of input requirements
and examples of tabular outputs are provided in Appendix C.
A description of the major features of the algorithm follows.
4.2.2 Filter Effective Memory

The Reference 9 exponential filter weights (a,f,y) were
required inputs to the program. In order to make the weighting
more meaningful to users of the subroutine, the weighting in
RADAR is controlled by inputting the "effective memory" of each
filter. The effective memory of an exponential filter is here
defined to be the number of points in the span of a moving arc
filter which gives the same variance reduction in filtered
position data as the exponential filter of the same degree, a
standard proposed in Reference 10. The effective memory is used
to compute the filter weights as follows:

Given the input filter effective memory, F points,

6 = 1-4.36/F
a = 1-63

B = 15(1+8)(1-8)2 (4.2.2.1)
y = 100(1-8)?3

4-10




st |

"Irtrialization
Ccf Arrays and
)

. Constants

READ Control

Ceintants

PRINT Control
Constants

; Convert A PRIORI
"SIGMA to A
{PRIORI VAKIANCE
|

‘Compute Variance
| Reduction Factors
(VRF) for
Exponential
FILTER

Read
Data
Record

Time to
Start Run?

Time to

Stop Run?

ldentify Off-
Track FLAG

.

Identify and Store
Measurement WORD

Test Bed Adaptive Exponential Filter Subroutine

RN S

Cuonpute
Discre;ancy

; Tolerance

Extrapolate

J |

|

State Vector

1

Off

Track Flag? = 7ero

Point 1In
Expanding
Memor

2

State Position
Equals

Measurement

Compute

Discrepancy

Vector

Expanding
Memory Filter
FLAG?

Set Bad State
Vector Flag
(LFLAG) to One

Figure 4.2.1.1

Set Discrepancy

Vector to Zero



S

Set hal State

vector Flag

o Tu Zero

I Inci “ment

Extrapo.a. . -n

[

‘ ! Counter

Numher

¥xirapoliationg
Ixreed Maxl

Expandin
Memory Fil
Flag?

%er

* Zero

Extrapclations

N ‘Snz Extrapolation
- —
fCounter to Zero

Compute Expanding
Memory Fillter

Variance Reduction|

tactor (VRFE)

(Or—=

Compute
Residual

!
!

ounler e Zero

Lc! Expanding
ry Filter Flaa

Fgua! One [

I T

|

Set Expanding

Memory Counter

To Zero

Update

=4 Exponential
Filter

Value of
Kesidual

Use Telorance in

"Estizating Noise

yVariance

‘Inflate Noise ]
i
lEstinate by A |

PRIORI Variance |

Cozpute Noise

{
} tn Exponential
[ Filter OQutput

!
e

I

Use Residual

in Estizating

Noise Variance

£ 2ero

——
Cumovute Noise

S
|

in Expanding

[ Memory Filter ~

Memory Filter

Max{mum
Vemory Exceeded

Set Expanding

Memory Counter

|

Switch to

To Zero

Exponential
Filcer
(1flag = 0)

Increment
Expanding Memory

Counter

Update Expanding
Memory Fllter

State Vectors

nave same sign
as_previous

Increment
Residual Counter
(NRES1D)

Set Residual

Counter to Zeto

Do

Figure 4.2.1,1 (Cont'd)
4-12




Filter 3 v
Have Bad Statg
Vector?

Iset %v21 Counter
to Zero |

! Increzent W21 | }

Cceunter

— -1

| Compute

|1 Differences
Petween Filter

1 3 and Filter

)

2
Velocities .J

i

Absolute
value of Vel-
ocity Differences
Grester Than or
tqua

Set NV32
Counter to

Zero (

Increment

BESF = 2

NV32 Counter

BESF =3

(E:}> ——t
Selected Best

Filter is Sub-
script IBESF

BESF = 3

Print Variance
Estimates,

State Vectors
and Residual

VRF gr ater
Than Filter
VRF?

Read
Next DATA
Record

S

Compute
Differences
Between Filter 2
and Filter 1
Velocities

Figure 4.2.1.1 (Cont'd)
4-13




The above relationship between the moving arc and
exponential filter memories is highly accurate for long memories
but only apnroximate for short memories.
4.2.3 Initialijzation, Reinitialization

The recommended algorithm for initializing the exponential
filter and reinitializing after dropouts was given by Equation
4.1.2, from Reference 15. The initialization algorithm is allowed
to expand its memory until its position variance reduction factor
(VRF) is less or equal to the position VRF of the desired expon-
ential filter. The filtering is then transferred to the exponential
algorithm. The VRFs are computed as follows (from Reference 10):

9+246+166 +603

H

Position VRF (Exponential) (1-
4ot
50(
(ON2+27N+24)/(N+1)3

8y (1
. )/(241)
Velocity VRF (Exponential) 1-6)° (4 9+503+13G Y/ (6+1)°

Position VRF (Expanding)

Velocity VRF (Expanding) (19200N2+74400N+68400)/(N+3)°
(4.2.3.1)

where N is the number of points in the expanding memory filter

span and 6 was defined in Equations 4.2.2.1..

4.2.4 Variance Estimation

The recommended noise variance estimation scheme used
in RADAR applies a zero degree exponential filter to the squares of
the filter resijduals. To avoid the use of extremely wild points
(which are detected in the editing process), a limit is set upon
the maximum residual allowed to be used. The variance estimation

algorithms is as follows:
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V(iresidual) = X°-X

If (|Vi~V ), Vo=V (4.2.4.1)

max max
S(Variance) = S + «(V®-5)

where X° and X were defined in Section 4.1.

The variance estimate output by the filter can be
increased by an input a priori value to account for undetectable
low frequency noise. The program multiplies the noise variance
estimates by the previously defined VRFs (Equation 4.2.3.1) to
obtain estimates of variance in the smoothed data.

4.2.5 Data Editing

The recommended data editing scheme used in RADAR
compares the input observaticns against observations computed
from an extrapolated state vector. If the differences (REPS)
exceed a prescribed value or the offtrack bit is on, the input
observation is replaced with the extrapolated value. The

algorithm proceeds as follows:

€1
351/2

€3

4

If €4 >E1s €3 T €4

If REPS >€q, extrapolated value is used.
Here,

S was defined in Section 4.2.4 and €y is an input
tolerance value.

An input value, NMAX, places a 1imit on the maximum
number of extrapolations allowed before reinitialization of the

filter must take place.
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4.2.6 Filter Adaptation

Closely related to data editing is filter adaptation.
This consists of varying the filter weights as a function of
target dynamics or of data quality. Servo error voltage and
AGC measurements have been used for this purpose in the develop-
ment of real-time digital filters for ON-AXIS radars (Reference
15). In typical usage, if the filtered error voltages exceed
prescribed values, the filters are "opened up", giving more
weight to newly acquired data and reducing the effective filter
memory. AGC measurements are used to place limits on the filter
weights. Unfortunately, servo error voltage and AGC measure-
ments are not available at the AD real-time computers; alternative
adaptation procedures are required.

Two adaptation tests were developed during the Reference
9 study. These have been modified and extended during this study.
The basic purposes of the tests are to:

a) avoid settling periods after events such as missile

stage separation and data dropouts, and

b) detect possible filter bias or divergence.

The revised adaptation process developed during this
study and included in the RADAR filter program makes use of the
fact that several exponential filters can be applied in less
computer time than is required for other types of filters.

This allows the optimum filter to be selected through inter-filter

comparisons and simulates the type of adaptation being accomplished
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with error voltage and AGC measurements by other ranges. At
the same time, it eliminates response and settling problems
commonly experienced with other filters. In the adaptation
algorithm developed for the Reference 9 study and extended
during this study, three exponential filters were applied to
each channel of input.

The complete adaptation process is shown in the Figure
4.2.1.1 flow chart, beginning at entry point DD. Several
sequential tests must be passed by the filter selected as best.
The tests include the following:

1) Tests to determine if the filter is extrapolating

due to the editing procedure (Section 4.2.5).
The longest filter which is not extrapolating is
normally designated best.

2) Tests which compare differences between filter outputs
against a tolerance value and count the number of
successive differences which exceed the tolerance.

A Tlarge number of successive differences exceeding
the tolerance is assumed to indicate that the longer
filter is biased or diverging, and the shorter filter
ijs then designated best. The tolerance (TOLZ)

and the allowed maximum number of differences (MAXNV)
are input values.

3) Tests which count the number of successive residuals
having the same sign. If the number exceeds an input

value (NRMAX), the filter output is assumed to be
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biased or diverging, and a shorter filter is
selected as best.

4.2.7 Filter Coordinate Systems

Reference 9 details several advantages for filtering
in a system's natural coordinate system (e.g., azimuth,
elevation, range) rather than in transformed coordinates
(e.g., rectangular, cartesian). The advantages include:

a) Unlike cartesian coordinates, which are subject

to cross-coupling of errors, the natural coordinates
can usually be considered independent. This simpli-
fies error detection and analysis.

b) Filter weights can be selected in a more optimal
manner. For example, the FPS-16 range channel
normally requires a much shorter filter memory
than the angle channels.

The Reference 9 study only addressed the use of pulse
radar data for range safety control. Since that time, the use
of additional systems has been recommended (e.g., telemetered
navigation and altimeter data, MTRACS data). A re-examination
of the filter coordinate system problem during this study has
led to the conclusion that for the P2457 update, it is now
preferable to continue performing the digital filtering in
the test rectangular cartesian coordinate system. This will
greatly simplify the combining of the pulse radar data with

data from other systems (see Section 5).




4.2.8 Output Characteristics
Examples of the output characteristics of the proposed
adaptive exponential filter are shown in Figures 4.2.8.1 and
4.2.8.2. The input data was Site A-20 radar range data derived
from a simulated AMRAAM trajectory and realistically contaminated
with noise. Figure 4.2.8.1 containe nlots of the filter
velocity outputs in feet/second versus time in seconds.
Figure 4.2.8.2 contains plots of the filter residual outputs
in feet versus time. The effective memories of the shortest,
1~termediate and longest filters were 21, 41 and 81 points,
respectively. The plots of the outputs which the adaptive
process determined best at each time point are in the Tower
right hand corner of each figure. Some of the characteristics
of interest in the two figures were the following:
1. Because the missile attained maximum acceleration
within a fraction of a second after ignition,
causing high order derivatives to appear in the signal,
all three of the filters lagged to such an extent
that the adaptive logic required them to reinitialize
during the first two seconds of flight (event marked
A in the figures).
2. The 41 and 81 point filters diverged at points
where rapid changes in missile dynamics occurred.
The divergence was detected by the adaptive process

through the trended residual test (see Section 4.2.6).
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The divergence can easily be seen in the residual
plots of Figure 4.2.8.2 at the points marked B.

The effect on the velocity outputs can also be seen
at the points marked B in Figure 4.2.8.1.

The effectiveness of the multiple filter adaptive
process can be seen in the "Best Filter" output
plot of Figure 4.2.8.1. Note that the adaptive
process tended to select the shortest memory filter
output during periods of high dynamics and the
smooth longer memory filter outputs during periods

of low dynamics.
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5.0 REAL-TIME TELEMETRY DATA PROCESSING ALGORITHMS
5.1 Background

Many of the advanced weapon programs planned for
development by AD will require low level tests in which the
acquired radar data will be severely degraded due to clutter,
multirath and refraction effects. Because of the high dynamics
of the vehicles, radar track will be difficult to reacquire
if it is lost. An aiternative to the use of only radar data
for range safety control of advanced weapon tests is the use
of telemetered on-board sensor data as back-up to the radar
data or in a combined radar/telemetry (TM) data trajectory
solution. On-board sensor data which might be used to augment
the tracking radar data include:

@ Inertial navigation system (INS) data

¢ Radio navigation system (RNS) data

® Radar or barometric altimeter data

¢ Status information (e.g., seeker lock-on indication,

loss of command/control signal)

One of the Task SER 82-1 conclusions was that:
"Algorithms for the use of telemetered inertial navigation and
altimeter data should be included in the P2457 update". This
conclusion was based largely upon the analyses conducted during
Task SER 81-3 (Reference 11). One of the conclusions resulting
from 81-3 was the following:

Vertical coordinate and IIP data can be improved in

quality by an order of magnitude (and sometimes more)




by judiciously combining the radar data with tele-

metered altimeter data and INS position and velocity

data. The combinative methods developed during this
study are both feasible and desirable for the real-
time estimation of present position coordinates and

[IPs for use in the range safety control of AD weapon

tests. The combinative methods, involving the

application of least squares exponential filters to
radar-INS data differences and to radar-altimeter

data weighted averages, are described in this report

(Reference 11).

An example of the improvement in IIP quality which can
be achieved by combining radar and TM data is shown in Figures
5.1.1 through 5.1.4, the results of a realistic simulation of
data acquired on a low-level test over the Gulf. Figure 5.1.1
shows the noisy, but unbiased, IIP error trace resulting from
the use of radar data only. Figure 5.1.2 exhibits a typical
smooth, but trended, IIP error trace resulting from INS data
only. Figure 5.1.3 shows that, by combining the radar and INS
data, a relatively smoath, untrended IIP trace results.
Similarly, Figure 5.1.4 shows that by combining low elevation
radar data with altimeter data, the IIP trace can be greatly
improved.

A purpose of this study was to examine existing radar/TM
combinative algorithms, develop new ones if necessary, and
document the recommended algorithms in a form conducive to

efficient incorporation in a P2457 update.
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5.2 Coordinate Systems

There is an enormously wide variation in the types of
coordinate systems in which telemetered inertial navigation
and guidance system data have been presented. Variations
jnclude the following types of coordinates:

0 Geodetic latitude, Tongitude, altitude

8 Rectangular cartesian

® Scrunched (non-orthogonal axes)

¢ Earth fixed

0 Inertial

@ Topocentric

@ Earth centered

@ Flight line oriented axes

® North-south, east-west oriented axes

O Tilted axes
A common additional problem in such data is that the
position data may be degraded by telemetering an inadequate
number of bits to provide a smooth trajectory plot (e.g., the
Teast bit telemetered by one ajrcraft INS is .001° in latitude
and iongitude, or as much as 365 ft.) This deficiency can
often be overcome by numerically integrating the telemetered
velocity data, for which the least bit is normally less than
one ft/sec.

An in-depth analysis of all of the coordinate system,

least bit and other problems involved in transforming telemetered
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INS data into a form suitable for use in range safety contro)
was considered to be beyond the scope of this study. These
problems must be considered on an individual weapon system
basis and a suitable transformation subroutine developed when
a renuirement for real-time use in range safety control is
levied. It will be assumed here that the telemetered data has
been transformed into a form suitable for input to the XYZLLH
subroutine.
5.3 Recommended Radar/INS Combinative Algorithm

It was concluded in Task SER 81-3 (Reference 11)
that a Kalman or batch filter "best estimate of trajectory
(BET)" type approach to combining radar and TM data in real-
time was too time consuming for use on the multiple vehicle
test scenarios planned for the Eglin ranges. A re-examination
of the problem during this study has reaffirmed this conclusion.
It is recommended that the algorithms developed in Task 81-3,
modjfied to utilize the filter developed during this study, be
included in the P2457 update. The complete algorithm can be

expressed as follows:

Xg = Xins * (YE"?Y;KE) (5.3.1)
where
XB = Best estimqte of the positioq/ve]ocity/acce]eration
vector, using radar/INS combination
XINS = Vector of inertial navigation indicated coordinates
XR = Vector of radar-indicated coordinates
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Here the bar represents low pass filtering of the
radar-INS differences. It is recommended that the adaptive
exponential filter developed in Section 4 of this report be
used to perform the required filtering. Because the filtering
process of Equation 5.3.1 is, in essence, a method for estimating
low frequency errors in the INS data (e.g., the quadratic error
trend of Figure 5.1.2), the required effective memory inputs
to the filter will be much longer than for radar data alone.

A minimum effective memory of 10 seconds is suggested.

A conceptual flow chart of the combinative radar/INS

data processing is shown in Figure 5.3.1.

5.4 Recommended Radar/Altimeter Combinative Algorithm

Since radar or barometric altimeters supply only one
of the three coordinates required to define a present position
vector, a different combinative algorithm than that used in
combining radar and INS data is required. The combinative
algorithm recommended here is a modified version of the
algorithm proposed in Reference 11, the only major modification
being in the estimation of the weights to be used in the
weighted average process. The weighted average algorithm
used to obtain a best estimate of the Y (up) coordinates is

as follows:

Y, = (o;i + 0;2) (Y. 632 + Y, o-2) (5.4.1)
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where

Y = weighted least squares estimate of Up coordinate
relative to the radar

YR = radar indicated Y, corrected for refraction

YA ~ HA - HR - R2 cos2 E/ZRe, a good approximation

of altimeter indicated Y for AD weapon tests

HR = altitude of radar site

HA = altimeter indicated altitude above sea level

Re = mean radius of earth

Rather than using a priori values for 03 and 02, as
R A

was suggested in Reference 11, it is recommended that these
variances be estimated by passing YR and HA through the exponential
filter and obtaining variance estimates by Equations 4.2.4.1.

After obtaining the new estimate of YB using Equation 5.4.1,

improved estimates of X and Z can be computed as follows:

X.= (RZ - v&)1/2 cos A (5.4.2)

zg= (RZ - ¥9)V/2 sin 2
where A is the radar azimuth measurement and R is the refraction
corrected radar range.

After obtaining the improved estimates of X, Y, Z using
the combinative algorithm, the data should be input to the
exponential filter to obtain a smoothed state vector and the
related uncertainty estimates. A conceptual flow chart of the

radar/altimeter data combinative process is shown in Figure

5.4.1.
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APPENDIX A

LAGRAN Interpolation/Extrapolation Subroutines

Subroutine LAGRAN performs three variable,

2nd degree polynominal, lagrangian interpolation of tables

of the Torm shown in Figure A.1. A FORTRAN Tisting of the

subroutine is presented on Pages A-3 through A-5. The

etements of the calling sequence are as follows:

XX is
or
YY is
or
ZZ s
or
X is
Y is
Z is

the X coordinate of the desired interpolated
extrapolated point,

the Y coordinate of the desired interpolated
extrapolated point,

the Z coordinate of the desired interpolated
extrapolated point,

the array of X coordinates,
the array of Y coordinates,

the array of Z coordinates,

TAB is the three dimensional array of function
values, given by TAB (I,J,K) = F(X(I), Y(J),2(x)),

NX is
NY is
NZ is
M s
TEXTX

TIEXTY

the integer number of elements in the X array,
the integer number of elements in the Y array,
the integer number of elements in the Z array,
3 for second degree polynominal interpolation,

is an integer returned by the subroutine
which has the following meanings:

IEXTX = 1 if extrapolation occurred above X table
IEXTX = 0 if interpolation occurred

IEXTX =-1 if extrapolation occurred below X table
TEXTX = M if M>NY

is the same for the Y array as IEXTX,

ANS is the returned interpolated or extrapolated
function approximation,
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Example of
Three-Dimensional Table Input
to LAGRAN

POPFETSIA AT 28 LTCY AT A FUNFITIN D€ ANILE 2T ATTACK (DANTALT) L ALTTTHAF (METCOT), AMN waCd uguwdfe,

- oLepilx 1731 - -~ - -—
MAMH 1A ED
«FNe U0 LB 0L WAL LAFL 4,100 14307 1,322 1,700 2.006
1 WT20 W320 We2C «2R0 L2313 .290
a WBEL LRARL L3RG »3W3 .29C  L23CC
£2 CiTv W BRa K27 o8 LIRS, 215 - -
B v3A0 AL LB20 030 LxRE 1210
7¢ S S B «23C o392 L1330
had V51T W®iZ L RST 2387 Lu0T L300 -
8N5>.5 37 8TTaCws L Faca ) )
- — - ¢ e MALM_RUN2ED - ——— G -
LiTrune $FTI WTRL L3300 4390 4352 1,100 1.FI3 1,300 1,760 24000 )
2L Wttl LR00 LBI. .53y ,eag <353 L2773 .328
X 90 et 30 L0 LERXT W70 LERS o312 L3I0 L Tug S
R =2 Ty WtE L GERL JARTS HAD «470 4397 L350
B L WFRL (R20 (R0 AgY L7148 +31) o450 L38(
ie fo Lelu onfL 0 (R3L JRQ, (TR D3I LLTS .00
i T W7 N D L N S A o347 LLBL L4160 :
Ant T LPLLTR ‘
4Ar4 NQu3TD2
wi¥lpane SNl WU 3T .07 ATl 4,101 L2007 1.TI0 4,730 2,033 - o -
b fTLL Wzl GETL SRR B30 4315 W3l 795
Iz, PRI S sr st W0 enll LT e17
37 2n, I T N 77, JT5y  JEE. 663 4433
i, AN o746 750 AR S TUNN i) e 20 205G _
12192, P L S £ «77, W30 G720 sShy W 5TC
1320, $TEC W TRC GTES TRI WP20 0 W7 e557  LLAD
NTLDOOF Aljare=s 77025 -
MANH tj1maco
8LIT{uDF ot 1 AT 4 U I o - '
S 2 3e  — k- 3 uB) LB ,u8Q e f
Jou3, .7 332 JLARY L7
5.%0. R 511 (3520 .9 1
2156, .’ BEI T TRET TISCO T - - - T
12192, o2 503 4610 JS30 ‘
13264, o L PEENPL D § S -T'Y o - - - -

Figure A,1

A-2



LG2,AA
LAGRAN Subroutine FOKTRAN LISTING

SUBROUTINE LAGRAN(XX,YY.2Z,X,Y.Z,TAB/NX,NY,NZ,M, IEXTY, IEXTY,ANS)

€
C THREE VARIABLE LAGRANGIAN INTERPOLATION
C
DIMENSION TAB(NY,NY,NZ),X(1),Y(1),Z(1),XLAG(100},DLAG(3)
LOGICAL QUITX,QUITY
N=NZ - 1
D0 23 LL=2.N
IF(2Z2 - Z(LL+1))30,29,28
29 CONTINUE
LL=NZ - 1
c
€ INITIALIZE
c

30 QUITK=.FALSE.
QUITY=.FALSE.
M1=M
JIEXTX=0
IEXTY=0

FIND THE RANGE OF INTERPOLATION ALONG X

a0

IF(M1 .LE. NX)GO 70 1
M1=NX
IEXTM =M1
1 DD 2 1=1,NX
IF(XX - X(I))3,9,2
2 CONTINUE
TIEXTX=1
GO TO 8
3 MIDX=I
IF(MIDX .GT. 1)GO 70 4
IEXTX=-1
GO 70 5
4 IF(ABS(XX - X(MIDX)) .GE. ABS(XX - X(MIDX ~ 1)})GO TG S
ISHPT=MIDX - (M1 / 2)
GO TO 6
b ISXPT=MIDX - ((M1 + 1} / 2)
B IFC(ISKPT .GT. 0)GO TQ 7
I1SXPT=1
7 IEXPT=ISXPT + M1 - 1
IF(IEXPT .LE. NX)GO TO 10
8 ISXPT=NX - M1 + 1
IEXPT=NX
60 70 10
9 QUITX=.TRUE.
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LAGRAN Subroutine fORTRAN LISTING

C FIND THE RANGE OF INTERPOLATION ALONG Y

c

10 IF(M1 .LE. NY)GO 7O 1f
M1=NY
IEXTY=M1

11 DO 12 J=1,NY
IFEYY - Y(1))13,18,12
12 CONTINUE
IEXTY=1
GO 70 18
13 MIDY=J
IF(MIDY .GT. 1)GO 10 14
1EXTY=~1
GO 70 15
14 IF(ABSCYY - Y(MIDY)) ,GE. ABS(YY - Y(MIDY - 1)))GO TO 15
ISYPT=MIDY - (M1 / 2)
GO TO 16
15 ISYPT=MIDY - (<ML + 1) / 2)
16 [F(ISYPT .GT. 0)GO 70 17
I5YPT=1
17 IEYPT=ISYPT + M1 - 1
IF(IEYPT .LE. NY)GO TO 20
18 ISYPT=NY - M1 + 1

IEYPT=NY
GO TC 20
18 QUITY=.TRUE.
20 N=0
DO 28 LLL={LL - 1).(LL + 1)
N=N + 1

IF(QUITX .AND. QUITY)GO YO 27
IF(QUITX .AND. .NOT. QUITY)GO TQ 24
IF(.NOT. QUITX .AND. QUITY}GOD TO 23

INTERPOLATE ALONG X

DO 22 K=ISYPT,IEYPT

CALL INTER(XX.TAB(1,K.LLL),X,ISXPT,IEXPT.XLAG(K))
GO TO 26
23 CALL INTER(XX.TAB(1,J,LLL),X,ISXPT, IEXPT,XLAG(J))
DLAG(N)=XLAG(J)
GO TO 28

NNOOO

N -
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C
C
24
25
26

?7
’8
C
c
c

W N -

LAGRAN Subroutine FORTRAN

INTERPOLATE AI.ONG Y

DO 25 L=1SYPT,IEYPT
XLAG(L)=TAB(I,L.LLL)

CALL INTER(YY.XLAG.Y.ISYPT,IEYPT,YLAG)

DLAG(N}=YLAG

GO0 10 28

DLAG(N}=TAS(I,J.LLL)

CONT INUE

INTERPOLATE ALONG Z

BI=Z(LL - 1) - Z(LL)
B2=Z(LL - 1) - Z{LL + 1)
B3=Z(LL) - Z(LL + 1)
Al=2Z - 2L - 1)

A2=2Z - Z(LL)

A3=2Z - Z2(LL + 1)
C1=DLAG(1) / (B1 * B2)
C2=-DLAG(Z) / (Bl * B3)
C3=DLAG(3) / (BZ * B3)
ANS=A2 * A3 # C1 + A1 # A3 # C2Z + Al + A2 # C3
RETURN

END

SUBROUTINE INTER(PT,FUN,ORD, ISPT, IEPT,ALAG)

DIMENSION FUN{1)-0RD(1)
SuM=0,
PROD=1.
DO 3 J=ISPT.IEPT
PROD=PROD * (PT - ORD(J))
DENOM=1.
DO 2 K=ISPT.IEPT
IF(K .NE. J)GO TO 1
D=PT
GO 70 2
D=0RD( J)
DENOM=DENOM # (D ~ ORD{K))
SUM=SUM + FUN(J) / DENOM
ALAG=5UM * PROD
RETURN
END

LISTING




APPENDIX B

Parachute Impact Predictor

In estimating the effects of wind on the parachute
impact prediction, it is assumed that the parachute beccmes
imbedded in the wind at the time the chute opens. An addi-
tional assumption is that it falls at the average terminal

velocity computed over each weather deck sample interval by:

V'ri = <2e/pi+1> + <28/~i> 2

where

T, = average terminal velocity between altitudes
hi and h,

i+l
X
ci = atmospheric density at ith a1t1tude(s1ugs/ft3)
W = weight of parachute and load (pounds)
Ch =coefficient of drag
S = effective drag area of parachute

The horizontal distances which the parachute falls

between altitudes hog and h, are given by:
AXi(North)—‘—Ati* <WN1+WNi+1> /2 (B.?2)

8Z, (East)=pt * <WEi+WEi+1)/ )
bry= <“1+1‘ hi)/vri

where




N, o=wS,x CCS fwp )
1 1
W= ~wS.* SIN (WD)
1 1 1
Ksi— wind speed at altitude hi

wA.= wind direction at altitude hi
The Cowponents ‘Xi.'Ziare sunped over all in
betweon the ground and the altitude at wnich the parach

to give the total northward and eastward drifts of the

tervals

ute cnens

at impact. Subroutine XYZLLH can then be entered to deter:

,,

o
>
0

the impact point latitude and longitudes. A FORTRAN 1isti

of a version of the above parachute inpact predictor, w

included in the DENGL program (Reference 14), is prosent

“ages B-3 and B-4, The linear interpolation subriutine

by the predictor is listed on Page B-5.
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SUBROUTINE PIPCICOL.JPIP)

C-- PARACHUTE IMPACT PREDICTOR ---------

C

C
C
C

10
12

15

P(Z,ICOL)Y IS X NORTH,FT.

P(3,1C0OL) IS Y UP, FT.

P(4,ICOL) IS Z EAST, FT.

P(11,1COL) IS ALTITUDE, FT.

REAL LAMDRI

COMMON /TABLES/ WEATHN(S0,3) WEATHER(S,50),AREAN, IWEATH, ICD,P(11,7
+),E1,E2, IFLAG, DT, PHI . RLAMDA, ANS(10) , PLAT, PLON, PST . FL H,CFL,SFL
CONMON /AERQ/ Q/CMACH, TMACH(1S), TALPHA(10),TABCKRA(100) , TABCA(100),
1TABTHR(30) . NALPH,NP,CN,CA, NMACH, AREFS,CAZRO, TMACTHL (15}, TABCL (100),
2TCA(1001},WMACHL «NCA,CDSVST (40) . NCDP.SPINAT

COMMON /UREFD/ AREF,WEIGHT,AMASS,CDO.CLO,CDA,CLA.1.OD,ABETA,GLATLM,
+ WDOT(10),ALOSS

CO"MON /TRAJ/ PYRIST(7,50),PV(7),PVUT(7),PHIORI . LAMORI,PSIORI
COMMON /FLAGS/ NOWIND,NOLIFT,NODRAG,NOTHRST, IOUT,LCOUNT, SPINFLG,
+JIMMY, FACTOR, TENTRY » ICHUTE , GODOWN, IKING , WINGPFS

COMMON /BDFG/ BADFLG,EDALT, HTLIM,ALYSTP,TIPIP, TFLMAX

DIMENSION WN(SQ),WE(S0),VUT(50),ALT(50}

FETID = 364366.0

DTR = 0.0174532925

NALTS = 50

NLCDS = NCDP # 2

BETA = WEIGHT/CDSVUST(NLCDS)
Do 5 J=5,10

pCJ.1COLY = 0.0

DO 10 I=1,NALTS

NWTH = I-1
IF(WEATHER(Z,1).EQ.0.0) GO YO 12
WD = WEATHER(3.1)*DTR

WS = WEATHER(4,I)

WN(I) = -WS # COB(WD) * 1.6877
WE(I) = -WS # SIN(WD) * 1.6877

D = WEATHER(2,1)

VUT(I) = SORT(1030758.0 * BETA/D)
ALT(I) = WEATHER(1,I}

NALTS = NWTH

Z = P(11,ICOL)

CALL INPOL(ALT,KN,Z WY ,NALTS)
CALL INPOL(ALT,WE.Z,WX,NALTS)
CALL INPOL(ALT.VT,Z,VTZ.NALTS)
SUMTIM = P(1,1COL)

XIP = 0.0

YIP = 0.0

DO 30 I=2,NALTS

IF(ALT(I) - Z) 15.20,20

DALT = ALT(I) - ALT(I-1)

DELT = 2.0 # DALT / (VT(I) + VUT(I-1))
XIP = XIP + 0.5 # DELT * (NE(I) + WE(I-1))




FORTRAN LISTING OF PARACHUTE
IMPACT PREDICTOR (PIP)

YIP = YIP + 0.5 # DELT # (WY + WN(I~1))
SUMTIM = SUMTIM + DELT
GO 70 40

30 CONTINUE
40 IF(SUMTIM .GT. O. .AND. SUMTIM .LE. TFLMAX)GO TO 45

BADFLG=1.
GO TO 9000

43 P(2,1C0L) = P(Z,ICOL) + YIP
P(3,1C0L) = 0.0
P(4,IC0L) = P(4,ICOL) + XIP
P(1,ICOL) = SUMTIN

P(11,ICOL) = 0.0
PHRAD = PHIORI » DTR
COPHI = COS(PHRAD)

JPIP = 1
PARLAT = PHIORI + (P(2,ICOL)/FETID)
PARLON = LAMORI - (P(4&,ICOL)/(FETID*COPHI})

WRITE(6,900) SUMTIM.VUT(1)

500 FORMAT(1IX, "IMPACT TIME (SEC) AND VELOCITY (FY/SEC)’.2X.2(3X,F8.2))
WRI1TE(6,1000) PARLAT,PARLON

1000 FORMAT(1X, 'PARACHUTE GEODETIC POSITION AT IMPACT’,2(2X.F12.7))
WRITE(B,1010) (P(JJ,ICOL),JJ=2,4)

1010 FORMAT(1X, 'PARACHUTE CARTESIAN POSITION AT IMPACT.3(1X,F12.1))
PIND = 1,
WRITE(10,4450) SUMTIM,PARLAT,PARLON,PIND

4450 FORMAT(IX,F12.4,2(2%,F10.7),F4.1)

9000 RETURN
END
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FORTRAN LISTING OF LINEAR
INTERPOLATION SUBROUTINE (INPOL)

SUPROUTINE INPOL(X,Y:T,FT,NALTS)
NTIMENSION X(50), Y(50)

DO 1 I=1,NALTS

IFX(D-T) 1,2,3

CONTINUE

G0 70 4

FT = Y(I)

GO TO 4

K =1I-1

FT = Y(K) + (YCD)-Y(K)) # (T =X(K)) /7 (X(1)=-X(K))
RETURN

END

B-5
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APPENDIX C

Adaptive Exponential Radar Data

Filter Program {RADAR)

A FORTRAN 1isting of a test bed adaptive exponential

radar data filter program (RADAR) developed during this study

is presented on Page C-3 through C-7. Required inputs to the

program are as follows:

Name

START
STOP
NMAX

RESMAX

SWATE

MAXNY

NRMAX

IGA (6 values)
NPOS

TSCALE
TOL1

Control Constants

Meaning
Start time (seconds)
Stop time (seconds)

Maximum number of extrapolations allowed
before reinitialization occurs

Maximum size of residual to be used in
computing noise variance estimates

Alpha filter weight to be used in computing
variance, noise variance

Maximum number of successive interfilter
velocity differences allowed to exceed TOL2

Maximum number of successive residuals of
some sign allowed

Print output every IGAP point

Word position on tape of measurement to be
filtered

Time scale factor

Discrepancy vector tolerance; used to
determine need for extrapolation

C-1
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Name Meaning
TOL2 Tolerance on differences between velocity
estimates of two filters

FILLEN (3 values) Effective memory (points) in shortest,
middle and Tongest filter

SPRIOR Estimated standard deviation of low
frequency noise component

NPLOTT Plots desired: YES or NO

Tape Input: The program RADAR currently accepts only the
output of the AMRAAM radar data simulation
program SITE.

Examples of the printed ouput of RADAR are presented in Figures
C.1 through C.6.
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PROGRAM RADAR(INPUT OUTPUT . TAPEZ, TAPE3, TAPE4, TAPES, TAPEE,
1 TAPE1S=INPUT,TAPEL0)
DIMENSION XPP(4),%VUP(4),XAP(4),REPS(3),NEX(3),IFLAG(3},FWRTE(3,3)
DIMENSION RESID(4),RNSIG(3),RPSIG(4),RSSIG(3,2)VRF(3,2),URFE(4,2)
DIMENSION NP(3),PRESID(3) ,NRESID(3),THETA(3) , IPRINT(B)
DIMENSION IGAP(B),WORD(72),FILLEN(3),KFG(12),TIT(3),LFLAG(3)
CHARACTER #3 NPLOTT
REWIND 10
NV32=0
NU21=0
DO 3890 I=1,6
9380 IPRINT(I)=-1001

DO 1010 JR=1.,3

RESID(JR}=0,

PRESID(JR}=0.

RNSIG(JR)=0.

REPS(JR)=0.

NRESID(JR)=0

NP(JR)=0

NEX(JR)=0

IFLAG(JR) =1

XPP(JR)=0.

YVP{JR)=0.

XAP(JR)=0.

DO 1010 K=1,2

URFE(JR,K)=0.

1010 RSSIG(JR,K)=0.
READ(15,#)START,.STOP, NMAX, RESMAX, SWATE , MAXNY , NRMAX » IGAP, NPOS,
1 TSCALE
C
C DISCREPANCY AND VELOCITY TOLERANCE
c
READ(15,#)TOL1.TOL2
c
C INPUT FILTER LENGTHS
c
READ(15,+#) (FILLEN(JR),JR=1,3)
DO 6 JR=1,3

THETA(JR)=1 - 4.36 / FILLEN(JR)

FRATE(JR,1)=1 — THETA(JR)**3

FWATE(JR,2)=15 # {1 + THETA(JR)) # (1 - THETA(JR))#=2
e FWATE(JR,3)=100 # (1 - THETA(JR))**3
c
C PRIOR ESTIMATE OF OBSERVATION NOISE
c

READ(15,#)SPRIOR
SPR102=SPRIOR#*#2

c
C INPUT PLOT DETERMINATION
c




READ(15,#)NPLOTT
PRINT 11,START,STOP,NMAX, RESMAY, SWATE , MAXNY, NRMAX, IGAPNPOS,
1 TSCALE,TOL1,TOLZ, ((FWATECIR,JR),JR=1,3),IR=1,3},SPRIGR,NPLOTT
11 FORMAT (1H1,B0X, “INPUT CONSTANTS'///10X, ‘RAW START TIME‘,T40,F12.2/
1/10X, ‘RAW STOP TIME',T40,F12.2//10X, ‘MAX EXTRAPOLATIONS ALLOWED ',
27406,15//10%, ‘MAX RESIDUAL‘,T40,F10.3//10X%, "VARIANCE FILTER WEIGHT’
3,T40,F6.3//10X: "MAXIMUM NUMEBER OF VELOCITIES‘,T40,13//10X%,
4'MAX RESIDUALS ALLOMWED',T40,15//
610X, 'PRINT TIME INTERVAL',T40,815//
710X, ‘WORD POSITION TO BE FILTERED',T40,12//
910X, ‘TIME SCALE FACTOR'.T40,F10.4//10X, 'DISCREPANCY T0t ERANCE’,
#T40,F10.5//10X, ‘"VELOCITY TOLERANCE‘,
#T40,F10.5//10%, ‘FILTER WEIGHTS’,T40,
13(3F10.7/T40)//10X. ‘OESERVATION NOISE ESTIMATE',T40,
2F10.5//10%, 'PLOTTING DETERMINATION,T40,A3/1H1)
DO 1080 JR=1.3
TH=THETA(JR)
ONE=1. / (TH + 1.)»%5
RPSIG(JR)=SPRIOZ
URF(JR,1)=(1. - TH) * ONE # (18, + 24, * TH + 16, & TH##2 + 6. *

1 TH##3 + TH#x4)
1080 URF(JR,2)=(1. — TH)=*3 # 50, # ONE * (49, + 50. # TH + 13, *
1 TH2%2)

4 READ(10)TIME, (WORD(N) ,N=1,72) , (KFG(N),N=1,12),(TIT(N),N=1,3)
IF(ABS(TIME - START) .LT. .001)GO 7O 7
GD 10 4
7 IF((TIME - STOP) .GT. .001)GO TO 993
KFLAG=KFG((NPOS - 1) / € + 1)
RO=WORD (NPOS)
BESF=0.
D0 60 JR=1,3
TOL3=TOL1
TOL4=3, # SGRT(RPSIG(JR))
IF(TOL4 .GT. TOL1)TOL3=TOL4
XPP(JR)=XPP(JR) + .1 * XVUP(JR) + .005 * XAP(JR)
XVP(JR)=XVP(JR} + .1 # XAP(JR)
IF (KFLAG)905,905,908
805 REPS(JR)=0.
GO 10 52
908 IF(IFLAG(JR))910,51,910
810 IF(NP(JR) .EQ. O)XPP(JR)=RO
S1 REPS(JR)=RO - XPP{(JR)
IF(IFLAG(JR))815,920,913
915 LFLAG(JR) =1
IF(NP(JR) .LT. SILFLAG(JR)=0
IF(NP(JR) - 10)60,60,920
920 IF(ABS(REPS(JR)) ~ TOL3)925,925,52
923 NEX(JR)=0
GO TO 60
52 NEX{JR)=NEX(JR) + 1
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60

70
71

80

Eh)

100

112
114

120

124
130
140
144
148
152

160

IF (NEXCJR) - NMAX)BO,60,54
IFLAG(JR) =1
NEX(JR1=0
NPLIR) =0
GO TO 910
CONTINUE
DO 80 JR=1,3
IF(IFLAG( JR})80, 70,80
IF(NEX(JR))80,71,80
XPP(JR)=XPP(JR) + FMATE(JR,1) # REPS(JR}
XUP(JR) =XUP(JR) + FWATE(JR,2) * REPS(JR)
XAP(JR)=¥AP(JR) + FHATE(JR,3) * REPS(JR)
CONT INUE
DO 100 JR=1,3
IF(IFLAG(JR) .EQ. 0)GO TO 100
XNP=NP ( JR)
IF((XNP .GT. 10.) .AND. (NEX(JR) .GT. 0))GO TO 85
DEN=REPS(JR) / ((XNP + 3.) % (XNP + 2.) % (XNP + 1.))
XPP(JR)=XPP(JR) + (9 % XNPxx2 + 9 % XNP + 6) ¥ DEN
XUP(JR)=XUP(JR) + (360. * XNP + 180.) ¥ DEN
XAP(JR) =XAP(JR) + B000. * DEN
URFE(JR,1)=(9. * XNP*%2 + 27. # XNP + 24.) / (XNP + 1,}##3
URFE(JR,21=(19200, * XNPx*2 + 74400. # XNP + 68400.) /
(XNP + 3.)%#5
CONTINUE
DO 120 JR=1,3
RESID(JR)=RO - XPP(JR)
TEMP=RESID{JR)
IF (ABS(TEMP) - RESMAX)114,114,112
TEMP=RESMAX
ANSIG(JR)=RNSIG(JR) + SWATE # (TEMP#%2 - RNSIG(JR))
RPSIG(JR)=ABS(RNSIG(JR)} + SPRIDZ
CONTINUE
DO 140 JR=1,3
DO 140 K=1,2
IF (IFLAG(JR) 130,124,130
RSSIG(JR,K)=URF(JR,K) * RPSIG(JR)
GO TO 140
RSSIG(JR,K)=URFE(JR.K) # RPSIG(JR)
CONTINUE
DD 160 JR=1,3
IF(IFLAG(JR) ) 144,160,144
IF(VRF(JR,1) - VRFE(JR,1))148,152,152
NP(JR)=NP(JR) + 1
GO TO 160
NP (JR)=0
IFLAG(JR} =0
CONTINUE
DO 175 JR=1,3 ,
IF(RESID(JR) # PRESID{JR))170,170,168




168

170
175

176
177
181

182

183
164
186
200
201
202
203

204
205
208
207
210
212
213
215

218
220

254

255
256

KRESIDOIR) =N=E SIDCJIRY + 1
GO 7O 175
NXZSIDOIR) =0
PRESID(JRI=RESID(IR)
IF(LFLAG(3Y)200. 200,176
IF(UREE(3, 1) - URFE(Z,1))177,177,201
IF(URFE(3, 1) - URFE(L,1))181,181,210
DELUL=XUP(3] - XUP(2}
IF(ABS(DELUL) - TOL2)123,182,182
NU3Z=NV32 + 1
IF(NV32 - MAXNV) 184,184,200
NV32=0
IF(NRESID(3) - NRMAX)185.1858,200
BESF=3.
IF(BESF)220,201,220
IF(LFLAG(Z)) 210,210,202
IF(URFE(2,1) — URFE(1,1))203,202,210
DELYI=XVP(2) - XVP(1)
IF (ARS(DELVL) - TOLZ2)205,204,204
NU21=NVZE + 1
IF(NVU21 - MAXNV)206,206,210
NV21=0
IF(NRESID(2)} - NRMAX}207,207,210
BESF=2.
GO 10 220
IF(LFLAG(1))212.212.218
IF(LFLAG(2))213,213.215
BESF=3
GO 10 220
BESF=2
GD T0 220
BESF=1
TIME1=TIME * TSCALE
IBESF=BESF
RESID(4)=RESID(IBESF)
RPSIG(4)=RPSIG(IBESF)
VRFE(4,1)=VRFE(IBESF,1)
VRFE(4,2)=VRFE(IBESF,2)
XPP(4)=XPP(IBESF)
XVP(4)=XVUP({1BESF)
XAP(4)=XAP ( IBESF)
DO 500 I=1.6
IPRINTC(I)=IPRINT(I} + 1
IF(IPRINT(I) .EQ. -1000)GO TO 254
IF(IPRINT(I) .LT. IGAP(I))GD TD 500
IPRINT(I)=0
GO TO (255,265,270,275,276:,277),1
PRINT 256,TIME1
FORMAT (/2X,F10.2)

PRINT 258, (RESID(JR),JR=1.4),BESF., (NEX(JR),JR=1.,3},
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+ (LFLAG(JR}Y, JR=1,3)

c WRITE(B)TIMEL, (RESIDCJR) . JR=1,4),BESF
258  FORMAT(2X,5E15.7.613)

GD 70 500
265 WRITE(2,256) TIMEL

WRITE(2,257)(SORT(RPSIG(JR) ), JR=1,4),BESF
257  FORMAT(2X,5E15.7)
€ WRITE(9)TIMEL, (SGRT(RPSIG(JR)), JR=1,4) ,BESF
GO TO 500
270 WRITE(3,256) TIMEY
WRITE(3,257) ((URFE(JR,KK},JR=1,4),BESF ,KK=1,2)
GO TO 500
275 WRITE(4,256) TIMEY
WRITE(4,257) (XPP(JR), JR=1,4),BESF
GO TO 500
276 WRITE(5,256) TIMEL
WRITE(S,257) (XUP(JR),JR=1,4),BESF

C WRITE(11)TIMEL, (XVP(JR), JR=1,4),BESF
GO 10 500
277 WRITE(G,256)TIME]

WRITE(E,257) (XAP(JR).JR=1,4),BESF

500 CONTINUE
READ(10)TIME, (WORD(N) ,N=1,72), (KFG{N),N=1,12},(TIT(N},N=1,3)

GO TO 7
999 IF(NPLOTT .NE. ‘YES’)GO TO 1110
1110 STOP

END
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Residuals
Figure C.1
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Standard Deviations

Figure C.2

C-9

.ZDUDDUDE*DI

«1000000E+01



Fest
Filter

Y

Time

rosition

her

YV

VRF-Best
VRF-Best

VRF3
VRF3

VRF2
_VRFZ

VRF1
VRF1

lTocity

Ll
Do
[ aRenl
NaY
Ladm
Mo
S|
—y S
.«

i e J O }
Qo
L
blid
o
Eagenl
DN
Qdn

B s
vy
e .

oo

,.f.ﬂ
[ERReS]

Satas
holae]
[oalaN|
eplNe]
ogien]
o

LI

(=2 o]
oo
-
Gt
[0aR- o)
[0S ga ]
AT
[ S g}
et T
aN, o
[Sa¥ eV}

Talal

-
Ll
faglen]
fous o }
b Y an }
[ewan]
fun Row]
QD
~y v

o9
o
“ +
tdd
oD
™
oAt ]
O
MmN

-

oQ

-+
il
g\
-
N
N0
DD
DH 2

oo
oo
- +
Lidits
Lol
N
M
N
N0
s giam ]
[aVE. o]

. ®

=]
g Toege ]
t
[opE ]
oY
[o ] N 4
o« V)
QT
oS
NeliaV]

5L +00
LE-01

L10b0G 7
e YIBLOY

[FON N

Qamn
o~
(R
et D
NGO T
Do

Lokl

LJuy
hpTenl
€L
iNG
Loy
0
[Nopla
«4i

L2

[ Jawe
oo
+ -
Lidtal
vt
I
N0
N
.0
T
o

[T
(=Yoo ]
- +
Lt

(&= gia o
-
.t
— -
oGO

[SateN]

.o s

e

oo
+ *
gLl
oM
(@Yo
[oe fon }
[l e ]
OO
oo
"™

Qv
, O

Lild
tuvrd
~n
;™

Dy
—~
¢ o

[FRINS]
@
N
N
ool
[splNe)
T
[aV3s 0}
L

O
oo
+ +
Gl
o0
Q.rmm
N~y
ens )
-
NGO
noy

Aa R
oo
+ -
Ladlnl

Q0O
D0
D0
o0

[FuLSY|

21.30
W LH1/774598 400D
~t+01

e luY3+

[=Y=1
+ &+

vadlag
[an Kaw]

oo
[y ==
[eYen
[o= o)
[esNun)
e
LI

O
=Yoo
+ +
W
aat-e
)
N
N~
P

|9y Z

=2

+ 1
g
Bal™
\,?1
nm
i 0

==
Qo

+ +

til!
QO
Ul
MY
[OARN]
[eANe]}
T
rm

O v
oo
- +
Ll
ad
[ W Y
ALY
PR
- =T
[QVRS S 4
[SaReN}

-t
oo
- +
Lot
oo
oo
[ Row
2O
0o

Ly

v |
oo
- ¢
Lt
jen Y ap)
oo
oD
o
[ lawn]
AT

[=1=]
Do
+ +
Sl
L vt
el N
MY
N
oplNe}

-l i

Qam

P
- -
NOT

ney

it
oo

vdd

L

84506E+00
1DbbbE=UYT

13
59

‘aam

Ll ¥
st
N
[gVIVeRt |

D-3 Range Measurement

Adaptive Exponential Filter Output Example:

Variance Reduction Factors

Fiqure C.3
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Adaptive Exponential Filter Qutput Example:
Position
Figure C.4

C-11

(&9

533503092401

SU3Ca037+01

243323532+ 01

G535+ 01

(&8}

S0

33520332+ 01

3248007 301

[
(5e)
-
-
o
o
(&)
‘

-
fom}
[N

20900008 +01

JJdLUBudt G

2000000t +01

2dJ0003T«01

c0000030t+01

1040000€£+01



[}

Time
Filter 1
Velocity

YT RNISRVIE S S 1IK1

21.218
S H731H36 403

a R z
[ s |

cHBLiLL AT 03

2140
LB57520LE 403
21,51
S AR RV
/‘1030
eHnbh?l T +0 3
21.710
82211352403
’1.80
«B222032E#03
21.30
«81331125+03
22.00
«B8135433E£403
22.10
8L U721 +403
22.20
«B8027116E+03
22.30_- - . _
«.8002500E+03

Filter 2
Velocity

-~ 80191710+ 3
-e32728032:2+03

7D SR I 3 TR 3 1K1

cBLU72RH30¢03

~a 84503507+ 3

]
.
X
&
w)
o]
.
&x
M
-+
[
()

e B7LIIL-_4D3

i

«81943535+03

«eB81437+57+403

«R396003:¢03

«B30502762403

+ 739980732403

—e 7346744403

Filter 3
Velocity

SHOLLLG0UE+Q3

- EvZu318c+03

~ebHt 7T uLOBE 03

SELLGIACECDS

LE3LLUL204D3

BB OLS5E +0 3

«B2.J703E403

«Bi50782L403

<087 LLBEHDI

SHUZLD23E403

e79023601EL+03

«e 79135536 +03

L mel84204L5E403

«7782347E+03

~e7895046-403 =~47722585E+03

-, 78534592403

- 7665143E+403

D-3 Range Measurement

Pect
Filter
Velocity
« 36000448 +403
e 853L3180+03

e 8Lo70582+03

«BL01YI+AT

.B8I509.95+03

8B B01 5LE+U3

« BH52820LE+03

e 3L134551+03

e B134953E+ 33

« 8143745+ 03

8090819132+ 03

£ BL50276E+03

«7298073E£403

« 79467 44E+03

« 789534b6E4+ 03

80025005403

Adaptive Exponential Filter Qutput Example:

Velocity

Figure C.5
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Adaptive Exponential Filter Outout Example:

Acceleration

Figure C.6
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STATEMENT OF WORK

During Task SER 82-1, alcorithms required for inclusion

in the VAX 11/780 computer real-time range safety programs were
identified. The identified algorithms were of three types:
a) alagorithms being utilized in the current (P2457) software,
requiring no modifications, b) algorithms utilized in P2457,
requiring modifications, and c) new algorithms not currently
included in P2457.

Among the new alaorithms recommended were the following:

1) Table look-up drag and wind corrected instantaneous

impact predictions (IIPs) with uncertainty ellipses.

2) Adaptive exponential radar data filters.

3) Utilization of telemetered inertial navigation

system (INS) and altimeter data.

The contractor is directed to develop the above three
algorithms and present them in a form conducive to fast, efficient
incorporation in the VAX 11/780 real-time range safety software.
The task will proceed within the following guidelines:

1) The algorithms will be defined both in conventional

mathematical and Fortran notation.

2) Flow diagrams of the algorithms will be developed

and presented.

3) The validity of the algorithms will be demonstrated

by running realistic test cases on the AD CDC

computer.






