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A PROCEDURE POR DESIGNING EXACT RECONRSTRUCTION FILTER BANKS FOR TREE-STRUCTURED SUBBARD CODERS

M. J. T. Bmith and T. P. Barnwell, IIX

8chool of Electrical Engineering
Georgla Institute of Technology
Atlanta, GA 30332

In zecent Yyears, tree-structured analy-
sis/reconstruction systems have been extensively
studied for use in subband coders for speech. 1In
such systems, it is important that the individual
channel signals be decimated in such a way that
the number of samples coded and transmitted does
not exceed the number of samples in the original
speech signal., Under this constraint, the
systens presented in the past have sought to
remove the aliasing distortion while minimizing
the overall analysis/reconstruction distortion.
In this paper, it is shown that it i{s possible to
design tree-structured analysis/zeconstruction
systems which meet the sampling rate condition
and which also result in exact reconstruction of
the input signal. This paper develops the condi-
tions for exact reconstruction and presents a
general method for designing the corresponding
high guality analysis and reconstruction filters.

In a recent paper by Barnwell [1], it was
shown that alias-free reconstruction using recur-
sive and non-recursive filters was possible where
the analysis/reconstruction section had no fre-
quency distortion or no phase distortion, but mot
both. 1In the development that follows, the coef-
ficient symmetry condition on the analysis
gilters is lifted and exact reconstruction free
of aliassing, phase distortion and frequency die-
tortion is shown ¢to be possible using FIR
filters. In addition, the £filter oconstraints
that enable perfect reconstruction are discussed
and an easily implenentadle design procedure
providing high quality filters is presented.

Exact Reconstrection

T™he frequency éivision of the subband coder
is performed in the ;mlynu lt?! as shown in
Pigure 1,- whare B (7% and K (e7%) are lowpass
and highpass tnn?- xupoeuacly. 7o presarve
the system sanpling rate, both channels are
decinated u;g)luu in Sho two down-sampled
signals, !o(o and ¥, (7). In the reocon-
struction section, the l'blndl are recombined by
up-sampling and filtering to give the recon-
structed signal

84 06 18

x.(c"“)-%[lo(c’“)co(ej“)OII(J“)GI(O’”) Ee?%
(§ 3]
+ 38, (=396 6?4 -8, (=e?96, (o3 k(o7
The frequency response Of the 2~band system is
represented by the first ters in egquation (V},
wvhile the second term is the aliasing.
To obtain exact reconstruction, eonu.du the

case in which the analysis/reconstruction filters
are designed using the assignments

G, el -lo(u-"') (2a)
G, (3% em (-e3% (2b)
LT WL (3¢)

where 30(01'5 is not required to be linear phase.
This assigmment eliminates the aliasing term

in equation (1) and the resulting overall system
function is given by

OELTE WELT LY WL N
- %ro(c"s . %rxte’“) 3

vhere 7 (e3%) and 7, (e3%) will e called the
‘p:oauc? f£ilters.® "It is clear from eguation (3)
that

3 3
_ 7 (e '5-:0(-. b
¥ow assume that the product filters are Bsero
phase FIR filters. Then the exact reconstruction
condition is given by
cin) = £} e sm) «)
where & 1(+} denotes the inverse Pourier trane-

form. The corresponding condition on the product
£ilter is given by

|
£, Ilﬂ-—}'—-‘ . 8(m) s)
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80 in order for exact reconstruction to be
obtained, there are two conditions on the product
filters which must be met. Pirst, they must seet
the condition of equation (5). Second, they must
be decomposable into analysis and reconstruction
filters ip such a way that eguation (3) is valid.

In order to see how these conditions can be
met, it is appropriate to decompose the product
filters into their szero time and nonzero time
components, givimg

AT T TN )
in the frequency domain or, equivalently,
£, (n)=vin)+As(n) m

in the time domain. In these axpressions, v{n)
is constrained to have no zero time component,
{.0., v{0) = 0, and the exact reconstruction
condition of eguation {(10) is met 8o long as A =
1 and

'(:ﬂ)‘ hne 01‘11.‘0201-. (.)

or, equivalently
viedev(=e?Y )

This is the class of all filters which are anti-
symmetric about the Nyquist frequency, as
i{llustrated in Pigure 3. This constraint can be
met 4in several ways and a number of powerful
filter design tools are available to design the
required filters.

Pilter Design

In the design procedure, the approach is to
first design the product filter, ro(:)_, and then
to decompose 7,(z) into B (x) and K, (2 ). There
are » number of techniques which can be used to
design T, (s).

For example, any filter of the fora
sin f;
[

£2(n)*w(n) (10)

where w(n) is a window function, will satisfy the
exact reconstruction condition of equation (5).
Similatly, optisal equiripple product filters can
be constructed using [ hemes exchange
algorithm, In such designs (in which the
Chebyshev error is minimized with equal weighting
over the entire frequency band), only those solu-
tions with the largest number of extrema, {.e.
the extraripple filters, will satisfy equations
(8) and (9). Doth the Parks-NcClellan and the
Bofstetter algorithms for equiripple filter de-
sign may be used to Sasign the product filters.

The attenuation of the analysis filter and
product £ilter ate related in the following wey

-A_/10
A, = B, 4 2010g,,(2-10 * (3

vhere AP is the product filter attenuation and

{s the "analysis filter attenuation. The seco
term in this expression is due to the difference
in the transition width of 7,(z) and B, {2). This
tends to make the Hofstetter algorithm [2] more
attractive for the egqual ripple designs since the
attenuation is an explicit input to the design
procedure. It is important to notice that the
transition width of the analysis filter will be
larger than that of the product filter and there~
fore care should be exercised in using the Parke-
McClellan algorithm.

The second condition which must be met is
that the product filters must be factorable in
such a way that equation (2¢c) is wvalid. ‘The
additional constraint that equation (2c) places
on F,(z) can be uu’e as follows: for every
sero of ro(:) at e’ ", thcs‘ aust be another
corresponding sero at (1/r)e”'. If this ocondi-
tion is met, then F, (z) can alwvays be written as
the product of reciprocally paired seros

n .

-3
P ()G T (s=z )(s =) (12)
© .y a s

wvhere G is a real constant. An important point
to note is that any PIR filter which is both zeal
and whose coefficients are symmetric in the tise
domain (sero phase) comes close to meeting this
condition. In particular, the seros of any such
real, symmetric PIR filter must either mest the
above condition, lie in complex sero pairs on the
unit cizcle of occur at ¢ = 31. Thess two condi~
tions become identical 4f there is & further
reguirenent that any sero on the unit circle must
be a double 3ero. The important point bhere is
that any product filter which meets the exact
teconstruction ocondition of equation (10) can be
easily transformed into & new product filter
which also =eets the factorisation oondition
required to satisfy equation (2¢c). The required
tranaformation is simply

lotu) - uoln)w ()
vhere "a" and "b" are real constants.

This 4is exactly the strategy outlined by
Berrmann and Schussler [3) for designing sinimm
phase PFIR filters. The starting point 4s a
symmetric, sero phase half-band filter with am
odd number of oocefficients. Pigure ) show a
real and symmetric product filter (eqguation 13)
with “b" equal to sero. Picture mnow, {f you
will, the same filter with "b" equal to a half.
The stopband ripples now occur sbove and balow
the real axis. These szero crossings sark the
location of roots on the unit circle. %8s °b° s
increased, the symmetry oconditions ate a0t
changed, but the seros on the unit circle migrats
tovard one another and leave the unit cizele ia
paizs. When °B° is large enough, all of the
seros will have either been driven off the wait
eircle or will have bhecome Gouble setOos on the
unit circle (Pigure 2). Por equiripple filters,
it is possidble to have many doudle seros on the




unit circle, vhile for window designs there will
generally only be one double zero pair, The
effect of the multiplier constant ®a® is to re-
scale the impulse response to have the correct
passband gain. It can be wasily shown that

- amietp ¥ (14a)

-A_/20
e P {14b)

Once the asppropriate product filters have
been designed, it is straightforward to extract
the analysis and reconstruction filters. fFor
this case, the product filter can be characteriz-
ed as in equation (12) and, therefore

n
-1
P.(z) =P (~x) = G I (z¢+z_ ) (s “¢z2_) (15)
1 [ 1 L ] ]

where G is a constant. The corresponding asnaly-
sis and reconstruction filters are given by

n
l‘,m-.’t:_-y1 (s-z)) (16a)
%
-Im-lc"n (3774 (16d)
=)
X1
G (z)s/C 1 (= -,) (16¢c)
° =)
n
cl(z)-v'c" D (zez) (164)
| )}

Pilters of this type give the desired exact re-
construction.

Discussion

A close examination of equations (16s-164)
reveals some interesting points. "'3’7 foc uﬂh
sero ?0 in r,(s) (one at re
at (1/r)e’") one of the two seros is alnyl la-
cluded in the analysis filter while the other is
included in the reconstruction filter. Benoe,
the analysis filters and the reconstruction
tilters alwvays have identical asgnitude
responses, and this mnitnﬂo response is ex
the squacre toot of P (e “). Therefore, 7 (e
must be designed to the square of the ddsired
analysis filter magnitude.

Second, note that for & given product
filter, there are many choices of E,(s) that bave
& sagnitude response equal to the .quu root of
the product filter magnitude. Anong these is the
aininum phase analysis filter consisting of roots
strictly inside the unit cizcle and one root frem
each doudle sero pair on the unit circle. The

remaining roots comprise the corresponding recon-
struction filter which, in this case, would have
maximux phase. Figs. 4 and 5 show the normalized
magnitude response and group delay respectively
of a 32 coefficlent =minimum phase analysis
filter. Also shown (Pig. 6) is an approximate
linear phase analysis filter obtained by select-
ing conjugate pairs of product filter roots that
occur alternately inside and outside of the umit
circle as the frequency increases.

Third, note that the analysis filters are
related in that h,(n) is formed by unnl.q
bo(n) in time ll\d multiplying by (-1)%. ‘The
implication is that the filter coefficient symme~
try present in QMPs is absent hare and therefore
the polyphase structure [1,4) cannot be used in
inplementation.

The major point is that exact reconstruction
analysis and reconstruction filters are mot 4if-
ficult to design. In addition, the exact
reconstruction filters generated by this techni-
Que generally have better charactetistics in
terms of their transition widths and attenuation
than the most published QMPs of the same length,
and, of course, they also give exact recon-
struction.
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FIGURE 1. 2-BAND SUBBAND CODER.
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FIGURE 5. 32-TAP MINIMUM PHASE FILTER.
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FIGURE 8. 32-TAP APPROXIMATELY LINEAR
PHASE FILTER.







