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for a new circuit simulator are developed based on the specifics of
the vectur computer architecture and of LSI circuits. The perfor-
mance of the new LSI simulator, CLASSIE, is evaluated on a CRAY-I
vector-computer for several circuits with a few hundred to over a
thousand semiconductor devices. Comments are given concerning the
performance limits and relative hardware dependence.
"LSI Circuit Simulation on Attached Array Processors" The simula-
tion of Large-Scale-Integrated (LSI) circuits requires very long
run time on conventional circuit analysis programs such as SPICEZ
and supermini computers. A new simulator for LSI circuits, CLASSIE
which takes advantage of circuit hierarchy and repetitiveness, and
array processors capable of high-speed floating-point computation
are a promising combination. The program development software
environment of the Floating Point Systems 164 is evaluated based on
the experience gained with the conversion of both SPICZ and CLASSIE
to the machine. The FPS-164 has been used as an attached processor
to a VAX 11/780 with the UNIX operating system. The performance of
the two simulation programs on the host computer, the VAX, and the
attached processor is compared. The FPS-164 architecture and Fortr n
compiler are evaluated by means of the speedup of CLASSIE compared

!to SPICEZ on the same processor.
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and evaluation. As the number of gates which can be implemented on
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The FTL2 system described in this paper is an interactive system
for specifying concurrent digital systems and analyzing their be-
havior. FTL2 differs from other behavior-level simulation systems
in that the input specification for a circuit is a concurrent pro-
gram. Specifications are incrementally compiled into augmented
data-flow graphs which are then interpreted by a software data-flow
machine. FTL2 includes special control structures for describing
concurrent behavior in a structured fashion, a number of user-orien ed
input features, and an extensive macro facility. The concept of
non-sharable resources is used to determine timing-dependent module
access conflicts in a value independent manner. Incomplete specifi
cations can be emulated and can be modified interactively. FTL2
has been implemented in LISP and is currently operational. A com-
panion FLT2-based synthesis system is currently under development.
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MAXAR' h hfc, TeohniouLl Trforiation Division

Grant AFOSR-81-0021 became effective October 1, 1981 for research studies

in [Project Tite]. Although originally intended to support research activities

over a 12 month period, because of the availability of complimentary support

from industrial sources, it was possible to extend the research activities through

July 31, 1983. In the following, the major activities associated with this research

grant are summarized with particular attention to the research publications

which have resulted.

For this research effort, it is a pleasure to acknowledge the cooperation

received from Professor Donald Calahan of the University of Michigan, Ann

Arbor. Professor Calahan was instrumental in establishing initial contacts with

AFOSR for our grant. Over the years, Calahan's research group at Michigan and

ours have worked closely together in the area of the effective use of parallelism

and vector computation. Calahan's research, supported by AFOSR 80-0152, has

been particularly helpful to us and is described in the two publications cited

below.*

RESEARCH PEIONNEL

The research personnel associated with this grant include Professors New-

ton and Pederson together with Dr. Andrei Vladimirescu. During the initial

period of the grant, Dr. Vladimirescu was completing his pre-doctoral studies,

which were tjointly supported by Bell Laboratories. In addition, he received

extensive computer availability on a CRAY computer from United Information

Services. His pre-doctoral work included the development of the circuit simula-

9 D.A. Calaban, "Miultilevel Vectorized Sparse Solution of LSI Circuitar, Proc. ICCC '80.
0 D.A. Calahan. "Decoupled Solution of Circuit Matrices on Pipelined Processes, Proc. [CCC '82,

pp. 37 -
//
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tor program CLASSIE.**

During the second year of the grant period, Dr. Vladimirescu continued as a

post-doctoral scholar concentrating on the extension of his earlier research

work to the use of array processors. Also in the second year of the grant. Pro-

fessor Newton gave attention to the additional topic of behavioral simulation and

synthesis based on data-flow machines.

V2

I ** #L V~siirescu and D.O. Pelerson, "Cire-it Simulation an Vector Processoro', Prec. ICCC '62.
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RESEARCi PUBLICATIONS

Four publications have resulted from this research grant. Three of these

publications concern circuit simulation using vector computers or array proces-

sors while the fourth concerns behavioral simulation on advanced computers. In

the following, abstracts of these papers are included.

"Performance Limits of the CLASIE Circuit Simuation Program"

k Vladimirescu and D.O. Pederson

Proc. IWAS '82

Abstract:

The performance of the new LSI simulator CLASSIE is evaluated on several

circuits with a few hundred to over one thousand semiconductor devices. A

more accurate run time prediction formula has been found to be appropriate for

circuit simulators. The design decisions for optimal performance under the con-

straints of the hardware (CRAY-i) are presented.

?Circuit Simulation on Vector Processors'

A. Vladimirescu and D.O. Pederson

Proc. ICCC '82

Abstract:

Vector ;corruters have an increased potential for fast, accurate simulation

at the transistor level of Large-Scale-Integrated Circuits. Design considerations

for a new circuit simulator are developed based on the specifics of the vector

computer architecture and of LSI circuits. The performance of the new LSI

simulator, CIASSIE, is evaluated on a CRAY-1 vector-computer for several cir-

cuits with a' fewthundred to over a thousand semiconductor devices. Comments
/

/
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are given concerning the performance limits and relative hardware dependence.

"IM Circuit 511nuation on Attached Array Processors"

Andrei Vladimirescu

Abstract:

The simulation of Large-Scale-Integrated (LSI) circuits requires very long

run time on conventional circuit analysis programs such as SPICE2 and super-

mini computers. A new simulator for LSI circuits, CLASSIE, which takes advan-

tage of circuit hierarchy and repetitiveness, and array processors capable of

high-speed floating-point computation are a promising combination.

The program development software environment of the Floating Point Sys-

tems 184 is evaluated based on the experience gained with the conversion of

both SPICE2 and CLASSIE to the machine. The FPS-164 has been used as an

attached processor to a VAX 11/780 with the UNIX operating system.

The performance of the two simulation programs on the host computer, the

VAX. and the attached processor is compared. The FPS-164 architecture and

Fortran compiler are evaluated by means of the speedup of CLASSIE compared

to SPICE2 on the same processor.

"Data-Flow Based Behavioral-Level Simulation and Synthesis"

J.T. Deutsch and A. X Newton

Proc. ICCAD '83

Abstract:

While a large number of powerful design verification tools have been

developed for IC design at the transistor and logic gate levels, there are very few

silicon-oriented tools for architectural design and evaluation. As the number of

gates which can be implemented on a single chip grows, theselools are becom- /
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ing increasingly important.

The FTL2 system described in this paper is an interactive system for speci-

fying concurrent digital systems and analyzing their behavior. FTL2 differs from

other behavior-level simulation systems in that the input specification for a cir-

cuit is a concurrent program. Specifications are incrementally compiled into

augmented data-ftow graphs which are then interpreted by a software data-flow

machine.

FTL2 includes special control structures for describing concurrent behavior

in a structured fashion, a number of user-oriented input features, and an exten-

sive macro facility. The concept of non-sharable resources is used to determine

timing-dependent module access conflicts in a value independent manner.

Incomplete specifications can be emulated and can be modified interactively.

FT12 has been implemented in LISP and is currently operational. A com-

panion FLT2-based synthesis system is currently under development.
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cfT SFU]IATION ON VWTOR PROC 1

Andrei Vladimurescu and Donald 0 Pederson

Department of Electrical Engineering and Computer Sciences.
Electronics Research Laboratory,

University of California. Berkeley, California 94720

AElSRALT: partitioned into a number of segments and when an inter-
Vector omputers have an increased potential for fast. acurate mediate result is ready, it can be chained directly to other
mmulation at the tr-mdst r level of Lare-Scale-lutegpatAd Cir- functional units A resulting vector element is available at
cuits. Demign coo.de-aUon far a new crcuit simulator re each clock cycle on the CRAY-i and two each cycle on the
dieveloped based on the spec&= of the vector computer arthi- CYBER 205.
tecture and of LM circuits. The perfarmance of the new Ies
simulator. IAS in evaluated an a CRAY-! vectorcomputer fo Beyond these overall sirrularities there are specifics
for several ci-cits with from a few hundred to over one for each processor The most important differences
thousamd semiconductor devices. Comments are given cocern- between the CRAY-1 and the CYBER 205 are the clock
Ing the performanice timi and relative hardware dependence. cycle, 12 5 ms versus 20 as. the instruction set, hardware

level versus microprogrammed instructions, and the
1. Inbroducuou memory. 4 Mword. 84 bits per word, versus virtual

memory. Other differences include the number of proces-
In recent years the need for detailed, electrical simu- sor registers, 72 address, 72 scalar and B vector registers

lation for large circuits has initiated the research for algo- of 64 elements for the CRAY-i compared to 256 registers
rithms which are faster for LSI circuits and preserve the overall for the CYBER 205 The concurrency of operation.s
same accuracy as in standard circuit simulation. This can be higher on the CYBER because of the maximum of
research has resulted in a number of protot e circuit andcircwt/timing simulators such as M ACRO .. SAT 2, four floating-point pipes which are part of the vector unit

ctiR SLATE 21 and which can process an addition and a mult~plication
and RELAX 13] From an algorithmic point of view these each at the same time
programs can be class~fled as third-generation simulators
All these new programs use computers with conventional For application programs it is important to observe
architectures the simultaneous use of add and multiply units. chai.ung of

operations from a functional unit to another and the aver-
The advent of vector computers, e g the CRAY-i and age vector length The last parameter is an important

the CYBER 2W5, which are capable of performing hundreds measure of the efficiency of a vector operation which is
of rlholns of floating-point operations per second (Mflops). associated with an important overhead called start-up
represents a second major factor that can be considered time. The average vector length for which the vector pro-
in the development of a computationally involved simula- cessor reaches half the advertised speed is approximately
tor High execution rates for floating-point arithmetic are 15 for the CRAY-1 and 50 for the CYBER 205 The former is
achieved with new architectures which perform each single faster for short vectors whereas the latter for long vectors
instruction on a multiple data stream (SIMD) and through (over one hundred elements)
pipeLining of instructions The specifics of the SIMD archi-
tecture and of LS1 circuits have been the two maor design For a scientific application program the most
considerations in the development of another third- interesting performance measure is an equvalent VT.ops
generation prototype circuit simulator, CLASSIE L4], (5]. rate which incorporates the memory traT:c present in any

algorithm implementation. An estmate of this cumber is
CLASSIE is also intended to reduce the speed perfor- derived below for a circtut simulator and cannot be

mance gap between a circuit simulator and a timing simu- expected to be larger than a fraction of the max:imum pro-
lator It is the only third generation simulator to this point cessor speed.
which takes advantage of a parallel architecture of the
host computer ..Smulatice of 131 Circut

In the development of CLASSlE. an additional program
has been used for a first characterization of the architec- A baric consideration in the design of the new simula-
ture SPICEV is a version of SPICE 2G which contains vec- tar is the object of the analysis Only simple circuits had
torized device-model routines and a scalar machine-code to be analyzed when SPICE was designed over ten years
solver for the sparse linear equations. Its speed perfor- ago These same Circuits constitute today mere cells of a
mance is approximately half of that of CLASSIE and a few LSI system. For the purpose of the simulation a LSI circuit
tines faster than SPICE2, depending on circuit size. can be described usually as a collection of a limited

number of structurally different functional blocks such as
_ V -a 15iP . - logic gates, operational amplifters, etc. each block occur-

ing more than once at the system level The decomposi-
The CRAY-i. a 160 Mfops machine, and the CYBER 205. tion of the large ctrcuit is the major source for speed

an 800 Mfiops computer, have a number of common archi- improvement in third-generation circuit simulators
tectural cb !aacteristLcs. Both processors have an Lastruc-
bon buffer and decode unit, a scalar and a vector process- The partitioning of an LSI/VLSI circuit into a cell /
ing unit. Both have a large number of arithmetic func- building block / system structure is useful information at
U,^"au--',, -13' for the -- nd I'I (or 17) depending on any level of simulation. The analysis in CLASSIE is done at

'oa un for te CRAYi a n o o ne.. - two levels. the system (b~ulding block) and the cell (subcir-
configuration for the CYBER 205 In most of these func- cu)lelThnwprgagopsteelsdcibdytnal uruns concurrent processes can takce place In cui.t) level. The new program groups the cells described by ..io...unit cnurtrocse cntk place.In the same definition together based on hierarchical tearnng

scalar or vector computation a floating-point operation is
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(derived from the input description) and solves each group 12 each time Although all tasks can be vectorized in this
in one pass through the same code. approach a longer vector can be used in the computation

phase where all transistors of the same model and for allAn important gudelme in the design for speed-up is mistances of the subcircuit can be grouped together In
that the number of items whicb define a vector be max- Lne utialization and scatter tasks the longer vector used
imum For this purpose a feature in the input language is in computation is divided into a number of short vectors
provided to pass parameters to the cells with identical which contain as many elements as cell instances The
topology (described by the same definition) Another gain in this approach comes from a reduction in Start-up
necessary feature for the convergence of large circuits is times for more vector operation with shorter vector
the ability to define Initial conditions local to each cell lengths In the above example assume that 5 of the 20
instance, transistors are depletion loads and are characterized by

Two major parts of a circuit simulator can be singled the same model parameters and that the remaining 15 are
out as requiring most of the floating-point computation enhancement devices and are also described by a unuque
and therefore of the run time These are the evaluation of model For the 12 instances the execution of the computa-
the nonlinear characteristics of the semiconductor devices tion loop is reduced from 20 times to 4 times (once for the
and the solution of the resulting linear equations The depletion devces and three times for the :80 enhance-
impact of vetorization on these two major components is ment devices) for a maximum vector length of 64
presented in this section as well as in the section com-
renting on results Another trade-off in the desin can be between a

longer vector loop which performs also more computation
The speed-up of the semiconductor model evaluation than necessary or a number of shorter loops to which the

is essential since it usually accounts for more than half of execution is directed depending by analysis status flags
the total cpu time of MOSFET circuits even when these are Both approaches lead to almost simlar speeds
large The use of generated machine code for the matrix
solution [5] practically reduces the contribution of this As a final comment, the convergence check of the
part of the simulation to less than one fifth of the total semiconductor devices is performed in the same manner
analysis time. even for very large circuits The data struc- as for the node voltages The terminal voltages and deice
ture has been specifcally tailored to accommodate vector currents are compared in a vector loop and a vector with
operations with minimal gather/scatter overhead ones for the diverging elements and zeroes for the con-

verging ones is set up. A fast vector accumulation library
Model evaluation can be partitioned in a number of routine is then %ised for a fast result

tasks A model parameter gather is followed by device ini-
tialization, terminal voltages Initialization, equivalent con- 4. Results on the CRAY-I
ductance computation and in the end by an indefinite
matrix terms scatter A number of large circuits contairung from a few hun-

dred to over one thousand devices or equations have beenIn CLASSIE as n SPICE2. semiconductor devices are analyzed Two typical circuits are built of two cells, a bipo-
described by geometrical features which are individual for lar NAND gate and an MOS operational amplilfer, together
each device, and general parameters, e g . saturation with interconnection circuitry The size of the circuit is
current of a pn junction or threshold voltage for a MOS easily varied changing the number of instances of the
structure The first task accomplished by the model rou- different cells In the case of the .OS filter of Table I the
tine and called model parameter gather. is to obtain the circuitry at the system level (MOS switches and capacitors)
model parameters from memory After each device is also increases with complexity A statistical description of
linearized a scatter operation takes place during which the the benchmarks is given in Table I from both the point of
device indefinite-adrmttance matrix is stored in the circuit view of a flat representation as in SPICE? and a two-level
matrix These two operations account for more than half analysis as used by CLASSIE
of the time spent in the model routines of SPICE2

In the setup phase a device reordering takes place by
hierarchical level (cell or system) and by model The SPiCE2
model parameters need thus be gathered only as many
times as there are model definitions The importance of Circuit Dev EoI Z2rI .V Fv 7E Sol
the model parameter gather is made negligible in CLASSIE Adderli 72 116 95 14 44 3(84 1) 5 8)
based on the fact that more than one device uses the same Adder4 288 450 993 40.7 (69 6) 57 2(1)
model parameters Adderl6 1152 1747 9965 373(83) 6 0(9 )

The initialization and scatter operations can be per- Lowpass 70 42 I9 7 95
formed using vectors only for subcircuits of the same Filter 175 410 5 2 236 2
topology For the Interconnection circuitry these tasks
are performed sequentially, device by device The
voltage-liritng and equivalent conductance computation Adderl 0 16 64 06 69 7 14 2
use vector operations on devices grouped mainly by Adder4 0 55 7 14 745 167
models Adder16 0 163 9445 757 186

An important issue is the definition of vectors Lowpass 20 26 747 87 " 6 63
throughout the model evaluation For the transistors at Filter l. __1§7 93 3 i 869 7 1
the system level it Is quite straightforward to define a vec- Subckt Dev Eqs %Sprs Instances
tor across all devices which reference the same model As -
has already been mentioned only the computation part is NAND a 16 62 936. 44
vectorized for these elements OPAMP I 1 45 2 25

The different possibilities to define vectors can be Table I
presented best by the foUowing example Assume that a
circuit contains 12 instances of a subcircut OPA.P which
in turn has 20 MOS transistors The semiconductor devices The three adders are all-NAND circuits containing
at the subcircuit level can define a vector across all approximately 607 bipolar transistors and 40% diodes The
instances of that cell Thus, the transistors named M09 in filter is an NMOS swtched-capacitor lowpass filter contain-
all 12 instances of the subcircuit OPAY.P are linearized in Ing 10 lowpass sections with two operational amplifiers per
one pass through the code This results in 20 passes section and two antialiasing and reconstruction circuits
through the model evaluation code with a vector length of
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Four equations out of sixteen representing the NAIND branching in the vectorized computation by vector merge
subeircuit correspond to external nodes. The OPAMP ctr- operations. Another factor it that the parameter gather
cult has five external nodes. The external node contribu- and conductance scatter is not vectorized The larger
tioas are gathered in the interconnection matrMc It is value of t4 for smaller circuits run on SPICE2 (see Table 2)
interesting to note that two cells of totally different func- is the result of less bypass than for a large circuit.
tion and complexity, 8 devices for the NAND gate versus 25 The speedup factor is influenced by several elements
for the OPAP, have the same size matrix representation. such as the ratio of td vs t. and of rid vs n. The speedup 5i

In Table I can be found also the percentage contribu- larger for the bipolar circuits because the contribution of
Lions of model evaluation and linear equation solution to equation solution in all-Fortran SPICE2 (see Table 1) is
the simulation of the respective circuits The data written much larger than for the MOS circuits This part is
in parantheses for SPICE2 are obtained from runs using reduced more effectively by the code sol,,er than the
scalar code generation. The increase in relative impor- model evaluation by vector operations
tance for the Fortran equation solution can be explained
by both the increase of search with increasing complexity t
as well as by the reduction of the model evaluation as more tM) t.(A.) MFLOPS speed-up
devices are bypassed Adderl " 44 5 1 4/43 / 42

The analysis time per iteration for a subcircuit- Adder4 • 54 5 3 5 / 10/ 55
oriented program such as CLASSIE can be expressed for Adder6 6 7 5 4 5//65

only one subcircut type as [5]: NAND 20 12 '76
T = Ts + nwxT. + overhead (I)

where T, and T. are the times for one iteration at the inter- Lowpass 58 5 53 26/ 29

connection and the subcircuit level, respectively, n the Fiter 52 6 5 7
total number of subcircuit instances. T, and T4 are a 29 .

function of two characteristic times for a circuit simulator.
tj. the time for one model evaluation, and t.. the time for Table 3
solving one equation- The evaluation of CLASSIE is presented in Table 3. The

T = ndxtd + N.. (2) characteristic tues of Eq 2 are derived As already men-

where Nd and n. are the number of devices and of equa- tioned the characteristic times differ between the ii ter-

tions, respectively, and a second subscript ' will stand for connection circuitry and the subcircuits because of the

while 's' Wil stand for subcircuit gather/scatter which is part of tf where x stands for
interconnection wther I for the interconnection and s for the

subcirc uts.respectvely. The equation-solver characteris-
Paras Addl IAdd4 ! Add'8 ILwpas !Fiter tics are also different based on the use of vector code for

the subcircu.ts and sc alar for the interconnection.
- _ _- The data in Table 3 should be viewed in connection

td 5 1 i 465 489 121 99 with the circuit statistics presented in Table 1. An imnpor-
38 41 47 30 7 tant 3pecfication is that the runs for this table have hadit 352 8648 169 476 28:6 just one parasitic resistance in the BJT model and none in

soeed I I 1 i i the MOSFET model. The reduction in characteristic times
for the subcircuit can be seen to be larger with Lncreastr4

____ C___ -number of instances. From the analysis of the results

td(;-s) 27 27 27 56 52 from SPICEV it is expected that the speedup is Larger for
t.(As) 4 4 4 4 6 the adder circuits compared to the filters. A first observe-
iter 352 27601 5307 508 8145 ion relates to td. for MOSFETs which is reduced by another

ed3 .5 2. _2 4 1 factor of almost 2 compared to the time In SPICEV The
devices at the intercornect ion circuitry. 181 out of 756

Table 2 MOSFCTs. are still characterized by a td, of 52 As. The
reduction in the t. parameter for the bipolar mix (diodes

Table 2 summarizes the two characteristic times td and transistors) is closer to 25 to 30%.
1 t. Introduced earlier in this section. as well as the Two numbers cba-acterze the sparse solver; one is

-, per iteration and and the speedup factor between the the parameter t2 while the second is the Mflops rate
.1 programs. A first observation from the above data i These numbers are computed from the run statistics which

is very large effect of the scalar machine code generation provide information such as the time for the subcircuit
which cuts the equation solution time by a factor of 8 to and interconnection solver, the total number of iterations.
12. Considering still the numbers referring to the equation the number of operations for each subcircuit matrix etc.
solution, it should be noticed that t. increases with the The number of operatons icludes the add. subtract, mul-
number of equations for the Fortran solver whereas it Uply and divide because on the CRAY-1 these times aredifers very little In the machine-code solver. The pyaddvd eas nteCA- hs ie r
difference in the machine-code solver can be explained o very close to each other; an addition/subtraction takes S.
the basis that another factor becomes domnant. I.e. a multiplication 7 and a reciprocal approximation 14 cp
number of toatin-pot operations mis means tha. cycles. The Mfope rate Is a better characteristic of the

solver than the t. parameter. The reason for it is that the
there are more floating-point operations per equation in operation count provides the best measure of the compu-
average for the Filter. The effect of this number seems to tationa eort Ti number proves to be stable for
be absorbed in other search and memory operations when dierent sparsaty patterns and is therefore a good charac-

the fortran solver is used. tenrstic of the sparse solver on the CRAY-I Both for SPI-
t Uis also a very Important number. 7e model vector- CEY and CLASSIE interconnection equations the scalar

Ization is seen to bring about a speedup around 1 5 for the solver performs at 5 3 Mflops.
bipolar mix (diode and BJI) and around a factor of 2 for The vector solver is more dependent on the matrix
the MOS circuit. The speedup for this part is not larger structure and vector length (instances). The speed is
because more computation is performed to evaluate all between 14.5 - 17.6 Mflps which iImpressive but is below
possible formulations of equivalent conductances which
depend on region of operation. This approach replaces
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that predicted by Calahan 16]. As in the case of SPICEV the The use of table models for devices will reduce by up
speedup for the MOSFET circuit is lower. 3 7. compared to to 5-10% the overall 30-40% which the evaluation tune of
5 in the case of the Adder4 and 6 for the Adderl6. Chang- analytic equations contributes to the analysis tune. The
min the mir between equations and devices by introducing major advantage of table models in this context is that theparasitic series resistances in the models brings about same sequence of operations is performed for all devices

higher speedups as predicted by Eq 2 The three numbers regardless of the operating region For a Mflops machine
given in the speed-up column n Table 3 for bipolar circuits the use of table models for speed is of secondary Lmpor-
correspond to one series resistance in the base, two in the tance This is proven by a run of the Filter benchmark
base and collector. and three in the base, collector and using the simriple Schman-Hodges model for MOSFETs
emitter, respectively The two data for the MOS circuits Because this model is so simple, its use provides a good
are with and without parasitic drain and source resis- estimate of table-lookup for dc characteristics The per-
tanrs. The speed-up of 10 for the Adder4 with two parasi- centage time spent in the 'Device Equation' part which
tic resistances is due to an additional reordering of the cir- computes the conductances associated only with the
cuit equations performed by SPICE2 which increases con- modeling of the transport in the inversion channel of
siderably the number of fill-ins compared to CLASSIE Table 5 is reduced to 3% from 17 3% This simple routine

achieves approximately 60 Mflops
BJT A dder MOIF ETFklter

Task CLASSIE SPICEV CLASSIE SPICEV 5. Conclualon
W.] W W W The results presented in the last section suggest that

Gather/Scatter 16 375 29 325 the speed-up which CLASSIE offers compared to Fortran
Device Eqs 46 13 17.3 9 SPICE2 on the sme computer is a function of the circkut

D-S Junction Eq - 11.3 85 The two bounds on performance improvement are the
MOS Capacitance - - 5 2.5 model evaluation speed-up for a device linearization dom-
Bipolar Limiting 3 7 1 2 Lated simulation and the equation solution speed-up when

FET h, ttLg - - 4 25 this part is percentage-wise the most important
Eq Solution 16 7 16 6 5 CLASSIE can run on other vector and scalar comput-

Convergence Test 2 7 1 1 ers but will not achieve the same speed-up as on the
CRAY-I comparative to SPICE2 It is estimated that

Table 4 changes in the data storage are necessary for optimal per-
formance of CLASSIE on the CYBER 205

In Table 4 the results of the choice of data structures. In conclusion a total speedup of up to an order of
two-level analyss and other features of CLASSIE are com- magnitude can be predicted for a circuit with over one
pared with SPICEV task by task From the above data it thod devices (nodes) samujated on CLASSIE relatave to
can be seen that the routines which perform gathering of SPICE2 running on the CRAY-i
parameters, initialization, and scattering of matrix terms
from and to memory take more than one third of the total Acknoledement
time in SPICEV because of the sequential mode in which
they are executed. In the percentage for the above tasks This work has been sponsored by a grain from the Bell

as included also the contribution of the device linearization Laboratories Inc Also acknowledged are the research
control. In CLASSIE however the analytical model evalua- grants AR) DAAG29-81-K-0021 and AFOSR 82-002' The
tion has become dominant as desired If analytical models CRAY computer time made available by United Information
are used the mainmum speedup is already in the program Services is greatly appreceted
for this part . References
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IM CLzut Mmulaioc cc Atached Array Pkcem

Andrei Vladimlrescu

The simulation of Lmre-Scale-lnt grated (LSI) circuits requires very

iong run times on conventional circuit analysis programs sucb as SPICE2 and

super-min computels A new simulator for IS circuits. CLASSIE. which

takes advantage of circuit hierarchy and repetitiveness, and array proces-

sors capable of high-speed floating-point computation are a promising combi-

sation.

The program development software environment of the Floating Point

Systems 164 is evaluated based on the experience gained with the conversion

of both SPICE2 and CLASSIE to this machine. The FPS-164 has been used as

an attached processor to a VAX 11/780 with the UNIX operating system.

The performance of the two simulation programs on the host computer.

the VAX. and the attached processor is compared. The FPS-164 architecture

and Fortran compiler are evaluated by means of the speedup of CLASSIE

compared to SPICE2 an the same processor.
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DITRODUCTION

The simulation of large-Scale-Integrated (S) circuits requires very

long run times on standard circuit analysis programs such as SPICE2 and

standard hardware of the super-mini or main-frame computer class (0.5 to 2

Wips). A new simulator for LSI circuits. CLASSIE. has been developed

recently IViad82] which is more efficient and preserves the same accuracy.

This report describes the experience and results obtained when adapting

SPICE2 and CLASSIE to a commercially available array processor, the Float-

ing Point System 164. attached to a super-mini host computer, the VAX

11/780. As brought out later Cole [Cole83] has implemented a Arst version of

SPICE2 on the FPS-164 attached to a VAX 11/780 with the UNIX operating sys-

tem.

SPICE was developed over a decade ago for typical SSI circuits and

scaler computers of the time. The program operates on an entire circuit

which is processed at the individual electrical element level. Two basic fac-

tors of present technology have been considered in the design of the new LSI

circuit simulator. CIASSIE. The first one is that I1 circuits are usually a col-

lncuon of a limited number of structurally identical functional blocks such as

logic gates. operational amplifters, etc. The second factor is the availability

"f parallel computer architectures wicb provide an ideal environment for

fast computations on repetitive structures. The analysis In the new program

takes into consideration the hierarchy of the IM1 circuit. The identical tunc-

/
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tional blocks are grouped together and the simulation is performed at two-

Tbe above design considerations speed up the simulation of an ISI cir-

vuit performed by CIALSSIE up to an order of magnitude compared to SPICE2

an a CRAM- super (vector) computer. From the point of view of the simula-

tion speed for a large circuit on a vector computer CLASSIE rates between

SPICE2 and a timing simulator.

The parallel architecture of the FPS-184 attached array processor is

conceptually different from the CRAY-L comnputationally intensive codes can

be sped up however following the same basic concepts as in the case of the

CRAY-i. The floating-point computation rates of the CRAY-i, the FPS-154

and the VAX 11/780 with a Mlating-point accelerator are 160. 12. and 1

Mflops, respectively. The speeds specified for the vector and array processor

are estimates based on the assumption that more than one operation is pro-

cessed at the same time. Thus, as a rule of thumb, a computationally inten-

sive program such as a circuit simulator should run as many times faster on

the parallel processors as specified by the raw speedup if the implementa-

tion takes full advantage of the architecture.

A general overview of the MP-164 array processor (AP) is presented in

Chapter 2. After a brief description of the architecture a critical view of the

system and program development software available on the AP is presented.

Chapter 3 provides a closer look at the details of porting two circuit

imulators. SPICEZ and CLIASIE. to the PS-164. SPICE has been developed

wer the past 14 years with no specific computer architecture in mind whle

CLASSIE provides the same algorithms as the former programi tailored for

parallel processing.

Ago
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A performance evaluation of the two programs follows. The oecution

speed of SPICE2 is compared to a general super-mini computer such as the

VAX-I 1/0 while the speedup due to parallelism is emphasized for CLASSI.

Conclusions on the implementation and performance of circuit sinula-

tin programs on the FPS-164 are the subject of Chapter 5.

The work described in this report has been performed on an FPS- 164 AP

running the ID' software release attached to a VAX 11/780 running release

4. Ic BSD of the UNIX operatig system.

-- , .



CiAFER 2

The FPS-164 Attached Procemor

al. tiucthin

This chapter provides a brief description of the FPS-164 processor. The

wchitecture is outlined first with emphasis on the parallel processing

features.

From a programmer's point of view the most important means to benefit

from the architectural capabilities of a computer is its software environ-

ment. The second section takes a critical look at the two operation modes of

the AP and the system and program development software. The main com-

ponents of the program development software. e.g.. the fortran compiler.

debugger, mathematics library. etc.. are evaluated. The experience gained

from porting SPICE2 and CIASSIE to the FPS-164 is commented on wherever

appropriate.

3IL Hardwor

The term array processor Identifies a single peripheral processor with

igh-epeed floating-point computation capability which can be attached to a

general-purpose computer system. The tandem combination usually pro-
vides a much hiSher computation power than the host alone. Although the

echitectural synopsis and name can cause confusion with the vector com-

putere the term array processor refers to a distinct category of pipelined

ingle- Istruction-Multiple-Deta (SIMD) processors.

4
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The Floating Point Systems AP-120B and FPS-154 are examples of aom-

mercially available array processors. The former is limited by a 38-bit word

while the latter is better sulted for scientifc applications where a 64-bit data

ar is necessary. The architeotural features [Char81] include multiple

(eght) functional units, multiple (seven) high-speed data paths. two data

rvgister units of 32 registers each. up to 7.25 Mword main memory where

data and instructions are stored separately, and a 167 ns cycle time. The

functional units allow a maximum of two data computations, two memory

accesses, an address computation, four data registers accesses, and a condi-

tional branch to be initiated in a given CPU cycle.

The processor achieves performance through parallelism and/or pipelin-

Log. A short pipe, 2 staes far the add and 3 for the multiply unit, character-

ie the FPS-164. This design matches the clock cycle time and explains the

difference in performance compared to the faster vector computers. CRAY-i

and CYBER 2D5. The short pipe has an advantage of providing most of the

computation speed for a relatively short vector length. [Vlad82].

I& Sftware Mviramnt

The two major components of the processor software are the system

software used at run time and program development software which assists

the conversion of a high-level language code into an executable module. The

specifics of both components of the AP software are outlined in the following

two Sections.

p.
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&.1. ydstem of tware

Thae are two major operating systems available for the FPS-164. the

ALtached Processor EUecutive APEX and the Single Job Executive SJF, The

two operating systems correspond to the two basic approaches of using the

AP. Programs mcuting under APEX perform certain tasks on the host com-

puter and other tasks on the AP. Input and output routines which interact

with the user and perform more character-string operations rather than

Boatig-point operations can be effectively run on the hosL The computation

Intensive parts of the program will however run fastest on the AP. APEX con-

trols the timely transmission of data between host and AP duri the execu-

tion of the program.

Programs executing under SJE run on the AP only. The executable

module together with the relevant data files are transferred to the AP before

a run is inltiated. Upon completion of the job the files of interest are

transferred back to the host computer.

The conversion of SPICE2 and CLASSlE to FPS-164 run under SE only.

The A works together with a VAX running the UNIX operating system.

IM.2. Program Development Software

The software available for program development includes a fortran com-

pler. APTFNf4. s Unker. APIJNX54. object module librarian. APIBRO4. syrn-

bolic debugger. APDiEBUG64. assembler. APALB4. and mathematics library.

WHATH64.

Id
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3.52.1. £WI1IS4

APMTN64 is a cro compiler which rums on the boot computer and pro-

iuces instructions which are executed on the attached processor. This is

baslcally an M77 compiler with a number of extensions intended to utilize the

parallel/pipelined architecture oi the processor. There are several ways a

programmer can take advantage of the architecture. One approach Ls

through 5 different levels of optimization provided by the compiler.

OPT-O implies the simplest compiler action where each fortran state-

ment is treated individually; experience has been that at this level a program

always works once it is operational.

OPT-I signals the compiler that t can consider blocks of statements at

one time for generating machine code; a block consists of consecutive state-

ments which finish in a 'jump' or 1/0 instruction.

OPT=2 enables the compiler to try a global optimization across state-

ment blocks as defined above.

OPT:3 adds pipelining to the above optimizations which exploit only

parallelisrn; multiple elements of an array are processed by setting up one or

two pipes through the functional unit(s).

OPT=4 is defined as 'unsafe code motion' and consists in moving invari-

ant expressions outside the body of DO loop. As long as no 'zero-trip' loops

occur in the program this level of optimization may provide an additional few

percent of speed improvement.

The approach for writing fortran code which takes advantage of the

arWchitecture is similar to the guidelines followed for other parallel machines.

e.g.. the CRAY-i. (VladS2]. A "weU-bebaved' DO loop in which operations with

array elements are performed is translated on all machines into a 'vector

Y
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operation'. The difference is that on the CRAY-I the elements of an array are

loaded into hardware vector registers and a vector operation is performed

wbereas on the FP3-154 a 2-3 stage pipeline is set up through the functional

nalts.

Release D of the fortran compiler which has been used in this project

bas been found to generate incorrect code for OPT&2. A typical symptom is

that the attached processor bangs without being able to be initialized unless

the host computer Is rebooted The compiler seems to fail to interpret

correctly loops based on test and jump. Working code has been however gen-

ereted for 'well-behaved' DO loops.

In some cases even OPT=1 can produce wrong code. The approach of

tracing back the latter case is to locate the routine which does not execute

properly and recompile it with a lower level of optimization. This failure

mode does not bang the machine; it results just in an erroneous behaviour of

some routines, e.g.. SPICE2 prints an error message for a perfectly valid

statement.

An useful option of the APFTN64 fortran compiler is which turns off the

overflow/underdow interrupts generated during the execution of a user pro-

gran Unless this option s used for some of the device routines SPICE2

aborts when an underflow occurs.

Another criticism of APFTN54 when compared to another parallel pro-

cessor fortran compiler. vii, the CRAY Cr [CraySO] fortran compiler, is its

wcornmn cative nature. No reports are provided to the programmer on

the action taken n different loops or program blocks which can be con-
wrted into parallel code.

-
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.&&P3 PLMR. WPLDJ4. APDinJCM

APIJBR54 is an useful utility for creating an object program library. For

Aarge programs consisting of tens of modules it is a convenient way to store

the valid object modules and to replace only the ones which have been

changed.

APLINK4 is used to produce the executable module called the ".rng'

file by convention. The linker accepts both Individual object files and object

libraries. A problem encountered with APUJNK54 is the erratic terminator

message of a bad block encountered in an object module which was success-

fully compUed and added to the library. This problem has been cured every

time it has occurred by recompiling the fagged module and recreating the

library.

A relevant option for the linker is -SYM which generates a symbol table

needed by the symbolic debugger.

The symbolic debugger. APDEBUG54, is a very useful tool for program

development. It is a quite powerful debugger similar in its description to the

fortran debugger running under the VMS operating system. An accurate

trace back Including line numbers in the pertinent fortran files can be

obtained. Some of the other features. e.g.. examininrg values of local and glo-

bal variables, setting breakpoints. etc., could not be tested due to difficulties

encountered with opening the symbol table file. The documentation is very

vgue on this subject and various sensible approaches have lead to the same

debugger message of not finding the symbol table file. In these situation it

bas been found to be faster to use just the trace back.

A conceptual drawback of the debuger is that it can be used only for

modules compiled entirely with OPT=0. This restriction deprives the user of

job - .
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spy possibility of debug"ing parallel code which Is the primary objective far

this processor.

IM&&s AMA7WB4

APMATH64 Is a coUection of mathematical functions which operate on

arrays and scalar In a number of situations It is advantageous to use these

efficiently coded vector routine. These functions prove effective only when

the vector lernth is suicient to ofset the start-up time of the routine. The

prograrnmer must judge this on a routine-by-routine case based on the time

spent per array element. Thus, for VADD which adds the elements of two

arrays and stores the result in a third array, It takes 15-SO elements in an

array for achieving a 50% efficiency in the vector computation. In other

words It takes that many elements such that the computation time equals

the setup time for the function.

IA
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S'ICE2 and CLASIEm the FPS-164

IL1. Intr.auctim

A major applcation of the array processor is in the area of circuit simu-

lation.

The problems encoumtered during the implementation of SPICE2 on the

FPS-164 are outlined. Although SPICE2 could not be compiled at a higher

optimization level than 1 its performance is very close to a commercially

available program which Is another version of the same code tuned for the

"PS-154.

The results obtained in porting CLASSIE to the AP are very encouraging.

The programming style used in CLASSIE is geared towards parallel architec-

tures and thus the critical parts could be compiled successfully at the

hgbest optimization level on a Fortran compiler still under development. A

factor of two speedup has been achieved over SPICE2 running on the FPS-164

for a representative medium-size circuit, a four-bit adder.

In this chapter a number of data on CLASSIE and SPICE2 are presented.

These numbers are obtained from runs an both scalar and vector computers.

WICE2 performs sequential operations on both types of computers and the

speedup stems from the differances In computer architectures. All data

whtch refer to CLASSE eflect a sequential ezecution of statements on a

scalar computer and parallel execution on a vector computer or array pro-

cessor. For a small circuit of the basic cell type. e.g.. a logic gate or an

11
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operational amplifer. the only difference between CLASSIE and SPICE2 is a

dferent data organizaUon which becomes a source of speed difference.

&. INCE

SLt 1. hnplunentathic Norm

The first program to be implemented an the FPS-164 attached to a VAX

11/78 running UM has been SPICE2 [Nage75J. )tohe7B]. [vladl]. [ColeB3].

In the following paragraphs a UNIX operating system is assumed for the VAX

unless specified otherwise. This provision is important because SPICE2 com-

piled with the VMS Fortran compiler runs roughly twice as fast as when com-

piled with the UNIX 7 compUer. Cole in his work with the FPS-164 has not

been concerned prin ariy with the simulator performance; the reported

speedup of 3 for a typical circuit such as the UA741 has been obtained by

compiling the program with APFTN64 using OPT=O. This version of SPICF2

runs on the AP under SJE. Single Job Executive.

The next step in porting SPICE2 to the AP has been to recompile the

entire program using OPT=I. The executable generated in this way did not

run properly causing messages such as "7SS THAN TWO CONNECTIONS AT

NODE X' to be printed for a perfectly correct input. It has been found that

by selectively recompiling the subroutines which perform the 1/0 in SPICE2.

viz.. READIN. RUNCON. DCOP. OVTPVT. PLOT. with OPT=0 while preservir4 the

sod of all oher routines at OfMl a working executable can be obtained.

Typically this code which is referred to as an 'OP IY version in spite of the

above idiosyncrasies rums twice as fast a tbe 'OP=0" SPICE2. The size of

the 'image le' Is reduced by am third from roughly 1.6 Mbytes to 1.!

Mbytes.

1*7
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The alltempt to use OPT2 for just the computation-intensive routines

much as the device model routines failed. The code generated In this way

would typically bang the attached processor with no possibility of recovery

abort of rebooting the VAX The only routines which have been successfully

compiled at an optimization level higher than I are the equation solution

routines. DCDCMP and DCSOL Both have been compiled with OPT=3 and a

working SPICE2 version has been generated The speed improvement over

the above '017-1" version has been less than 1O. This latter SP]CE2 version

is referred to as 'OPT= 1* in Table 31 and 3 2.

The best performance ever reported for SPICE. on the FPS-154 is the

commnercially available program QSPICE [ShanB3] which is typically 1.3 times

faster than the best code obtained in this work. It is believed that for obtain-

Ing the above performance a number of the SPICE2 routines bad to be rewrit-

ten to overcome the deficiencies In the APFTN64 compiler and to obtain

correct code for OPT=3. Another difference in QSPICE is that the linear

equation solving routines have been coded in APALI54. the FPS-164 assembly

Language. The small advantage in speed for QSPICE over SPICE2 proves that

no compute-intensive part of the progrum can be pipelined. This difference

stems mainly from a better control of the operand flow in the sparse equa-

tion solution coded in APAU,4.

t. Prfarmane

Table 3.1 summarizes the execution times of SP]CE2 for four examples.

The numbers given represent the Lime in cpu seconds needed for the tran-

Idmt analysis. The UA?41 and Adder4 are bipolar circuits while WOSAMP2

ad DECODER are an NMOS operational amplifier and a binary-to-octal

deooder. A LEVEL= device model bs been used in the analysis of the latter

/N
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1an matuohm
Circult Itar VAX Fm 3080ftp

_____ - OFT= 0- .2T=1

UA741 1753 3275 10.? 4.9 .7

Adder4 3828 3614.2 1136.9 604 8

MOSAMP2 279 134.7 24.3 11.05 12.2

DECODER V78 1009.8 139.6 65 15.5

areCUit SAUBUCu

Circuit EEqs. jXtor #Diode #Device/Model

UA741 82 22 0 16 NPN. S PNP

Adder4 451 180 106 180 NPN. 106 DIOD

MOSAMW2 25 27 0 27 NIIOS

DECODER 36 46 0 SI31 SUS. 17 DUOS

Table 3.1. SPICE2 Run flime on FPS- 164 and VAX 11I/78



two Circuits.

As general remark on the performance improvement on the attached

1processor It can be stated that SPICE2 runs up to an order of magnitude fas-

tar than on a VAX 11/750 with floating-point accelerator and UNIX. For the

two bipolar circuits the run times are typically 6 times faster and for the

MOS circuit 12-15 time faster. The diference between bipolar circuits and

MOS can be explained by the much larger percent time spent in the model

evaluation for the latter compared to the former. The model evaluation

seems to benefit more on the AP than the equation solution.

&.I CAM

&M1. Implementation

The implementation of CLASSIE has been helped by the experience

gained from the SPICI2 conversion.

As a first step the VAX/UNX version of CLASSIE has been implemented;

this version differs from the high performance CRAY-I version only in the

model evaluation routines which do not take advantage of vectorization. This

version bad the same limitation on the optimization level used for the sem-

iconductor device routines as SPICE2.

The next step included the conversion of the diode and bipolar vector-

ised model routines used on the CRAY-I for the 1S-164. Conceptually the

uWeO-bebaved' DO loops of the CRAY-I CLASSIE code should produce an

equally efficient code on the AP.

A Arst factor afecting the performance has been the multiple branbhing

wed for the multiple expressions of the semriconductor-device behaviour.

/
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The usage of the vector merge function 'CVMCx on the CRAY-I has been

nplaced by Dr statmenmots inside the DO loop. An equivalent CVMGx state-

innt function [Mart3] could have been used which would have contributed

an 1-15% speed Lrnprovement In the device-evaluation speed. This improve-

ment is estimated based on a typical vector length of 30.

A second factor has affected the performance of CASSIE on the TPS-164

more sinilflcanUy. It is known as the 'potential klata dependency' problem

wbicb prohibits vectorization (pipeiUning) of a DO loop. Both in SPICE2 and

CLASSE all circuit data are managed in a large block of memory defined as

an array VALUE (rnanurnjvailableAat%_jnemory). Different date can be

di.st.ngulshed by table pointers. The compiler however does not know that

there is Do interaction between the data in two different tables within the

same array. On the CRAY-I there is a 'force vectorization' statement which

can be placed in front of a loop. Release "D' of APFTN84 does not have this

feature. This problem could be noticed as soon as the most time-consuming

modules have been compied with OPT=3. there was no spectacular jump in

performance which is expected when pipelining takes place. The speed

improvement is between 2-4 per DO loop at OPT3 compared to OPT=2 In

the simnpler forward and back substitution routines for the subcircuit

matrices the above problem has been overcome by using the APMATH84 vec-

tor functions. 7his has resulted in a 23% speed improvement for this portion

of the code only. The vector length for the above number is 36.

It is believed that all smrnlconductor-modelLing routines could be corn-

pled at OPT=4 in CLASSIK became of the progianuning style. 'well behaved'

IDO loops. and regular data structuies. The equivalent routines in SPICE2

oould not be compiled oorrsoot for 0pr. The equation-solving routines in

/,d
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PRAN OP'r DEV I'AL DQN SOL TRAN DCP

-= 1 301 320 625 21.4

aAME 1 326 172 504 9.7
2 273 167 451 9.1

3 a44 146 399 8.1

4 809 112 324 17.

Table 32. CLASSIE/ SPICE2 Run Tie Comparison

I , t " .. .. . . . . - . .. . -- - .. - %- ' -
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CLAWIE could be compiled at OPT=3 maimum.

The most aggravating experience during the Implementation of CLASSIE

baa been the fact that user data can overwrite the AP's system software com-

ponents or buffers thereof if there is not sumoient memory for loading the

mer program. In such cases a message from the linker or.SE would be help-

hul instead of getting a trace back leading into the system routines.

-12. Performana

A runnin version of CLASSIE compiled with OPT=1 has been obtained in

a similar way as SPICE2. On any computer. In scalar mode. CLASSIE gains

15-25% in speed over SPICE2 for medium circuits in transient analysis. Even

for a small circuit, such as the UA741. CLASSIE is 20% faster than SPICE2 on

the attached processor due to more regular data structures and the possible

optimization associated with IL

In the DC operating point analysis CLASSIE is typically twice as fast as

SPICE2 on medium circuits. The additional reordering process in DC analysis

Is performed on the interconnection and one subcircut matrix for each sub-

circuit type in CLASSIE rather than a large overall matrix for the entire cir-

cuit n SPICE2. In transient analysis there is no reordering and this explains

the smaller speed difference. These same speed ratios as above between

CLASSIE and SPICE2 is found also on the FPS-184. The ratio between CLASSIE

oompied with OPT=I and OPTO is also about 2 on the array processor as in

Scae of SPICE2.

Table &2 lists the effects of the different optimization levels used in the

gompilation of SPICEZ and CIASSI (lVadO3]. The times in seconds are for a

transient analysis of the bipolar 4-bit adder circuit of 8 semiconductor

A ;~
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Table I& CLASSIE/CRAY-1 v. CLASSE/FPS-154 Speedup



devices. 451 equations or 36 NAND subcircuits. The transient analysis has

been performed from 0 to 350ns using the same Input waveforms as

dscribed In rlad82]. It should be noticed that SPICE2 could not be com-

piled successfully at a higher optimization level than 1.

Table &3 shows the speedup which is obtained by running CLASSIE on

the CRAY-I and on the YPS-164. The speedup numbers are relative to the

performance of SPICE 2G5 on the same hardware. The overall speedup on

the FPS-164 could conceivably be improved to 3 if machine code generation

would be implemented for the linear equation solution. The speedup in the

device-evaluation part is estimated to be better if the Fortran compiler of

the systems software release T' is used. This latest version of the compiler

is advertised to have better pipelining capabilities than the earlier versions.

All the above factors can narrow the gap of the speedup ratio between CRAY-

1 and FPS-164 to roughly 1.5 in favor of the former.

MM
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CONCLUSION

The evaluation of circuit simulation on a commercially available array

processor has been the purpose of the work presented in this report. Both

the better known SPICE? simulator and the prototype simulator CLA.SSIE for

IM1 circuits have been ported to the FPS-164 array processor.

The FPS-164 is a promising processor for 64-bit floating-point scientific

computations frm a hardware architecture point of view. The experience

gained porting the above mentioned programs shows that the available sys-

tem software and program development software is relatively unfriendly and

Dot sufficiently debugged. The reported work has been carried out using the

Single Job Executive (SJE). under SJE the application program runs solely on

the AP. Large scientific programs intended to run on the AP are written in

Fortran. only a solid and well-debugged Fortran compiler will enable the user

to take advantage of the speed offered by the underlying architecture.

The performance of the two programs on the AP is noteworthy. SPICE2

has been found to run from 8-14 times 7aster on the AP than on a UNIX VAX

11/780 with floating-point accelerator. This ratio flgure is between 3-7 rela-

tive to the same VAX running VMS. CLASSIE runs roughly twice as fast as

WICE2 on the AP which brings the ratio between CLASSIE on the AP and
OLASSIE on VAX/VMS cloe to 12; this Is also the ratio between the Mflop rate

of the two computers.

21
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dependent module aces conftict. in a value ind- -- det Z.2 Th e Synt as of 17L2
manner, Imcamp~ete spetA~cationa can be emulated and can be A 1 7U lesr-plicr. -3 mnade _p of a Ccc: if foe-ts A
modified interactively. crrsisLs of in open. parent

1
-s !,;: ced ty -c~' or !7ore e

Vf12 has been implemented in USP. and is ocurrenUy opira (-hict: ttherieles may tie forns) 'cilc.ed ty a os arer'.el,$
Unoil. A companion FT12-me synthein system un currently For exan-fre
tinier deselopmen L (- (ele-nent i a) (element jb))

is a lorm wl-.ch cortairos two other !c-3 ard whse va.-e 5

1. ElehAwtoral-lrald Simulastion and Synthiene a[i1 bb]

Compilter kld. hase teen L-sed weith great sLcress in "vie'l E.2 Data-Type
stages of the integrated circwjt dei.gti process liowever, ebicll-tpsho.T'po - u Vtlrdi
althoudr -any -ocls have oeer. iesigred !or electrical and cgic type b~ ofatye tt-st prcrom2r parj i4-S irigrP sla Lg p n 0
level simi'alor. and !or aiLtomatic tayo-'t of semi-custcm chops:.ling rarvsft-e ye _i b5 ! iifa,.i,
little support is ava 'abie for thte begirri-g *lAg'.s ,f a digital s~s- stilrati an isrrv fteeye h aCfr fisr 0
tern lesign: Computer aids 'or beh avcra 'e~el specFcatorn ard
synthesis t.,,e 'seer. deseloped~ar S Cre ri-vior. is that -iar.y (declaye (scope>p ((type) J<rame-,j)))
extst,.r~g behas oral si-tulators dc a poor ,cb if abstractirif cor. Where <sc-pe> .s either ccal or glctal. type .9 real' cci r
currernt bel'airiir8 K.'. bt they are rot 'vdoly -<sed ir. th-e IC strir4, (name) .s &any alphar -teric , ame, ar, !re ri-e ci ic
ir.distry9"1e~ One reasor. .s that manty existirg be'-avoral sim -]a- tlhat th~ere rar. be zero or more occ-jrierces of Ine sfl c r .1
tars do a poor ,ob of ribstriact.rg concc.orenft behravioir Therefore. irsidle of tem
they provide little more n-omation. than car. be o)btaired frcmn a
sequectial description. in. a coniventioral prodramrrirg langu~age Z.3 Moduls
fnrn any cases this d.fereitce is rot enou.gh arnd es-ery time a new oueaethminpritoirgfclypo-de.r"2
system or Chtip is designed a rew simuilator is designed wvith it The ile aytsfre mde mir. lartiorr is i.iypovddr

The FTLU system addresses tHis probtem by allowong --- esna o o~ elrto.i

specircatior-9 th~at combinte the characteristics of constrolfloM (module <came>
and dataflou, rrode:, to allow usersi to 3ccunately evaluate th e (declare ( rpLts I irnptsnrai;>()
coescurreci aigorthiesw that a digital system represents before (outputas t<octp,_1s-ram"s)I))
choosing a detailed im plemnentatLion for it I <forms>1

Z. Donbusil Digital Systems Modules rn. F-12 also pnosode a mear-s 'or rescrce ma. we-
Digital system-s can be described by net and corrponrertt lists. inert Wher. derlaraton of a Lser-deftned mnodule .s read. .A

by logic eqkatior-9 by sequertal or concurrent prograrms, by der.es a prototype of that modulJe and creates a sir-4e rn.star,'e
data-row graph,3 or by systems of corstrairts Thnese methocds with the same rame Wherever a modije is rvoked at run-ne
direr in ithe degree to which they specify the structure or a F712 cl-eclis to determine if that mod;_]e .s r. _3e If an. attemp.t
SPeCiLFC roplernertation. is made to re-use@ a modcle wirjch is already in -se. an. error .s

Standard electrical an~d logic simulatorm use the ret arid reporled to the -icer Titiming errors which resul1t r. rsur
comparnrt list meithocd -his type of description gives the struc' corflict are detected and reported
tLure of a particular imnplemertation explicitly. but leaves the
behavior of that system largely implicit Akt the other extreme is P-4 Macrae
the meth'od of specifyirtg digital circuits as as systemn of con'-12poie ar ailt .ihcnb sd-e
straints., Thae cor~trairts specify the what the system accepts ope ofarovdes a neaced faciit well h as a -bee Lecapsla'r
s input arid produces an OUtpLt. but leave the procedures it goes toies Ofitho l reorce nea een is daeswre eracrsta

through acd the structure of any specific implernentatior-i mp'- dlared ashu eore aaeeti esrd Mco r
Cit 1Te specifcatiort inthcd provided by F712 lies in betwxeendelrda
these extremes In F712 iyst em. are described by programs for a
saftware implementation of an auginsertd data-rlow maschtine In
the dataItow model of complitation. prograrms are described by (macro <rame (<parartetert>~parameter>j)
directed graphs The. verticso of the graphs represent comibma' <forma>
t=ia functions, the edges of the graph represent communica'
thori paths between these functionn Augmented data-flow as an I. Cancurnancy Uodw
extension of the data-Clow model which allows storage at the nocdes There ares two concurrency modes in F-12. locklep and KC
and alloes more gerteral node Frrg rulesDe,826 Actually, thinTeemdspoiedfeet aso tbgwt isa~
model in closer to the depousdlonce "wideil described in EaseS 8 andThe osprvddmeetwyofdaigwthiean

sene o th e~tig dta-lowmacinslsesatha itint h assignment In Lockstep mode, every primitive operation. nld-someof te eistig dais-low achiesisuls tha iti t heirig asstinment, is dWired to take or.e unit of time 7his trode hasclasical data-flow maoelfli50 the advantage of always providir4g ftxed times for operations, but
The test representation of 1112 specificatiorns in a sequence has the disadvantage that balancing delays must be done by the

af furictions and control structures called forwss Specifications user.
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The other mode fis called "PC- mods and combines the 4L Heltaend Concidunma
'Yet ch-Store" style of asignmeint described iny'62 with a kuerar- adtesfwrchal method of structuring time In PC mode, each state is The Interactive top-level for F71.2 adtesfwr
diied into two phses Computation to performed during the augmented-daa-iow machine have been imiplemen~ted and the
first. phase and rgiters are set to their new values during the system has been used to describe and evaluate several desigis.
second one Am an example. consider the following fregment including the RISC microproicessorPou"'a an~d a perfect-shuffle ret-

work node chip The F 71.2 system is currently being used to
(parallel describe a special -p u-pce augmented date-Paw machine for per-(gte. (* b (- a c)) forming iterated tI.ming aal 1siBfiOI Kl82*
(set b a)) 7. Acknowledgements
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fetched by the En~t one Under PC mod*. the value of b at the end
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PC mode also provides a different model of time The state-
msents in the main module of the user's description arw defined
execute one basic time unit apart 'When necessary, time is bro-
ken up into E.ner units The semantics of a parallel block are that
all statements insuide of it begin execution at that samne time, and
that the block is tited when all statements inside it are fished
71-e semnantics ofr %serial block are that it executes the first state- References
inert in the block, waits for that statement to complete. and then
executeas the next statement in the block and continu~es in this
way urtil all of the statementst in the block have been. executed Bar7?a

parallel arm it :anecessary that the inner serial bloc: have a Pner University Department of Computer Sciere (1977).
granlJarity of time thar. the outer one Because the number of

aaurigthe input, time is treated as a rmxed-radix f!Otnr- S.K Konig, -Automatic Generationi of PIA Based Sys-
point number Whenever a serial block occu-s inside a parallel tems," 1FhW Thes-is. Stanford University. (1961)

e. a new digit (of unknownr radix) is added onto the least
s-4 rjfirant end of the state Then, each element of the serial Bre82a
bock is asxsgr-ed a time (state) which- is ore greater Li that digit ML A. Breuer, "A Survey of the State-o!-the-Art of Design
pasntion than. the previous elecient When. hardware is actually Automation.' Proceeiigo of the 19th Des-ir' A..forna-
gernerated the mixed radix floetig'poin't rumbers are carverted fwn Claiferer-ci. p 1 ACM. (1962).
to integer state numnbers and the states are then re-coded using e8a&:- 6lgorlthm such a901031 to generate an elficient state- . Dush"B avo&-elSi lton n v-aissgrrient for a PLA-based controller T etc."eairlLvlSmaii r~Sn

4 ~a1'lo ~e S~nhmsthesis of Digita! Systems." Master's Peport. Unvrsty4, Dta-nowA Snthsisof California. (1982)
The previous section~s of this report have described the use

of eirn. cit corncurrncy in. 1 712 It is also ponshile to use implicit KucBIa,
M- L .r-rvic) ard to let the F712 cornpiler determ~re where it is D.J. Kuck. RH- Kuhn. D A. Padoia, B Leasure. and M

pzste to have cperations go or. ir. parallel 'he 1.2 compiler Wolfe, "Dependence Graphs and Comp~ier Op'rioa-
pe-formis a data-tow arialysis of the spec~fcatior. and determines Lions," POPL Clinferenze. ACM. (1961)
tre executer orderir4 of statem-ents based on. data- Wat52L
depen-dencies. as in*Oei 1. Watson and J. Curd. "A Practical Data Flow Cotriput-

Because F712 combirnes explicit concurrency and data-flow er,' Clirnpuler Afagazime. pp 51-57 IEEE. (February
aral&ysis it as abl, to detect e"rror which previous systems could
rot detect These errors fall into two categories First, the camn- 1962).
p. Cr may detect that two operatiorns can. go or. in parallel in a Den75&_
case where the user has specified that they must proceed sequen- 1.8 Dennis and D.P Misunas. "A Prelimnary Architec'

SEly Second. the compiler may detect that two operations are ture for a basic Detaflow Processor," IPoceeiin,~r
dependent and miust proceed sequentially even. thouglh the user artps~mo Comrpuler h'rchtectu-e. pp 126- 132has specifled that they are to go on. in. parallel In the first case.
tthAre are two possibilities Ore is that the designer has; not recog- IEEE. (1975).
riced a poss:ble optimization. and therefore may get a system Tow76a
w,.h tee than. the hight possible perforniance The other as that I ol."oto n aadpnec o rgat.-ere is a tons3traint, perhaps critical, which the designer has leftR.T le CroladDtdenecefrro'n
out of the specification. In the second case, the extra dependency Transformation.- PiD Pthis. University of llinoilt
ard the serialization it requires may or masy not be critical Department of Computer Science. (March 1.976)
depen~dirng or, whether or not at occurs on the critical Path- DeMB3a.

& Si~mulatorImpleagetalias G, DeMicbelt. A. Sangtovarni -Vince nteUIl. anid T Villa.
Emulation of the aug~mented data-flow graphs i. F71.2 is per- "Computer-Aided Synthesis of PLA-Based Finite State

ferried by passir4g messages between the nodes of the data- Machines.- This pr'oceeings. (1983).
graphs The* data-6ow graph of an P71.2 specifIcation ts unusual in
that it is a tree, rether than a general cyclic graph Sequential PadO&.
be!evior is provided by sequential evaluation. of sub-trees and D.A. Padu. D J. Kuck, otnd D H. Lawrie, 'High-Speed
loop~rngi provided by repeated evaluation of sub-trees Multiprocessors and - , Lation Techniques." 7 'art-

Concurrent message p-assn is simulated through the use of sacttovs out Cnmptaers .pp 753-776 IEEE. (Septemnber
a central message queue arid function dispatcher The queue con' 1980).
talt.s ordered (message. node) pairs The main simulator too p
removes pairs from the queue and calls the specified message pats2a
h~ardier with the given node as its argument The side-effects of a 0 A Patterson, "A R1SCy Approach to Computer
riessage handler are highly restricted A message handler for a Design'* Comrpco arhDgesf of Papers, pp 5- 14 IEEE.
code may only charge the state of that node, the State of that (1982).
node's parent. or send messages to other noes Sa183a.

Wher. a module in defined, an augmented dats-flow graph isFL.Sl. E Kek radARNwtn"Irtd
created for it When the module is invoked. the graph is checkedRA Sae.I.Kicceraid .. eo."trtd
to determine if it is already In use If it it. an error messag is Timing Analysis in SPLICEl.'* Thts proceedings. (1963)
printed which spacifes where and when (in simulated time) the XleB2a.

coriictoccuredJE. Kleckner. RA. Saleh. and AR. Newton. "E'ectrical
Consistency in Schematic Simulation." FP'occeeitnigS of
Lte ICVC. pp. 30-33 IEEE. (1962)
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