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1. INTRODUCTION

The two major objectives of this project were: (1) to
formally test and refine, if necessary, the real-time 16 kbit/s
adaptive predictive coder with noise shaping (denoted as APC-NS),
which was developed at Bolt Beranek and Newman Inc. (BBN) as part
of a Defense Communications Agency (DCA) sponsored contract
{1 - 4] and (2) to develop, test, and validate a technique for
objective speech quality evaluation of real-time speech coders.
In this chapter, we state the specific goals of this work
(Section 1.1), present the highlights of this work (Section 1.2),
and provide an overview of the rest of this report (Section 1.3).

1.1 Goals of the Project

l1.1.1 Test and Refinement of the APC-NS Coder

The project goals were as follows: 1) Evaluate the speech
intelligibility of the real-time APC-NS coder using the six-
speaker (3 males and 3 females) Diagnostic Rhyme Test (DRT) [5]
and the speech quality using the six-speaker Diagnostic
Acceptability Mearure (DAM) test [6]; and 2) refine and re-
evaluate the APC-NS coder if it does not meet the goal DRT and
DAM scores given below and in Table 1. The goal scores are
interided to correspond to the 32 kbit/s Continuously Variable
Slope Delta modulation (CVSD) coder. In other words, the

required 16 kbit/s APC-NS coder must provide the speech quality,
the speech intelligibility, and the robustness of the 32 kbit/s
CVSD coder, under the various operating conditions as follows.
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o ¢
:gg Test Condition Goal Goal

}jq No. Description DRT Score DAM Score

i 1 Quiet Condition 93 64 ]
j§ﬁ 2 1% bit-errors 91 55 -
§§ 3 ABCP environment 88 46 E
’ 4 PROC*PROC Tandem 90 48 |
: «2 5 | PROC*CVSD Tandem 90 46

f'*;« 6 CVSD+PROC Tandem 87 46 _
f‘""’ 7 PROC-LPC Tandem 81 42 "
8 | LPC+PROC Tandem 83 a4

L

ol .

AN [
A L

.. TABLE 1. Goal DRT and DAM test scores for the mediumband .
3y speech coder. (PROC refers to processor, 3
=y namely, the APC-NS coder.)
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2
iy o : Produce
T high speech intelligibility and quality, with a DRT
gg score of 93 and a DAM score of 64.
LY
i .
g‘g ~ o Noisgv Chanpnel: Degrade only minimally (relative to the
A gquiet condition) in the presence of 1% random channel
N bit-errors, with a DRT score of 91 and a DAM score of
55.

o Acoustic Background Noise: Produce a DRT score of 88 and
a DAM score of 46, when the coder's input speech is
corrupted by the acoustic background noise typical in
Air-Borne Command Post (ABCP) environment.

Tandem Operation: Produce satisfactory performance (in
both directions) when the coder operates in tandem with

o

£ itself, 2.4 kbit/s Linear Predictive Coder LPC-10, and
BN 16 kbit/s CVSD. The goal DRT and DAM scores for these

tandem operating conditions are given in Table 1.

} 1.1.2 Objective Speech Quality Evaluation
P The overall project goal was to develop, test, and validate

a procedure for automatically computing several objective speech
quality measures, given only the tape-recordings of the input
speech and the corresponding output speech of a real-time speech
coder. The specific requirements of our work included the
following:

=

s
LLS

0 Use, as test bed, the five real-time speech coders, all
running on the CSP, Inc., MAP-300 array processor: 2.4
kbit/s linear predictive coder LPC-10 [7, 8]; 9.6 kbit/s
adaptive predictive coder APC-S8Q (7, 8)}; 9.6 kbit/s
residual-excited linear prediction coder RELP [9, 10]};
16 kbit/s APC-NS; and 16 kbit/s CVSD.

VT
»L-'J
"
| 2

G

O Use the set of objective measures recommended by
Barnwell on the basis of the results of an extensive
study sponsored by DCA [1l1, 12].

é@ o The computed objective measures must correlate highly
N
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with subjective quality judgments generated by the DAM
test, with the goal on the correlation coefficient being
0.9 or better.

O Develop a fixed, 1limited input-speech database for
speech quality evaluations. Since the six-speaker DAM
test uses 72 different sentences (12 per speaker) [6],
the databagse design problem reduces to selecting a
smaller input-speech database of, say, 12 sentences,
which will be representative of the full set of 72
sentences.

o From the final version of the objective speech quality
measurement FORTRAN software package, develop, deliver,
and demonstrate another package that runs on the
PDP-11/34 minicomputer (under RSX-11M) located at the
Defense Communications Engineering Center (DCEC) ,
Reston, VA.

An important issue treated in this work is the problem of
synchronizing in time the real-time coder output speech with the
input speech. We note that the sgynchronization problem has not

been treated in previous work on objective speech quality
evaluation as the objective measures have been computed as part

of the coder simulation (11 - 18].

1.2 Righlights of the Work

The results of the DRT and DAM tests of the APC-NS coder

show that the coder meets or exceeds the goal scores under all
but one of the conditions given in Table 1. The DRT score for
the APC-CVSD tandem condition is 85.9, about 4 points below the
goal. However, we have identified a problem with the CVSD coder
implementation on the MAP-300, which might be partially
responsible for the inferior performance of the above tandem.
The APC-NS coder is substantially more robust than the goal

oy
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scores given in Table 1 indicate, under the conditions of channel
error, ABCP noise, and self tandem. We, therefore, decided that
refinement of the APC-NS coder was not necessary, and devoted all
the remaining effort to the objective speech quality evaluation
task. The highlights of our work on this latter task are
presented below.

a BN B SN o o8 o2 9l

ATy
Py

For the five real-time speech coders, we considered a total
of 31 coder conditions including the quiet, channel error, and
tandem operating conditions. We divided the coder conditions
into two classes: yaveform coders and yocoders. The third
class, called all coders, included no such preclassification, and
it includes all coder conditions. Following the work of Barnwell
{11, 12], we developed separate objective measures for each of
the three classes. We computed the correlations of the objective
measures with the subjective DAM scores in two ways: over
individual speaker scores and over scores averaged over all six
speakers. '

A

In the initial phase of our work, we used the so-called
file-to-file implementations of the real-time coders, which allow
the output speech to be perfectly synchronized in time with the
input speech. The best objective measure computed over the file-
to-file coder conditions produces a correlation of 0.95 over
individual speakers and 0.99 over all speakers, for waveform
coders. For the other two classes, the best individual-speaker
and all-speaker correlations are, respectively, 0.63 and 0.68 for
vocoders and 0.87 and 0.93 for all coders.

e - -

For the database design problem, we used a multidimensional
scaling technique and selected a database of 12 DAM test
sentences, 2 per speaker.
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For the synchronization problem, we specially designed an
input signal that allows us to estimate quite reliably the time
g delay introduced by a coder. The input signal is random noise
@ and consists of several alternating regions of high and low
energies. We selected two versions of the input signal, one for
waveform coders and one for vocoders and all coders. The time
e delay estimation algorithm detects the transitions between the
high and low energy regions in both the coder input and output,
and compares the locations of the corresponding input and output
"‘ transitions in determining the time delay estimate. For waveform
) coders, a very accurate estimate is obtained by cross-correlating
gg the output signal with the input signal around each transition. ;
e The estimation error is less than a few samples for waveform '
: coders and is on the order of 50 samples for vocoders. The _
resulting synchronization errors have a negligible effect on the
computed objective measures. '

The ptooedure' for objective speech quality evaluation of
real-time speech coders is briefly described as follows. Given
the input tape containing the time delay estimation (TDE) signal '
and the l2-sentence database, we apply the input, using a tape
recorder, to the real-time coder. The input and the coder output
are recorded simultaneously on a two-channel tape recorder. The

two-channel tape is digitized using a two-channel A/D facility. !
The digitized input and output versions of the TDE signal are

used to compute the coder time delay, which in turn is used to 9
- synchronize the digitized 12-sentence output speech with the
corresponding input. Finally, several objective measures are
computed from the input and the synchronized output of the 12
sentences.

T

B The individual-speaker and all-speaker correlations of the

S
.
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best objective measure for the real-time <coders are,
respectively, 0.93 and 0.97 for waveform coders, 0.72 and 0.92
for vocoders, and 0.9 and 0.96 for all coders. The all-speaker
correlation exceeds our goal of 0.9 in each case.

The correlations reported above are all maximum values in
that they were computed for the same set of coder conditions over
which the objective measures were optimized or trained. Said
another way, the training and test conditions were the same. If,
however, the test conditions are different from the training
conditions, the test-set correlations will in general be lower
than the training-set correlations. In our experiments, we
observed negligible to modest changes in the correlations. It is
important to note that if the test set is quite different from
the training set, the test-set correlations could be drastically
lower than the training-set correlations. We consider a test
coder to be "quite different" from the coders in the training
set, if it produces distortions in the output speech that are not
covered by the training-set coders. As an example, we point out
the case where the training set has coders all operating over
noise-free channels and the test set has coders all operating
over fairly noisy channels.

1.3 Overview of the Report

Chapter 2 treats the subjective evaluation of the APC-NS
coder and gives the DRT and DAM scores for this coder under a
number of different conditions. In Chapter 3, we discuss the
methodology of objective speech quality evaluation of speech
coders, review past work, and point out the major issues
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; considered in this research. In Chapter 4, we describe the

objective measures considered in this work and the method used
for optimizing the objective measures. Chapter 5 describes the
B test bed of real-time coder conditions. 1In Chapter 6, we present
» our objective speech quality evaluation work using file-to-file

v coder implementations and perfect input-output synchronization.
e The topics treated in this chapter include database design,
z',;* performance of the optimized measures, and performance
3; comparisons over training and test sets. The problem of time

delay estimation and synchronization is treated in Chapter 7. 1In
Chapter 8, we consider the real-time coder conditions, describe

how the objective speech quality measurement is performed, and
present the correlation results. In Chapter 9, we describe
briefly the objective speech quality measurement FORTRAN software
package that we developed for the sponsor's PDP-11/34. Finally,
“ in Chapter 10, we present a summary of this work and discuss some
topics that warrant further research.
\“J
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2. SUBJECTIVE EVALUATION OF THE REAL-TIME 16 KBIT/S APC-NS CODER

Por a detailed description of the 16 kbit/s APC-NS coder and
its real-time implementation, the reader is referred to the
publications [1 - 4]. As a brief summary of the APC-NS
algorithm, we mention that the analog input speech is lowpass
filtered at 3.2 kHz, sampled at 6.621 kHz, and divided into non-
overlapping frames of 32.625 ms duration (216 samples). The APC
encoder employs (1) 3-tap pitch prediction and 6-pole spectral
prediction to obtain the residual, (2) forward-adaptive
quantization of the residual samples using 2 bits/sample, and (3)
pole-zero spectral shaping of the gquantization noise to reduce
its perception at the coder output. The real-time, full-duplex
implementation of the APC-NS algorithm on the MAP-300 requires an
execution time of a little over 30 ms per frame of speech, which
leaves about 2.5 ms of unused processing time per frame.

Por formal subjective evaluation of the APC-NS coder, we
used the six-speaker (3 males and 3 females) DRT and DAM tests.
The DRT is a speech intelligibility test consisting of a set of
192 words, with a different randomized word list used for each
speaker [5]. The DAM is a speech quality test consisting of a
different set of 12 sentences for each speaker [7). Below, we
discuss the test conditions, describe how we generated the test
tapes, and present the test results.

2.1 Test Conditions

We considered a total of 8 conditions under which we
evaluated the APC-NS8 coder: quiet condition (no acoustic
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\ 4
3&1;; background noise and no channel bit-errors), 1% channel bit- J
- errors, input in Air Borne Command Post or ABCP noise
3 environment, and 5 tandem conditions with the APC-NS coder 2
; operating in cascade with another coder. The 5 tandem conditions
we considered are self-tandem (APC-NS operating in tandem with .
* itself) and tandem of APC-NS in both directions with each of the g
= 2 coders: the 16 kbit/s CVSD coder and the 2.4 kbit/s 8
= government-standard coder LPC-10 (APC-CVSD, CVSD-APC, APC-LPC, b
,u(:"
B and LPC-APC tandems). ;
N We obtained from the sponsor the source DRT and DAM test "
*“i tapes for the guiet and ABCP noise environments, and the LPC-10 x
:o and CVSD processed DRT and DAM test tapes for use in the LPC-APC :

and CVSD-APC tandem conditions. We used the channel error
simulator supplied by the sponsor to introduce random bit-errors
in the transmitted bitstream, for the channel-error condition.
For the APC-LPC tandem condition, we used the MAP-300 real-time
implementation of LPC-10 (Version 44), which was developed at BBN
as part of another DCA contract (8].

Por use in the APC-CVSD tandem condition the sponsor
"fa;_ provided us with real-time MAP-300 software for the 16 kbit/s
- CVSD coder. We installed this software on our MAP-300 system and
. compared the output CVSD speech with an analog tape copy of the
Y corresponding speech from the DCEC MAP-300 CVSD coder. The CVSD -
speech from our implementation was found to be more noisy. From
. a detailed examination, we discovered that the DC level of the e
analog input to the MAP at BBN was approximately twice the level
: experienced at DCEC (about -.0083 versus -.0035, when expressed *:-
j fractionally with range -1.0 to +1.0). The increased DC level
caused the background "noise floor” to be large as compared to
that on the tape. We altered the CVSD implementation on our MAP
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to subtract out a prespecified constant from the digitized speech
samples. By trial and error, we selected a value for this
constant (+0.007), which rendered a noise floor that sounded most
similar to the one on the sponsor-supplied CVSD tape.

For both the CVSD and the APC-NS coders, we found that
switching in the 100-Hz highpass filters at the MAP Speech
Processor Interface did not change the output speech gquality.
Upon consultation with the COTR, George Moran, we decided to
switch in the highpass filters for the CVSD and the APC-NS
coders. (The LPC-10 implementation already uses the highpass
filter.) As for lowpass filters, we used 3.2 kHz filters for
both CVSD and APC-NS and 3.8 kHz filters for LPC-10.

2.2 Generation of Test Tapes

To ensure that the taping set-up could be reproduced exactly
from one day to another, we began by driving the signal path
(amplifier, lowpass and highpass filters, MAP, and lowpass
filter) with a tone generator, and measuring signal levels and
clipping levels at several points, using a scope, an RMS meter,
and the facility in APC-NS for reading the maximum level
encountered by the MAP A/D. An earlier set-up could then be
replicated by re-establishing the same sequence of levels.
During the taping sessions themselves, several precautions were
taken to ensure that the input signal used as much of the A/D's
dynamic range as possible without saturating, and also that the
MAP algorithm worked as expected. The signal input to the MAP
and the off-the-tape monitor of the output tape were monitored
simul taneously on stereo headphones, one in each ear., The system
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delays were such that the two signals did not overlap each other,
at least during the DRT tapes. The input signal was also
monitored on a scope, and the maximum level encountered by the
MAP A/D was read at the end of each speaker's material.
Occasionally the gap between the preceding announcement and the
test materials was too short, or the MAP algorithm generated a
glitch caused by 1loss of synchronization when the coder
parameters were accessed, and this necessitated backing up the
tapes a bit. Otherwise, each tape was played through without
stops.

Code letters A to H were randomly assigned to the eight
experimental conditions, and these identification codes were used
in the headers recorded at the start of each tape, to ensure a
blind test.

During the course of making the tapes, we noticed a
malfunction in the real-time implementation of CVSD. The
malfunction of CVSD appeared after the coder had been running for
about 40 minutes, and sounded like a repeated click or burst of
noise, with a period of about a tenth of a second. Restarting
CVSD solved the problem: the noise went away. During the
preparation of the DRT and DAM tapes for the APC-CVSD tandem, we
simply restarted the CVSD coder whenever the foregoing
malfunction occurred.

2.3 Test Results

The DRT and DAM test tapes were sent to Dynastat for scoring
and evaluation. We received from Dynastat a compete set of the
computer printouts containing the detailed scoring for six-
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speaker DRT and DAM tests of the APC-NS coder under each of the 8
conditions. The DRT and DAM test scores averaged over 3 male
speakers, 3 female speakers, and all 6 speakers are given in
Table 2 for the 8 test conditions. (The DAM scores given are the
Composite Acceptability Measure [6].) From the results for the
conditions 1, 2, and 4, we see that the APC-NS coder has an
impressively robust performance in 1% channel error and in self
tandem. The six-speaker DRT and DAM scores (taken from Table 2)
are given in Table 3 along with the standard error of listener
means and the goal scores (taken from Table 1, Section 1l.l.1l).
We note that eight listeners were used in all the DRT tests, and
eleven listeners were used in all the DAM tests. From the DAM
scores given in the table, we observe that the test score is
higher than the goal score in all but the first condition; the

difference between the goal and test scores in the first
condition is not statistically significant (P~0.25).

Considering the DRT results given in Table 3, we note that
the APC-NS coder exceeds the goal for the conditions 2,3,4, and
6. For the remaining 4 conditions, the difference between the
goal and test scores is statistically significant only for the
APC-CVSD tandem condition (P<0.0l). In fact, this is the only
case in which the APC-NS coder clearly failed to achieve the goal
score, We note here that while the CVSD speech used in the CVSD-
APC tandem (condition 6) was obtained from the sponsor, the CVSD
coder we used in preparing the test tapes for the APC-CVSD tandem
is a MAP-300 implementation supplied by the sponsor. The low DRT
score for the APC-CVSD tandem is perhaps due to the differences
between the two CVSD coder implementations. We reported above a
DC bias problem and a malfunction of the MAP-300 implementation
of the CVSD coder.




.‘.:.'.3.".3.,.:

LtL Ny

e Y.

9Tew § I9A0 pobeaaae

*sxayeads XTS TIe I2A0 pue ‘siayeads aTewaj ¢ IA0 ‘siayeads
I3p00> SN-JdV 943 IOJ §3I008 WVQA Pu® Tyd °Z IJTLVL

Bolt Beranek and Newman Inc.

h'sh | T°09 L'[h h'08 | £°¢8 6'18 W3ANV] JdY-2d1 8
0°0h 4oy 0'¢h L'8 | T1'¢8] 6'08 W3ANV] JdT1-9dY L
9'hh | 9'6h] O0°'/h 1°/8 |6°06 0°'68 W3IANV] IdV-TSA) 9
¢'sh | £'19 ¢'8h 6'h8 | 8'98 6'G8 W3IANY] QSAD-2dV | S
'8 | T°99 8°'09 0'16 | 6°¢6 h' 6 W3ANV] 9dy¥-dY ]
L'th | ¢'9S S'1S 1'48 ]9°'06 6'88 asioN 4igy ¢
'S5 | £'29 6'89 6'06 | Z'hb 9°Z6 Joyy3-11q ¥T /
h'09 | ¢'99 8'¢9 8'06 | 6'h6 6’26 Wvagj 1

m 3vwag | 3wy | aaniewo) | 3Tvwag | 31wy [aaniawo NO11d1¥9s3q | oj

. F40IS Wvd F0IS iyd NOILIGNOD 1S3l

K ,

z

"

Q \

o

. . M .’ & W R T e W)
PR A [ & &, \.l“\”m-).s Aty AwIAH(ucA

LA LCRA

-

~

I~

| o7, = . <.
WANNL . AR ¥ P Sae, A

14

&

AWE Y S VA
. () L
v , ....)s...f....ﬂ.-

&

T \':'\’5

-t

\x

TR

u".- '.-"

Y
§

v 9

\-{-‘-.r

%
(' f’

SN MY,
o 4 ’ o

AT AL N
A, [ ¥

v\- ~n

‘>

L}
.& AR
P 24
sP | LM
) W= "




*uaAath oste
ST 91008 YOEd JI0J SsUedW IDUDJISTT JO IOIID pIepuels °ISpood
SN-Dd¥ 943l I0J S9I00S WVJ Pue Liq (I9eads-xTs) 3893 pue [eod ¢ TIAVL

Bolt Beranek and Newman Inc.

4 1°1 LLy vy €EE'T | 6°18 €8 wepuel Jdv-0dT 8
Z z°1 0°€Ep 44 Zv'T | 6°08 8 wapuer DdT-ddv L
/
: L0 0°L¥ 9¢p 68°0 | 0°68 L8  |uspueL DAV-USAD 9 B
' 6°0 z°8v 9y ¥6°0 [ 6°s8 06 [uspues asad-oav S v,
. \n v\ )
; 11 8°09 8 09°0 | v°26 06 | wepuel Ddv-ddv v - ’
. 9°0 L £ 9¥ 98°0 | 6°88 88 9STON dDaV € w
3 z°1 6°8S SS S6°0 | 9°26 16 I0119-3Td %1 z 5
0- ~\..
4 6°0 8°29 v9 L9°0 | 6°26 €6 TespI T X
% I011g x0xag w.
$ -« ‘pas uesy TR0 ‘pas | ueaw | teOH uot3draosaq | *oN %
b o . 3831 3153], ”
' nm . 5
. = 4
‘. + "
. w ’
2 %
:
N..
AL BERAGE  DEEDOGEEE SOSRA IS RSV OCARE < A A/ AR SN IR VIR Cv) 3 BEPA A B o SO




A, s, Ad
l' .‘ "
L AW =

S A ‘
L

¢

<o
é o 4 &

PR .‘
: -k "

x > M e
} & A i &

T ET A
"PAAPL A

GRS

KA ACE Y AV, AT AT e TV SYEYE AR Bt il NS TEITFTIF NN

Report No. 5504 Bolt Beranek and Newman Inc.

A detailed breakdown of the DRT scores showed that the only
category of error in which there was a major difference between
the ¢two tandem conditions involving the CVSD coder was
Sustension. Sustension is the feature that distinguished between
f/p, th/t, sh/ch, v/b, dh/d4, zj/jh, as in the word pairs
sheet/cheat and von/bon, for example. The sustension scores were
14% lower when CVSD was the second member of the tandem than when
it was the first member, and this difference was slightly larger
for male speakers (16%) than for females (12%). An analysis of
the error scores on individual word pairs (obtained from the
lists of the 10 most frequent errors presented under each
condition) showed a moderate incidence of errors on the word
pairs sheet/cheat and shoes/choose in the CVSD tandem conditions,
but npot under any other conditions. Both pairs involve the
distinction between sh and ch before high front vowels.
Spectrograms show that most of the affricative energy in "cheat"
lies above 3.2 kHz (the lowpass filter cutoff used for CVSD and
APC-NS) but that the fricative energy in "sheet" extends well
down into the passband, to perhaps 2 kHz. This means that the
short, intense high-frequency burst of frication energy that is
the hallmark of the ch is simply absent, and the distinction
between the sh and the ch depends on the more steady-state
frication energy of the sh, which is at a low level because most
of its energy, also, falls outside the passband. If anything,
this situation should be even more pronounced for female speech,
since the low-frequency 1limit of the frication energy would be
higher for female voices. 1If, in addition, there was reason to
believe that a particular coder might add low-level background
noise, this might further increase the similarity of the words in
the pairs sheet/cheat and shoes/choose. 1In view of the problems
reported in Sections 2.1 and 2.2, we Dbelieve that our
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'§ N implementation of the CVSD coder might have had a slightly higher
‘ background noise level, which would have further reduced the sh
% rz vs. ch discriminability.

% | From the results reported above, we conclude that the
4 &" performance of the APC-NS coder meets or exceeds the goal scores.
N = Also, the APC-NS coder is substantially more robust than the goal
‘{ gg scores indicate, under the conditions of channel error, ABCP
% noise, and self tandem. We, therefore, decided that refinement
"‘ % of the APC-NS coder was not necessary, and devoted all the

remaining effort to the objective speech quality evaluation task.
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3. OBJECTIVE QUALITY EVALUATION OF SPEECH CODERS

Quality assessment of speech coders is often performed to
determine the user acceptance of a coder, or to compare the
performance of competing coder types, or to evaluate the
different <choices of a given <coder's design parameters.
Procedures used for speech quality measurement are either
subjective or objective, depending upon whether or not they make
use of subjective judgments from human listeners. Subjective
procedures require extensive testing with human listeners, which
is expensive in terms of both time and money. On the other hand,
objective measures would enable evaluation to be done by computer
as well as ensure uniformity in speech quality evaluation. Also,
objective measures can be incorporated into the design of better
quality coders. Of course, the validity of any objective
procedure must first be established by comparing its results
against subjective judgments.

Below, we first describe a general methodology for objective
quality evaluation of speech and then briefly review past work.
Following that, we point out the specific topics considered in
this research.

3.1 Review of Methodology and Past Work

Figure 1 illustrates the problem of objective speech quality
measurement considered in this research. Given the input speech
and output speech of a speech coder, we first synchronize the
output speech with the input speech by compensating for the time
delay introduced by the speech coder and then compute one or more
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Figure 1. A schematic diagram that illustrates the procedure 1
for objective speech quality measurement.
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g by /
o
f X objective speech quality measures from the input speech and the
. synchronized output speech, as follows: Compare the input speech
S with the synchronized output speech on a frame-by-frame basis (a
% . frame may be 10-30 ms 1long), compute several spectral and
;\s t: parametric distance measures, and average the frame-by-frame
measures in time over different sentences from a predeterm.ned
S speech database. The goodness of the computed objective measures
% [ is evaluated by correlating the objective scores with the
g o corresponding subjective judgments over a database of speech
' i coders. By proper selection of the frame-by-frame distance
o measures and of the method used for time averaging them, we may
$ ‘% maximize the correlation of the objective measures with the
i subjective judgments.
i The foregoing methodology for objective speech quality
@ measurement was originally proposed for narrowband LPC vocoders
@ as part of an earlier project at BBN [13]. By assuming that the
vocoder represents pitch and voicing accurately, the authors of
g this paper computed the frame-by-frame distance measures as the
. distance between the input speech and output speech LPC model
o parameters or spectra. A number of frequency-weighted spectral
; E‘% measures and parametric measures were proposed in [14, 15] for

computing the frame-by-frame distances. Combining the frame
g distances into a single speech quality score involves first
] weighting the frame errors with a suitable time-weighting
function to reflect the relative importance of the individual
frames to perceived speech quality and then averaging the
s weighted frame errors. Two time-weighting functions were found
E to produce good results in [15]. The first one, called energy
: weighting, is a linear or a piecewise linear function of the
~ g frame speech energy expressed in decibels. The second one,
called dynamic fidelity weighting, in effect changes the
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reference with respect to which the frame errors are computed.
Rather than using the parameters extracted every frame, this
approach uses the extracted parameters only for perceptually
significant frames as determined by a variable-frame-rate scheme
[19]), and it uses linearly interpolated parameter values for the
remaining frames. For averaging the weighted frame errors over
time, reference [15] used a two-term composite measure in which
the first term is the usual r-th norm over all frame errors
(e.g., r=2 for the rms value), and the second term is the r-th
norm over only the top 10% frame errors. The authors of this
paper considered several composite measures involving different
frame-by-frame measures and different weighting functions, and
compared them against a database of subjective speech-quality
judgments [15]. The correlation coefficient values computed over
individual sentence-length utterances ranged between 0.9 and 0.95
for males and between 0.69 and 0.93 for females.

In the work of Barnwell at Georgia Tech [11, 12], the above
described objective evaluation approach was investigated (1) over
an extensive set (264 cases) of LPC, waveform, and voice-excited
coders and controlled distortions such as lowpass filtered speech
and speech corrupted by additive random noise; (2) using an
extensive set of objective measures (a total of 500) including
simple parametric, spectral, and signal-to-noise ratio (SNR)
measures, frequency-variant versions of these measures, and
composite measures involving up to six individual measures; and
(3) employing, for correlation studies, the DAM test results
involving the overall DAM score (Composite Acceptability Measure)
as well as several isometric and parametric component scores.
Por the composite measures, both linear and nonlinear regression
techniques were used to compute the optimal weights associated
with the individual measures. The best composite measure
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involves a binary preclassification of the coder under evaluation
as a wvaveform coder or as an LPC-type vocoder, and it produced a
correlation coefficient of 0.9 when the measure was compared
against the overall DAM score. For each of the two classes of
coders, the composite measure is a linear combination of a
different set of six individual measures. The best composite
measure obtained without preclassification produced a correlation
coefficient of 0.86. It is important to note that the weights in
the linear combination used by the aforementioned best composite
measures were determined by maximizing the correlation
coefficient over the database of DAM scores. Therefore, the
above-reported high correlation coefficient values represent
optimistic estimates in that these measures may, in general,
produce lower correlations when they are compared against a
different database (i.e., test set) of DAM scores.

In addition to the work reviewed above, there are various
other studies reported in the 1literature, which deal with
specific types of speech coders (e.g., [16, 17, 18]). We note
that for the purpose of this work, we chose to use the set of
objective measures recommended by Barnwell [1l].

3.2 Topics Considered in this Research

In this research, we were concerned with objective speech
quality evaluation of real-time speech coders. We have treated
the important problem of synchronizing the real-time coder output
speech with the input speech. We note that the synchronization
problem has not been treated in previous work on objective speech
quality evaluation as the objective measures have been computed
as part of the coder simulation.
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Since the six~-speaker DAM test uses a total of 72 different
sentences (12 per speaker), we have investigated the database
design problem and developed a smaller database of 12 sentences
that are representative of the full set of 72 sentences.

We have optimized the objective measures over one set of
coder conditions (training set) and evaluated their correlation
with the DAM scores on another set (test set), to examine the
sengitivity of the measures to training-set versus test-set
differences.
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sy T 4. OBJECTIVE MEASURES OF SPEECH QUALITY
=
o - In this chapter, we describe the objective measures we chose
;'% .3:; to include in our investigation (Section 4.1); discuss the
1 different ways of computing the correlation of the objective
- measures with the subjective (DAM) scores (Section 4.2); present
3 4 :\g the method we used for optimizing the objective measures (Section
‘*é 4.3); and describe briefly the package of FORTRAN programs we
§ ﬁ developed for implementing the objective measure (Section 4.4).
i 3
’f{ % 4.1 Description of Objective Measures
’:‘:I:
. i For the purpose of this project, as mentioned earlier, we
‘x \ chose to use the set of objective measures recommended by
{ -\j Barnwell on the basis of the results of an extensive correlation
;-“;

analysis with DAM test results involving 500 objective measures
and 264 speech coders and controlled distortions [1l1]. The
chosen set includes 7 measures: 1log area ratio (LAR) measure,
reflection coefficient (RFC) measure, feedback (or predictor)
coefficient (FBC) measure, likelihood ratio (LHR) measure, linear
spectral distance (LSD), frequency-variant spectral distance
(FVSD), and short-time banded signal-to-noise ratio (STB-SNR).
The first 5 measures are simple parametric or spectral measures,
ﬁ and the other 2 measures are composite measures, each of which is

computed as a linear combination of simple spectral measures.
§ Por computing the first 6 of these measures, we perform linear
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prediction (10th order) analysis over a frame of input speech and
over the corresponding frame of output speech, and then compute
parametric and spectral distances as follows. For LAR, RFC, and
FBC, we compute the L; norm between the respective frame
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parameters of the input speech and those of the output speech.
If x(i) and y(i) denote the i-th parameter of the input speech
and the output speech, respectively, then the L; norm between x
and y is given as follows:

L. ( ) = & ? | % (1) (1) |
X, y = - X 1_ - Y J.) ’
1 ML (1)

where M is the LPC order (M=10 in our case).

For LHR, we compute the 1likelihood ratio (or prediction
error ratio) between the two sets of LPC parameters [20], and
raise it to the power 0.25. If a and b are the predictor
coefficient vectors of the input speech and the output speech,
and R is the autocorrelation matrix of the input speech, then the
error ratio is given by:

b Rb

a“Ra

Error ratio =

! (2)

where T denotes a transpose. The numerator of this ratio is the
energy of the linear prediction error signal if the predictor
coefficient vector b is used for the input speech, and the
denominator is the error energy if a is used for the input
speech. Since a is obtained by minimizing the prediction e.ror
over the input speech frame, the above error ratio will be equal
to or greater than 1.

For LSD, we compute the LPC all-pole model spectra for input
and output speech, normalize them to have the same geometric
mean, and calculate the L, norm between the normalized spectra.
If a and b are the predictor coefficient vectors of the input
speech and the output speech, then the LPC model spectra are

given by 2
Ca

25
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Q® Wi
2
PN
2 (4)
§
’&

AN where w is the frequency in radians/s, Ga2 and Gg are the
o ., respective prediction error energies, and A(w) and B(w) are the
*} 'Ej respective inverse filter spectra:

3! u -

o) & A(w) =1+ L a(k) e Juk ’ (5)
i N k=1

X

Rt < M

W I 4

vl Blw) =1+ L b(k) e 3¢k | (6)
’:: - k=1

> .

*f;;x . The geometric-mean normalized LPC spectra are 1/A(w) and 1/B(w),
O o respectively. The required L, nomm is therefore given by

ht

L4
W S
© 1 ¥ 1 1 12172

L, norm= | = L [ - = )]
o E 2 N i=1 A(wi) B(mi , (7)
- [

-

where N is the number of frequency points considered.

For FVSD, we compute the input and output LPC model spectra;

e
wea

& divide each spectrum into 6 bands (0-400 Hz, 400-800 Hz, 800-1300
i:“ gm Hz, 1300-1900 Hz, 1900-2600 Hz, and 2600-3400 Hz); normalize the
— 2 bands separately so that the average spectral amplitude over each
o band is unity; compute, for each band, a weighted L, norm between
‘,: .::; the normalized spectra, with the weighting function being the
E§ . input LPC spectrum; and form a linear combination of norms of the

E’ 6 bands. If we denote the normalized spectra as P, and Py, then
the required weighted L; norm over the k-th band is:

IREZZ 2218
XA
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?
\

TR
},tf N ) ) . | 1/8

:‘-Ij iil Pylwi) [PZ (wy) = Py (w)]

WY L, norm = oy ! (8)
_\‘:\ I P, (wy)

S i=1
-
<7 g
> where Ny is the number of frequency points considered in the k-th ]
band.

3 ]
ﬁ‘ For STB-SNR, we use the input speech as "signal" and the
.,i difference between the input speech and the output speech as

e noise; “filter™ the signal and noise into 6 bands (band

E definitions same as in FVSD); compute the short-time SNR for each
‘ ;} band as the ratio in dB of the band signal energy and the band
N noise energy over the frame under consideration; and form a
linear combination of the short-time SNR's of the 6 bands. 1In
5:*::'- our implementation, instead of using filters to divide the signal
:g: and the noise into 6 bands, we computed the power spectra of the
,}5'.: signal and the noise via DFT and calculated the band energies by

summing the spectral values over individual bands.

Y o}

For time averaging the above-described frame measures over

;'.' frames, we use simple, unweighted average for all measures except
LSD; for LSD, we use the frame energy in dB of the input speech

x as the weighting function. For the band short-time SNR's used in :
'Z;! STB-SNR, we average over frames the quantity (1+SNR) in dB and B
’Z"':j compute the required SNR in dB from this average (this average in .
dB is denoted below as SNR”) as _.;.
i SNR(dB) = 10 log (105VR/10_1;, (9) .
"R N
/\‘ This method of averaging the short-time SNR essentially ignores b
":'i the frames for which the SNR in dB is negative, which may happen %
K7 during pauses in the speech signal [18].
! ..,: "
«."'z: :]
3%y
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'{; -

L 2

E?.; D To obtain consistent and reliable estimates, we found
through experiments that an FFT order of 8 (i.e., 256-point FFT)

~ix -3 was necessary for the LSD measure and an FFT order of 1l was

-.: ) necessary for both the STB-SNR and the FVSD measures.

SRR

ROERS The constants required for the linear combination used in

iy . FVSD and STB-SNR measures are computed via linear regression

,::ﬁ' , analysis with DAM test scores over a training set, as described

_,\\3 ) below in Section 4.3. From the foregoing seven measures, we

[la! compute three overall composite measures (OCM), one for each of

‘ - the three coder classes: waveform coders, LPC~type vocoders, and

< all coders. The OCM is a linear combination of 6 of the

} 2 foregoing seven measures: The unused seventh measure is FBC for

> waveform coders and STB-SNR for vocoders and for all coders. As

oy . before, the constants of each of the linear combinations are

:'E* - determined via 1linear regression analysis with the DAM test

“5 j scores over an appropriate training set.

“ '

' D 4.2 Correlations with Subjective Judgments

PR

"J' - We compared the objective speech quality scores with

X Dy subjective judgments collected via six-speaker DAM tests and

N computed correlations over different databases of speech coder

:' . conditions. We computed two types of correlation between the

: :.a objective and subjective data: (1) regular, or Pearson's

,. product-moment, correlation (we shall call this simply

'“3 ._ correlation); and (2) rank order, or Spearman's rank

RS correlation., For the second type, two sets of ranks are first

I::_ N, assigned to the speech coders under study using, respectively,

”, re objective and subjective data, and then regular correlation is

PN computed between the two sets of ranks.
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3y
ﬁ Since the DAM test provides subjective scores for individual
W speakers, averaged over male speakers, averaged over female
*R' speakers, and averaged over all speakers, we computed the
RN correlation between the objective and subjective data for each of
gﬁ the 4 cases. To minimize possible confusion, we have chosen to

present in this report only the regqular correlation and only the
individual-speaker and all-speaker correlations.

el

jﬁ 4.3 Least Squares Optimization of Objective Measures

oot \

‘EE As mentioned in Section 4.1, each of the composite measures
:Bﬁ FVSD, STB-SNR, and OCM uses coefficients to weight and linearly
1230 combine individual component measures. The problem considered in
;i} this section is to determine the values of thése coefficients by
:i optimizing the composite measure over a given database of speech
:&‘ coder conditions. Given that we have, say, p component objective
.;“ measuresaul, Myr ey Mp, we wish to compute a linear composite
A measure S as a prediction of the subjective (DAM test) score S,
Qﬁ as follows:

4 ~  _ P -

s; =8+ j=z=1 (Mlj - Mj) 5 (10)
;’2:

“2: where the subscript i is the item number, which refers to a given
%s coder running under a given condition; M;4 is the computed value

i:f of the j-th objective measure My for the i-th item; Mj is the

mean of Mj over the items from a given database; 8 is similarly

o m, the mean of the subjective scores; and cy are the coefficients

used to weight the individual objective measures. As an estimate
of the subjective score, gi is unbjased over the "training"” i;
database, since its mean is equal to 8. The above expression for

§ can be rewritten as: -
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11
X p . (11)

= + z C. . s

si cO j’l J lJ'

where the additive constant C, includes the means of subjective
and objective scores.

We compute the coefficients cy by minimizing the error
measure:

N A 9
E= izl (Si - Si) ’ (12)

where N is the number of items in the database. The least
squares method results in a set of linear normal equations given
below:

Qc¢c=r, (13)
where Q = [Qij] is a p x p symmetric matrix, with

N (14)

c = (cl, Cyr ceey cp)T is the <column vector of the
coefficients; and r = (rl, Lor eees rP)T is a column vector,
with

Ty= L 0y, - ﬁj) (s, - §). (15)

The coefficients ¢4y are obtained by solving the above normal
equations. We note that publicly available statistical packages
have subroutines for solving the least squares optimization

DA |
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problem, In our work, we used the subroutine LLSQF from the
International Mathematical and Statistical Library.

We point out that the foregoing least squares method also
maximizes, as a desirable byproduct, the correlation coefficient
(regular correlation, not rank-order correlation), computed over
the training database, between the composite measure § and the
subjective score S. This maximum correlation coefficient can be
computed easily, as shown below. We caution that the correlation
coefficient computed over a different ("test”) database will in
general be lower than this maximum value.

It can be shown that the minimized value E* of the error E

given above is related to the variance og of the subjective score
as follows:

E* = (1 -p2) og ,. (16)

where ¢ is the correlation coefficient for the optimized
composite measure. From this last expression, p can be easily
determined, since both og and E* are known or can be computed.

For the simple case p=1, it can be shown that

c) = Pog/a, , (17)
po -
. S - (18)

where oy is the standard deviation of the objective scores over
the database of speech coder conditions.

We point out that a composite measure may be optimized to
predict the all-speaker subjective score or the individual-
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' 4 ‘d

~

q =

> :21 speaker subjective score, which will result in maximizing,

’ P respectively, the all-speaker correlation or the individual-
b speaker correlation. Notice that the number of items (N) in the

database is the number of coder conditions for the all-speaker
case, and it is six times the number of coder conditions for the
individual-speaker case as there are six subjective scores (one
per speaker) for every coder condition. The number N must be
- sufficiently large compared to the dimension p of the composite

measure, to ensure the validity of the optimized measure for use
i over other (test) coder conditions. This last issue will be
treated later in Chapter 6.

wxy

-4‘.5.4. e
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-

e
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Another issue related to the optimization is what we call
- combipatorial anpalysis. The purpose of this analysis is to
. determine, for a given set of component measures, the best single
. measure, the best two-element composite measure, the best three-
By element composite measure, and so on, along with their respective
optimized correlations. From these data, we can determine the
incremental benefit each additional component measure offers,

AR
AR

R

. ."’
e >

gﬁ Y which in turn can be used, if necessary, in our decision to
§ N include or exclude one or more component measures.

R <

3 S 4.4 Software Implementation of the Objective Measures

S,: We developed the software for objective speech quality
:.: measurement as two separate programs on our VAX-11/780 computer
’3; ’J:‘ running under the VMS operating system. Each program is
g\s & organized around a human-engineered, interactive command system
?:{ - that allows the user to ask the program to reset key parameters
g g or execute one of several functions the program has been designed
solRe
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to perform. Given the digitized input and output speech of a
coder to be evaluated, the first program synchronizes the output
speech with the input speech, performs linear prediction and
spectral analysis of the two speech signals at a prespecified
frame rate, and computes and stores in disk files frame-by-frame
parameter data and a number of parameter and spectral measures.
One parameter file is created for each sentence from the speech
database. The second program performs several functions: it
reads one or more frame-by-frame parameter files, computes simple
and composite objective measures, and writes them out into disk
files (one objective measures file per coder condition); it
reads two or more objective measures files, compares the
objective scores with subjective scores, and computes the
different types of correlations; it performs least squares
optimization to determine the coefficients of a given composite
measure; and it performs the combinatorial analysis for a given
composite measure.
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b
_ % 5. TEST BED OF REAL-TIME SPEECH CODER CONDITIONS
3

"
P As test bed for our objective speech quality evaluation
% work, we used five real-time coders, all implemented on the CSP,

N Inc. MAP-300 array processor. As mentioned in Chapter 1, these
. five coder are: 16 kbit/s APC-NS [1-4], 16 kbit/s CVSD, 9.6
’1 fs kbit/s APC-SQ [7, 8], 9.6 kbit/s RELP [9, 10], and 2.4 kbit/s
5 LPC-10 (7, 8]. We obtained from the sponsor six-speaker (three
;‘;“ E males and three females) DAM test scores for each of the five
i coders, operating under several single-link and tandem-link

5 conditions. Table 4 gives the various coder conditions we have
chosen to consider in this study and for which DAM test scores
are available, along with the all-speaker DAM test scores. We

Bt At A
*
P a4

i note that DAM test scores are also available for individual
i speakers. For the purpose of this work, we used only the
E 2‘ composite acceptability measure of the DAM test [6]. The DAM
# tests of the various coder conditions given in Table 4 were
’ q performed over a period of about 2 years. This raises some
$, o concern about the reliability of the DAM test scores, which we
‘$« y have to keep in mind in sorting out the results of the
4 ;ﬁ correlation analyses of the objective and subjective data. For
< example, we note from Table 4 that the tandems LPC10-APCSQ and
’ ,'53 LPC10-APCNS produced higher DAM scores than did LPC-10 in the

quiet condition! Reference [21] gives some examples that also
support our concern regarding the reliability of the DAM test
results gathered at different times. Nonetheless, we note that
within the Department of Defense, the DAM test is a proven method
of assessing speech quality and is widely used.

iy

The MAP-300 real-time implementation of the CVSD coder
B supplied to us by the sponsor was not set up for simulating
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. L
), Y g
e CODERS 2
i Test .
o Condition APC-NS LVSD APC-S0 RELP LPC-10 E
o Quiet 62.8 51.1 53.4 50.4 46.4
ks !
o 1% Error 58.9 46.1 43.8 45.5 39.9
e 5‘ EIIOI - 43 .1 30.3 35-6 33 .6 P
N gi
e Proc->Proc 60.8 41.3 46.0 43.7 43.1 -
&,
- Proc->CVSD 48.2 - 45.0 44.2 -
e LPC->Proc  47.7 41.2 47.2 41.3 -
£3 Proc->LPC  43.0 37.4 42.1 37.2 -
. EW
53 TABLE 4. The all-speaker DAM test scores for the coder ;3
) conditions considered. Proc stands for Processor, ol
tAd and the score in the row Proc->CVSD under the column
RELP is the score for the tandem RELP->CVSD. :ﬁ
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channel error. Therefore, we did not use the 1% and 5% error
conditions for the CVSD coder. The total number of coder
conditions we used is 31. Table 5 shows our classification of
the coder conditions into waveform coders (WFC) and vocoders
(VCD). A tandem-link is classified as WFC only if both coders in
the tandem are waveform coders. The 6 RELP coder conditions
marked HYB are hybrid in that they are hybrid between waveform
coders and vocoders. The question of whether to classify these
hybrid conditions as WFC or as VCD will be treated in the next
chapter. Excluding the 6 hybrid conditions, we have 13 waveform
coder conditions and 12 vocoder conditions. Therefore, for
correlation analysis of objective measures with subjective
judgments, we have 13 data items for waveform coders, 12 for
vocoders, and 31 for all coders, for the all-speaker case; these
numbers for the individual-speaker case are, respectively, 78,
72, and 186. Since the composite measures FVSD and STB-SNR have
each 7 coefficients (1 constant term and 6 weights), it does not
make sense to optimize these measures for the all-speaker case
over the vocoder and waveform coder classes. Optimization in all
other cases should be reasonable. We shall discuss this issue

further in Chapter 6.
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.f:i
3N CQDERS ~
Test =]
2 Condition APC-NS LVSp APC-50Q RELP LPC-10 -
]
Ny Quiet WFC WFC WFC HYB vCD
o
N 1% Error WFC - WFC HYB vCD
5% Error - - WFC HYB vCD e
%y N
Proc=>Proc WFC WFC WFC HYB vCD "i
o CVSD->Proc WFC - WFC HYB - >
: Proc=>CVSD WFC - WFC HYB -
s .
*ﬁ LPC->Proc  VCD vCD VCD VCD - 7
% Proc->LPC VCD vCD vCD vCD - .
- -
2 5
_?;;? TABLE 5. <Classification of the coder conditions for which the :::ﬁ
».'f{ DAM test scores are available (WFC = waveform e
"9, coders, VCD = vocoders, and HYB = hybrid). We have
not marked the 1% and 5% error conditions for CVSD "
P as our CVSD implementation did not allow the channel
e error simulation.
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6. OBJECTIVE QUALITY EVALUATION OF FILE-TO-FILE CODERS

In the first phase of our work, we considered the so-called
file-to-file implementation of the real-time coders, which allows
the coder output speech to be perfectly synchronized in time with
the input speech. Using the file-to-file coders, we developed,
optimized, and tested the objective speech quality measures, and
designed the input-speech database. Below, we explain what we
mean by file-to-file speech coders (Section 6.1); describe the
results from several initial experiments on objective speech
quality evaluation and propose an approach to deal effectively
with the limited size of the available database of speech coders
(Section 6.2); present our solution to the input-speech database
design problem (Section 6.3); present and discuss the
correlation performance of optimized measures for waveform
coders, vocoders, and all coders (Section 6.4); compare the
correlations of the objective measures over training and test
sets of coder conditions (Section 6.5); and finally discuss the
issue of which way to classify the RELP coder (as a waveform
coder or as a vocoder), for the purpose of objective speech
quality evaluation (Section 6.6).

6.1 PFile-to-File Coder Implementation

As mentioned above, to guarantee perfect time
synchronization of the coder output speech with the input speech,
we developed a file-to-file version for each of the five MAP-300
real-time coders; this modified MAP-300 implementation accepts
digitized input speech files and produces digitized output files.
Except for the analog 1I/0 modules and the modules for acquiring

38
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and maintaining synchronization between the receiver and the
transmitter, the file-to-file version uses all other modules of
the real-time coder. We added software to the file-to-file
versions of all but the CVSD coder to simulate the random channel
bit-errors.

Table 6 gives, for each of the five coders considered, the
speech sampling rate of the coder, the fixed processing delay (in
ms and in number of speech samples) introduced by the real-time
coder, and the fixed processing delay introduced by the
corresponding file-to-file coder. We wrote a program on our VAX
to digitize the coder input speech using the A/D on the
MAP-300; this program, therefore, allows us to digitize the
input speech using the exact sampling rate of any of the five
coders. ‘

Real-Time File-to-File
Sampling Rate Coder Coder Delay
Coder (kHZ) ms_(Samples) ms_(Samples)
LPC-10 8.0 292.5 (2340) 157.5 (1260)
APC-SQ 7.68 275.0 (2112) 75.0 (576)
RELP 6.621 353.4375 (2340) 163.125 (1080)
CVSD 16 .0 125.0 (2000) 0.0 (0)
APC~-NS 6.621 358.875 (2376) 130.5 (864)

TABLE 6. Time delays introduced by the five MAP-300 coders.

To achieve perfect time synchronization of coder output with
input, we used the file-to~file coder implementation and the
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Lol 2

sampling rate of the coder under consideration, and shifted back

H,
AR
S

the output (digitized) speech relative to the input speech by a
:'\ 1 known integer number of samples equal to the processing delay
e introduced by the file-to~-file coder. (We later extended this
;'..; %( approach to the case of a common sampling rate for all five
- coders, as described in Section 6.2.) For the simulation of the .
w, » tandem-link conditions, we used linear-phase interpolation- '
:i:.f: b decimation filtering for digitally resampling the output of the :
‘_;32 ) first coder in the tandem to match the sampling rate required by
E i the second coder and then compensated for the filtering delay by
. shifting back the resampled speech. We similarly resampled, if
:'*%\% 4 necessary, the output of the tandem to match the sampling rate of
:.tﬁ N the overall input of the tandem, so that the two waveforms could
i o be compared for computing the objective measures. Before we
< B resampled the output of a coder, we of course compensated for the '
3‘.:3' - delay of that coder by shifting back the output speech as .
:'_ N . mentioned above. With the above file-to-file method of
X simulating the tandem links, we found that the CVSD-CVSD self-
e S tandem behaved exactly like the single-link CVSD coder. As a
: " ik result of this, we had available only 12 waveform coder
:t? 3 g conditions (see Table 5 in Chapter 5).
)
’ﬁ" - Since the CVSD coder uses a 3.2 kHz lowpass filter and 16

b kHz sampling rate, the spectrum of its input and output speech

A
~

o will contain the filter rolloff at 3.2 kHz and no useful
:{q information over the range 4-8 KkHz. Since we use linear
e prediction analysis in computing all but the STB-SNR measure, we
AN resampled the CVSD input and output speech at 8 kHz before
s ::J? computing the objective measures, to improve the effectiveness of
% linear prediction modeling.

From Table 6, we see that the time delay will be maximum at
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-':fj‘. about 353 ms for the APCNS-APCNS tandem. Since time \
R synchronization of the output speech with the input requires .
v shifting the output backwards, we must include silence longer oy
j." than this maximum delay at the end of individual sentences of
:If:f digitized input speech. We included about 175 ms silence at the X
N2 beginning and about 375 ms silence at the end of each sentence. o
*~ 6.2 Results From Initial Experiments
” —
N -
4y 6.2.1 1Initial Input-Speech Database
2
o Considerably fewer than 72 DAM test sentences would suffice
2 for computation of the objective measures. For our initial work —
R 3 of developing and testing the objective quality measures and as a 4
b3 first cut at the database design problem, we selected a set of 12 ‘
__: DAM test sentences (2 per speaker) through a phonemic analysis of .
2 the full set of 72 sentences. (This initial set was later -
,h slightly modified as a result of more formal investigation. See -
"':: Section 6.3.) We counted the number of each category of speecn
-"g sounds in a hypothetical spoken version of each sentence. (We ;‘;
& did not transcribe the 72 sentences as spoken in the DAM test
o materials.) The categories we considered for vowels were -
5 diphthongs and unstressed vowel, and those for consonants were X
% voicing transitions, fricatives and affricates, stops, nasals,
and glides. Then, from the 12 sentences for each speaker, we _
selected one sentence that had a high number of voicing
. transitions, fricatives, or stops, and a second second sentence
*’: that was low on these categories but high on nasals, glides, or
Y diphthongs. The selected 12 sentences are listed in Table 7. 2
ot
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3;;‘ﬁ Speaker Sentence gSentence Phoneme
- Nunl ) teristi

-
o JE 8 His clothes have unvoiced, fricatives
[~ some false cuffs.
f} “ JE 11 That flower is voiced, glides,
N in bloom. unstressed vowels
W CH 4 Let's talk after unvoiced, fricatives
S his show.
4

- CH 10 I read the news voiced
NA today.
s, . Y
» RH 2 Frank's neighbor nasals
< v mowed his lawn.
~3 -
N RH 9 He sprayed our unvoiced, diphthongs

house for bugs.

-

1, VW 3 These shoes were voiced, glides
q .. black and brown.
NN
N W 11 I had toast for unvoiced, fricatives,
S breakfast. stops
KD KS 11 Some diphthongs have unvoiced, fricatives,
;i ’ no sound. nasals
i Eg KS 12 The book was green voiced, glides,
IR and white, unstressed vowels
2
il MP 6 Don't throw trash unvoiced, fricatives,
AN on the street. stops, glides.
o MP 12 Invest your money voiced, nasals
Y now.
¥
:g TABLE 7. A list of 12 DAM test sentences selected as the
1Y

initial input-speech database.
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i
e :
_;jj: 6.2.1.1 Waveform Coders
'ZT':_ For the foregoing database of 12 DAM test sentences, we
"“ generated the digitized input and output speech files, for each
::‘ of the 12 waveform coder conditions, and then computed the ]
, various objective measures for the all-speaker and individual-
f: speaker cases, The two banded measures, FVSD and STB-SNR, and ;
‘::3;:: the overall composite measure were optimized using all available "
:,‘r" data items as the training set. We performed correlation -
3 analysis of the computed objective measures with the DAM scores, i
\J:{ separately for the all-speaker and individual-speaker cases. The -
0 resulting correlation coefficients are given in Table 8. Several ]
:: comments are in order. First, in the all-speaker case, as we )
' ) correlate averages of objective scores over speakers with s
'_?-\.. averages of DAM scores over speakers, the correlation
'_:E: coefficients should be generally larger for the all-speaker case :
N than for the individual-speaker case. This is also evident in “
' Table 8. Second, the correlation coefficients for the simple
._\ measures LAR, RFC, and LHR are high, and those (maximum over the
A, training set) for FVSD, STB-SNR, and the overall composite
‘Qj measure are all excellent for all speakers and quite high for
;\ individual speakers. Third, the drop in correlation going from
all speakers to individual speakers is more for STB-SNR than for
"~. FVSD and OCM. Fourth, the correlations for the simple measures
'\' are negative as these measures are error measures (the lower the
':L* error, the higher the quality). The composite measures, on the
other hand, are computed, as noted in Section 4.3, as prediction
*:E:: of the DAM score, which explains why their correlations are
:'}'3 positive.
n
e
Y
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Individual

Measure -Speakers All Speakers
LAR -0.821 -0.871

RFC -0.811 -0.864

LHR -0.776 -0.817

LSD -0.556 ~-0.605

FVSD 0.934 0.995

STB-SNR 0.891 0.986

ocM 0.936 0.996

TABLE 8. Correlation coefficients for the simple and
composite objective measures over the 12 waveform
coder conditions.

6.2.1.2 Common Sampling Fregquency

For objective speech quality evaluation, ideally we should
use a single sampling frequency for all coders; this is one step
closer to the approach of not requiring any prior knowledge of
the details of the coder under evaluation. To see what should be
the common sampling frequency, let us consider the LPCl10-APCNS
tandem as an example. For objective measure computations, we
lowpass filter the output of this tandem at 3.2 kHz (bandwidth of
APC-NS) and resample at 8 kHz, to be able to compare with the
input of the tandem. Thus, the filter's sharp rolloff is within
half the sampling frequency of 8 kHz. Since, as mentioned
earlier, we use linear prediction analysis in computing all but
the STB-~SNR measure, and since the effectiveness of LPC modeling
is lowered by the sharp rolloff in the passband, the objective
distances come out to be larger than they should be. This
suggests the use of the lowest of the coder sampling rates,
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namely 6.621 kHz, as the common sampling frequencyl.

We digitally resampled at 6.621 kHz (with the lowpass filter
cutoff at 3.2 kHz) the input and the output speech files for all
coder conditions that required such resampling. We computed the
various objective measures and evaluated their correlation with
the DAM scores. The resulting correlation coefficients for
waveform coders are given in Table 9. Comparing the results in
Table 9 with those in Table 8, we see that all simple parametric
and spectral measures produce substantially higher correlation
with a common sampling frequency. The correlation coefficients
for FVSD and STB-SNR show only small changes, as these 6-band
measures, with their highest band going up to only 3.4 kHz,
already have a built-in bandlimiting aspect. We also noted
modest improvements in correlation over the vocoder conditions.
Encouraged by these results, we decided to use the common
sampling frequency of 6.621 kHz for the remainder of the file-to-
file coder work. (For real-time coders, we used 6.67 kHz. See
Chapter 8.)

6.2.2 Enlarged Input-Speech Database

We enlarged our initial database of 12 selected DAM test
sentences by adding the first 6 unused sentences in the DAM
sentence list of every speaker. We believe that the enlarged
database of 48 sentences (8 per speaker) is adequate for the
database design problem (see Section 6.3).

lgowever, this would eliminate any advantage a coder would have
from a good high-frequency response beyond about 3.3 kHz.
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-~ Individual
: Measure —_Speakers All Speakers
. LAR -0.872 -0.936
e RFC -0.849 -0.913
; LHR -0.867 -0.922
- LSD -0.820 -0.947
e FVSD 0.935 0.991
STB-SNR 0.893 0.993
. OCM 0.941 0.995
)

TABLE 9. Correlation coefficients for the simple and
composite measures over the 12 waveform coder
conditions, for the case using a common sampling

f:i frequency of 6.621 kHz.
[ %
i 6.2.2.1 Waveform Coders
:}:') For the enlarged database, we computed the correlation
[
\ coefficients for the various measures over the 12 waveform coder
. conditions. The results are given in Table 10. A comparison of
i o the results in Table 10 with those in Table 9 for the l12-sentence
R database shows only minor differences. We may interpret this to
: 3-2 mean that the initial set of 12 sentences is indeed quite
representative of the full set of 48 sentences (see Section 6.3
by

[ on database design).

From a computational viewpoint, it is tempting to infer from

PR

‘ 5,.; the results given in Table 10 that we need to use just FVSD and
. not compute the other five measures required to evaluate the

| :j overall composite measure. To pursue this last point further, we

) performed combinatorial analysis (see Section 4.3), and the
o4 resulting best composite measures of various lengths and their

'. E correlation coefficients are given in Table 11 for all speakers
b
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Individual All

Measure Speakers Speakers

LAR -0.879 -0.934

RFC -0.859 -0.915

LHR -0.864 -0.913

FVSD 0.949 0.997

STB-SNR 0.895 0.994

OoCM 0.954 0.997

TABLE 10. Correlation coefficients for the simple and
composite measures over the 48 sentences and the 12
waveform coder conditions.

and in Table 12 for individual speakers. These results suggest
the use of the two-element composite measure (FVSD,LSD) for the
purpose of reducing the computation. Notice that both the
measures FVSD and LSD require computing the LPC all-pole model
spectrum,

6.2.2.2 Vocoders

Since the DAM test scores for the RELP tandem conditions
were not initially available, we considered only the 10 vocoder
conditions given in Table 5. We optimized the two composite
measures FVSD and OCM, and evaluated the correlation coefficients
for the two composite measures and the five simple measures over
the 10 vocoder conditions. The results are given in Table 13.

As we compare the results given in Table 13 with those in
Table 10 for 12 waveform coder conditions, we make two
observations. First, the correlation coefficients of the simple
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] Measures , Correlation !
T4 |
SN FVSD 0.99677
. ; . FVSD, LSD 0.99680
Ry FVSD, LSD, RFC 0.99681
3 s FVSD, RFC,LAR, LHR 0.99700
™ o All six measures 0.99709
DY
,3,?1 g
q"
b

..
.
K
.
s
'

TABLE 11. Best composite measures of various lengths, for all
speakers and over the 12 waveform coder conditions.

i

.

E‘Q Measures Correlation

N PVSD 0.94867

ey FVSD, LSD 0.94955

i FVSD, STB-SNR, LHR 0.95119

N s FVSD, STB- SNR, RFC, LHR 0.95294

T‘. 3 ‘) FVSD, STB-SNR,RFC, LHR'LAR 0095344

b4 All six measures 0.95390

1 &

: N

s TABLE 12. Best composite measures of various lengths, for

N

Qi N individual speakers and over the 12 waveform coder
Ryt conditions.

e

i measures are substantially smaller for the vocoder class than for
L]

the waveform coder class, and the correlation coefficients of the
two composite measures are not as bad, but are still
significantly less for vocoders than for waveform coders.

i
- !! Second, the variability of the correlation in going from
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Individual All

Measure Speakers Speakers
LAR -0.125* -0.311%*
RPFC -0.113* -0.288*
LHR -0.046* -0.271%
FBC -0.187* -0.268*
LSD -0.254* -0.430*
FVSD 0.496 0.840
ocM 0.560 0.983

TABLE 13. Correlation coefficients for the simple and
composite measures over the 10 vocoder conditions.
The asterisks mark the correlations that fail to
achieve statistical significance at P=0.01 (see
text).

individual speakers to all speakers is substantially larger for
vocoders than for waveform coders. Since the correlations of the
simple measures given in Table 13 are quite small, it is
reasonable to ask if they are statistically significant. If we
set the significance level at 0.01, then the correlation values
marked by asterisks in Table 13 are not significant. We note
that the correlations given in the table for the two composite
measures are all highly significant (at a level better than
0.001).

There are at least two reasons for the poor performance of
the objective measures over the vocoder conditions. First, as
noted in Chapter 5, the DAM scores for the LPC10-APCNS and LPCl0-
APCSQ tandems are inconsistent in that they are higher than the
DAM score for LPC-10 in the quiet condition (see Table 4).
Second, as we explored using the LAR measure, we found that the
LAR scores for the 1% and 5% error conditions were much smaller
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than the corresponding DAM scores indicate. The reason for this,
we believe, is that whereas occasional bit-errors cause a

. hoticeable perceptual degradation and hence a low DAM score, the

effects of such errors, even if they are large, are 'diluted' by
the process of averaging over the database, which is performed in
computing the LAR measure. One possible remedy for this problem
is to average over only the top, say, 20% of the frame-by-frame
LAR distances - an idea we had previously developed as part of
another study [15].

We then optimized the measures and evaluated their
correlations over a subset of 6 vocoder conditions, obtained by
excluding the above two tandems and the two channel error
conditions. The results are given in Table 14. Since there are
only 6 coder conditions, we did not consider the all-speaker case
for FVSD and OCM. (Since the composite measures each have 7
coefficients, we can select them to predict perfectly the DAM
scores for the 6 conditions.) The correlations given in Table 14
are, as expected, clearly larger than those in Table 13, although
they are still far inferior to those for the waveform coder
class. We have used asterisks in Table 14 to indicate the
correlations that fail to achieve statistical significance at
P=0.01.

6.2.2.3 All-Coder Class

For - this class, we <considered a total of 25 coder
conditions: 12 waveform coder conditions, 10 vocoder conditions,
and 3 RELP coder single-link conditions (see Table 5). We
optimized the 2 composite measures, FVSD and OCM, over the 25
conditions and the 48 DAM test sentences. The correlation
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o o
Ko Individual o
x4 Measure Speakers All Speakers
o
o LAR ~-0.386* ~0.784% =
e RFC -0.420 -0.822* )
et LHR -0.199* -0.611*
vl FBC -0.580 -0.928 e
.y LSD -0.312* -0.572* -3
. FVSD 0.747 -
:" OCM 0.800 - o
20 =
s
26 3
i TABLE 14. Correlation coefficients for the simple and )
AN composite measures over a subset of 6 vocoder j
.’; conditions. "i
A =
_‘~ '
o coefficients of the optimized composite measures and the simple s
g measures are given in Table 15. We point out that both FVSD and a
N OCM measures produce high correlations with DAM scores, and that !
R the variability in correlation between the individual-speaker and o
By -
14K all-speaker cases is modest. |
s ]

= 3
g Individual v
75 Measure Speakers All Speakers o

] 'Y
LAR ~0.706 -0.776 N
LHR -0.706 -0.772 =)
i FBC -0.402 -0.496 A
1% FVSD 0.882 0.943
) ocM 0.886 0.958 3
= g
o .
é,’* EN
) )
Y TABLE 15. Correlation coefficients for the simple and ~¥
ol composite measures over the 25 all-coder conditions.
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The results of combinatorial analysis are given in Table 16
for all speakers and in Table 17 for individual speakers. These
results seem to indicate that a composite measure consisting of
FvVSD, LHR, LSD, and FBC may be adequate.

Measgures Correlation
FVSD 0.94250
FVSD, LHR 0.94440
FVSD, LHR, LSD 0.95067
FVSD, LHR, LSD, FBC 0.95482
FVSD, LHR, LSD, RFC, LAR 0.95765
All six measures 0.95770

TABLE 16. Best measures of various lengths, for the all-coder
class and all speakers.

Measgures Correlation
FVSD 0.88210
FVSD, LHR 0.88549
FVSD, LHR, LSD 0.88565
FVSD, LHR, LSD, FBC 0.88600
FVSD, LHR, PFBC, RFC, LAR 0.88606
All six measures 0.88608

TABLE 17. Best measures of various lengths, for the all-coder
class and individual speakers.
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o 2
2‘_ 6.2.3 Limited Database of Coder Conditions |
B |
>, The database of coder conditions available to us is rather ":!
: limited, especially for waveform coder and vocoder classes. This 'I
i‘:_. raises two issues of concern. First, with each composite measure N
o requiring 7 coefficients, does it make sense to optimize the ey
e composite measures for the all-speaker case? With the £full .
; database being already limited, how should it be divided into -
o training and test sets? We discuss these two problems below and
= ’ indicate practical solutions. ﬁ
; Let us examine the size of the training set used to optimize o
z" the composite measures. One of the criteria we used on the size ~
o is that it should be 1large enough so that the evaluated '
correlation coefficient is adequately significant in a a
:4 statistical sense. For example, if we demand a significance o
?‘ level of 0.001 or better and if we expect the correlation I-:
.rj coefficient r of the composite measure to be about 0.8, then we 2
need at least N=11 data items (i.e., 11 coder conditions for the -
oy all-speaker case and 2 coder conditions times 6 speakers for the =
*." individual-speaker case). If, however, r=0.6, we need N>25; N>7, _
j if r=0.9. The foregoing criterion is clearly important also in :
= deciding the test-set size. For the training set, however,
v satisfying this criterion alone is not sufficient. In the R0
s pattern recognition literature, one finds a rule of thumb for the v
.: training-set size as 3 to 10 times the number k of (scalar) N
coefficients that are optimized [22]. For FVSD and STB-SNR a
measures, k=7, For the OCM measure, it is not clear what Kk ]
-Cs should be. We, however, know that 7<k<17 ( = 1 overall constant f;z
P + 6 weights for FVSD + 6 for STB-SNR + 4 weights, 1 each for 4
3 simple measures) for waveform coder OCM and 7<{k<12 for vocoder or “
] all-coder OCM. Applying this second criterion, we need at least -
‘i::'i: S
R :
»4‘;'
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N=21 data points. Thus, the all-speaker composite measures can
be "reasonably® trained only for the all-coder class with 25

coder conditions.

How do we deal with the training problem for the all-speaker
case? For example, for the important class of waveform coders,
we have a total of only N=12 data points for the all-speaker
case. We believe that a reasonable solution to this problem is
as follows. Since we have a sufficiently 1large N for the
individual-speaker case, we first train the measure over the
individual-speaker data. We then average the resulting objective
scores separately over sets of six speakers to obtain the all-
speaker objective scores. Correlation is then evaluated between
these all-speaker scores and the all-speaker DAM test scores.
Since the actual coefficients of the composite measure we use in
this approach will have been trained over a sufficiently large
number of data points, we have essentially solved our problem.
All-speaker correlations given in the rest of this report were
computed using this approach.

Next, let us take up the problem of dividing an already
limited database into training and test sets. There is no need
to divide the full data set into equal training and test sets.
Recall from the foregoing discussion that the test set needs to
be just large enough to yield the desired level of significance
for the test-set correlation. Thus, we must choose the size of
the training set to be much larger than that of the test set.
This idea is useful for carrying out the training-set versus
test-set performance comparisons, especially for the individual-
speaker case (see Sections 6.5 and 8.4).
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_::;I; 6.3 Database Design

.‘,",’ In Section 6.2.1, we described our initial selection of 12

::_’.E'; sentences out of the full set of 72 DAM test sentences. We now

:“-;' describe a more formal approach for selecting the best subset of

. 12 sentences. In this approach, we followed a procedure based on

1:-:‘:’ Multi-Dimensional Scaling (MDS), developed in earlier work [23].

::,. The MDS-based procedure is less appropriate to the problem of

S reducing the DAM sentence database than it was in the earlier

'4 work, because the finest level at which DAM scores were available

: was that of the individual speaker, whereas in our earlier work, _
"y?' subjective scores were available for each individual sentence. 1
"::fi Since the only scores available at the latter level were the

. various objective measures, we decided to use the best of these. i
‘.:_:f‘,' Since the overall composite measure trained over 48 sentences and

\ 12 waveform coder conditions yielded a high correlation of 0.954 1

:oj. with the DAM scores for the individual speakers (see Table 10), :
o we used this measure in place of the DAM scores. To further

“'-1; justify this substitution, we submitted the individual-speaker ’

13..‘35" DAM data and the individual-~speaker objective measure (OCM) data ‘
?'.*Q" computed over the 48 sentences to analysis by an MDS program .

I called ALSCAL [24]. ALSCAL models rectangular matrix data as two

fx sets of points, one for the rows of the matrix and one for the 1

e\ columns. In the present case, the coder conditions correspond to )
, the rows and the speakers to the columns, and ALSCAL places the 4

" points in a multidimentional space, so that the distance from ;

:.:'. each coder point to each sentence point agrees as well as

f-..: possible with the corresponding objective score. The data were 3,

‘;: treated as dissimilarities (large scores represent large

'—'-"s distances), which had the effect of placing each point ;
N representing a sentence close to the points representing the

0 ]
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coders that performed worst on that sentence. This seemed
reasonable, since there are many perceptually distinct ways in
which speech can be degraded, but only one way in which it can be
undegraded. Two-dimensional solutions gave an excellent fit to
the data, the values of Stress and RSQ (proportion of variance
accounted for) being 0.087 and 99.8% for the DAM scores, and
0.023 and 99.9% for the composite objective measure. Agreement
between the two solutions was measured by inspection and by
giving each solution as an initial configuration for the other
set of data, and running ALSCAL for one iteration to yield the
Stress and RSQ values. Although the plots of the solutions were
not identical when superimposed, they were similar. The formal
comparisons yielded good agreement, with Stress being 0.175 and
0.179, and RSQ being 97.3% and 97.2%, respectively. This result
shows that DAM scores and objective measure data appear to be
interchangeable, at least within the context of these tests, and
therefore justifies our using the objective measure as the basis
for selecting the reduced subset of sentences.

Next, an ALSCAL analysis was performed on the objective
measure data for the 48 individual sentences, using the same 12
waveform coder conditions. The two-dimensional solution gave an
excellent f£it to the data, the values of Stress and RSQ being
0.087 and 99.2%. The two-dimensional solution for the 48-
sentence data is plotted in Figure 2. All but one of the coder
points (identified by the coder mnemonics?) 1lie to the left of
the Y-axis, and all but two of the sentence points (plotted using

259 in Figure 2 refers to APC-SQ in the quiet condition; SQl is
1% error; SQ5 is 5% error; SQSQ is self-tandem; SQCV is APCSQ-
CVSD tandem; etc.
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Figure 2. ALSCAL solution plot showing 12 waveform coder
conditions and 48 DAM test sentences.
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o

e

-

\',' letters of the alphabet) lie to its right. We have identified in
. Figure 2 three clusters of coder points, by drawing a 1line

:Z':j_" % through the points within a cluster.

o

‘:::41, ;':‘ We performed a new ALSCAL analysis, this time on the
‘T objective measures for the 25 all-coder conditions (see Section

\ o 6.2.2.3) across the 48-sentence database. The two-dimensional

I;:L:‘;.f 3 solution, plotted in Figure 3, again had an acceptably low value

-4.‘_‘:’ . of Stress and of RSQ (0.136 and 98.2% respectively). Clusters of

. coder points are identified in Figure 3 by joining lines through

? . points in each cluster.

:i,ci A Although the 12 phonetically chosen sentences from our

initial database (see Section 6.2.1) were well distributed over
the cluster of 48 sentence points in the solution plots in
Pigures 2 and 3, we discovered that the distribution could be
considerably improved by substituting three new sentences for
e three of the original set. Each substitution, each for a
different speaker, was made within the set of sentences for that
speaker, so that the constraint that each speaker contribute two

"‘
Yo 2

"~
r

oY sentences was retained. Furthermore, each of the substitutions
,::::: :" was perfectly acceptable on the basis of the informal phonetic
= - analysis that led to the original selection. In the original
phonemic analysis, often there were two or three candidates with
3 very similar qualifications, and the choice between them was
‘ L arbitrary. In each case, the substitutions we now made resulted
o = from making a different choice from the same set of equivalent
v candidates. We replaced the three sentences RH2, VW3, and MPl2
;§§ V in Table 7 with the sentences RH4, VW7, and MP7:
; k! RH4 That is the oldest wine.
b, VW7  Music can calm the nerves.

MP7 They want two red apples.
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The 12 new selected sentences are marked by rings in Figures 2
and 3. (Minor differences in the identities of the marked
sentence points are due to superimposed data points.)

6.4 Performance of Optimized Measures

For the results reported below, we optimized each composite
measure over individual speakers and computed the corresponding
all-speaker measure by averaging the individual-speaker measure
over the 6 speakers. Also, we used the new l2-sentence database
and the larger 48-sentence database for training and testing the
measures. The correlation results are reported separately for
waveform coders, vocoders, and all coders.

6.4.1 Waveform Coders

Table 18 gives both individual-speaker and all-speaker
correlations for three different cases. The entry 48/12 in the
column labelled "Database® means that optimization of the
(individual-speaker) measures was performed over the 48
sentences, and the correlations given in that row were computed
over the 12 sentences. From a study of the results in Table 18,
we make several observations. First, differences in correlations
between the two cases 48/48 and 12/12 (row 1 vs row 3) are quite
small, which reinforces the validity of our selection of the 12
sentences as representative of the full set. Second, comparing
the 48/12 and 12/12 cases (row 2 vs row 3), we find that the all-
speaker correlations for the two cases are about equal, and the
differences in individual-speaker correlations are small to
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modest. Thus, if prediction of individual-speaker DAM scores is
important, we must use the coefficients of the composite measures
optimized over the 12 sentences. Third, correlations for the
FVSD measure are higher than those for the STB-SNR measure, and
they are in general only slightly lower than the correlations for
the OCM measure. Fourth, because of the way we computed the all-
speaker measures (by averaging individual-speaker measures),
occasionally the correlation for FVSD came out to be higher than
that for OCM (see row 1). Finally, we note that the FVSD and OCM
correlations are all excellent.

No, Database Individual Speakers All Speakers

FVSD  SNR OCM  FVSD SNR  OCM
1 48/48 0.949 0.895 0.954 0.992 0.970 0.990
2 48/12 0.922 0.877 0.912 0.992 0.973 0.991
3 12/12 0.947 0.889 0.947 0.991 0.963 0.991

TABLE 18. Individual-speaker and all-speaker correlations for
the 12 waveform coder conditions.

6.4.2 Vocoders

Table 19 gives individual-speaker and all-speaker
correlations for 5 different cases. Recall that we obtain the 8
vocoder conditions (rows 1, 3, and 4) from the earlier set of 10
by discarding the two tandems (LPC-APCSQ and LPC-APCNS) that gave
inconsistent DAM test scores, and we obtain the 6 vocoder
conditions (row 2) by discarding in addition the two channel
error conditions of LPC-10 (1% and 5%). Row 5 in Table 19
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3
b .
Nl corresponds to the above 8 vocoder conditions plus the two
M tandems RELP-LPC10 and LPCl0-RELP. Several comments are in
55 ot order. First, <correlations for vocoders are in general
BN . substantially lower than those for waveform coders given in Table
:_. :{ 18. While the individual-speaker correlations in Table 19 are
all significant at the 0.001 level or better, many of the all-
* :f-: speaker correlation scores (those marked by asterisks) are not
:.3 RS significant even at the 0.01 1level. Second, as expected,
¥ ¥ correlations for 8 vocoders are lower than those for 6 vocoders.
N o In fact for 6 vocoders, both FVSD and OCM measures produce
- reasonable correlations for individual speakers and very high
o correlations for all speakers. Third, the differences in
- correlations between the 48/48 and 12/12 cases (row 1 vs row 4)
.« i and between the 48/12 and 12/12 cases (row 3 vs row 4) are
generally small for all speakers and are small to modest for
"f ::1 individual speakers. Fourth, the OCM measure provides in general

a modest improvement over FVSD. Finally, we note that adding the
2 RELP tandems to the 8 vocoders lowers the correlations

LAHA
2

%‘ 4 slightly.

;::E o Next, we offer our reasoning as to why the correlations are
3} ?-i low for vocoders. We have already mentioned above the two
- channel-error conditions. We believe that to be applicable to
;1 :.'f, channel-error conditions, the objective measures should average
3 3 over only the top 20 or 30% of the frame-by-frame distances [15],
) :’ instead of averaging over all the frames. Thus, with this
modification, we expect that the correlations for vocoders should
' ’.~:" be similar to those given in row 2 of Table 19. It is our
§, o conjecture that these correlations would increase further if we
’§ > did not have any tandem conditions. (Five out of the six vocoder
e conditions are tandem links.) In effect, we are saying that the
7; < present objective measurement procedure must be modified to be
By N
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No. Coders Database Individual Speakers All Speakers
1l 8 vocoders 48/48 0.520 0.663 0.603* 0.782
2 6 vocoders 48/48 0.747  0.800 0.949  0.939 2
3 8 vocoders 48/12 0.479 0.475 0.593* 0.804 }.::
4 8 vocoders 12/12 0.576 0.635 0.612* 0.747* =
5 10 vocoders 12/12 0.561 0.628 0.604* 0.682* °y
TABLE 19. Individual-speaker and all-speaker correlations for ?SZ

the vocoder class.

t19

applicable to tandem 1links (see Chapter 10). (We note that

Barnwell's distorted database did not contain any channel-error -'.:l
or tandem-link conditions [11].) To see if removing the tandem- ~
link waveform coder conditions improves the correlations, we "
optimized the 3 composite measures, for the individual-speaker g
case, over the six single-link waveform coder conditions and the .
48 sentences. The resulting correlations are 0.957, 0.929, and =
0.960, respectively, for FVSD, STB-SNR, and OCM. These are
slightly higher than those given in row 1 of Table 18. .‘
_‘ﬁ
6.4.3 All Coders =
3
Table 20 gives individual-speaker and  all-speaker Ej
correlations for the all-coder class. As noted above, the -
differences in correlations between the 48/12 and 12/12 cases are o0
significant only for the individual-speaker case. Also, we "j
63 =
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observe that the differences in correlation between FVSD and OCM
are small.

No. Coders Database Individual Speakers All Speakers

Ja'k)o] QCM EVYSD OCM
1 25 coders 48/48 0.882 0.886 0.935 0.944
2 25 coders 48/12 0.801 0.785 0.931 0.940
3 25 coders 12/12 0.859 0.867 0.915 0.927

TABLE 20. Individual-speaker and all-speaker correlations for
the all-coder class.

6.4.4 Performance Over Subsets of a Training Set

In practice, one is interested in finding out how a
composite measure trained over several types of coders performs
over a subset of these coders, especially if the application
requires the objective evaluation of the coders from this subset.
Performance comparisons between the subsets and the training set
are somewhat related to the training versus test performance
comparisons, which is the topic of the next section.

We considered the all-coder FVSD and OCM measures trained
over the 25 coder conditions and 48 sentences (see Section
6.4.3), and evaluated over several subsets. The results are

given in Table 21. Numbers in parentheses are maximum
correlations over the respective subsets (which will be achieved
if we train the measure over the respective subset). We wish to
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N |
X3 |
»t-c.; make three observations., First, for subsets involving waveform
coders (Nos. 2 and 3), the subset performance is superior to the o
{"" full-set performance. (This is also true for the all-speaker -]
;: case of subset No. 7.) For all other subsets, the subset
&z performance is inferior to the full-set performance. Second, for :
L '
the same subsets involving waveform coders, the differences
4-:; between the actual subset performance and the maximum possible .'.
i,; subset performance (numbers in parentheses) are rather small. -
For all other subsets, such performance differences are large. .
9 Third, when the training set involves a variety of quite J
‘.. different types of coders (as it is the case in this example), .
i : the performance over individual subsets varies a lot (e.g., the X
R correlation for the individual-speaker OCM varies from 0.464 to
R .
i 0.943). This variability does not necessarily mean that the 3
.;. particular measures lack robustness.
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$ s
iﬁ gl EVSD OCM EVSD OCM
{ v 1. Full set of 25 coder 0.882 0.886 0.935 0.944
Y conditions
 §
AR 2. 12 waveform coder 0.945 0.943 0.988 0.990
conditions (0.949) (0.954) (0.992) (0.990)
& T
o gj 3. 12 waveform coder and 0.930 0.933 0.977 0.985
xﬂ 3 RELP coder conditions (0.936) (0.945) (0.982) (0.988)
i .-
2& 94 4. 10 vocoder conditions 0.446 0.464 0.514+* 0.552*
N » (0.497) (0.560) (0.528%) (0.649%)
3 :; 5. 6 vocoder conditions 0.626 0.609 0.873 0.871
Y (0.747) (0.800) (0.949) {0.939)
5 6. 10 vocoder and 3 RELP 0.596 0.621 0.676 0.728
i coder conditions (0.610) (0.625)
\
7. 3 RELP coder conditions 0.868 0.866 0.985 0.985
3

e

o
==

TABLE 21. Correlation coefficients of all-coder composite
) measures evaluated over subsets of coder conditions.
A RN Numbers in parentheses are maximum correlations over

v o s e

ﬁ Y respective subsets. The numbers marked by asterisks
a fail to achieve significance at the 0.01 level.
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6.5 Performance Comparisons Over Training and Test Sets

The results presented below show that the various objective
measures we considered have relatively stable performance over
training and test sets provided that the two sets are similar.
Of course, if the test set is completely different from the
training set, then we expect that the test-set performance will

be severely degraded compared to the training-set performance.
In the experiments described below, we chose the training and
test sets to be reasonably similar.

6.5.1 Waveform Coders

We performed 3 experiments, First, we considered the 2
subsets, denoted by Sl and S2., Each set has all 12 waveform coder
conditions but contains a different set of 3 speakers. We
trained or optimized the composite measures on one set and tested
or evaluated them on another. Table 22 gives the results. From
the table, we observe that the all-speaker performance over
training and test sets is more stable than the individual-speaker
performance, and the performance degradation in the latter case
is quite small for FVSD and OCM and is large but not drastic for
STB-SNR.

In the second experiment, we considered the 12 waveform
coder conditions, and divided them into a 9-coder training set
and a 3-coder test set, each set containing all 6 speakers. The
3 conditions for the test set are: APCNS-APCNS, CVSD quiet, and
APCSQ 1in 1% error. The training set has the remaining 9
conditions. Correlations over the training and test sets are
given in Table 23. Considering the all-speaker case, the test-
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set performance is slightly better for FVSD and STB-SNR and is
modestly worse for OCM, all compared to the training-set
performance. The performance degradation for the individual-
speaker case is large but not drastic.

Iest Set Iraining Set EVSD STB-SNR OCM

Sl 0.991 0.951 0.993
(0.949) (0.887) (0.951)
Sl
52 0.981 0.969 0.979
(0.912) (0.806) (0.905)
sl 0.977 0.922 0.980
(0.943) (0.769) (0.943)
S2
- 52 0.985 0.967 0.982
(0.976) (0.957) (0.978)

TABLE 22. All-speaker and individual-speaker (numbers within
parentheses) correlations over training and test
sets, involving the sets S1 and S2 (waveform
coders) .

In the third experiment, we considered the 12 waveform coder
and the 3 RELP coder single-link conditions, and divided them
into a 10-coder training set and a 5-coder test set. The 5
conditions for the test set are: APCNS-APCNS, CVSD quiet, APCSQ
in 1% error, RELP in 1% error, and CVSD-APCNS. The results are
given in Table 24. The performance degradation of each measure
is small for the all-speaker case. For the individual-speaker
case, STB-SNR exhibits a large degradation, while the other two
measures degrade only modestly.

ctetcdonideditnn,
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Individual Speakers All Speakers
FSD SNR QOCM EVSD SNR QCM
Training Set 0.963 0.913 0.968 0.998 0.984 0.997
Test Set 0.887 0.750 0.861 0.9993 0.9995 0.927

TABLE 23. Training vs test performance comparison for the 12
waveform coder conditions.

Individual Speakers All Speakers

FVSD SNR QCM FVsSD SNR QCM
Training Set 0.950 0.900 0.959 0.991 0.972 0.996
Test Set 0.885 0.747 0.913 0.980 0.963 0.988

TABLE 24. Training vs test performance comparison for the 12
waveform coder and 3 RELP coder conditions.

6.5.2 Vocoders

For this case, we considered the 8 vocoder conditions and
divided them into a 6-coder training set and a 2-coder test set;
the latter has the 2 conditions: APCNS-LPC10 and CVSD-LPCl0.
The results are given in Table 25. We did not compute the all-
speaker correlations for the test set since there are only 2
items to correlate over. The test-set performance for the
individual-speaker case was substantially better for FVSD and

Y

4

P
4 a4




o e % N

A A AN IR AL S T A R i e S AN LS g8 gt Bt YIiTITT R TR e SR A ",:":-; e -leis';—:-"".\-‘ g ."‘.“'."'-‘

vd
o
l Report No. 5504 Bolt Beranek and Newman Inc.
) slightly worse for OCM than the training-set performance. Given
a that there are only 8 coder conditions and that these conditions
n are fairly different from each other, we cannot make meaningful
statements regarding training-set vs test-set performance
;j changes.
. Individual Speakers All Speakers
R EVSD QCM EVSD OCM
- Training set 0.436 0.691 0.485 0.911
o
Test set 0.653 0.680 - -
<
m TABLE 25. Training vs test performance comparison for the 8
vocoder conditions.
>
6.5.3 All Coders

» a
P I
-k ‘\ ‘. ‘- l':)'.:

We considered the 25 coder conditions, and divided them into
1% an l8-coder training set and a 7-coder test set. The test set
! has the following 7 conditions: APCNS-APCNS, APC-SQ quiet, RELP
in 1% error, LPC10~-CVSD, LPC-10 in 5% error, CVSD-APCNS, and
APCSQ-LPC10. The results are given in Table 26. Because the
database for the all-coder class is reasonably large, we have
confidence in the results given in Table 26. It is clear from
this table that the performance of both FVSD and OCM is quite
stable over the training and test sets.,
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Individual Speakers All Speakers

EVSD OCM EVSD OCM
Training set 0.884 0.888 0.941 0.949
Test set 0.882 0.880 0.943 0.949

TABLE 26. Training vs test performance comparison for the 25
all-coder conditions.

6.6 Classification of the RELP Coder Conditions

The RELP coder is a hybrid between the waveform coder and
the vocoder. Thus, we have the option of treating it as a
waveform coder or as a vocoder. In deciding which of these two
classifications is bett2r, we should examine two issues. First,
how much the inclusion of the RELP coder conditions into each
class degrades the performance of the composite measures over the
coder conditions that are already included in that «class?
Second, what is the performance of the composite measures over
the RELP coder conditions? The classification that produces
lower degradation (first issue) and higher performance (second
issue) is the one we should adopt.

As given in Table 5 (Chapter 5), we have a total of eight
RELP coder <conditions, of which the two tandem conditions
involving LPC-10 are clearly vocoder conditions. The question,
then, is how should we classify the remaining six RELP coder
conditions (which are marked as HYB in Table 5). We have two
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I

?ﬂ o cases corresponding to the two ways of classifying these six RELP

. conditions:

S CASE A: Treat the six RELP conditions as waveform coder

O conditions, and optimize the measures over the 12 waveform
R and six RELP coder conditions and over the 12 sentences.
. Correlations are given in Table 27.

J CASE B: Treat the six RELP conditions as vocoder_conditions,

o and optimize the measure over the 10 vocoder3 and six RELP
coder conditions and over the 12 sentences. Correlations are
given in Table 28.

“
. A
. v -
B
P

0y

4,51.‘,
Lol
A a A a

vy o Measure Individual Speakers All Speakers

SO

e, FVSD 0.903 (0.947) 0.965 (0.991)

?3 B STB-SNR 0.881 (0.889) 0.955 (0.963)

- E ocM 0.934 (0.947) 0.985 (0.991)

7

W ' .'-.'

b TABLE 27. Correlation results for the set of 12 waveform and
i o 6 RELP coder conditions. Numbers in parentheses are
N for 12 waveform coder conditions alone.

Ly - -

o

“."\' ‘-

:::::'. . The numbers in parentheses in Table 27 are the optimized
b e T

” correlations over the 12 waveform coder conditions alone. We see
Ny o clearly that adding the six RELP coder conditions to the 12
',;::'.; T waveform coder conditions changes the correlations only slightly.
:-'f: We then evaluated the Case A measures separately over the 12
"" = waveform coder conditions and over the six RELP conditions. The
RO results are given in Table 29. Similarly, we evaluated the Case
NN

< i 3We have excluded the LPC10-APCNS and LPCl0-APCSQ tandems as
. . .

Ny their DAM scores are inconsistent.
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B measures over the 10 vocoder conditions and over the six RELP .
coder conditions. The results are given in Table 30.

L

Measure Individual Speakers All Speakers
FVSD 0.608 (0.561) 0.604 (0.604) t-_}
ocM | 0.639 (0.628) 0.812 (0.682)

[
P

TABLE 28. Correlation results for optimization over the 10
vocoder and the six RELP coder conditions, Numbers
in parentheses are optimized correlations for
vocoder conditions alone.

el RS

12 Waveforn Coders 6 RELP Coders i!

Individual All Individual ALl °

FVSD 0.942 0.988 0.697 0.891 1

STB-SNR 0.870 0.948 0.843 0.984 ?j
ocM 0.942 0.989 0.822 0.955

&

-

TABLE 29. Correlation results of Case A measures over 12
waveform coders and over six RELP coders.

A -

Y AT

» ..

1
o

.'.."

Comparing the results given in Table 30 with those in L
parentheses in Table 28, we find that the inclusion of the six
RELP conditions into the vocoder class results in a substantial
decrease in the correlations over the 10 vocoders: a reduction _
in the correlation of OCM from 0.628 to 0.412 for individual d
speakers and from 0.682 to 0.377 for all speakers. On the other

0t
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::' oo
R 10 Yocoders 6 RELP Coders

- Individual All Individual All

LN Meagure Speakers Speakers Speakers Speakers
by . FVSD 0.458 0.473 0.692 0.886
AN

N ocM 0.412 0.377 0.508 0.652
\ "-‘

. T

\‘ -'..l.
e

Y TABLE 30. Correlation results of Case B measures over 10
WA vocoders and over six RELP coders.

N o

hand, comparing the results given in Table 29 with the numbers
.ii given within parentheses in Table 27, we find that the inclusion
of the six RELP conditions into the waveform coder class produces
only a minor reduction in correlation over the 12 waveform
coders. Considering the correlation over the six RELP coders, we
see from Tables 29 and 30 that Cases A and B produce similar
results for FVSD, and Case B produces a substantially lower
! correlation for OCM than does Case A. Thus, it is very clear that
we should classify the six RELP conditions as belonging to the
Y waveform coder class.
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>3 7. TIME DELAY ESTIMATION AND SYNCHRONIZATION
: -
. Ry
.(i;g - In the work reported thus far, we used the file-to-file
” " version of each real-time coder, and achieved synchronization of
vl the coder output speech with the input speech by compensating for
¥, the known processing delay of the coder. In this chapter, we
z‘:: IE- report our work on the more general synchronization problem
""".' A
;:.7 involving real-time speech coders and unknown coder processing
& delay. Below, we state the synchronization problem and outline
j our proposed approach (Section 7.1): present experimental

results dealing with the sensitivity of objective measures to
simulated synchronization errors (Section 7.2); describe our
w5 design of the coder input signal to be used for estimating the
time delay introduced by the coder (Section 7.3); present the

-«

O LA

s gt

-

.‘J} time delay estimation algorithm (Section 7.4); and present some

‘f :j: experimental results we obtained using this algorithm on both

:'.*f - file-to-file coders and real-time coders (Section 7.5).

"

. 7.1 Statement of Problem and Our Approach

HE

T The problem of synchronizing a real-time coder's output
:ﬁ' speech with its input speech is the same as the problem of

estimating the time delay introduced by the coder and then
compensating this delay by shifting back the output speech
relative to the input speech. Here we have tacitly assumed that

S 1202
12t

:;:‘ '}. the time delay is fixed, i.e., not time-varying. This assumption

: W is true for the five real-time coders considered in our
'{* ~ investigation. The time delay for these coders is a sum total of

’f‘ - delays introduced by the coding algorithm (e.g., filtering
"': N required in high-frequency regeneration in RELP [10]) and delays
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introduced by the particular implementation (e.g., A/D and D/A
buffering, transmit and receive buffering, etc.).

The problem of estimating the time delay between two signals
has been investigated extensively in the sonar signal processing
area [25]. In that application, each signal is received at a
different sensor, and the estimated delay is used in computing
the bearing of the target source. Each sensor signal is modeled
as a delayed version of the target source signal corrupted by an
additive noise that is uncorrelated with the noise of the other
sensor signal. The time-delay estimation approach is to cross-
correlate the two sensor signals and declare the lag at which the
cross-correlation function is maximum as the estimated delay.

In our case, the time-delay estimation problem is simpler in
one sense and harder in another sense than the sonar problem. We
have the freedom of designing the input signal in a way that
makes the problem easier to deal with or leads to a more reliable
estimate or does both. On the other hand, the cross-correlation
approach may not be directly applicable for non-waveform coders
like the LPC-10, since its output cannot be reasonably modeled as
its input plus noise. A modified cross-correlation approach for
this case may be to cross-correlate time functions of short-term
characteristics (energy, formant frequencies, etc.) of the input
and the output signals, since the LPC-10 attempts to preserve
these characteristics in the output.

our Proposed Approach to the Synchronization Problem:

In our approach, we apply as input to the coder under
investigation a specially designed time delay estimation (TDE)
signal and record gsimultaneously the coder input and output,
using a two-channel tape recorder. We then digitize the input
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‘:3.:

g e and output signals on the two-channel tape simultaneously, using

N a two-channel A/D facility. The TDE algorithm compares the

"; ;‘ digitized output signal with the digitized input signal, and

B provides an estimate of the coder time delay. Finally, the
{f’ estimated time delay is used in synchronizing the coder output

speech with its input by simply shifting the output backwards
relative to the input.

LI PRI

o We note that the input (or source) tape for objective speech
X ﬁ guality evaluation consists of the TDE signal followed by the
selected 12 DAM test sentences. The two-channel tape-recording

S and the two-channel digitization, mentioned above, are performed
W for the complete input tape (see Appendix for details). By
simultaneously tape recording and simultaneously digitizing the

] - coder input and output signals, we avoid the problems of the
NI single-channel approach in which we tape or digitize one signal
"i :.: at a time; these problems include stretching of the tape,

variations in tape recorder speed, and errors in locating the
beginning of each signal. Re-recording the input signal, which
is required in the two-channel approach, might slightly degrade
the signal, but we believe that the effect, if any, of this re-
recording on time delay estimation or on objective measure
computation should be negligible.
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Before we describe the design of the TDE signal and present
the TDE algorithm, we present some experimental results dealing
with the sensitivity of the composite objective measures to
simulated errors in synchronization (i.e., errors in the
N estimated delay). Clearly, such sensitivity data will give an

idea of the required accuracy of the estimated time delay.
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’Sff 7.2 Sensitivity of Objective Measures to Simulated

KD Synchronization Errors

PLin

uﬁﬂ? To examine the effect of errors in the estimated value of
A ot

.iﬁf the coder time delay on the performance of objective measures, we
i introduced known errors, recomputed first the frame-by-frame
o measures and then the composite objective measures using the
f$¥$ coefficients of the no-error case (perfect time-delay
e estimation), and evaluated the correlations with the DAM test
AN

oo scores. We used the file-to-file coders for this study. For
s

waveform coders, we considered an error in the time delay of five
samples, as we assumed we could estimate the time delay of these
coders very accurately. The resulting correlations over 12
waveform coder conditions and 3 RELP coder single-link conditions
are given in Table 31, along with those for the no-error case for
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uf comparison. The correlations of FVSD and OCM change only
DAJS
255; slightly under error, but, as expected, the correlations of STB-
W SNR decrease drastically. (We note that the dominant component
s in the OCM considered is FVSD and not STB-SNR; if the latter
ANk Y]
A were dominant, we would have seen a larger sensitivity for OCM.)
o NN
by
‘3 Individual Speakers All Speakers
fff Meagure No Erxor Error No Error Error
= (]
Y FVSD 0.909 0.911 0.965 0.966

-"‘

ih‘ STB-~SNR 0.882 0.590 0.960 0.659
e
= ocM 0.938 0.910 0.991 0.980
b3
v :'j

:¢: TABLE 31. Performance of objective measures over 12 waveform
At and three RELP coder conditions, under a simulated
o™ five-sample error in the coder time delay.
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For the vocoder class, we considered the eight vocoders (we
excluded the tandems LPC10-APCNS, LPC10-APCSQ, LPCl10-RELP, and
RELP-LPC10), simulated a time-delay error of 100 samples (12.5 ms
at 8 kHz and about 15.1 ms at 6.621 kHz), and, as above, computed
the correlations. The results are given in Table 32. Again, the
performance change caused by the error in the delay is only
small. (That the correlations of FVSD increase slightly in error
is not statistically significant.)

Individual Smm All Speakers
Measure No Error No Error Error
FVSD 0.576 0.577 0.612 0.631
OocM 0.635 0.617 0.747 0.728

TABLE 32. Performance of objective measures over 8 vocoders,
under a simulated 100-sample error in the coder time
delay.

We then considered the all-coder class of 25 conditions: 12
waveform coders, 3 (single-link) RELP coders, and 10 vocoders.
We assumed a time-delay error of 5 samples for waveform and RELP
coders and of 100 samples for vocoders. The correlation results
are given in Table 33. We note that both FVSD and OCM produced
higher correlation in error than in no error; the changes,
however, are not significant.

From the results reported above, we infer that both FVSD and
OCM are well behaved and produce only a small drop in
correlation, under "reasonable" errors in the estimated coder
time delay; but, STB-SNR is highly sensitive to such errors.




AR

e o
N Y %

'.'-‘2.}.:

ERBE -

o8

ol

T G B D T N L LT R A LT T S A T A

E

Report No. 5504 Bolt Beranek and Newman IncC.

Indixi.dual&mams All Speakers
Measure No Error No Error Error
FVSD 0.859 0.873 0.915 0.928
oCcM 0.867 0.882 0.927 0.940

TABLE 33. Performance of objective measures over 25 all-coder
conditions, under a simulated time-delay error of 5
samples for waveform and RELP coders and of 100
samples for vocoders.

7.3 Design of the Input Signal for Time Delay Estimation

It is intuitively clear that the input signal should be
speech-like and not be "foreign" to the coder, since this should
avoid any possible pathological situations and since the coders
have been designed specifically for speech.

Should we generate an input signal that is completely voiced
or is completely unvoiced or has both types of segments as in
speech? A careful analysis indicates that we should use unvoiced
signals. There are several reasons for this decision. First,
frame-oriented coders that use a pitch-excited source (e.g.,
LPC-10) will use an average pitch over the frame, and hence the
pitch pulses in the output speech will not, in general, be
located the same way as in the input speech. Second, coders like
LPC-10 make voicing errors. Third, for a correctly identified
voiced frame, estimated pitch values can be in error.

Having decided to generate unvoiced signals, we then
investigated the use of multiple-segment or bursty signals. Such
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a signal has several alternating segments of low and high
energies. Durations of individual segments are different and are
chosen randomly. Each transition between segments can be used to
estimate the time delay (by comparing that transition in the
coder output with the transition in the coder input). With the
resulting multiple time-delay estimates, we can select the most
robust one or obtain a more reliable estimate through some
averaging technique. The averaging idea may be important for
non-waveform coders like LPC-10, since the individual estimates
are prone to error because of the frame-oriented nature of these

coders.,

We then developed an interactive program for generating the
input signal. The program has a user-specified basic frame size,
and it determines the lengths of the low-energy and high-energy
regions as randomly chosen integer multiples of this frame size.
Random region lengths should allow coder framing and processing
to influence each transition differently. The user also
specifies the minimum and maximum lengths of the low-energy and
high-energy regions and the sampling rate. The lower limit on
the region length must be large enough to adequately separate one
transition from another (which is necessary to minimize confusion
in locating transitions) and to provide a sufficient number of
samples around each transition for the TDE algorithm processing
(see Section 7.4). The upper limit on the region length helps to
minimize the computational effort required by the TDE algorithm.
The individual samples of the two types of regions are generated
using a zero-mean uniformly distributed random number generator.
The generated samples can be optionally filtered through an all-
pole filter to obtain a speech-like signal. The user has the
option of specifying a fixed all-pole filter and a fixed mean-
square value in dB, one for each region; or he can vary one or
more of these quantities as a function of the frame number.
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Using the above-mentioned interactive program, we generated
a number of TDE signals and tested them on a number of file-to-
R file coder conditions. We used a basic frame size of 12 ms, a
-i:j minimum region length of 24 frames, a maximum region length of 30
AN frames, and a sampling rate of 6.67 kHz. For all-pole filtered
- TDE signals, we used a fixed two-pole filter (complex pole at 500

T R i S, e L

Ve Hz with a bandwidth of 200 Hz). For the purpose of these

?§§ experiments, we manually located the transitions in the coder

:;‘ output, chose a region around each transition, and cross-

correlated this region with the corresponding one in the input.

*f? The cross-correlation approach worked well for waveform and RELP

iﬁ; coders, but was not as good for vocoders, as expected, For 1
E;ﬁ vocoders, the time delay was estimated by directly comparing the '
j" located output transitions with the input transitions. The :
Safé results from these experiments helped us in the design of the TDE i
;zﬁ signal and also provided insights for developing the TDE J
jéf algorithm. The results relating to the design of the TDE signal i
'T‘ are summarized below.

fj;i All-pole filtering of the random signal caused or increased
t;ﬁ; confusion in locating the energy transitions. Therefore, we

5@2 decided against using an all-pole filter. Let E1 denote the

e mean-square value in dB of the low-energy region and E2 denote

:;i: the corresponding quantity of the high-energy region. With a

iﬂﬁ' value of E1=40 dB, we found that using E2=45 dB produced good

:if delay estimates for vocoders; transitions could be identified J
JJ: more readily when we used E2=50 dB for waveform coders. We note d
;:&: that with E2=50 4B, LPC-10 synthesized the high-energy regions as .
) _3:: voiced segments. ]
{:i:

Ty The TDE signal we finally chose is shown in Figure 4. It :
':‘ has an overall duration of about 5 seconds. The first second of :
*AS ‘
w.,-.; ;

..... e T N L N T AT N T A

. . .-l PP RN
. - . BRI . - - N
PRSI RN S SRS SO S (A AL st anat st w - !.AJ.A:.L"A‘_L‘.‘




il
LR
S L

s Ix
I
[ Y

N Report No. 5504 Bolt Beranek and Newman Inc.

« ¢
Al
o -
.
3

4
»

Ll o +

\ _!
KRN
.P\ R

. -
L -
>y ‘

WS
Ty -
o

.. 1 .\
ot T
3
LY
] .‘V
L% v
- -
Y ]
‘T\ -‘C'

e d B

LN ‘A; LT A, ~

A
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e 4 o noise segments.
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the signal contains a single low-energy region. This section of I
the signal is provided to collect all coder startup

« "

characteristics, such as acquiring sync. This section of the

S A

4‘:\ processed signal must be discarded so that any distortions caused

f-.::' by coder startup will not disrupt the TDE analysis. The last K
' second of the signal also contains a single low-energy region,

o and is provided to assure that all energy +transitions, when

‘ delayed by a coder, are present in the coder output signal.

;;'f:' The middle three-second section of the signal contains ’
4 alternating low and high energy regions, with a total of four v
high energy regions, which proviaes eight energy transitions for

1-. delay estimation. Tests showed that multiple time-delay
estimates (one for each energy transition) can be used to extract .
{ one value that is robust. We had observed, for example, that :
:‘:‘: errors in the location of several of the transitions occurred. v
SR Some of these errors occurred in the first transition, which
::,'.: indicates that a single energy transition would not be adequate. )
\ Figure 5 provides a comparison of the input TDE signal

Z:::Z (lower plot) and the corresponding output signal (upper plot)

::I- from the APC-NS coder operating in the quiet condition. While

- some smearing of the transitions is evident in the output signal,

o it seems rather simple to locate the transitions (at 1least N
j:;f manually). Figure 6 provides a similar comparison for LPC-10

: operating in 5% channel error. The transitions in the L™C-10 .
O output signal are much more smeared than we see in Figure 5. -
z( Also, channel error has caused noticeable energy changes in the

:3-.' output signal, which might cause problems in automatically

I:: locating the transitions.

Sy

To be used with real-time coders, the TDE signal shown in =
. 84
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Figure 5.

R T S | 1’;",0 4

The input time delay estimation signal (lower plot)
and the corresponding output (upper plot) obtained
from the APC-NS coder operating in the quiet
condition.
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Figure 6. The input time delay estimation signal (lower plot)

d

and the corresponding output (upper plot) obtained o
i from the LPC-10 coder operating in 5% channel error. -
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Figure 4 must be preceded by an initialization signal, to help
properly initialize any of the adaptive mechanisms of the coder.
For example, LPC-10 uses adaptive or time-evolving thresholds in
its pitch and voicing algorithm. Without such initialization
signal, the real-time LPC-10 coder synthesized the output TDE
signal as an all-voiced signal, which would surely produce
incorrect time delay estimates. (For the file-to-file LPC coder,
we applied the TDE signal file twice, treated the first
application as initialization, and used the second output file
for TDE processing.) Experimentally, we found that a random-
noise initialization signal produced the desired results. We
synthesized this signal digitally using the same program that
generated the TDE signal (but without any transitions) and using
a mean-square value of 60 dB.

Finally, we recommend the use of two TDE signals, one for
waveform coders and another for vocoders and all coders. The
first TDE signal has BEl=40 38 and E2=50 4B, and the second one
has El=40 4B and E2=45 dB.

7.4 Time Delay Batimation Algorithm

Our algorithm for estimating the coder time delay consists
of the three steps listed below., We assumed that the two-channel
tape containing the input TDE signal and the corresponding coder
output has been digitized using a two-channel A/D facility, to
produce two disk files containing the digitized versions of the
input and the output TDE signals. (For the file-to-file case, we
need only to process the digitally synthesized TDE signal through
the file-to-file coder to obtain the required output signal.)
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e Steps in the TDE Algorithm

e l. Determine the start point of the TDE signal on the
G input file.

2. Locate the eight transitions on the output signal.

3. Compare the transitions on the output signal with those

i on the input signal, compute eight time delay
2 estimates, and produce one value as the desired time
S delay estimate.

Clearly, Step 1 is required only for real-time coders. (As
we use the digitally synthesized input TDE signal for the file-
to-file case, the start point and the location of the transitions
?f«"; are known exactly.) Because of analog taping and cuing in the
A/D process, the start point of the input TDE signal has to be
estimated. We will explain how this is done at the end of this
: section, as we actually use the same procedure required for Step
R 2.

e e

For Step 2, we first compute a frame-by-frame "Energy
Contour Buffer® or ECB for the output signal, and from the ECB,
we determine the best estimate of the frame at which each
transition occurs. These two issues are described below.

S et
ST
D i

The energy contour buffer gives a preliminary estimate, on a

Y

be possible because of analog taping and A/D processing.) High
energy region frames are indicated by a value of one in the ECB,
and low-energy frames by zeros. The ECB is computed as follows.

*;: frame basis, of the high and low energy regions in the TDE
B signal. We use as frame size the same 12 ms value we used in
f‘ generating the TDE signal (see Section 7.3), so that the ECB
e analysis frame boundaries and the energy transition edges of the
': TDE signal will approximately coincide. (Exact alignment may not

)
49
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e

We first discard the first second of the output TDE signal, as
mentioned above in Section 7.3, to eliminate coder startup
distortions. Then an average of the frame energies is computed
for the first low-energy region. A threshold is then computed as
a predetermined constant (we used 1.5 for vocoders and 2.0 for
waveform coders and all coders) times this average energy. Zeros
are stored in the ECB for the frames that were used in obtaining
this average. Por the rest of the TDE signal, each frame energy
is compared with the threshold. We insert a one in the ECB if a
frame energy is above the threshold and a zero if the energy is
below the threshold.

bS ,;r‘,a;:'g,v'_:-;t:'% e
B8

OV L ST

From the ECB, we next determine the frame at which each
transition occurs. Ideally, the ECB should contain contiguous
sequences of zeros and ones indicating the region locations.
However, because of local variations of energy caused by channel
error and coder framing and processing, several frames may exist
in the vicinity of each transition as candidate locations of an
energy transition. Our algorithm collects together possible
transition frames for each transition. Por the occurrence of a
transition the ECB is searched from the beginning for the first
frame containing a one. If this frame is followed by at least S
frames of zeros, it is discarded as a fluke, and the next frame
in the buffer containing a one is located. As soon as the 5-
frame test fails, all frames containing a one preceded by a zero
are located for the next 10 consecutive frames. The search for
these frames will be aborted before the l0-frame limit if five
consecutive frames of ones are found, indicating a solid
detection of the first high-energy region. The second transition
can be approximately located from the data (group of possible
transition frames) of the first transition since the first high-
energy region length is known. The first frame in the group of
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possible transition frames of the first transition is used to
locate the start frame of the second transition. A search over
10 frames around the start frame of the second transition is made
to collect all possible frames containing zeros preceded by
frames containing ones. (Remember that the second transition is
from high to low energy.) The search is aborted prematurely if
five consecutive frames of zeros are found, indicating a solid
detection of the next low-energy region. This procedure is
repeated for locating the rest of the six transitions. We then
have a group of possible transition frames for each of the 8
transitions.

Next, we determine a single frame as the best location of
each transition. First, we identify the three transitions with
the smallest group of possible transition frames. A search is
then made for the set of three frames, one from each of the three
chosen transitions, which provides the least error. An error can
be computed for each set since the correct durations between
transitions are known. One of the frames from the chosen set is
then used to find the best single frame for each of the remaining
5 transitions (best in the sense of least error).

Step 3 of our algorithm is to compute the 8 delay estimates

and extract one value as the coder delay. This step is performed
differently for waveform coders, vocoders, and all coders.

For waveform coders a cross-correlation of the input and
output TDE signals is computed around each transition. A 1000-
sanple window is centered at the start of the chosen frame for
each transition. We compute 501 1lags (250 positive, 250
negative, and one at zero lag) for the 8 correlation functions,
one for each transition. Each correlation function is normalized
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with the square-root of the product of the autocorrelations of
the input and output TDE signals computed over the 1000-sample
window. The location of the peak of each normalized correlation
function gives the delay estimate for that transition. The delay
estimate corresponding to the highest peak correlation is chosen
as the final delay estimate.

For vocoders, the delay is determined directly by comparing
each of the 8 chosen transition frames for the output signal with
the corresponding one for the input signal. Eight delays are
computed, one for each transition. The delay is defined as the
difference in samples between the transition locations in the
coder input and output TDE signals. The median of these 8 delay
estimates is declared as the coder delay.

Por the all-coder class, the cross-correlation functions are
computed as in the waveform coder case. The maximum peak-
correlation value is then compared with a threshold. If the peak
correlation exceeds the threshold, the coder delay is taken as
the value corresponding to this peak; if the peak is below the
threshold, the delay is computed as in the vocoder case. The
threshold for the peak correlation was empirically determined as
0.2. Our experiments showed that for vocoders the peak
correlation obtained was approximately 0.1, and for waveform
coders the minimum value of the highest peak correlation was
approximately 0.25.

Now, let us return to Step 1 of the TDE algorithm, which is
required for real-time coders, as we mentioned above. Once the
start point of the input TDE signal is determined, the locations
of the 8 ¢transitions are easily computed as we know these
relative to the start point. The procedure for estimating the
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start point is as follows. First, we apply on the input signal
the same procedure we described above for Step 2 to locate the
energy transitions approximately. We then correlate a section of
the signal around the first transition with the corresponding
section of the original, digitally synthesized input signal.
(The latter is directly used in the file-to-file case as the
input TDE signal, as mentioned above.) The peak of this
correlation provides an estimate of the location of the first
transition. An estimate of the start of the input signal is then
obtained, as we know the duration of the first low-energy
segment.

Notice that the two-channel tape-recording and the two-
channel A/D steps may, in general, introduce a non-unity gain
between the coder input and output. Even if one tries to make
the gain unity, this may be accomplished only approximately.
Clearly, any gain value other than unity will have a degrading
impact on the effectiveness of the signal-to-noise ratio measure
STB-SNR. All the other objective measures we use, fortunately,
are not affected by the absolute signal levels. To compensate
for the non-unity gain, we added a provision to the TDE program
to compute and print out the ratio of the energies of the first
low-energy segment of the TDE input and output signals. We
modified the objective measurement program so that it will accept
this input-to-output energy ratio and include it in computing the
STB~SNR measure.

7.5 Experimental Results

~ We used the TDE signal presented in Section 7.3 and the TDE
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R
KR

algorithm described in Section 7.4 for estimating the time delay !
introduced by both file-to-file and real-time coders operating
under several single-link and tandem conditions. The results are
reported below.

A
KRG

4

7.5.1 File-To-File Coders

We considered a total of 13 coder conditions: CVSD in the
quiet, and each of the other 4 coders (APC-NS, APC-SQ, RELP, and
LPC-10) in the quiet, in 1% channel error, and in 5% channel
error. Thus, we considered 7 waveform coder conditions, 3 RELP
coder conditions, and 3 vocoder conditions. The time delay was
estimated without error for all waveform coder conditions. We
obtained the best delay estimate for the RELP coder conditions
when we treated them as waveform coders. The resulting error in
the estimated time delay was 1 sample, for each of the 3 RELP
conditions. The delay estimates for the 3 LPC coder conditions
were in error by 20 samples. From the results we reported in
Section 7.2 on simulated time-delay errors, it is clear that the
errors we just reported should not affect the performance of the
objective measures.
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7.5.2 Real-Time Coders
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Below, we present the results we obtained for the five real-
time coders in the quiet condition. We note that the “"true"
coder delay estimate obtained from the knowledge of the coder
algorithm and implementation is only approximate since the analog
lowpass filters used at the coder input and output introduce
frequency-dependent group delays into the signal path. (If these
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filters were “linear-phase filters," we could theoretically
determine the exact additional delays they would introduce.) 1In
an attempt to resolve this problem, we displayed the digitized
coder input and output signals on our IMLAC display computer,
visually compared similar events on the input and output signals,
and manually computed the delay estimate. For each of four
coders, we obtained two such estimates by visual inspection of
two different events of the signals; for the RELP coder, we
could get only one reasonable visual time-delay estimate.

Table 34 lists, for each of the five real-time coders, three
groups of time-delay estimates: 1) estimate produced by the TDE
program, 2) two estimates obtained by visual inspection, and 3)
estimate that is an integer number of frames of the coder in
question and that is nearest the visual estimates. The samples
in terms of which the time-delay estimates are given in the table
have a period of 150 microseconds (6.67 kHz sampling rate). It
is clear from the table that our TDE program produces
satisfactory results. Again, we mention that we cannot give the
®"true® error in the time-delay estimate as we do not know exactly
what the correct delay is (because of the input and output
filters). We, however, know that the error is nonzero as we are
using a fixed sampling rate of 6.67 kHz, which is different from
the coder's internal sampling rate.
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poj Coder Iime-Delay Estimate

A P
/
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Fa) TDE Program Visual Inspection Integer Coder
3 @ APC-NS 2400 2369,2388 11 (2393)
$ i CVSD 807 799,830 2 (833)
N APC-5Q 1841 1828,1842 11 (1837)
3 ﬁ RELP 2360 2347 13 (2356)
LPC-10 2040 2064,2034 13 (1950)
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' TABLE 34. Estimated time delays for the five real-time coders.
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8. OBJECTIVE QUALITY EVALUATION OF REAL-TIME CODERS

In this chapter, we report objective quality evaluation
results we obtained from real-time speech coders, using the
input-speech database we previously designed (Section 6.3) and
the time delay estimation algorithm we described above in Chapter
7. To yield the best prediction of the subjective, DAM test
scores, the composite objective measures must be optimized over
the real-time <coder conditions. However, we initially
investigated the use of the file-to-file coder objective measures
on real-time coders. The results of this investigation, reported
below in Section 8.1, not only indicate, as expected, suboptimal
prediction of the DAM scores, but also help us identify and
correct several factors that cause the performance of the
objective measures to degrade. The topic of optimization of
objective measures over real-time coder conditions is treated in
Section 8.2. In Section 8.3, we present the results obtained
from performance comparisons of objective measures over training
and test sets of real-time coder conditions. Finally, in Section
8.4, we make several recommendations for objective speech quality
evaluation of real-time coders.

We note that the Appendix contains a detailed description of
1) the coder input tape containing the TDE signal and the 12 DAM
test sentences; 2) the procedure to check and set various
amplifier gains and to prepare the two-channel tape containing
the cocer input and output; and 3) the procedure to digitize the
two-channel tape using a two-channel A/D converter. In the coder
input tape, the two DAM test sentences from each of the 6
speakers has been recorded as one unit or block, which enables
the user to digitize the coder input and output as 6 separate
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speaker files. Another point we note here is that the coder
input tape has two repetitions of the 3 blocks for male speakers,
followed by two repetitions of the 3 blocks for female speakers.
Only the second set of blocks in each case will be digitized.
This arrangement allows the real-time coder algorithm (e.g., the
pitch and voicing extraction algorithm used by LPC-10) to adapt
to the speakers during the first set of blocks.

8.1 Use of File-To-File Coder Measures on Real-Time Coders

In this investigation, for the most part we considered the
real-time APC-NS coder operating in the quiet condition and the
FVSD measure that was optimized over the 12 file-to-file waveform
coder conditions (see Section 6.4). Below, we report the results
of several experiments (Section 8.1.1), present the idea of
excluding silences from speech data used for objective quality
measurement (Section 8.1.2), and discuss the issue of
"repeatability® of the objective measures, which is relevant to
the real-time coder case as the two-channel tape recording, cuing
of the analog tape, and digitization are all prone to
variabilities from one session to another (Section 8.1.3).

8.1.1 Experimental Results

For the APC-NS coder in the quiet condition, we obtained a
time delay estimate of 2396 samples (359.4 ms) and an input-to-
output energy ratio of 0.457, which, we recall from Section 7.4,
is the gain change between the digitized coder input and the
digitized coder output and is used in computing the signal-to-
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‘ § noise ratio measure STB~SNR. The FVSD and OCM measures each
produced a value that was about 9 points lower than the value we
obtained from the file-to-file APC-NS coder in the quiet; the
corresponding reduction for STB-SNR was nearly 22 points as this
measure is quite sensitive to phase changes introduced by D/A and
A/D filters, A/D channel noise, etc. For subsequent detailed
investigation, we considered the FVSD measure evaluated over one
male speaker.

First, we found that one of the two channels used in two-
channel A/D had a 1lowpass filter to eliminate high-frequency
noise picked up by the connecting cable and the other channel did
not. We installed the lowpass filter on the second channel and
repeated the experiment. The FVSD measure changed only slightly
from 53.4 to 54.0, but the value for the earlier file-to-file
coder case was 63.4.

Second, we compared the individual band contributions to the
! FVSD measure for the real-time and file-to-file cases. The major
. differences were seen for Band 1 (0-400 Hz) and Band 5 (1900-2600
Bz) . This motivated us to examine these frequency regions in
detail. We found that the input speech used for the objective
measure computation had been highpass filtered at 100 Hz for the
S; file-to-file case but not for the real-time case. We then
s highpass filtered the input from the two-channel tape before
digitizing, and the resulting FVSD measure increased to 56.9 as
shown in Table 35. Another way of incorporating the highpass
filter effect is to redefine Band 1 as 100-450 Hz; of course,
this requires retraining or reoptimizing the FVSD measure. We
decided to redefine Band 1 before we optimized the composite
measures over the real-time coder conditions.
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ltem Input Qutput FYSD
1l (old file to file coder) 63.4
2 No HPF No HPF 54.0
3 HPF No HPF 56.9
4 HPF VAX D/A, No HPF 62.4
5 HPF VAX D/A, HPF 63.4
6 (New File—-to-File Coder) 65.7

TABLE 35. FVSD scores for the APC-NS coder, under six
different ways of obtaining the coder input and
output data for objective speech quality measurement.
(HPF = Highpass filtering at 100 Hz.)

Third, we note that the output speech used in computing the
objective measures for the real-time coder case involves the
additional steps of D/A, 2 lowpass filters (one at the MAP output
and another before A/D), and A/D; these steps are not performed
in the file-to-file case. The D/A process introduces sin x/x
distortion, and the 1lowpass filters introduce additional
attenuation around the cutoff £requency; these two signal
distortions will primarily affect high-frequency regions, which
might have caused the problem in Band 5 noted above. However, as
we listened to the speech at various points in the real-time
coder and compared with the file-to-file coder output, we found
that the real-time coder output sounded noticeably more noisy
than the file-to-file coder output did. To examine this issue
further, we applied the file-to-file coder output to the D/A
converter on our VAX computer, and the analog output sounded
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significantly 1less noisy. Although the MAP D/A converter
performed up to its specifications, it was apparently inferior to
the VAX D/A. Using the VAX D/A, we obtained a value of 62.4 for
FVSD (see Table 35).

Pourth, as shown in Table 35, when we used 100 Hz highpass
filtering for the coder output, the FVSD score increased to 63.4,
which is equal to the value for the o0ld file-to-file coder case.
Since the two-sentence speaker blocks, used for the real-time
coder case, have more silence at the ends (to allow for easy
cuing and digitizing), we re-evaluated the FVSD measure for the
file~to-file case using the new input file. The result is shown
in Table 35. Comparing items 5 and 6 in Table 35, we see that the
difference between the FVSD values for the real-time and file-to-
file cases has been reduced to 2.3. This difference is small and
is the result of our using the FVSD measure trained on the file-
to~-file coder conditions.

From our systematic and detailed investigation reported
above, we make the following important conclusions. First, the
major difference between the file-to-file and the real-time cases
is caused by the MAP D/A, which adds a perceivable amount of
noise at the output of the real-time coder. We have shown that
this noise is responsible for a substantial part of the observed
large differ ~es between the objective scores of the two cases.

Second, s'n - used the real-time coder for the DAM testing of
the APC-NS - . ', we believe that the objective measures trained
on the real-- . coder conditions should perform substantially

better than the ones trained on the file-to-file coder
conditions. To the extent that our implementations of the
LPC-10, APC-SQ, and CVSD coders on the MAP-300 (including
differences in the D/A) may be different from those used in the




A A
-4

~

- ol
e ~
k3 "o
! I~
X -
Report No. 5504 Bolt Beranek and Newman Inc. q
2 -
é ~*
% DAM testing performed by the Government, we should still expect

some suboptimal performance of the measures trained over the -
0 MAP-300 real-time coder conditions. Third, 100-Hz highpass f§
9 filtering of the input and output before digitizing is '
;j recommended. Finally, the two channel A/D will be effective only §§
> if the two channels have approximately the same characteristics.
_':;'f» ¥
i 8.1.2 8ilence Exclusion "
12 L
: Since the two-sentence speaker blocks of input speech can -
»ﬁ, have significant amounts of silence depending upon how the user %
2 cues the tape for digitizing, we implemented a method for 2
j§ excluding silence segments from speech data used for objective .

measure computation. 1In this method, the presence of silence is E
% determined from the level of frame energy of the coder input L
*"‘ signal, Recall from Section 4.1 that we compute coder input :,
Eﬁ frame energy in the objective measure program for weighting the v

linear spectral distance measure. Frames for which this energy -
ﬁ- drops below a threshold are declared as silence and excluded from 33
% the objective measure frame averaging process. A single ~
;E threshold is used for all 6 two-sentence utterances (one per S§
' speaker) of a given coder condition. The threshold is updated
o for each new coder condition to reflect variations that can occur :'f
N in the level settings of the amplifiers used for recording and =
f digitization. The variations are determined from a measure of ho
- the coder input signal energy that is computed in the time delay -
3[ estimation program. Recall from Section 7.4 that the TDE program ~
S; outputs an input-to-output energy ratio for the first low-energy 55
by region of the TDE signal. We modified the TDE program to print
: out the computed coder input signal energy in dB, E, of this 5

region. The energy E is used in computing a threshold value T,

..................
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for the specified coder condition, as * = E-TO. TO is a constant
that we have determined experimentally as 27 d4B.

To test the effect of silence exclusion on objective
measures, we computed the measures for the APC-NS coder under the
quiet condition, with and without silence exclusion. Results
showed a three-point increase in the FVSD composite measure when
we excluded the silence regions.

8.1.3 Repeatability. of Objective Measures

Since the steps involved in generating speech data for
objective quality measurement of real-time coders, such as two-
channel tape recording, cuing of the analog tape, and two-channel
A/D, are all prone to variabilities from one session to another
(or from one user to another), we were concerned about the
repeatability of objective measures. To examine this issue, we
conducted the complete objective evaluation (from start to
finish, including taping, digitizing, etc.) of the APC-NS coder
in the quiet condition twice; the two tests were separated by
several days. The same person performed both tests. The FVSD
measure values from the two tests are given in Table 36.

We note that the all-speaker FVSD score of the two tests
differed by approximately one point, and that the differences in
individual-speaker scores vary from a minimum of 0.2 points to a
maximum of 2.4 points. As one interpretation of these results,
we may say that differences in the objective measures of two
coders, which are of the same magnitude as given above (1 point
for the all-speaker case and 2 points for the individual-speaker
case), are not significant.
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3

I SPEAKER IEST #1 TEST #2

% 1 60.20 59.65

%

4 2 59.65 59.03

¥ 3 59.23 59.42

% 4 61.72 59.72

7

.{% 5 62.83 61.53

0 6 61.10 58.67
All Speakers 60.76 59.67

L

TABLE 36. FVSD scores for individual speakers and all speakers
from two separate tests of the APC-NS coder.

8.2 Optimization of Objective Measures Over Real-Time Coder
Conditions

We considered a total of 23 real-time coder conditions: 13
waveform coder conditions and 10 vocoder conditions. Of the 31
coder conditions listed in Table 5 (Chapter 5), we did not
include any of the 8 RELP coder conditions since the RELP coder
real-time implementation on our MAP did not operate properly (it
G failed to keep up in real-time)., For the composite measures FVSD
- and STB~SNR, we redefined Band 1 as 150-400 Hz (see Section
K 8.1.1). Also, we excluded silence segments from speech data used
for computing objective measures (see Section 8.1.2).

g

We performed the two-channel recording of the coder input
and output signals for all 23 coder conditions, and digitized,
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v

using two-channel A/D, the coder input and output signals for the

. 6 two—-sentence DAM utterances and the TDE signal for each coder
condition. The TDE signals were processed by the TDE program to
obtain the estimated delays, the input-to-output energy ratios
for the STB-SNR measure, and the average input energy for silence
detection., Parameter files and objective measure files were made
for each condition.

i 0

e

Three coder classes were considered for optimization,
waveform coders (13 conditions), vocoders (10 conditions), and
all-coders (23 conditions, 13 waveform and 10 vocoder). We
optimized the three composite measures FVSD, STB-SNR, and OCM for
the waveform coder class, and the FVSD and OCM measures for the
vocoder class and for the all-coder class. The correlations for
the individual-speaker and all-speaker cases for the three coder
classes are given in Table 37. From Table 37, we note that the
correlation for the all-speaker OCM measure for each of the three
coder classes is larger than our goal of 0.9.

o KL
==

> cod Individual Speakers All Speakers
' er
sg Class SIB-SNR RVSD o o} SIB-SNR EVSD OCM
Waveform 0.776 0.921 0.926 0.843 0.970 0.970
- Vocoders -  0.595 0.724 -  0.749 0.921
o ¢
H All
: g Coders - 0.884 0.898 - 0.942 0.957
A ¢ TABLE 37. Correlation coefficients for the individual-speaker

and all-speaker cases for the STB~SNR, FVSD, and OCM
composite measures for the waveform, vocoder, and
all-coder classes for real-time coder conditions.
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3 3
et For the vocoder class, the all-speaker OCM correlation of
0.921 represents a substantial improvement over the correlation
_ of 0.631 that was obtained for the same ten vocoder conditions in r:
‘ the file-to-file case. One possible reason for this improvement )
§ may be the use of silence exclusion in the real-time coder case. s
When silence segments are not excluded, the output silence -1
i segments will in general have noise for the tandem conditions .
Qf involving LPC and a waveform coder; this could cause fairly large ’::
__;'-f frame distance values for these segments (since the short-term
o spectra of the input and output signals could be rather different ;"
and since no vocoder measures except LSD are affected by frame
) energy). However, we have not confirmed the above reasoning by <«

recomputing the file-to-file measure, with silence exclusion. -
Bad we excluded the two tandem links that gave inconsistent DAM o
scores, the correlations for the vocoder class would be higher E
than reported in Table 37.

oWt Anst
I 'g &

¥ F,

;‘ N
A As expected, the STB-SNR measure (being sensitive to phase 3
changes) produced 1lower individual-speaker and all-speaker -
correlations of 0.776 and 0.843 than those we obtained in the "-f
file-to—-file case for a similar set of waveform coder conditions -
h (0.889 and 0.963, respectively, for 12 waveform coders, see Table ‘2
- 18). Because of this result, we examined a waveform coder OCM ‘
measure that did not include the STB-SNR measure as one of the j:-i?
components. Optimization of an OCM measure that contained the “'
FVSD and 4 simple measures (LAR, RFC, LHR, and LSD) resulted in
: an individual-speaker correlation of 0.923. (The all-speaker -
B correlation stayed at 0.97.) This result indicates that the STB-
SNR measure does not adversely affect the OCM measure and may \:'\"
provide some limited benefit. !
b
-~ For the all-coder class, Table 37 shows that the OCM measure 51
.hi
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is only slightly better than the FVSD measure. The relatively
lower performance of the individual-speaker FVSD and OCM measures
over the vocoder conditions was responsible for 1limiting the
individual-speaker performance over the all-coder conditions.
This supports our belief that further work is warranted in
developing new and improved objective measures for vocoders (see
Chapter 10).

8.3 Performance Comparisons Over Training and Test Sets

Péllowing the procedure we used in the file-to-file case
(Section 6.5), we conducted experiments to evaluate and compare
the performance of objective measures over training and test
sets, separately for the three classes of coders we considered.
The results of these experiments are reported below. We hasten
to point out that only the all-coder class has a reasonably large
number of coder conditions to assign credibility to the evaluated
training-set and test-set correlations; the correlation results
reported for the other two cases must be interpreted with caution
because of the rather limited data used.

8.3.1 Waveform Coders

We divided the 13 waveform coder conditions into a training
set of 9 coder conditions and a test set of 4 coder conditions.
The 4 coder conditions in the test set are: CVSD quiet, APC-SQ
in 18 channel error, APCNS-APCNS tandem, and the CVSD self-
tandem. Individual-speaker and all-speaker correlations over the
training and test sets are given in Table 38. Surprisingly, the
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correlations of the STB-SNR measure degrade the least, albeit
they are the smallest over both training and test sets. The
change in correlation over training and test sets is substantial
for both FVSD and OCM. FVSD seems to have the best overall
performance.

Individual Speakers All Speakers

EYSD SIB-SNR QCM FVSD STB-SNR QCM
Training Set 0.958 0.791 0.963 0.998 0.847 0.997
Test Set 0.763 0.711 0.743 0.928 0.797 0.883

TABLE 38. Correlations over training and test sets for the
real-time waveform coder class.

8.3.2 Vocoders

We considered only 8 of the 10 vocoder conditions. The
LPC10-APCSQ and the LPC-APCNS tandem conditions were not included
because of their inconsistent DAM scores. The 8 vocoder
conditions were divided into a training set of 6 coders and a
test set of 2 coders; the latter had the two conditions: APCNS-
LPC and CVSD-LPC. The correlation results are given in Table 39.
The all-speaker correlations for the test set were not computed
since only 2 items existed for correlation. The individual-
speaker correlation decreases over the test-set only slightly for
FVSD and modestly for OCM.
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Individual Speakers All Speakers
EVSD OCM EVSD OCM
Training Set 0.650 0.773 0.817 0.939
Test Set 0.643 0.657 - —

TABLE 39. Correlations over the training and test sets for the
real-time vocoder class.

8.3.3 All Coders

We divided the 23 coder conditions into a training set of 17
coder conditions and a test set of 6 coder conditions. The test
set contained the following conditions: APCNS-APCNS tandem,
APCSQ quiet, LPCl10~-CVSD tandem, LPCl0 in 5% error, CVSD-APCNS
tandem, and APCSQ-LPC10 tandem. The correlation results are
given in Table 40. We note that correlations for the individual-
speaker and all-speaker FVSD measures and the all-speaker OCM
measure increased slightly for the test-set data. Clearly, the
correlation changes are rather small.

Individual Speakers All-Speakers

EVSD fo o, EVSD OCM
Training Set 0.885 0.893 0.942 0.954
Test Set 0.896 0.886 0.962 0.965

TABLE 40. Correlations over the training and test sets for the
real-time all-coder class.
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8.4 Recommendations

From the results presented above in Sections 8.2 and 8.3, we
recommend the use of the FVSD measure for waveform coders, as it
has the best overall performance over training and test
conditions, and the use of the OCM measure for vocoders and for
all coders. It is possible that the performance of the STB-SNR
measure, which is a generalization of the traditionally used
waveform coder measure of signal-to-noise ratio, could be
improved to a point it becomes more attractive than FVSD
currently is, if some phase equalization of coder output speech
(relative to input) were incorporated.

The results presented in Section 8.1 should convince the
reader to pay attention to the implementation details of a real-
time coder (such as filters, A/D, D/A, etc.). The same coding
algorithm implemented on one set of hardware may yield better or
worse speech quality than on another set of hardware. For
example, we mention that the all-speaker FVSD measure of the APC-
NS coder in the quiet condition was about 4 points lower for the
implementation on the DCEC System A MAP than for the
implementation on the BBN MAP. The above DCEC MAP had been known
to produce additional noise at the output.

On the other hand, we are certainly not implying that the
recommended objective measures are infallible. Only if the coder
under test is similar to the coders included in the training set
of the objective measure, should we expect the measure to give a
good prediction of the coder speech quality. If the test coder
is very different from the coders in the training set, a rather
poor prediction of speech quality may result, as hinted by the
results reported in Sections 6.5 and 8.3.
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Finally, we reiterate the need to exercise care, caution,
and attention to details in collecting the speech data from the
real-time coder under test, as described in the Appendix.
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9. SOFTWARE FOR OBJECTIVE QUALITY EVALUATION OF REAL-TIME SPEECH
CODERS

The general Fortran simulation software package that we
developed on our VAX-11/VMS computer contained an interactive
command structure and numerous options to facilitate our research
and development work on objective speech quality evaluation of
real-time coders. From this general software package, we
developed a simpler package that simulates our final choice of
the objective speech quality measurement system, This final
system has three separate programs: time~delay estimation
program, objective measurement program, and correlation program.
Given the digitized input and output TDE signal files, the TDE
program giveg the coder time-delay estimate, the input-to-output
energy ratio, and the average input energy for the low-energy
region. Given the six 2-sentence speaker input and output files
for one coder condition, the objective measurement program
computes and prints out the various objective measure values for
the individual-speaker and all-speaker cases. Given a table of
objective and subjective scores, the correlation program produces
the regular and rank-order correlations.

In preparing the objective measurement program, we
integrated the frame-by-frame measures program and the objective
measures program (see Section 4.4) into one program. Of course,
we removed code dealing with least-squares optimization and
combinatorial analysis of composite measures. The task of
extracting the final simulation system from the general
development package involved a number of items including the
following: removing code that was not relevant to the final
system, taking out the interactive command structure, placing the
values of coefficients and parameters in DATA statements, moving

111
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.‘ 1 -
iy all COMMON statements to the MAIN program to facilitate an %
g overlay structure, if required, for running on the sponsor's DCEC

cal PDP-11/34, modifications to use sequential file I/0, reducing all :
‘%V array dimensions to their required values, eliminating buffers

';E that were not part of the final system, substituting calls to our k
- speech library with calls to routines included in the simulation

;,4 package, Fortran changes to accommodate what is available on the ’
);i DCEC PDP/11, and providing diagnostic printouts that may be .
fj: turned on or off by the user. We thoroughly tested the final .
9% system software on our VAX and ensured that we got the same .
;; results as with the original programs.

o ;
;ﬁ We then modified the final system software to make it run on 3
3% the DCEC PDP-11/34. The available address space on the PDP-11 is .
. 32K 1l6-~bit words. .Of this space, approximately 12K words are

.fﬁ used by the Fortran run-time library, leaving only about 20K

,¢§ words for user programs and data. We first modified the waveform i

file input-output portions of our VAX/VMS programs to use the
DCEC QIOLIB input/output subroutine package. We then evaluated

?j the routine-by-routine memory requirements for the the system
-t programs, and determined an appropriate overlay structure for
ég each program. The correlation program did not require the use of .
i overlays to fit into the available address space; the other two
I programs did require overlays. 2

BN

We installed the objective speech quality measurement

P
Yo"

Py L software on the sponsor's PDP-11 at DCEC, tested each of the
33 three programs using the real-time coder data generated at BBN,
%\ and compared the results with those we had obtained at BBN. The f
?” test results indicated correct installation of the software.
KM Finally, we note that the user's guide [26] provides information -

necessary to install and use the objective speech quality
measurement system software.
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10. SUMMARY AND FUTURE RESEARCH

The work we performed in this research falls into two major
areas: subjective testing of the real-time 16 kbit/s APC-NS
coder and objective speech quality evaluation of real-time
coders. We tested the speech intelligibility of the APC-NS coder
using the Diagnostic Rhyme Test and the speech quality using the
Diagnostic Acceptability Measure test, under eight operating
conditions involving channel error, acoustic background noise,
and tandem link with two other coders. The test results show
that the DRT and DAM scores Oof the APC-NS coder equal or exceed
the goal scores in all but one tandem condition, with the goal
scores being the test scores of the 32 kbit/s CVSD coder. For
that one tandem condition, we have provided evidence to suggest
possible malfunction of the second coder (the 16 kbit/s CVSD) in
the tandem link.

In the area of objective speech quality evaluation, we
developed, tested, and validated a procedure for automatically
computing several objective speech quality measures, given only
the tape-recordings of the input speech and the corresponding
output speech of a real-time speech coder. As test bed, we used
five real-time speech coders, each operating under several
single-link and tandem conditions; in all, we considered 31
coder conditions for which the subjective six-speaker DAM test
scores were available to us. A summary of our work in this area
is given below.

0 We developed a procedure for automatically synchronizing
in time the coder output speech with the coder input
speech. The procedure involves the use of a specially
designed input signal that facilitates the estimation of
the time delay introduced by the coder.
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$CY 0 We designed an input-speech database of 12 sentences (2
’ per speaker) for objective speech quality measurements,
by selecting a subset of the 72 sentences used in the
55 ’ DAM test; the selection was accomplished through a 3
¥ multidimensional scaling procedure.

5 0 For a given coder condition, we computed objective it
measures by comparing the synchronized coder output N
speech with the coder input, over the foregoing 12-
sentence database. We divided the coder conditions into
v three classes: waveform coders, vocoders, and all ~
B coders, and we developed and optimized objective -4
N measures for each of the three classes. We computed the

. ! correlation of the objective measures with the
subjective DAM scores in two ways: over individual
speaker scores and over scores averaged over all six

speakers.

v ¢ The individual-speaker and all-gpeaker correlations of
the best objective measure for the real-time coders )
were, respectively, 0.93 and 0.97 for waveform coders, ﬂ
0.72 and 0.92 for vocoders, and 0.9 and 0.96 for all
Ll coders. The all-speaker correlation exceeded our goal
N of 0.9 in each case. ~’

W) 0 We evaluated the objective measures over a test set of
o coder conditions, which was different from the set used
. for training or optimizing the measures. The changes in
Ny correlations over the training and test sets were small
5 when both sets were sufficiently large, which was true
";' for the all-coder class. For each of the other two
b classes, we had only a 1limited database of coder
ut conditions, and the resulting modest-to-large

correlation changes are therefore not reliable. We must
Ao point out that if the test set is quite different from
e the training set, the test-set correlations could be
drastically lower than the training-set correlations,
even with large databases of coder conditions. We
consider a test coder to be "quite different"™ from the

a

¥

- coders in the training set, if it produces dstortions in

ir, the output speech that are not covered by the training- .
3 set coders. As an example, we point out the case where .ﬁ:a
« the training set has coders all operating over noise- A
boY free channels and the test set has coders all operating

over fairly noisy channels. q
g o
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E k, Finally, we suggest four problems for future work. First,
how can the objective measures for vocoders be improved? Three

S specific methods seem to hold promise: average frame-by-frame

f ’ distances over only the top n-th percentile values (e.g., n=20,

i X see Section 6.2.2.2) [15]; wuse a variable frame rate model for

? §§ computing the parametric measures (see Section 3.1)

[15); 1incorporate pitch errors into objective measures.

Second, how can the signal-to-noise ratio measure STB-SNR
s for real-time coders be improved? We believe that with
appropriate phase equalization (using an all-pass network) of the
coder output relative to the coder input, the STB-SNR measure
should produce excellent correlation with subjective judgments.

ey T %3

L

The third problem is based on our experience that the
objective measures presented in this report do not predict well
the speech quality of tandem links, particularly when each coder
in the tandem produces different types of distortions in the
output speech. In the approach we pursued in this work, we
compared the overall tandem output with the overall tandem
input; in so doing, we lumped the distortions produced by both
coders. An alternate approach is to evaluate the first coder by
comparing its output with its input; evaluate the second coder
by comparing its output with its input, which is the first
coder's output; and then somehow (linearly or nonlinearly)
combine the two objective scores to produce one that predicts the
quality of the tandem link.

A e S B

»
o

s b b A T

The fourth problem is somewhat related to the third one
presented above: how to predict the speech quality of a coder
operating in acoustic background noise (e.g., ABCP noise,
helicopter noise, ship noise, etc.)? The coder input speech in
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this case is the noise-corrupted speech. The approach of
comparing the coder output with its input will not work well in
this case. For example, we found that the APC-NS coder produced
a higher SNR with ABCP noise-corrupted speech as input than with
clean speech as input [1], although the coder produced inferior
speech in ABCP noise than in the noise-free case. We suggest an
alternate approach in which one evaluates the objective measure
of the coder with clean speech as input and combines this somehow
(linearly or nonlinearly) with the DAM test score of the ABCP
noise-corrupted speech, to obtain the desired score. (The
govermment has available the DAM scores for speech in a number of
different noise environments.)
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APPENDIX A
DATA MEASUREMENT AND DIGITIZATION FOR QUALITY
EVALUATION OF REAL-TIME SPEECH CODERS

In this appendix we describe the method for generating the
digital input data required by the software for measurement of
objective speech quality of real-time coders. The two audio
tapes containing the analog input signal to be processed on a
real-time coder have been delivered to the sponsor. The coder
input and output signals are recorded on a two-channel tape
recorder and then digitized using a two-channel A/D converter.
The resulting files of digitized data provide the required input
data for the software mentioned above. Below, we describe the
contents of the analog tapes and discuss the steps required for
two-channel tape-recording and A/D. We note that the material
given below has been taken from the User's Guide [26].

A.l1 Audio Tapes of Input Signal

Of the two audio tapes provided, one is used as input for
vaveform coders and the other as input to vocoders and all coders
(see Section 7.3). Each tape contains an initialization signal
(a five-second steady random noise signal with a mean-square
value of 60 daB), followed immediately by the time-delay
estimation (TDE) signal (a five-second random noise signal
containing alternating regions of 1low and high energy).
Pollowing the TDE signal are 4 consecutive sets of DAM test
sentences. Bach set contains 6 utterances recorded in 3 blocks
with each block containing two sentences from a single speaker.
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‘S"" The first set contains utterances spoken by 3 male speakers. The

second set is a repeat of the first. The third set contains
B _ utterances spoken by 3 female speakers and the last set is a
"{j repeat of the third. Duplication of the DAM test sentences, as

4 described above, has been provided so that a coder can adapt, if
; necessary, to speaker characteristics during the input of the
first and third sets of utterances (utterances 1 to 6 and 13 to

%;J 18 on the tape). A two-channel recording should be made of all
:,‘ utterances on the tape. However, only the second and fourth sets
NP of utterances (utterances 7 to 12 and 19 to 24 on the tape) and

; the TDE signal should be digitized and processed by the objective
'g‘ measures programs. A gap has been provided between blocks so
: that each block can be easily cued and digitized as a single
Tod]

speaker file. The initialization and TDE signals were recorded
at roughly the same level as the DAM sentences so that all the
analog signals (initialization signal, TDE signal, and the DAM
sentences) can be processed by the real-time coder under

=T
ot
A

T
o

ba¥y evaluation, using the same amplifier settings.

0

e

9 A.2 Two-Channel Tape-Recording

Bt

" A block diagram of the setup for two-channel tape-recording
$; is given in Fig. 7. Before an actual recording is made the
£ signal levels must be adjusted at different places in the system.
%7

oA The correct settings of signal levels are obtained as follows.
Pirst, adjust the coder input signal 1level, using the input

&4 amplifier (see Fig. 7), so that it is in the normal operating
bt range of the coder A/D. It is advisable that sufficient
RS amplification of the input signal is provided so that the DAM

test sentence from the tape with the strongest signal level fills
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the full operating range of the coder A/D without causing
overload. (For the coders BBN has implemented on the MAP, the
peak signal level can be monitored, and the normal range is 1750
to 1950. The DAM test sentence with the strcngest signal level
should give a peak signal level reading between 1900 and 1950.)
Second, adjust any additional amplifier at the coder output (used
to maintain an overall coder system gain of unity) so that the
coder output signal level is equal to the coder input signal
level. The coder input and output signal voltages should be
monitored on a multimeter or oscilloscope to insure the correct
coder output amplifier setting. Do not change the input
amplifier level during this adjustment. Third, adjust the
settings of the tape recorder's two input amplifiers. To make
this adjustment, the coder input signal is applied to channel one
of the tape recorder, and its amplifier is adjusted so that the
peak signal level, as indicated on the VU meter is between -5 and
-8 dB. Next, a 2-kHz sine wave from a signal generator is
applied to both channels of the tape recorder, and the recorder
amplifier of channel two is adjusted to provide equal output
voltages from both channels. Finally, with these settings, play
the entire tape through the system. Fine tune the appropriate
amplifiers should the coder A/D or the VU meters of the tape
recorder indicate that "overload" occurred at any time. Repeat
this last step of fine tuning until no “overload" occurs.

After the correct signal levels have been set, cue the input
tape for recording. Most real-time coders introduce a delay that
will cause the coder output signal to lag the input signal.
Because of the delay, the user must aurally monitor the coder
input and output signals to cue properly for recording.
Recording should begin just prior to the initialization signal;
aurally monitor the coder input signal to locate this position on
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the tape. The coder output signal is monitored to determine when
the last sentence of the last speaker has ended and the recording
can be stopped. Record all signals (initialization, TDE, and the
24 DAM sentences) in a single session without changing any of the
amplifier settings.

A.3 Two~Channel A/D

A block diagram of the setup for two-channel A/D is shown in
Fig. 8. Although not indicated in this figure, lowpass filters
with cutoff at 3.2 kHz must be placed in the two channels
(labelled as coder output and input in the figure) at the input
of the A/D converter. Using the two-channel tape recorded from a
real-time coder, adjust the signal levels as specified in the
notes in Fig. 8. The two-channel A/D shown in the figure
provides as output two sets of digitized signal files, one set
for each channel. A typical A/D program (e.g., the one we have
used) may produce one file containing samples from both channels
in an interleaved fashion. A separate program is then required
to split the interleaved data file into two individual files, one
for each channel. All data must be sampled at 6.67 kHz (sampling
period = 150 microseconds).

From a two-channel tape correspohding to a given coder
condition, fourteen digital files are created: a pair of TDE
files (coder input and coder output) and six pairs of speaker
files, 3 pairs of files (3 male speakers) from the second set of
utterances on the tape and 3 pairs of files (3 female speakers)
from the fourth set of utterances on the tape. Recall that the
first and third set of utterances (utterances 1 to 6 and 13 to 18
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on the tape) should not be digitized. Before digitizing, aurally
monitor the input and the output signals to determine the tape
counter positions where digitization should start and stop.
Monitor the input signal to start digitizing and the output
signal to stop digitizing. For correct operation of the TDE
algorithm, digitization of the TDE signal must begin not more
than one second before the beginning of the TDE signal. For each
of the six pairs of speaker files, aurally monitor the coder
input signal to locate where the first sentence in each speaker
block begins, Start digitizing just prior to the beginning of
this sentence. Stop digitization just after the end of the
second sentence of each speaker block, which is located by
aurally monitoring the coder output signal. Digitize all seven
pairs of files for a coder condition, without changing any of the
amplifier settings.
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