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Abstract 

~ systo• s sioulation approach was used to study the 

capability of the medical evacuation system using the re­

cently developed High Mobility Multipurpose Wheeled Vehicle 

CHMMWV). The study investigated the grou ,d evacuation 

capability in a light infantry brigade area of a comb~t 

zon -it. 

Using Simulation for Alternative Modeling (SLAM), a 

combined network-discrete event computer simulation model 

was developed and used to study the evacuation system. The 

11odel was used to estimate vehicle requireme11ts for the 

battalion aid station and brigade clearing station evacua­

tion sections. The model was also ~sed to test currently 

proposed and alternative ~perating concepts. A statistical 

analysis of the • odel output was performed. A complete 

description of the model and the r~ Jults of the analysis 

are prosented.t 
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Preface 

The purpose of this study was to analyze the medical 

evacuation system using the newly developed High Mobility 

Multipurpose Wheeled Vehicle (HMMWV) in a light infantry 

brigade area of a combat zone. A systems simulation 

approach was used to study the evacuation system. The 

simulation model of the system was developed using 

Simulation Language for Alternative Modeling (SLAM). 

Anyone who is interested in studying the ground evacuation 

capability in an infantry brigade area should find the 

model and computer program in this report useful. 

I wish to gratefully acknowledge the following people 

for their assistance with this study: Lieutenant Colonel 

(P) George Hausler, Major Glenn Flint, Captain Joe Makarsky 

and others of the Academy of Health Sciences, Fort Sam 

Houston, Texas, for their interest a~d support; Mr. Dennis 

Collins at Fort Benning, Georgia for his ideas and counsel; 

and to my thesis committee of Lieutenant Colonel Thomas o. 

Ctark, Jr., thesis advisor, and Major James Coakley, 

reader, for providing many insights and the ideal learning 

environ•ent. 

Finally, I wish to thank •Y wife, Doreen Cook, for her 

patience and understanding throughout the long hours spent 

on this project and course of study. 

Virgil w. Cook, Jr. 
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Abstract 

A systems simulation approach was used to study the 

capability of the medical evacuation system using the re­

cently developed High Mobility Multipurpose Wheeled Vehicl~ 

CHMMWV). The study investigated the ground evacuation 

capability in a light infantry brigade area of a combat 

zone. 

Using Simulation for Alternative Modeling (SLAM), a 

combined network-discrete event computer simulation model 

was developed and used to study the evacuation system. The 

model was used to estimate vehicle requirements for the 

battalion aid station and brigade clearing station evacua­

tion sections. The model was also used to test currently 

proposed and alternative operating co~cepts. A statistical 

analysis of the model output was performed. A complete 

description of the model and the results of the analysis 

are presented. 
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Chapter I. 

Introduction 

This introductory chapter presents an overview of the 

health service support system of the US Army and focuses on 

the p r oblem of patient evacuation from company a i d posts to 

the medical clearing station within an infantry brigade's 

area of operation. This overview is followed by a concise 

statement of the problem, the research question, the 

objectives, and the scope of this research effort. Also, 

existing models related to this topic are described. The 

remainder of this chapter presents the methodology and the 

order of presentation for the following chapters. 

Overview 

Department of the Army doctrine for health service 

support specifies concepts and organizational structures 

for supporting the Army forces in a theater of operations 

(Ref 12). Typically, a theater of operations is divided 

into two zones, the combat zone under the command of the 

corps headquarters and the commu~ications zone under the 

command of the theater army headquarters. The health 

service support system in the combat zone is the focus of 

this study. 

Health ~ervice support includes the required care and 

treatment in the sh~rtest possible time for sick, injured, 

1 



and wound,~ soldiers. This support syste• includes • edical 

tre1t • ent and hospit1liz1tion; patient evacuation and 

• tdic1l regulating; • edic1l supply, maintenance, and 

M1teri1l • 1nage• ent; and d•nt1l, opt i cal, laboratory, blood 

bank, veterinary, preventive • edicine, • edic1l 

intelligence, and food services (Ref 14). P~tient 

evacuation fro • a forward cc•bat zone is the part of this 

co• plex system addressed in this study. Specifically, the 

new High Mobility Multipurpose Wheeled Vehicle CHMMWV) used 

as 1n 1• bul1nce will be evaluated. The purpose of the 

evaluation will be addressed after the general nature of 

the syste • is discussed. 

A co • b1t zone (CZ) is the forward area of a theater of 

operations. The CZ is usually the are, Jesignated to 

co • bat forces to conduct military operations. The size of 

the CZ depends on such things 1s the number of forces 

involved, the type of operations to be conducted, the 

terrain, and the enemy's capabilities. Normally, the CZ is 

subdivided into corps areas. Each corps area is then 

subdivided into division areas. Each division may have 

several combat brigades operating in its area. Figure 1 

illustrates how a corps area might be subdivided. Each of 

the brigade areas illustrated in Figure 1 would be further 

subdiv i ded into battalion areas. 

2 



PEBA 
xx 

I xx ® 
X 

I X 

X 
X X 

I X 

X 

xx I xx ® 
X 

I X Division 
X 
X Rear X 

Brigade Area 
Area I X 

X 

xx I xx ® 
X 

I X 

X 
X X 

I X 

X 

xx _l_ 
xx ® 

FEBA 

Figure 1. Typical Subdivision of Corps Area 

3 



Typically, there are three • aneuver battalions 

assigned to each brigade headquarters. An infantry 

battalion nor•ally has three rifle companies. Figure 2 

illustrates how a brigade area of operation • ight be 

partitioned. This concept providt i the framework and 

foundation for und~rstanding the evacuation process of the 

health s,rvice support system. Patient evacuation within 

an infantry brigade 1re1 is the focus of this research. 

Th~ research is concerned with the movement of sict, 

injured, wounded, and pyschologically disabled personnel 

from the battlefield to the appropriate edical treatment 

facility within the health service system. These personnel 

may include soldiers, government civilians, local 

non-combatants, and enemy soldiers. Nonmilitary personnel 

who acco • pany combat forces such as DA civilian employees, 

press, contractors, and Red Cross personnel are authorized 

treatment in the military medical facilities and evacuation 

as specified in Army Regulation 40-3 (Ref 14:1-3). The 

patient evacuation process within the brigade area is 

described next. 

Normally, the evacuation process begins at the forward 

co•panies near the forward edge of the battle area CFEBA>. 

Each co• pany has a designated aid post. Th@ aid post 

serves as a collection point for patients where the 

patients receive first aid and are prepared for further 

evacuation if required. Each patient's condition must be 

stable before evacuation. 

4 
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Evacuation support is from the rear to the front 

except within the companies. Within the companies, 

designated litter teams carry patients to the company aid 

post. Able patients walk to the aid post in order to 

conserve the size of the fighting force. But, the primary 

means of evacuation to the battalion aid station (BAS) is 

the tactical field ambul3nce. 

The evacuation support of the forward companies is 

provided by the evacuation section of the battalion's 

medical platoon. The medical platoon headquarters is 

responsible for establishing the battalion aid station 

(BAS). Normally, the BAS is located five to eight 

kilometers behind the companies. Patients that require 

further evacuation are moved by the ambulance platoon of 

the medical company. There is one medical company in 

support of an infantry brigade and this medical company is 

responsible for establishing the clearing station located 

10 to 16 kilometers from the battalions' aid stations. 

Also, this ambulance platoon will be equipped with the 

HMMWV as the tactical field ambulance. 

Air evacuation may be possible at this level but it is 

not considered here for several reasons. First, air 

evacuation by helicopter is prevented by adverse weather 

condit1ons. Also, air evacuation may not be feasible due 

to enemy air defenses in the main battle area. In a 

che • ical warfare environment, helicopters are much more 

difficult to decontaminate than tactical vehicles; 

6 



therefore, air evacuation may not be used. For planning 

purposes, the tactical field ambulance is the primary means 

of evacuation not only from the company aid posts to !he 

battalion aid stations but also from the BAS to the medical 

company clearing station (Ref 9). The evacuation system at 

the brigade level is illustrated in Figure 3. 

The evacuation as depicted in Figure 3 is the critical 

link in th~ system. There are no treatment facilities in 

this area with the capability of holding patients for 

extensive treatment. The company aid posts and battalion 

aid stations do not hold patients for treatment. They 

either treat minor wounds and return soldiers to duty or 

prepare them for further evacuation. The clearing station 

is the first facility in the system that has the capability 

of providing mor~ than merely first aid. Therefore, the 

~vacuation capability is essential for the care of the 

critically wounded. As technology increases the lethality 

of modern weapons, the number of casualties exp~cted in a 

high intensity conflict is likely to increase resulting in 

a tremendous demand on the evacuation system. It is for 

this reason that the evacuation system needs to be 

analysed. Under such circumstances, how will the 

evacuation system perform? 

7 
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Problem 

An analysis of the ground evacuation capability using 

the highly mobile multi-purpose wheeled vehicle CHMMWV) as 

the tactical field ambulance is required to predict the 

number of vehicles required for the evacuation sections to 

provide support in a high intensity conventional conflict. 

Research Questions 

How will the proposed ground evacuation system in an 

infantry brigade area of operation perform in a high 

int~nsity conventional conflict? Specifically: 

a. What will be the expected time for patient 
evacuation from the company aid posts to the 
medical company clearing station? 

b. What will be the expected a~bulance 
utilization? 

c. How long will patients have to wait at the 
battalion aid station for evacuation to the 
clearing station? 

d. How many ambulances are required to provide 
evacuation support in accordance with the 
existing doctrine and tactics? 

Objectives 

The primary objective of this research is to evaluate 

~he ground evacuation system using the highly mobile 

multi-purpose wheeled vehicle (HMMWV) configured as a 

tactical field ambulance. Inherent in this evaluation is 

an investigation of the system to provide answers to the 

9 



research questions. Analysis of the evacuation sy~tem can 

provide insight to such things as the number of field 

ambulances required for support in accordance with Army 

evacuation guidelines, the capabilities of the proposed 

system, and possibly validate existing concepts or identify 

questionable concepts in the tactics and doctrine governing 

the evacuation system. 

Scope 

This research is directed to evaluating the ground 

evacuation system in an infantry brigade ar~a of operation. 

The newly developed highly mobile multi-purpose wheeled 

vehicle (HMMWV) is considered as the tactical field 

ambulance used to provide evacuation support at both the 

battalion aid station and the medical company clearing 

station. No other means of evacuation is considered in the 

analysis. The tactical field ambulance is the primary 

means of evacuation and it could possibly be the only means 

of evacuation in the brigade area. 

A combined network-discrete event simulation model has 

been chosen as the method for analyzing the evacuation 

system. The reasons for s electing a SLAM combined 

network-discrete event simulation model are presented in 

Chapter 3. 

Existing models related to this topic are described 

next. Then, the following section presents the rationale 

not only for using simulation in systems study but also for 

10 



selecting SLAM (Simulation Language for Alternative 

Modeling) as the simulation language. 

Existing Models 

There are seven existing simulation models that are in 

some way related to the topic of Jtient evacuation. The 

models are the Patient Flow Model, the Combat Zone 

Assessments & Requirements Model (CZAR>, the Patient 

Workload Model CPWM), the Facilities Model formerly named 

the Hospital Model, the Patient Generator model, the World 

Wide Military Medical Support System model, and the Patient 

Evacuation and Treatment System (PETS) model. The 

proponent a~ency for these models is the Directorate of 

Combat Developments, Academy of Health Sciences, Fort Sam 

Houston, Texas. Brief descriptions of these models are 

provided below. 

Patient Flow Model. The Patient Flow Model CPFM) is a 

discrete e 1ent simulation model written in FORTRAN. This 

model simulates the flow of hospitalized patients in a 

theater and the sustaining base. The model is used to 

forecast hospital bed requirements at appropriate echelons 

and to forecast the impact upon the CONUS hospitalization 

system. The model can be used to perform sensitivity 

analysis on evacuation policies. This model is designed 

primarily for theater-level land forces in which the 

division is the lowest echelon analyzed. The output of 

this model includes an admission summary by echelon, bed 

1 1 



requirements, and the number of evacuees, deaths, 

discharges, and skipped evacuees. 

Combat Zone Assessments & Requirements Model. The 

Combat Zone Assessments & Requirements Model (CZAR) is 

actually a combination of two models, CZAR I and CZAR II. 

CZAR I was developed to evaluate manpower requirements for 

initial entry care in a combat scenario. CZAR I was then 

enhanced to assess ward care and hospital bed requirements. 

CZAR II is a further enhancement of CZAR I. CZAR 11 

enhancements provide evaluation of medical personnel, bed, 

and evacuation requirements at each echelon in both the 

Combat Zone and the Communication Zone. Both models are 

discrete event simulations coded in FORTRAN. 

Patient Workload Model. The Patient Workload Model 

was developed at the US Army Logistics Center as an 

analytical logistics model to assess the resource 

requirements for health care for Army units in the field. 

This model generates the expected number and types of 

patients from specified combat situations and determines 

the resources required to process the generated patient 

workload through a division medical support system. In 

this model pat1ents are processed from the battalion aid 

station to the supporting combat hospitals. The model 

consists of two submodels, the Patient General Submodel 

which generates the patient stream and the Division 

Processor Submodel which simulates patient processing in 

the division medical support system. The patient stream 

12 



generated may be used in the Hospital Model. Both FORTRAN 

and SIMSCRIPT programming languages are used in this model. 

Facilities Model (Hospital Model). Initially named 

the Hospital Model, this model is now called the Facilities 

Model. This is a discrete event simulation model written 

in FORTRAN. It is used to simula t e a hospit~l or a chain 

of hospitals for the purpose of determining capabilities 

and hospital requirements. This model can also be used for 

scheduling staff personnel and assessing staff utilization. 

It also provides an estimate of bed requirements for 

assumed evacuation policies. 

Patient Generator. The Patient Generator is a 

stochastic simulation model that may be used to generate a 

patient stream for use in the Facilities Model a nd the CZAR 

Model. This model is coded in the FORTRAN language. The 

patient stream generated simulates the expected workload 

for the Combat Zone medical support system. As input, this 

model req Jir es user specified probabilities for the 

occurrences and types of patients as well as casualty rates 

and troop strengths. 

World Wide Military Medical Support System. The World 

Wide Military Medical Support System CWWMMSS) is a computer 

program coded in SIMSCRIPT 11.5 that simulates the 

operation of multi-echelon medical treatment and evacuation 

systems. WWMHSS is an enhanced version of t ~e Patient 

Workload Model. During the Medical Planning Factors 

(MEDPLN) Study, this model was improved by t he Naval 

13 



Research Laboratory for the Office of the Assistant 

Secretary of Defense for Health Affairs and renamed the 

Navy Amphibious Medical Evacuation Simulation (NAMES) and 

subsequently named the World Wide Military Medical Support 

System (Ref i>. This model will be upgraded to enhance its 

usefulness for Army medical planners and the planned 

upgraded model has been named the Patient Evacuation and 

Treatment System (PETS). 

Although a l l of the above models are in some way 

related to patient evacuation in a Combat Zone and useful 

for their designed purposes, none are specifically designed 

for analyzing the system for ground evacuation of patients 

from forward companies to the battalion aid stations and 

then to the medical company clearing station using the 

Highly Mobile Multi Purpose Whee l ed Vehicle configured as a 

tactical field ambulance. Either a standard model must fit 

the sit~ation reasonably well or a tailor-m ~de model must 

be developed to a level of detail required for the 

situation. Chapter 3 presents a SLAM simulation model 

tailor-made for the analysis of the evacuation capability 

in a br i gade area using the new HMMWV. Next, a general 

discussion of the rationale for using simulatior. for 

studying systems is presented and it is followed by a short 

discussion of the advantages and capabilities of SLAM. 

Methodology 

The models described above illustrate applications of 
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s i mu Lat i on mode L i n g f o r t he a·n a Ly s i s of var i o us med i ca L 

support activities within the health care system. 

Simulation is a powerful methodology fo r the analyst to 

experiment with real or proposed systems where it might 

otherwise be impractical or impossible. Clearly, the 

ground evacuation system in a brigade area of a Combat Zone 

is an example of 1 system for which it would be politically 

and economically infeasible to experiment. Although it may 

be necessary to modify this sy~tem during combat, a 

simulation study of the process may provide the awareness 

so that contingency plans correctly anticipate required 

changes. 

Simulation is the process of designing a model of 
a real system and conducting experiments with 
this model for the purpose either of 
understanding thE behavior of the system or of 
evaluating various strategies (within the Limits 
imposed by a criter4on or set of criteria) for 
the operation of the system (Ref 33:2). 

Although there are various definitions given by other 

authors (Ref 20,23,37), the above definition is appropriate 

here with one exception; the system to be studied by 

simulation may be a proposed system as well as a real 

system. Simulation modeling is applicable to hypothetical 

systems also. 

The existing models described above are all computer 

simulation models. Computers make Large scale simulations 

feasible but not all simulation models need to be computer 

models. In a broad sense, simulation modeling is: 
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••• an experimental and applied methodology which 
seeks to describe the behavior of systems, to 
construct theories or hypotheses that account for the 
observed behavior, and to use these theories to 
predict future behavior, that is, the effects that 
will be produced by changes in the system or in its 
method of operation (Ref 38:2>. 

Si • ulation • odeling may be one of several meth­

odologies available for studying a given problem. It is 

desirable to fit the methodology to the problem rather chan 

to fit the problem to the methodology. And when simulation 

modeling is appropriate, its use should not be over looked. 

There are • any advantages of simulation modeling. These 

advantages and the reasons for using simulation are 

presented next~ 

Simulation Rationale. It was stated that simulation 

may be useful when experimentation with a system may be 

infeasible. Simulation modeling enables the analyst to 

overcome otherwise impossible experimental difficulties and 

duplication of the experimental environment. But there are 

certainly other reasons for using simulation moa~ling. It 

• ay be difficult or impossible to create a mathematical 

for • ulation of the problem. Furthermore, once the problem 

is for • ulated, there may be no analytical solution 

technique. This is often the case in stochastic complex 

queueing • odels. Shannon (Ref 38:11) suggests that the 

analyst consider the use of simulation when one or more of 

the following conditions exist: 

1. A co• plete mathe• atical formulation of the 
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problem does not exist or analytical methods of 
solving the mathematical model have not yet been 
developed. 

2. Analytical Methods are available, but the 
• athematical procedures are so complex and 
arduous that simulation provides a simpler method 
of solution. 

3. Analytical solutions exist and are possible 
but are beyond the mathematical ability of 
available personnel. 

4. It is desired to observe a simulated history 
of the process over a period of time in addition 
to estimating certain rarameters. 

5. Simulation may be th~ only possibility 
because of the difficulty in conducting 
experiments and observing phenomena in their 
actual environment-e.g., studies of space 
vehiclea in interplanetary flight. 

6. Time compression may be required for systems 
or processes with long time frames. Simulation 
affords complete control over time, since a 
phenomenon may be speeded up or slowed down at 
will. 

Tha fact is that simulation is one of the most widely 

used operations reseach techniques. Table 1 (Ref 38) show~ 

the results of a survey conducted by Biles and Shannon (Ref 

39) and reflects the value of simulation to a sample of 

operations research practitioners. 

Table 1. Utility of O.R. Techniques to Practitioners 

Topic fNqueney 

amuladoaltudiel 10 
u-.....-inl 43 
Nehr•k ualylil (lndudilll PERT and CPM) 21 
lawn&o17 dleo17 24 
NO" liDeu PIOl'UUllinl 11 
0,.. tmic procnmmlnc I 
lnta,.ft propuunln1 7 Queuel~~-., 7 
Other 12 m 

17 

2t 
21 
14 
12 

8 
4 
3 
3 
8 
~ 



The results of another survey reinforce the earlier results 

about the frequent use of simulation. This survey of the 

1000 largest US fir • s according to "Fortune" magizine 

indicated that simulation study is the • ost frequently used 

technique in corporate planning. The results of this 

survey are illustrated in Table 2 (Ref 38). 

Table 2. Quantitative Tools Most Frequently Employed in 

Corporate Planning 

' Topic 

Probability theory (and 1tatlatical inCerence) 
Economic analylla (c:o.t eCCectiven .. ) 
Simulatkm 
Linear propammint 
ln,enlory 
Waitlnt line (queuelnc) 
Netwcwk analylla (aequencin1) 
Replacement analylla 
Ouninl theory 
O,namlc propammln1 
Search techniqu• 
Nonlin.., propammin1 

Value 

0.182 
o.uo 
0.143 
0.120 
0.097 
0.08& 
0.072 
0.0-12 
0.040 
0.031 
0.020 
0.018 

1.000 

Additionally, Morgenthaler (Ref 27:372> states at least 16 

reasons to use simulation. Six of the reasons pertinent to 

this re1seath are restated here. 

1. The task of laying out and operating a 
simulation of I process is I good way to 
systdmatically gather the pertinent data about 
the process. It • akes n•cess1ry a broad 
education in the process or operation being 
simulated, on the part of all who participate 
seriously in the si • ulation. 

2. Si • ulation of a co• plex operation may provide 
an indication of which variables are i~portant 
and how they relate. 
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3. Simulations are ometimes valuable in that 
they afford a convenient way of breaking down a 
complicated system into subsystems, each of which 
may then be modeled by an analyst or team which 
is expert in that area. 

4. Simulation is cheaper than many other forms 
of experiment or test facility. 

5. Simulation may be used to develop enthusiasm 
and gain accept3nce for a proposed change. 

6. When new equipment or weapons are l ntroduced 
unforseen bottlenecks and problems in the 
operation may arise. Simulation can help to 
forsee these difficulties. It forces attention 
on problems which might otherwise be ignored. 

These reasons may be considered as rationale for simulation 

in general, but they are also the rationale and motivation 

for using simulation modeling in this research. The 

rationale for selecting SLAM as the simulation programming 

language is discussed next. 

SLAM for Simulation Modeling. Simulation Language for 

Alternative Modeling (SLAM) is an advanced FORTRAN based 

language that allows simulation models to be built based on 

three different world views. It provides network symbols 

for building graphical models that are easily translated 

into input statements for direct computer processing. It 

contains subprograms that support both discrete event and 

continuous model developments, and specifies !he 

organizational structure for building such models (Ref 32). 

In 1979, the state-of-the-art in simulation 
languages was extended with the introduction of 
SLAM, the first language that provided three 
different modeling viewpoints in a single 
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integrated framework. SLAM permits discrete 
event, continuous, and network modeling 
perspectives and/or any combination of the three 
to ~e 'mplemented in a single model. SLAM 
represented a significant breakthrough in 
simulation methods development, as it provided 
the fl,xibility to use the most appropriate world 
view for the system being studied (Ref 40:197). 

By the end of 1980, SLAM had been installed in more 

than 100 industrial, academic and governmental 

organizations (Ref 40:197). SLAM affords the analyst the 

capability for rapid model development using network 

modeling concepts and makes it possible to model a wider 

variety of systems using the mos i effective modeling 

perspective without restricting the modeling perspective as 

the model evolves. For these reasons, SLAM was chosen as 

the simulation language for the ground evacuation model in 

this research. This model is decribed in detail in Chapter 

3. A discussion of the applied simulation methodology is 

presonted next. 

Applied Methodology. The system simulation process 

adopted for this study includes the 11 stages described by 

Shannon (Ref 38:23): 

1. System Definition 
2. Model Formulation 
3. Data Formulation 
4ft Model Translation 
5. Validation (Verification) 
6. Strategic Planning 
7. Tactical Planning 
8. Experimentation 
9. Interpretation 

10. Implementation 
11. Documentation 

A brief discusion of these stages as they relate to this 
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research is pr~sented here while a more detailed 

description of the model, validation and verification, and 

experimentation is presented in later chapters. 

The flow diagram presented in Figure 4 illustrates 

these 11 stages and their relationship in the simulation 

process. Although the stages are distinctly identified, 

the steps of the process may in fact overlap. Moreover, 

strategic planning of how to design an experiment that will 

yield the desired information should be considered early in 

the process, desirably during the model formulation. Also, 

this simulation process is iterative. It is possible to 

have feedback loops at each stage as more information and 

more knowledge about the system is acquired. 

The system in this research has already been described 

in the overview. The evacuation system in the brigade area 

is based on current military doctrine (Ref 11,13,15). The 

conceptual model, restrictions and the measure of 

effectiveness as well as a logic flow diagram of the 

process and the data preparation of system parameters for 

this system will be discussed in ·hapter 11. Model 

translation a description of the evacuation network 

illustrsted in SLAM graphic symbols is presented in Chapter 

III. Methods of model verification and vali ,; ation are 

presented in Chapter IV. Strategic planning is included in 

Chapter II while tactical planning is discussed in 
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Chapter IV along with experimentation and interpretation. 

Implemntation and documentation are discussed in the final 

chapter, Chapter V. 

Order of Presentation 

The remainder of this report discusses the 

implementation of the simulation methodology described 

above. 

Chapter II, Simulation Design, discusses the 

conceptual model, the experimental design, the method of 

analysis, the factor levels of the experment, and the 

patient incident rate used for this study. 

In Chapter III, The SLAM Model, the SLA~ graphics used 

in the evacuati~n network and the combined network-discrete 

event perspective are discussed. Also, the significant 

assumptions of the model are described. 

Chapter IV, Experimentation and Analysis, presents a 

discussicn of verification and validation techniques with 

the application of appropriate techniques to this model. 

T~e experimental procedure and the analysis of the model 

output are discussed, and the results of sensitivity 

analysis performed by varying the patient incident rate is 

i n c l u de d i n t h i s ,: hap t er. 

Finally, Chapter V outlines the conclusions drawn from 

this research and contains the recommendations for further 

study. 
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Chapter Summary 

Chapter 1 has pr~sented an overview of the medical 

support system, the problem statement, research questions, 

objectives, scope, existing models, and the methodology 

applied in this research. The next chapter, Chapter 11, 

presents the simulation design. 



Chapter II 

Simulation Design 

In order to perform an experiment efficiently, a 

scientific approach to planning the experiment is 

necessary. The statistical design of experiments refers to 

the process of planning the experiment so that the 

collected data may be analysed by statistical methods 

resulting in valid and objective conclusions (Ref 26:2>. 

In order to follow the statistical approach, Montgomery 

recommends the procedure outline as followg: 

1. Recognition and statement of the problem. 
2. Choice of factors and levels. 
3. Selection of response variable. 
4. Choice of experimental design. 
5. Performing the experiment. 
6. Data analysis. 
7. Conclusions and recommendations. 

The statement of the problem and the objectives were 

presented in Chapt e r I. The choice of factors and the 

selection of response variables will be presented with a 

description of the conceptual model. An approach for the 

experimental design and the method of analysis as well as 

the factor levels will also be described in this chapter. 

Conceptual Model 

The purpose of the conceptual model is to identify the 

significant system components and their relationships. 

Almost every model consists of some combination of the 
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following ingredients: 

1. components 
2. variables 
3. parameters 
4. functional relationships 
5. constraints 
6. criterion functions 

These ingredients are defined and described by Shannon (Ref 

38:14). A causal diagram of the system to be studied can 

be useful to the analyst to conceptualize a model of the 

system and to identify the parameters of interest. Figure 

5 illustrates the causal diagram for the evacuation model. 

Figure 5 depicts the interactions of the evacuation 

system. Causal diagrams are used in system analysis as 

tools to graphically represent and to aid in visualization 

of the system structure and key relationships. 

Relationships are depicted as solid lines with an 

arrow-tipped end that either has a positive or a negative 

sign. A positive sign indicates that an increase in one 

variable will result in an increase of the connected 

variable; whereas, a minus sign denotes that increasing one 

variable will decrease the other. These connections 

illustrate causal loops in the system. The effect of the 

loop is determined by summing the signs of the arrowheads. 

A positive number of arrowheads indicates a positive loop 

that, if uncontrolled by some external influence, can cause 

explosive destabilization. On the other hand, a negative 

sum of the signs indicates a goal oriented and stability 

producing loop. The development of the causal diagram, 
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<stochastic input> 

Figure 5. Causal Diagram for Evacuation Model 
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therefore, aids in the concept~alization phase of of key 

relationships in the model. Using this technique, the 

model output parameters of interest were identified. 

For this study, the model was developed to provide the 

evacuation time, the ambulance utilization, the patient 

waiting time and the average number of patients waiting for 

evacuation as output. These are the response variables of 

interest and are the output of the model. There are five 

input variables that influence these response variables. 

The input variables are the number of available ambulances 

at the battalion aid stations, the number of ambulances 

available at the medical company clearing station, the 

evacuation distance to the battalion aid station~, the 

evacuation distance to the clearing station, and the 

ambulance travel rate (kilometers/hour). These input 

variables are controlled. In reality, these variables are 

controlled by changing the operating policy specified by 

tactics and doctrine. But, the number of patients to be 

evacuated (patient incident rate expressed as# patients 

per hour) is a stochastic parameter. In other words, the 

patient incident rate cannot be directly controlled. An 

analogy can be made to the weather. The weather cannot be 

controlled, but measures can be taken to minimize the 

effects of the weather. Similarly, measures can be taken 

to minimize the patient incident rate but it cannot be 

controlled. However, this parameter may be changed in 

order to perform sensitivity analysis for the response 
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v~riables. (The results of this sensitivity analysis are 

discussed in Chapter IV.) The patient incident rate and 

the selection of a representative distribution is addressed 

later. These five input variab l ~s are the five factors to 

be cons,dered in the experimental design. All of the input 

and response variables are measurable on a ratio scale. 

However, the input variables are discrete; whereas, the 

response variables are continuous. The measurement scale 

must be considered for the experimental design and 

analysis. 

Experimental Design 

To perform a general factorial design, an investigator 

selects a fixed numoer of "levels" Cor "versions") for each 

of a number of variables (factors) and then runs 

exp~riments with al~ possible combinations. A two-level 

factorial design is of importance because it requires 

relatively few runs per factor studied; and although it is 

unable to explore fully a wide region in the factor space, 

it can indicate major linear trends ~nd so determine a 

promising direction for further exoerimentation (Ref 

3:306). Since there are five factors, a full five factor 

design set at two specified levels is a possible choice for 

the initial design to identify the significant factors. 

With two fixed levels for each factor, this fixed model 

requires 32 experiments to be complete. In other words, 

there are 32 experimental conditions for a full factorial 
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design with five factors each set to two levels. (Figure 

12 in Chapter IV illustrates the 32 cells for this design.) 

The simulation used in this study is of the termi­

nating type rather than a steady-state type. Th 

si•ulation type is important with regard to the analysi of 

the output data. A terminating simulation is one for which 

the desired measures of system performance are defined 

relative to the interval of simulated time (Ref 23:280). 

The interval of simulated time is specified before the 

simulation begins. 

of time is 10 days. 

For this evacuation study, the interval 

This 10 day period is used in 

conjunctio~ with the patient incident rate to simulate 10 

days of high intensity conflict. This time interval 

represents a transient period in the evacuation process 

when there is peak demand on the medical support system. 

The transient period is considered for this analysis 

because, intuitively, the steady state analysis would 

result in a low estimate. 

\ 

The accuracy of an estimator is usually bounded by a 

confidence interval. For terminating simulations, there 

are two procedures that can be used to determine confidence 

intervals; one procedure is for a fixed number of 

replicates per cell and the other procedure is for a 

specified precision of the estimator. The fixed sample 

size procedure is the usual approach for constructing a 

confidence interval. But, the disadvantage of this 

approach is that the simulator has no control over the 
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confidence interval half-length. That is to say for a 

fixed number of replications, the half-length depends on 

the population variance, so a relatively large variance can 

render the half-length meaningless. This problem can be 

reduced by applying a variance reduction technique. (The 

variance reduction techniques applied to this model are 

discussed later.) The procedure for obtaining a confidence 

interval with a specified precision is generally to 

increase the number of replications until the desir~d 

precision is achieved. These procedures are described in 

detail by Law and Kelton (Ref 23:288-294). The application 

of these procedures is discussed in Chapter IV. (Analysis 

of variance CANOVA) is the methodology used to test the 

significance of the factors in this experiment. It is 

discussed in the next section.> 

In addition to constructing confidence intervals, it 

is also important to consider the number of replications 

per cell when using the ANOVA methodology. For a full 

factorial design when estimating all main effects and all 

possible interaction effects, more than one replication is 

required in order to obtain ~n estimate of the error term 

in tht design. Experience indicates that from three . o ten 

replications per cell are sufficient for simulation 

experiments where variance reduction tec11niques are 

applied. More than io re?lications provides marginal 

return for the additional tffo~t (Ref 4). Additionally, 

Shannon states that an experiment on one factor would 
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seldom be considered as adequately replicated unlass it had 

about eight samples at each level (Ref 38:163). Therefore, 

256 replications would be required for this complete 

design. Similarly, 10 replications in the full factorial 

design yields 320 runs. 

In general, when changing two or more factors, the 

most efficient method is to use a factorial design. 

Shannon summarizes the advantages of factorial design over 

the classical "one factor at a time" approach as follows 

(Ref 38:165): 

1. Maximum efficiency in the estimation of the 
effects of the variables. 

2. Correct identification and interpretation of 
factor interactions if they exist. 

3. The effect of a factor is estimated at 
several levels of the other factors, and thus the 
conclusions reached hold over a wide range of 
conditions. 

4. Ease of use and interpretation. 

The method of analysis for the 5 factor fixed model 

design is presented next. 

Method of Analysis 

Analysis of variance CANOVA) can be used to 

i n vest i gate t he s i mu l tan e o us e f f e ct s of factors- i n an 

experiaental design. When there are n factors, the 

analysis is referred to as an n-way ANOVA. For this 

design, a 5-way ANOVA is used to determine the effects of 

the factors. The full factorial design of this research is 
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analysed using the Statistical Package for the Social 

Sciences (SPSS) subprogram called ANOVA. 

The response variable (independent variable) selected 

as the criterion for the analysis is the average time to 

evacuate patients from the company aid posts to the medical 

company clearing station. The other response variables 

(vehicle utilization, average patient waiting time, and 

average number of patients waiting at the battalion aid 

stations> are used to rank order the 32 operating policies 

of the experimental design. When the levels of the factors 

(independent variables) are fixed as opposed to being 

random, the analysis is a fixed-effect or Linear hypothesis 

model. The ordinary output CF ratios) provided by 

subprogram ANOVA assumes the fixed-effect model. This 

assumption of the model is applicable to the design 

described above. Additionally, there are three basic 

a~sumptions for ANOVA (Ref 3:182). The first assumption is 

that the random samples are from normal populations having 

the same variance but possibly different means. Also, the 

errors are assumed to be independent and normally 

distributed with zero mean and a fixed variance. And 

finally, the effects are assumed to be additive. In 

practice, these assumptions are only approximately 

fulfilled. Experience suggests that in the majority of 

experiments, these disturbances are not sufficiently great 

to invalidate the technique (Ref 5:91). However, the 

implication is that the significance levels and confidence 
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limits must be considered as approximate rather than exact. 

The factor levels are fixed in this design and they 

are discussed next. More will be said about the Jnalysis 

and the experimentation in Chapter V. 

Factor Levels 

The objective as presented earlier, is to evaluate the 

evacuation system. To do this, one level of ~ach factor is 

chosen so that it represents the proposed operating policy. 

For example, suppose that the number of ambulances 

available at the battalion aid station is called factor 2. 

Then one level of · factor 2 would be set to 6 ambulances 

because the proposed operating policy allocates 6 

ambulances to the evacuation section of the battalion aid 

station. It may be optimistic to assume that each 

evacuation section will have 6 vehicles so this could be 

de~ignated as the high level. In fact, each evacuation 

section may only have 4 ambulances authorized or 

operational. Therefore, the low level would be set to 4 

ambulances. In like manner, the high and low levels for 

the number of ambulances available at the clearing station 

are set to 10 and 8 ambulances, respectively. The levels 

for the remaining factors are similarly established based 

on the proposed operating policy and a likely alternate 

level corresponding to each factor so that each factor is 

set to two levels. The levels for the five factors of 

interest in this problem are illustrated in Table 3. 
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The ambulance travel rates are b a sed on the results of a 

ride and shock test, and mobility assessment of the HMMWV 

conducted at the Geotechnical Laboratory, US Army Engineer 

Waterways Experiment Station (Ref 10). "Effective speed 

would be an important factor in determining the type and 

number of ambulances required (TOE assignment>, based upon 

projected casualties, number of sorties and evacuation 

distances (mission profi Le)" (Ref 10). The 20 km/hr rate 

is the expected rate of the HMMWV in cross-country terrain 

char at 'l~ •," i s tic of the i-l iddle East. The 35 km/hr rate f ·s · 

the expected rate of the HMMWV in generic cross-country 

terrain and trails as used in the mobility study. 

Table 3. Factor Levels 

Factor Low Level High Level 

1 20 km/hr 35 km/hr 

2 4 ambls 6 ambls 

3 5 km 10 km 

4 8 ambl s 10 ambls 

5 10 km 20 km 

Factors: 

1 Ambulance travel rate 

2 Available ambulances at BAS 

3 Evacuation distance to BAS 

4 Available ambulances at Clearing Station 

5 Evacuation distance to Clearing Station 
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By setting the factors to these levels, the observed 

responses will indicate whether or not the system performs 

in accordance with the Army guidelines for evacuation. In 

other words, these responses are the measures of merit. 

These measures of merit are used to evaluate the criterion 

function. Shannon defines a criterion function as an 

explicit statement of the objectives or goals of the system 

and how they are to be evaluated (Ref 38:16). The criteria 

used to evaluate the system are described next. 

The ultimate criterion used to evaluate the perform­

ance of the sy tem is the time to evacuate the patient to 

the clearing station. According to staff officers at the 

US Army Academy of Health Sciences, the critical time for 

evacuation in general must be less than 2 hours to the 

medical company clearing station (Ref 18). This is the 

first echelon of the unit level medical support system at 

which a patient can receive medical care and treatment 

which are more than mere first aid and life saving 

measures. 

There are three secondary criteria used in this 

evaluation as well. They are an ambulance utilization rate 

less than SOX, a patient waiting time of less than 30 

minutes, and an average number of patients at the BAS of 

less than four. The SOX utilization rate criterion for the 

ambulances is imposed because time must be allotted for 

crew rest and vehicle maintenance. Unlike the Air Force 

where there may be several crews per aircraft, the Army 
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assigns only one c r ew per vehicle. Estimates indicate that 

a soldier requires at least SOX of the time to devote to 

rest, personal hygiene, and maintenance of individual 

weapons and equipment (Ref 18). Ideally, the patient 

waiting time and the average number of patients waiting at 

the BAS should be zero. The BAS is not designed and 

therefore not equipped to hold and care for patients. The 

BAS exists to treat soldiers with minor wounds and return 

them immediately to duty, or to stabilize patients and 

request further immediate evacuation. Failing to meet 

these two criteria may be cause to question the 

organization and equipment of the battalio~ aid station 

(BAS). Fundamental and essential to the evaluation and 

application of these criteria to the model is the patient 

incident rate used in the model. The patient incident rate 

selected for the simulation study is described next. 

Patient Incident Rate 

Forecasting casualty rates is not a simple task. The 

Army has recognized a i,eed for an ar.cepted methodology for 

the computation of casualties. Therefore, th~ Deputy Chief 

of Staff for Operations and Plans CDCSOPS), Department of 

the Army (DA>, directed that a comprehensive study be 

conducted to develop a reliable, analytically rigorous 

methodology for estimating Army wartime casualties (Ref 

30). The US Army Concepts Analysis Agency (CAA) was 

designated as the Lead agency for the study. CAA was 
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directed to review the current methodology and identify 

improvements for the casualty estimation process applicable 

to conventional scenarios. This included an analysis of 

the casualty estimation process in the main battle area 

(MBA) including the new diseased and nonbattle injury 

rates. The findings of this study were to be incorporated 

into the Army Model Improvement Program (AHIP) which was 

developed to oversee the design, development, and 

implementation of Army combat and support models. The 

results of this study by CAA were submitted to DCSOPS, DA 

in a final report prepared by the Force Analysis 

Directorate, CAA dated December, 1981. This report is used 

as a source for estimating the patient incident rate in 

this simulation study. Definitions and data relevant to 

the patient incident rate for this simulation study are 

presented next. 

Generally, casualties are described as losses that 

require personnel replacements. Not all of these 

casualties place a demand on the evacuation support system. 

Table 4 illustrates the general categories of casualties as 

used in force related analyses conducted for the Army. 

Obviously, adm~nistrative losses do not place a demand 

on the evacuation system. Also, CMIA and KIA battle 

casualties do not place a demand on the evacuation system. 

Transportation of KIA casualties is the responsibility of 

the graves and registration section which is a Quarter­

master Corps function. Medical care and evacuation are 

38 



the responsibility of the Medical Service Corps. 

Evacuation of patients and transportation of the dead are 

two distinctly separate responsibilities. Therefore, the 

term patient incident rate has been adopted for this 

simulation study to indicate the demand placed on the 

evacuation system. The patient incident rate includes the 

casualty categories wounded in action and all diseased 

nonbattle injuries. 

Table 4. Casualty Categories 

* Battle 

Killed in action (KIA) 
Captured/missing in action ~C~IA) 
Wounded in action CWIA) 

- Hospitalized and evacuated 
- Hospitalized and returned to duty CRTD) 
- Died of wounds 
- TrP.ated and released (not hospitalized) 

* Nonbattle 

Diseased, injured (DNBI) 
- Hospitalized and evacuated 
- Hospitalized and RTD 
- Died of injuries/disease CDIH) 
- Treated and released (not hospitalized) 

* Administrative losses 

AWOL 
Desertion 
Confinement 
Missing (not MIA> 

The Casualty Estimation Study conducted by CAA indi­

cated that the current methodology for estimating casual-
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ties in the main battle area consists of using historical 

rates for nonbattle casualties and a new attrition 

algorithm for calculating battle casualties. The study 

reported shortcomings for both methods. A sub-study 

conducted at the Academy of Health Sciences concluded that 

the historical ONBI rates are of limited value. The study 

recommended that the rates projected by the Army Medical 

Department CAMEDD) Treatment/Evacuation Model be adopted 

for the Central European scenario (Ref 22:34). For other 

scenarios, the rates now listed in the Army Force Planning 

Data and Assumptions FY 1981-1990 CU) are to be used until 

new scenario-specific rates are generated using the AMEDD 

model. 

For this simulation, the Central Europe rate of 

30.1/1000 active duty soldiers per day is adopted. This 

rate does not include government civilian personnel, 

representatives of the press, enemy or noncombatants and is 

lower than the rate (35.22/1000) reported in a study 

conducted during the annual Reforger Exercise in 1979. 

From the exercise, this rate was determined from patients 

seen at the clearing station of the 1st Medical Battalion 

of the 1st Infantry Division (Ref 22:20). The assumed rate 

can be changed in order to perform sensitivity analysis 

after the initial simulation experiment has been conducted. 

The new attrition algorithm for battle casualties is 

proposed for use in the theater level simulation model, 

Force Evaluation Hodel CFORCEM). The rate for this study 
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is an estimate of battle casualties CWIA) combined with the 

nonbattle casualty estimate to yield an incident rate of 

130/1000 soldiers per day. This is approximately a 3:1 

ratio of WIA to nonbattle casualties. This 3:1 ratio is 

selected based on the "FORECAST Casualty-Loss Methodology 

Study Report", a study prepared by ASM Programming 

Services, Inc. under contract and supervision of the 

FORECAST Project Office, Department of the Army (Ref 

35:2-16). This ~ate is used to determine an estimate of 

the parameter for an exponential distribution to model the 

interarrival times of patients at the company aid post. 

The exponential distribution is used for the reasons 

discussed next. 

Interarrival time is a term frequently used in 

queueing theory. It is defined as the time between 

consecutive arrivals to the system. The common assumption 

is that the arrivals occur in a statistical pattern known 

as a Poisson process. That is, the number of arrivals 

generated until any specific time has a Poisson 

distribution (Ref 20:402). In the case where the arrivals 

to the system occur randomly but at a certain average rate, 

an equivalent issumption is that the probability distri­

bution of the time between consecutive arrivals is an 

exponential distribution (Ref io·40l). For the real 

system, the distribution could take on almost any form. 

But in order to formulate the model of the real system, it 

is necessary to assume a distribution. 
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To be useful, the assumed form should be 
sufficiently realistic, so that the model 
provides reasonable predictions while, at the 
same time, be sufficiently simple, so that the 
model is mathematically tractable. On these 
bases, the most important probability 
distribution in queueing theory is the 
exponential distributionCRef 20:408). 

The parameter for the distribution is determined as 

follows. Each battalion is assumed to have a total 

strength of 1000 soldiers. Therefore, the average number 

of incidents per day per battalion would be 130. In hour 

time units, the average is approximately 5.4 incidents per 

hour. This rate then yields a 1.8 incidents per hour rate 

for each of the three forward companies. Early 

experimentation with various parameters for the exponential 

distribution resulted in selecting 0.54 as the test 

parameter for the interarrival distribution. This 

parameter yielded approximately 134 incidents per day per 

battalion. Another reason for selecting the exponential 

distribution is that it has a single parameter. This 

facilitates the sensitivity analysis in that only one 

parameter has to be changed. A brief discussion of 

variance reduction techniques for this simulation study is 

presented next. 

Variance Reduction 

Some mention of sample size was presented in the 

discussion of the number of replications desir <, d for each 

experimental condition. Another technique for determining 
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sample size is presented he r e. 

In the most straightforwa f d case, where we can 
invoke the central limit theorem and assume no 
auto correlation, we can take a confidence limit 
approach to det~rmining the sample size required 
for estimating parameters to a specified level of 
precision (Ref 38:187). 

The relationship between sample size, reliability, and 

variance is illustrated in the following equation that 

Shannon suggests for determining sample size: 

n = t 2•Var/d 2 

where t is the tabulated t value for the desired confidence 

level and the degrees of f reedom of the initial sample, d 

is the half-with of the desired confidence interval, and 

Var is th ~ estimate of the variance obtained in a sample or 

pilot run. 

Variance reduction techniques are sample-estimating 

procedures that either increase precision of estimates for 

a fixed sample size or decrease the sample size required to 

obtain a fixed degree of precision. Table 5 lists three 

classifications and 16 variance reduction techniques as 

classified by E. J. McGrath et al (Ref 25). 

The two techniques that are most frequently used in 

practice are correlated sampling (common random numbers) 

and antithetic variates <Ref 40). These two correlation 

methods for variance reduction will be incorporated into 

the design. The technique of common random nu ~ber streams 

will be utilized in the design for all combinations of the 

factors. Using this technique ins~res that the 
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experimental environment is the same for each cell in the 

design. The antithetic v~riate technique is used within 

each cell of the experimental design. Of the 10 

replications for each cell, 5 r!plications are made each 

with a un que positive seed and then 5 more replications 

made with the corresponding seed negative to produce the 

antithetic number stream. This combination will yield 5 

paired observations with a reduced variance. It is 

antici~ated that using both techniques will increase the 

efficiency of the simulation. The rationale for these two 

correlation methods is presented next. 

Antithetic variates and common random numbers are two 

variance reducti9n techniques that take advantage of 

correlation among . imulation output responses to achieve 

improved efficiency. These two techniques are ~sed to 

induct negative or positive correlation, respectively, 

among blocks of simulation runs by manipulating the random 

number input. 

The antithetic technique is useful to estimate the 

response from a single system. This techn •que is also 

sometimes re1erred to as using complimentary random 

numbers. rne idea is to use a mean response that is 

co• puted from two complime~tary responses. That is to say, 

one response is ge~•rated from a random nu~ber and the 

other is generated from the compliment of the first random 

nu • ber. This causes the first response to be a high 

estimate and the other response to be a low estimate or 
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vice versa, so that the responses are negatively 

correlated. The average of the twc responses is then used 

as a single estimate of the system response. The variance 

of this average will then be reduced by the negative 

covariance of the two responses. The amount of variance 

reduction depends on the amount of negative correlation 

induced by the complimentary random numbers. SLAM has the 

capability of generating antithetic variates (Ref 32:150). 

Table 5. Classification of Variance Reduction Techniques 

nooIFICATION OF THE SAMPLING TECHNIQUE 

• Importance Sampling 
* Russian Roulette and Splitting 

11 • Systematic Sar.,pling 
• Stratified Sampling 

USE OF ANALYTICAL EQUIVALENCE 

• Expected Values 
• Statistical Estimation 
• Correlated Sampling 
• History Reanalysis 
• Control Variates 
• Antithetic Variates 
• Regression 

SPECIALIZED TECHNIQUES 

• Sequential Sampling 
• Adjoint Formulation 
• Transformations 
• Orthonormal Functions 
• Conditional Monte Carlo 

On the other hand, comnon random number technique is 

useful when co• paring two systems or for controlling the 
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experimental environment. In contrast to antithetic 

variates, common random numbers are used to induce a 

positive correlation among the responses in order to 

estimate the difference between two means. The variance of 

this difference is equal to the variance of the first 

response plus the variance of the second response minus two 

times the covariance of the first and second responsts. 

When the correlation induced is positive, the variance of 

the difference is reduced because the covariance term is 

subtracted. In both techniques the experimenter must 

insure that the output responses respond in a similar way 

to changes in the random number input. In addition to 

making sample tests on the variance reduction, the a"alyst 

can appeal to the physical properties of the system. For 

example, in a queuein~ Jystem, by increasing the s~rvice 

time it is reasonable to expect a longer time in the 

system. On the other hand, by decreasing the service time, 

it is reasonable to expect a shorter time in the syitem. 

If these two service times are complimentary, the variance 

of t~e average of the two will be reduced because of the 

negative correlation induced as explained above. 

Chapter Summary 

This chapter has presented a simulation design for the 

patient evacuation analysis in a combat zone. The plan 

specifically addresses the conceptual model and th ~ 

experimental design. The plan also addresses techniques 
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for selecting distributions, determining sample size and 

reliability, and reducing variance. It should be noted 

that this plan is flexible and dynamic. The plan is 

improved and modified as needed as the study progresses. 

The following chapter describes the combined network and 

discrete event model developed for this study. 



Introduction 

Chapter III 

The SLAM Model 

The combined network-discrete event evacua ~ 1 on model 

development using SLAM is discussed in this chapter. The 

graphic symbols of SLAM are explained and illustrated as 

they are used in the model to represent the patient 

incidents, unit identification, the battalion aid stations, 

and the clearing station. Also, the concept of modeling 

the ambulances as resources is discuss ed. Additionally, 

the interaction of the network with the discrete events 

using FORTRAN subroutines is described. 

The System and SLAM Structure 

The evacuation process described in Chapter 1 and 

illustrated in Fi 1ure 3 is tr~nslated into the SLAM 

simulation model using graphit symbols to represent the 

components and activities of the evacuation process. This 

structural model is computerized with SLAM input statements 

for the network symbols and FORTRAN code for the user­

written discrete events. The complete network illustrated 

in SLAM graphics is provided in Appendix A. The SLAM input 

statements and FORTRAN code are provided in Appendix B. 

A SLAM network model consists of a set of inter­

connected symbols that depict the operation under study. 
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The nodes and branches of the SLAM network symbol set 

provide for commonly used routing and processing functions 

which are assembled by the modeler into a representative 

~odel (Ref 32). Here, the description of the evacuation 

model begins with a description of the nodes used in the 

structural model. Then, the user-written discrete events 

are described. This description includes an overview of 

the SLAH processor that controls the combined 

network-discrete event model. 

Patient Generation 

The determination of the patient incident rate was 

discussed in Chapter II. How that rate is implemented into 

the model is described in this section. 

In SLAM, entities are inserted into the network by 

CREATE nodes. The symbol for the create node is shown 

below 

TIC 

CIIIEATE Node Symbol 

where: 

TF is the time at which the first entity is to be created 

and sent into the network; 

TBC is the time between creations of entities; 

HA is the attribute number in which the creation or mark 
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time is to be maintained; 

MC is the maximum number of entities that can be created at 

this node; and 

Mis the maximum number of branches along which a created 

entity can be routed from this node. 

In the evacuation model, the entities are the patients 

to be evacuated. There are nine CREATE nodes in the model 

which represent nine infantry companies in the brigade 

area. The model is designed so that the three battalion. 

in the brigade each have three companies. This balanced 

force was selected as being the most representative 

organization because it reflects the current organization 

even though the force may be tailored differently as deemed 

necessary by the commander. It is assumed that if force 

tailoring occurs, the support is tailored accordingly. 

Changes to the organization proposed by force modernization 

can easily be accommodated by adjusting the number of 

CREATE nodes. 

In the model, the time of the first entity creation at 

each of the CREATE nodes is selected arbitrarily from 

approximately 0.5 to 5 minutes after the beginning of time 

in order to provide a staggered start. Thereafter, the 

time between each incident is a variate from the 

exponential distribution selected as explained in Chapter 

II. The creation time is stored as attribute 1 of the 

entity so that the time of evacuation can later be 

determined. 
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The entities (patients> are routed from the node along 

a single branch (activity) to an ASSIGN node where the unit 

identification is assigned to attribute 2 of the entity. 

The graphic symbol for the branch is a line with an 

arrowhead pointing in the direction of travel. The ASSIGN 

node used for each unit is as shown here 

VAR: Value 
M 

ATRIB(2)=UNIT ID 

The ASSIGN node functions like a FORTRAN replacement 

statement. The variable VAR on the left side of the equal 

sign is assigned the value of the right side which can be a 

SLA~ variable or an arithmetic operation. 

In the real system, each patient is tagged by the 

field medic hefore being evacuated. The assign node 

represents this action and attribute 2 is later used to 

track patients throughout the system. 

Company Aid Post 

There are two nodes following each of the assign 

nodes. The first node described .is a QUEUE node and the 

other is an EVENT node. 

A QUEUE node is a location in the network where 

entities (patients) wait for service. The QUEUE node 

associated with each CREATE node represents the company aid 
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post where the patients wait for the evacuation ambulance. 

The basic symbol for a QUEUE node is shown below. 

File Number fOf Storint W1it int Entit in 

Muimum 
Number in 
Queue 

QUEUE Node 
lndicatOf 

Strvict Activity 

0 0 ' ~ Number of 
P1r1ll1I 
Identical 
Strvffl 

Act ivity 
Number 

In the model, each of these QUEUE nodes has a unique file 

number, an infinite capacity, and zero patients initially 

in the QUEUE. Patients ~aiting at the QUEUE nodes are 

ranked on a first-in, first-out (FIFO) priority; however, 

other ranking priorities are possible. In the real system, 

the senior medic would determine the evacuation priority 

for the patients and it might not be FIFO. However, for 

the model, FIFO is appropriate since the difference in 

evacuation times would average out over time because the 

evacuation time is computed based on the mark time at the 

CREATE node. Furthermore, the medic will ensure that the 

most critical patient is evacuated first. The HMMWV can 

carry four litter patients. If there are more than four 

patients to be evacuated, the senior aidman faces a real 

dilemma. In the model, when there are more than four 

patients waiting to be evacuated, another request is made. 

The evacuation request is generated at the EVENT nodes 

associated with f ach CREATE node. 

The EVENT node i~ included in the network model to 
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interface with a discrete event. The EVENT node is shown 

below. 

The EVENT node caus~s the FORTRAN subroutine EVENT to 

be called every time an antity arrives at the node. The 

Logic associated wit h the EVENT node is coded by the 

modeler as a discrete event; therefore, the modeler has 

complete modeling flexibility. So, when the modeler is 

faced with an operation for which there is no network node , 

the EVENT node can be used to model the specialized 

operation. The value of JEVENT in the node specifies the 

discrete event to be executed in the user-written 

subroutine. In the evacuation model these l!vents . re 

numbered 1 through 11. In the node, M specifies the 

maximum number of emanating activities to be taken by 

entities after the processing of the EVENT node. 

The EVENT subroutine Logic for the ambulance request 

is discussed Later in this chapter. Also, the other 

discrete events are described. Following the return from 

the discrete event, the SLAtt processor returns to the 

network model. 

Highly Mobile Multi-purpose Wheeled Vehicle 

As stated earlier, the HM~lWV C"hum-vee") is the 
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vehicle modeled as the tactical field ambulance. In this 

combined network-discrete event model, the ambulances 

available to each of the three battalion evacuation 

sections and to the clearing station evacuation section are 

modeled as resources. SLAM provides the capability to 

model the situation in which an entity requires a resource 

during a set of activities. This is done in the model by 

defining the resource type and the number of resources 

available. Entities that require resources wait at an 

AWAIT node. The RESOURCE blJck is used to identify the 

resource name, the initial number of resources available, 

and the order in which files associated with AWAIT nodes 

are to be checked to allocate freed units of the r~source 

to the entities. 

The RESOURCE block is unlike the nodes. It has no 

inputs or outputs because entities do not flow through it. 

The RESOURCE blo~ks can be placed together on the netwJrk 

diagram to form a legend. The RESOURCE block symbol i1 

shown below. 

RLBL(IRC) IFLl IFL2 

In the RESOURCE block, RLBLCIRC) identifies the 

resource (Label) and IRC specifies the initial resource 

capacity. The IFL# specifies the file to be checked for 

entities awaiting resources. In the model, the resources 
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(ambulances) are labeled AMBL# corresponding to the 

appropriate unit; there are four RESOURCE blocks, one for 

each of the three battalion evacuation sections and one for 

the brigade clearing station evacuation section (App endix 

A). 

AWAIT nodes are used to store entities waiting for a 

specified resource. When an entity arrives at an AWAIT 

node, it passes directly through the node and is routed 

according to the branches if the required resource is 

available. If the entity has to wait at the node for a 

resource to become available, it is placed in a file 

associated with the node CIFL). As soon as the required 

resource becomes available, the entity passes through the 

node. The symbol for the AWAIT node is shown below. 

The evacuation model has I total of four AWAIT nodes; 

one node is for each of the three battalion aid stations 

and one node is for the clearing station. Again, RLBL is 

the resource label and UR specifies the number of resources 

required by each entity. In the evacuation model, UR is 

set to 4 and 6 at the battalion aid stations and to 8 and 

10 1t the clearing station, depending on the factor level 

co• ~ination desired. The AWAIT nod~s provide the control 

• tchanism for the allocation of ambulances to the company 
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aid posts and to the battalion aid stations. 

The Evacuation Process 

The evacuation process modeled in the network between 

the company aid posts and the battalion aid stations is 

essentially the same as between the battalion aid stations 

and the clearing station. This process is described below. 

In the evacuation process, an entity arrives to the 

AWAIT node from an ENTER node. The ENTER node is another 

interface between the network and the discrete portion of a 

combined model. The symbol for the ENTER node is shown 

below. 

The ENTER node allows the modele, to insert 

selectively an entity into the network from the 

user-written disxret e event subroutine. Each ENTER node 

has a unique user- · ssigned integer code NUM and a M value 

which specifies the maximum number of activities to be 

taken at the release of the node. In the model, each ENTER 

node is released from within the corresponding user-written 

discrete event by a call to subroutine ENTER CNUM,A) where 

NUM corresponds to the node and A is the name of the array 

specified by the user which cont~ins the attributes of the 

entity to be inserted into the ~~twork. This technique is 
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used in conjunction with making an evacuation request from · 

the company aid posts and the battalion aid s~ations. 

One iteration of the evacuation process · s desr.ribed 

here and is illustrated in the following graphic 

representation. 

Ambulance 
5 

(iT 5 ) 

xx 1) XX(l) 

The activity exiting from the AWAIT node labeled WTS 

has a specified travel time associated with it that 

represents the ambulance travel rate and evacuation 

distance. A SLAM global variable XXC1) is assigned the 

value of the travel time for this regular activity which 

routes the entity to EVENT node labeled BAS. Arriving to 

the EVENT node CBA5) represents the arrival of the 

1mbulance to evacuate the patiints. EVENT node (BAS) makes 

another call to the EVENT (2) subroutine at which time the 

patients are loaded into the ambulance. At the return of 

the subroutine, the SLAM processor returns to the network 

and the entity is routed over the next regular activity 

which also has the associated travel time for the return 

trip to the battalion aid station. The arrival of the 

entity at the next EVENT node lab~~ed ULS represents the 

arrival at the battalion aid station. At this EVENT node 

CULS), a call is made to the EVENT C3' subroutine where the 

resource (ambulance) is freed and another evacuation 
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request is • ade, if necessary. This completes one 

iteration of the evacuation process. The logic used in 

this process is also used for the other two battalions as 

well as for the clearing station seg•ent of the network. 

The Battalion Aid Station 

The battalion aid station and the company aid posts 

are si • ilarly represented graphically. Again, a QUEUE node 

is used to hold the entities waiting for evacuation 

ambulances. Each battalion QUEUE node is preceded by an 

ENTER node into which entities are placed from the 

user-written EVENT subroutine. A modeling "trick" is used 

in conjunction with the QUEUE nodes. The tr i ck is that a 

MATCH node is used tv~ an unusual purpose. 

Tht AATCH nodes are used to • atch entities residing in 

specified QUEUE nodes that have equal values of a specified 

attribute. When each QUEUE node preceding a MATCH node has 

an entity with the specified common attribute value CNATR), 

the MATCH node re • oves each entity fro• the corresponding 

QUEUE node and routes it to a node associated with the 

QUEUE node and each entity is routed individually. The 

sy • bol for the RATCH node is shown here. 

NATR 

WPM r«>D 2 
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The trick in the model regarding the MATCH nod~ is 

that the entities residing in the QUEUE nodes preceding ~ ~~ 

MATCH node never have a common attribute value because the 

specified match attribute is the unit identification number 

which is different at every QUEUE node. Therefore, there 

can never be a match and no entities can be routed through 

the ~ATCH node. But, this is exactly what ~s desired in 

the model network. The QUEUE nodes are used to hold the 

patients waiting for evacuation. The patients are removed 

from the files associated with t e QUEUE nodes from within 

the user-written EVENT subroutine. 

Data Collection in the ~odel 

Data collection in the network model is accomplished 

by using the COLCT node. The COLCT node provides an 

estimate of the mean and the standard deviation of the 

specified variable of interest. The symbol for the COLCT 

node is shown below. In the node, TYPE specifies the type 

of variable for which statistics are to be collected. 10 

is the identification for the statistic specified by the 

user. H can be used to request a histogram in addition to 

the statistics. 

ID H I~ 
Seven COLCT nodes are used in the network model. At 
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each battalion, two COLCT nodes are used. One node 

collects statistics on the ime interval for evacuation to 

the battalion aid station. The other node collects 

statistics for the time interval between ambulance arrivals 

1t the battalion aid station. The final COLCT node is used 

at the end of the network to collect statistics on the 

total evacuation time from the company aid posts to the 

clearing station. 

Other data automatically collected from the network 

include statistics for resource utilization, file 

statistics, regul~r activity statistics, and node 

statistics. These data used in the experimental design are 

explained in Chapter IV. 

Fortran Coded Discrete Events 

The network approach described so far in this chapter 

is useful in the model development because it provides the 

framework for the flow of entities Cp~tients>. The 

advantage of the network orientation is that this framework 

can be developed with relative ease. When the system can 

be represented by the network world view, the time and 

effort required to develop the simulation model normally 

will be less than that required by the discrete event world 

view (Ref 32:315). Here the network model is the 

representation of the evacuation process in whch the nodes 

and resour~~s are used to model the combat units and the 
' 

1• bul1nces. A resource (ambulance> is busy when it is 
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processing an entity (patient), otherwise it is idle. 

However, the network model by itself lacks the elements 

necessary to model the more complex processes in the 

evacuation system. The discrete event orientation provides 

the capability required for modeling the complex processes 

in the system. Using both the network orientation and the 

discrete event •.rientation is called combined 

network-discrete event modeling with SLAR. This 

orientation enhances modeling flexibility and reduces 

modeling effort relative to a pure discrete ev~nt 

orientation. The remainder of this chapter describes the 

discrete event modeling included in this model. A complete 

listing of the FORTRAN code for this portion of the model 

is provided in Appendix B. 

The EVENT and ENTER nodes described earlier are the 

key interface points between the network portion and 

discrete event portion of the combined model. In addition 

to these nodes, SLAM provides many subroutines and 

functions which allow the modeler to alter the status of 

the network elements. Also, the modeler has the capability 

to • odel any level of complexity of a system with 

user-written subroutines and functions. Before the 

discussion of the discrete events • odeled in this system is 

presented, a brief description of the SLAM processing logic 

for combined network-discrete event models is provided. 

The next event processing logic employed by SLAM for 
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simulating combined network-discrete event models is 

depicted in Figure 6 (Ref 32:327). 

A call to the SLAM processor is made from the 

user-written main program. The processor begins by 

interpreting the SLAH input statements (Appendix B). This 

is followed by an initialization process and a call to the 

user-written subroutine INTLC where the initial conditions 

for the simulation as specified by the modeler are 

established. In this model, the SLA~ global variables 

XXC2) and XX(4) to XXC16) are initialized at zero. Also 

during this initialization process, the processor schedules 

the first entity arrival at each of the nine create nodes 

at the specified time for the first release of each of the 

nodes. The SLAM processor maintains the event calendar. 

Next, the execution phase of the simulation begins by 

selecting the first event on the event calendar which may 

be either a user-coded event of the discrete portion of the 

model or a node arrival event of the network portion of the 

model. In either case, the processor advances the 

simulated time, TNOW, to the event time of the event. As 

illustrated in Figure 6, a decision is made to determine if 

the event is associated with the discrete or network 

portion of the model. After the processing of either the 

discrete or network event, a test is made for the end of 

simulation condition specified by the modeler. If the end 

of simulation condition is not satisfied, the processor 

selects t he next event on the event calendar and 
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Figure 6. 

... 

SLAM Processing Logic 
Network-Discrete Event 
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the procedure continues. When the end of simulation 

condition is satisfied, the simulation run is ended, 

statistics are calculated, a call to subroutine OTPUT is 

made, and the SLAM Summary Report is printed. A final test 

is then made to determine if additional simulation runs are 

to be executed. If there are more runs to be executed, the 

next simulation begins. When all simulation runs have been 

completed, SLAM returns control to the user-written main 

program. 

In this model, 5 of the 11 coded discrete events in 

Subroutine Event are unique. The remaining six events ere 

modifications of the others for the associated combat 

units. Therefore, only the five unique events are 

described here. 

EVENT 1 models the process of requesting an ambulance 

for evacuation. The logic diagram for this process is 

presented in Figure 7. 

First, the unit identification is recorded and then a 

decision is made based on the unit identification. The sum 

of the patients at the unit is incremented by one and then 

a check is made to determine if an ambulance request must 

be made. An ambularce is requested for the first patient 

and thereafter whenever the number of patients waiting at 

the unit exceeds the carrying capacity of the ambulanceCs> 

already requested. After this, control returns to the SLA~ 

processor. Event 1, EVENT 4, and EVENT 7 are associated 

with the units and resources of the battalions designated 
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5, 19, and 27, respectively. 

Start 

Identify 
Combat Unit 

Return 

HO 

Figure 7. Logic Diagram for BAS Ambulance Request 

EVENT 2 illustrates the second unique event. It 

models the ambulance loading process when the ambulance 

arrives at the unit to pickup patients. Figure 8 presents 

the logic diagram for this process. 
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Start 

Identify 
Unit 

Count 
Waiting 
Patients 

Load= 
Min(Count,4) 

AtribC3) = 
Load 

Reduce Patient 
Sum by Load 

Return 

Figure 8. Logic Diagram for Loading Ambulance 

In EVENT 2, the unit is identified and then the 

process continues according to the associated unit. The 

number of patients waiting at the unit is counted and the 

load is determined as the minimum of either the count or 

the maximum capacity of the ambulance which is four litter 

patient~. The load is recorded as attribute 3 and then the 

sum of the patients waiting at the unit is reduced by the 
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load size. When this process is completed, control is 

returned to the SLAM processor. 

EVENT 2 is associated with the units of battalion 5; 

EVENT 5 and EVENT 8 perform the same functions for the 

battalions designated 19 and 27, respectively. 

EVENT ·3 illustrates the third unique event in the 

discrete event portion of the model. The logic diagram is 

illustrated in Figure 9. 

In EVENT 3 (FIGURE 9), the resour~e (ambulance) is 

freed because the ambulance has returned to the battalion 

aid station and it is available for another trip forward to 

a company aid post. The patients are unloaded, counted, 

and tagged as patients from the battalion designated 5. A 

request for further evacuation is made for the first 

patient to be counted and thereafter whenever the number of 

patients at the BAS exceeds the capacity of the 

ambulance(s) already requested. Following these actions, 

control is returned to the SLAM processor. EVENT 6 and 

EVENT 9 perform the same functions for the battalions 

designated 19 and 27, respectively. EVENT 10 is similar to 

EVENT 2, EVENT 5, and EVENT 8 and only differs in that it 

functions at the next higher echelon in the system. Figure 

10 illustrates the logic diagram for this event. 
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Start 

Free 
Resource 

Count 
Patients 

Request 
Ambulance 

Return 

NO 

Figure 9. Logic Diagram for Ambulance Request to Clearing 
Station 

Finally, EVENT 11 counts the total number of patients 

evacuated to the clearing station and releases the resource 

for the next evacuation request. This is the last discrete 

event in this portion of the model. EVENT 11 is shown in 

Figure 11. 
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Start 

Identify 
Unit 

Count 
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Figure 10. Logic Diagram for Loading Patients at BAS 
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Start 

Total Count 
of Patients Evacuated 

Fre@ Resource 
(Ambulance) 

Return 

Figure 11. Logic Diagram for Clearing Station Fin~l Event 

Chapter Summary 

This completes the description of the combined 

network-discrete event model of the evacuation system. In 

the next chapter, a discussion of the experimentation and 

analysis of the data collected from the model is presented. 

The chapter begins with a discussion of the methods used 

for model verification and validation. 
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Introduction 

Chapter IV 

Experimentation and Analysis 

This chapter contains a report of the experimental 

procedure, the data collection process, and the data 

analysis performed in this study. It also includes a 

ranking of alternatives--a priority list of feasible factor 

combinations for the evacuation mod~l. Additionally, the 

results of a sensitivity analysis performed on the 

alternatives are presented. This chapter begins with a 

discussion of modet verification and validation. 

Verification and ~alidation 

An important and difficult task for the simulation 

analyst is that of trying to determine whether the 

simulation model is an accurate representation of the real 

world system that is being studied. Understanding the 

distinction of the two terms verification and validation is 

e$Sential for everyone involved with the study. Since 

there appears to be some confusion about these terms in the 

literature, the following definitions are provided. 

Verification is determining whether a simulation 
model performs as intended, i.e., debugging the 
computer program. Although verification is 
simple in concept, debugging a large-scale 
si • ulat'.on model can be quite an arduous task. 
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V1lid1tion is determining whether a simulation 
model <1. opposed to the computer program) is an 
1ccur1te representation of the real-world system 
under study (Ref 23:334). 

In this study, model verification means a test of the 

• odel to insure that it behaves as the modeler intends. 

Towards the goal of verification, the following techniques 

were used. The first technique was to test and debug the 

model as it was being built. This was done by building the 

model in • odules that were easily managed. The first 

~odule of the model to be built and tested was the company 

aid pos~ portion of the network. In review, it consists of 

a CREATE node, an ASSIGN node, an EVENT node, and a QUEUE 

node. Of significant importance to the model and study is 

the number of patients generated 1t the CREATE nodes. At 

this stage, the model was checked to insure that the 

distribution and its associated parameter behaved as 

expected. The number of oatients generated was checked by 

recording the number of entities placed into the system. 

The ASSIGN node recorded the unit identification number as 

the value of attribute number two. This procedure was 

checked by inspecting the nu • ber reported as attribute 

number two on t ne SLAM Trace Report. The TRACE option 

causes a report sum• arizing each entity arrival event to be 

printed during execu ion of the simulation. The Trace 

Report generates a detailed account of the progress of a 

si • ulation by printing for each entity arrival event, the 

event ti • e, the node l&bel and type to which the entity is 
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arriving, and the attributes of the arriving entity (Ref 

32:156). As can be seen by its description, the trace is a 

very useful method for • odel verification. This option was 

used throughout the • odel develop • ent. 

After the co• pany portion of the network was tested, 

three company modules were combined to form one battalion. 

The battalion portion of the network was designed and added 

~o the three company • odules. The complete battalicn 

network portion of the model was then tested in a similar 

manner. The second and third battalions were then designed 

in the same fashion as the initial b1ttalion network. 

The remaining portion of the model, the evacuation 

process from the battalions to the cle~ring station, was 

si • ilar in design to the evacuation process already 

developed for the evacuation from the companies to the 

battalion aid station. After this module was added to the 

network, the completed • odel was verified using the Trace 

Report. Building the model in this modular fashion 

facilitated verification at each step of the model 

develop• ent. It is easier to add to the model to make it 

• ore complex as needed than to start at the complex level 

with • ore det,il than • ight be required. 

Validatio~ as defined above is deter • ining whether a 

si • ulation • odel is an accurate representation of the 

real-world system. It is a test of the agree • ent between 

the behavior of the • odel and that of the real system (Ref 

38:210). A three-step approach to • odel validation 
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suggested by Law and Kelton (Ref 23:338) was implemented in 

this study. 

Validation should address theoretical validity, data 

validity, and operational validity. The · retical validity 

is concerned with the theories used in the concep­

t~1lization of the model and the associated assumptions. 

Data validity is concerned with the accuracy and 

completeness of the 1nput data. And operational validity 

is concerned with the ability of the model to predict the 

real world behavior of the system. 

The first step was to develop the model with high face 

validity. A model with high face validity is a model which 

on the surface seems reasonable to people who are 

knowledgeable about the system under study (Ref 23:338). 

This can be done by consulting with the "experts", applying 

exist~ng theory, observing the real system, applying 

relevant results from similar models, and using intuition 

to hypothesize how certain components of the system 

operate. 

This was accomplished by a combination of the 

following techniques. This simulation has been developed 

with the assistance of the evacuation "experts" at the 

Academy of Health Sciences. The mod~l was not developed in 

isolation but rather in close cooperation with people that 

are very fa•iliar with the system. Also, the simulator's 

general knowledge and intuition have been used to 

hypothesize how certain components of the system operate. 
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The •odeler's military experience was useful in this 

regard. 

The next step was to test the assumptions of the 

model. Probably the most useful technique was to perform 

sensitivity analysis to determine how much the output will 

vary with a change in the input. This technique was 

accomplished by changing the patient incident rate and 

noting any changes in the responses. These results are 

reported later in this chapter. 

The final step was to determine how representative the 

simulation output data are. This is also perhaps the most 

difficult step in any simulation study where the system can 

not actually be physically tested. An actual combat 

operation would be needed to test the real evacuation 

system -- a dreadful alternative. The test in this case 

must be whether the output makes sense. But, because there 

is a one-to-one relationship between the model and the 

evacuation system, there is also a correspondence between 

the operational characteristics of the model and the 

system. This is the importance of the isomorphic mappings 

between the model and the actual system <Ref 37:32). In 

any case, the final test should be whether the simulation 

has provided either new insight or confirmed existing 

beliefs about the system. To this end, the results of the 

study are reported later in this chapter. In the next 

section, the procedure used to collect the data and 

experi • ent with the system is described. 
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Data Collect;on and Exper;mentat;on 

After verifying the model, the next tack in the study 

was to collect the data for the analysis of the system. As 

described earl;er, the analyst must determine how many 

observations to collect for each cell in the design. 

Again, this experimental design is a 25 factorial. 

That is, that are five factors and . two levels for each 

factor. The factor combinations at these levels represent 

the existing doctrine and proposed alternatives. A 

factorial experiment is one in which all levels of a given 

factor are combined with all levels of every other factor 

in the experiment (Ref 38:164). Also, this is a 

symmetrical design, that is, each factor has an equal 

number of levels. The design matrix for this experiment is 

illustrated in Figure 12. The cells in the matrix are 

numbered from 1 to 32 and are referenced by the number. 

Table 6 shows the 32 combinations of the design matrix. 

The combinations are numbered according to the corre­

sponding cell and the factors are numbered 1 to 5 as in 

Figure 3. 

In order to determine the number of observations 

required for each cell, several pilot runs were made for 

selected cells of the matrix. Cell 1 was used for the 

first pilot run. The simulation was replicated 10 times 

for cell 1 to collect 10 independent observations. Each 

observation was I measure of effectiveness of the system, 
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10 

j ~ 

5 

10 1 

20 2 

10 3 

20 4 

AMBULANCE TRAVEL RATE 

Low Level 
(20 km/hr) 

High Level 
(35 km/hr) 

AMBULANCES AVAILABLE AT BAS 

4 I 6 4 I 6 

EVACUATION DISTANCE (BAS) 

10 5 10 5 10 5 10 

5 9 13 17 21 25 29 

6 10 14 18 22 26 30 

7 11 15 19 23 27 31 

8 12 16 20 24 28 32 

LEVACUATION DISTANCE (CLEARING STATION) 

AMBULANCES AVAILABLE AT CLEARING STATION 

Figure 12. Cells in the 25 Factorial Design 
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Table 6. 32 Factor Combinations for the Design Matr ix 

FACTOR COMBINATION 

il.b.h FACTOR 1 2 3 4 5 

1 L L L L L 
2 L L L L H 
3 L L L H L 
4 L L L H H 
5 L L H L L 
6 L L H L H 
7 L L H H L 
8 L L H H H 
9 L H L L L 

10 L H L L H 
1 1 L H L H L 
12 L H L H H 
13 L H H L L 
14 L H H L H 
15 L H H H L 
16 L H H H H 
17 H L L L L 
18 H L L L H 
19 H L L H L 
20 H L L H H 
21 H L H L L 
22 H L H L H 
23 H L H H L 
24 H L H H H 
25 H H L L L 
26 H H L L H 
27 H H L H L 
28 H H L H H 
29 H H H L L 
30 H H H L H 
31 H H H H L 
32 H H H H H 

L • FACTOR AT LOW LEVEL 

H • FACTOR AT HIGH LEVEL 
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that is, the evacuation time required to move a patient 

from the company aid post to the clearing station. For 

cell 1, the evacuation time (1.5 hours) was the same for 

each replication. T~is meant that there was no variation 

in the system response for the factor combination 

represented by cell 1. This was not totally surprising for 

the following reasons. First, cell 1 represents each 

factor set at its low level. And, secondly, similar 

results were obtained in a preliminary study of the 

battalion's evacuation capability (Ref 6). This 

preliminary study was a QGERT Network Analysis (Ref 31) of 

the battalion evacuation network only. The QGERT analysis 

was the precursor to the SLAM analysis. In the initial 

study, the battalion evacuation capability was adequate 

except for extreme conditio~s. That is, when the 

evacuation distance was incr~ased and the number of 

available ambulances was decreased, the evacuation time 

increased beyond acceptable limits. Therefore, in this 

study of the evacuation system of the entire brigade, the 

next logical step was to experiment with the system with 

the factors set at the extreme levels. 

Intuitively, cell 6 would be the worst cell because it 

represented the situation where the evacuation distances 

were the longest, the travel rate was the slowest, and the 

number of available ambulances was the fewest. Therefore, 

the simulation was replicated 10 times for cell 6 to 

produce 10 independent responses. This pilot run used a 
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different seed for each run. The results are presented in 

Table 7. The variance for cell 6 for this pilot run was 

2.31 hours. A confidence interval for this response was 

then determined. 

Table 7. 

37895 
942895 
895432 

4195432 
112566 

5114566 
183573 

-183573 
79416 

-79416 

Results of Pilot Run for Cell 6 

EVACUATION TIME (Hours) 

10.60 
8.08 
6.36 

11.30 
7.13 
9.40 

10.30 
8.48 
7.56 
9.23 

MEAN= 8.84 hours 

VARIANCE - 2.31 hours 

Each of the 10 responses were assumed to be independent, 

identically distr i buted normal random variables. Then, a 

1~0(1-alpha) percent confidence interval using the sample 

mean was determined using the formula given by Law and 

Kelton (Ref 23:288). This is the same formula used in 

classical statistics to construct a confidence interval for 
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the mean of a population. For this pilot run, an 

approximate 90 percent confidence level was 8.84 hours plus 

o r minus 0.88 hours. Next, a variance reduction technique 

was applied to cell 6 to improve the confidence interval. 

By applying the antithetic variate reduction technique, the 

variance was reduced. The seeds used to produce the 

antithetic sequence in the SLAM model and the resulting 

responses are shown in Table 8. Table 8 shows that 10 

replications were made. 

Table 8. Cell 6 Pilot Run Using Antithetic Sequence 

REPLICATION 

1 
2 
3 
4 
5 
6 
7 
8 
9 

1 (j 

SEED 

42895 
-42895 
195432 

-195432 
114566 

-114566 
183573 

-183573 
79416 

-79416 

MEAN :s ~.96 

VARIANCE :s 1.98 

EVACUATION TIME (hrs) 

8.63 
7.69 
6.86 

11 • 30 
10.40 

9 .16 
10.30 
8.48 
7.56 
9.23 

Each odd replication was paired with the following e ven 

replication, its antithetic mate. Then the mean response 

of the pair ~as determined. The results using the 

antithetic pairs are shown in Table 9. T1,is mean response 
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was used to construct a 90 percent confidence interval. 

Note that the mean response of 8.96 (Table 9) is close to 

the sample mean of 8.84 (Table 7> calculated in the 

previous pilot run. However, the variance for this pilot 

run is only 0.45 as compared to 2.31 for the other run. 

Table 9. Results Using Antithetic Pairs in Cell 6 

PAIR MEAN 

1,2 

3,4 

5,6 

7,8 

9,10 

MEAN= 8.96 

VARIANCE= 0.45 

RESPONSE 

8.16 

9.08 

9.78 

9.39 

8.39 

For these five paired observations, the 90 percent 

confidence interval was 8.96 plus or minus 0.55 hours. It 

was obvious from this experiment that the variance 

reduction technique provided a better confidence interval 

for the estimate of the evacuation time. The 90 percent 

confidence interval without using the variance reduction 

technique was 8.14 to 9.77 hours; whereas, the interval 

using ,ariance reduction was only 8.41 to 9.51 hours. By 

applying the variance reduction technique, the variance was 
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improved by approximately 77 percent. 

Further investigation was conducted to determine the 

number of replications required for a specified confidence 

interval half-length. The technique to construct a 

confidence interval for a specified half-length is 

described by Law and Kelton (Ref 23:291). In order to 

reduce the half-length to 0.275 hours, 20 replications of 

each cell were required. In other words, to reduce the 

half-length by approximately one-half required more than 

three times the effort. For this 25 factorial design, a 

0.275 hour half-length at the 90 percent confidence Leve~ 

would require 640 simulation runs. The tradeoff was 

obvious. The cost of further reducing the variance, the 

twofold increase of work and computer time, was considered 

prohibitively large for the initial data co ~lection phase 

of the study. Therefore, the 0.55 hour half-length was 

accepted. 

Furt~ermore, it was speculated from the pilot runs 

that many of the cells would provide estimates without any 

variance. Therefore, based on these considerations, the 

data were collected for all 32 cells using 10 replications 

to produce five paired observations per cell. This 

required a total of 320 simulation runs. 

The responses for the 10 replications per cell are 

shown in Table 10. Again, some cells had no variance. 

Cells with no variance represented configurations in which 

the evacuation time only was a function of the ambulance 



travel rate and the evac~ation distance. In other words, 

the evacuation capability exceeded the patient incident 

rate. The variance for each cell was computed using a 

program coded in Fortran. The input for this pro~ram is a 

file containing the 10 obser vations for a cell of the 

design matrix. Using this raw data file, the program 

computes the mean and standard variance as well as the mean 

and the reduced variance. This program is provided in 

Appendix D with an example of the raw data input file and 

the corresponding results illustrating the effect of 

applying variance reduction. 

By using the mean of the pJ ired observations, the 

number of data points was reduced to five for each of the 

32 cells in the design. The total number of observations 

used in the data analysis, therefore, was 160 as 

illustrated in Table 11. 
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Table 10. Cell Responses for 10 Replications Per Cell 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 

REPLICATION 

1 2 3 4 5 6 7 8 9 10 

1.5 ------------------------------------6 ~7 8.7 9.8 5.6 8.4 8.7 9.1 4.0 6.7 7.1 
1.5 ------------------------------------
2.6 2.5 2.6 2.5 2.6 2.5 2.6 2.5 2.5 2.5 
2.0 ------------------------------------7.4 9.3 10.3 6.1 9.0 9.3 9.8 4.7 7.2 7.6 
2.0 - -----------------------------------
3.1 ------------------------------------
1.5 ------------------------------------
6.7 8.7 9.8 5.6 8.4 8.7 9.1 4.0 6.7 7.1 
1. ! -- - ---------------------------------
2~6 2.5 2.6 2.5 2.6 2.5 2.6 2.5 2.5 2.5 
2.0 ------------------------------------
7.3 9.3 10.3 6.2 9.0 9.3 9.8 4.7 7.2 7.6 
2.0 ------------------------------------
3.1 ------------------------------------
0.8 ------------------------------------
1.4 --------------- - --------------------
0.8 ------------------------------------
1.4 ------------------------------------
1.1 ------------------------------------
1.7 ------------------------------------
1.1 ------------------------------------
1.7 ------------------------------------
0.8 ------------------------------------
1.4 ------------------------------------
0.8 --------------------- - --------------
1.4 ------------------------------------
1.1 ------------------------------------
1.7 ------------------------------------
1.1 --------------------------- ---------
1.7 ------------------------------------

M = CELL f.lEAN 

V = CELL VARIAHCE 
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M V 

1.5 a.a 
7.5 3.2 
1.5 o.o 
2.5 0.0 
2.0 o.o 
8.0 3.1 
2.0 o.o 
3.1 o.o 
1.5 a.a 
7.5 3.2 
1.5 o.o 
2.5 a.a 
2.0 o.o 
a.a 3.1 
2.0 a.a 
3.1 a.a 
0.8 o.o 
1.4 o.o 
0.8 o.o 
1.4 a.a 
1.1 o.o 
1.7 o.o 
1.1 a.a 
1.1 a.a 
a.a a.a 
1.4 a.a 
0.8 o.o 
1.4 a.a 
1.1 a.a 
1.7 o.o 
1.1 o.o 
1.1 a.a 



Table 11. Observat ions used in Data Analysis 

CELL OBSERVATIONS M V 

1 2 3 4 5 

1 1. 5 ---------------- 1.5 1 • 5 o.oo 
2 7.7 7.7 8.5 6.5 6.9 7.5 0.61 
3 1.5 ---------------- 1 • 5 1. 5 o.oo 
4 2.5 ---------------- 2.5 2.5 o.oo 
5 2.0 ---------------- 2.0 2.0 o.oo 
6 8.3 8.1 9. 1 7.2 7.4 8.0 0.60 
7 2.0 ---------------- 2.0 2.0 o.oo 
8 3.1 ---------------- 3 .1 3.1 o.oo 
9 1.5 ---------------- 1 • 5 1 • 5 o.oo 

10 7.7 7.7 8.5 6.5 6.9 7.5 0.61 
11 1.5 ---------------- 1.5 1. 5 o.oo 
12 2.5 ---------------- 2.5 2.5 o.oo 
13 2.0 ---------------- 2.0 2.0 o.oo 
14 8.3 8.2 9. 1 7.2 7.4 8.0 0.59 
15 2.0 ---------------- 2.0 2.0 o.oo 
16 3.0 ---------------- 3.0 3.0 o.oo 
17 0.8 ---------------- 0.8 0.8 o.oo 
18 1.4 ---------------- 1. 4 1.4 o.oo 
19 0.8 ---------------- a.a 0.8 o.oo 
20 1.4 ---------------- 1. 4 1.4 a.co 
21 1. 1 ---------------- 1 • 1 1 • 1 o.oo 
22 1.7 ---------------- 1. 7 1. 7 o.oo 
23 1 • 1 ---------------- 1 • 1 1 • 1 o.oo 
24 1.7 ---------------- 1. 7 1 • 7 o.oo 
25 0.8 ---------------- 0.8 0.8 o.oo 
26 1.4 ---------------- 1.4 1.4 a.co 
27 0.8 ---------------- 0.8 0.8 o .. oo 
28 1.4 ---------------- 1. 4 1.4 o.oo 
29 1. 1 ---------------- 1. 1 1 • 1 o.oo 
30 1.7 ---------------- 1 • 1 1. 1 o.oo 
31 1 • 1 ---------------- 1 • 1 1 • 1 o.oo 
32 1.7 ---------------- 1.7 1.7 o.oo 

M = CELL MEAN 

V = CELL VARIANCE 
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Data ~nalysis 

The next step in the study of the evacuation system 

was to analyze the the data collected from the 320 

simulation run~ of the SLAM model. As stated in Chapter 

11, analysis of variance CANOVA) was selected as the method 

of analysis to investigate the simultaneous effects of 

factors in this experimental design. Two subprograms of 

the Statistical Package for the Social Sciences (SPSS), 

ANOVA and MANOVA, were used to analyze the data collected 

from the model. In turn, how each of these subprograms was 

used is described. The raw data input file, the various 

procedure statements for each of the subprograms, and the 

resulting ANOVA tables are provided in Append 1x E and 

Appendix F, respectively. 

The SPSS subprogram ANOVA allows the user to obtain 

analysis of variance for factorial designs, allowing up to 

five factors in the design. ANOVA uses the general Linear 

hypothesis approach to analysis of variance. That is, it 

is basically a multiple regression. A compl1te description 

of subprogram ANOVA can be found in SPSS: Statistical 

Package for the Social Sciences (Ref 29:398). The first 

step in this analysis proc@dure was to run a 5-Way ANOVA. 

5-WAY ANOVA. The first task of the analysis of 

variance with a factorial design was to evalu~te the 

overall effect and the interaction ~ffects. As stated 

before, a factorial experiment is one in which all Levels 
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of a given factor are combined with all levels of every 

other factor in the experiment. When a change in one 

factor produces a different change in the response variable 

at one Level of another factor than at other levels of tni~ 

factor, it is said that there is an interaction between the 

two factors. The number of possible interactions is 

determined from the number of factor combinations. For 

this 25 factorial design, there are five main effects, ten 

first order, ten second order, five third order, and one 

fourth order interaction that can be recovered if the full 

factorial is run. Some of these high-order interactions 

may be used as error, as those above second order (three 

way) would be difficult to explain if found significant 

(Ref 19:303). The steps for testing the significance of 

the various effects are summarized here. 

First, significance testing was used to determine 

whether the five f1ctors as a whole had a statistically 

significant effect. The main objective was to determine 

whether all the observed sums of squares due to the five 

factors were Likely to have come from a population where no 

such effects exist. If in fact the null hypothesis that 

the response variance is equal to the error variance is 

true, the ratio between the· sum of squares of the factors 

plus the sum of squares of the interactions divided by the 

associated degrees of freedom and the error sum of squares 

divided by its associated degrees of freedom is known to 

have an F distribution. The numerator and denominator of 
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this ratio are kno~n as mean quares, due to the total 

joint effects of the five factors and due to the error 

variance, respectively. Using SPSS notation, the F ratio 

mAy be written as 

F = HSf . i / MS actors,interact ons error 

When the F ratio is significant at the specified Level, the 

model as a whole is said to have some effect on the 

response. The SPSS subprogram ANOVA routinely produces all 

the relevant statistics and the probabi Lity associated with 

a given F value. 

Next, the task was to examine whether the interaction 

effects were significant. If the popula ion variance of 

the interactions is zero, then the ratio between the 

MS. . and the MS also follows the F interactions error 

distribution. 

The results of the 5-Way ANOVA in Appendix E are 

summarized here. The tests show that one of the five main 

effects (number of ambulances available at the BAS) was not 

significant. None of the four way interactions or the five 

way interactions were significant. Only one three way 

interaction (ambulance rate by number of ambulances 

available at the cl~aring station by evacuation distance to 

the clearing station) was significant, and four of the two 

way interactions were significant. The main effects and 

the significant interactions are presented graphically in 

Appendix E. 

Four of the five main effects were determined to be 
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significant. As illustrated in Appendix E, the effect of 

increasing Factor 1 (Ambulance travel rate) was a 

significantly reduced evacuation time. However, Factor 5 

(Evacuation distance to the clearing station) had an 

approximately equal but opposite effect for evacuation 

time. The steep slope of the line connecting the change in 

the response for the change in the factor level illustrates 

the significance of the factor level change. Note that the 

slope of the line for Factor 2 (Available ambulances at the 

BAS) is zero which indicates that the change in levels has 

no effect. This implies that there is no difference in the 

support capability of the BAS evacuation section when 

equipped with either four or six ambulances. However, the 

grahical presentation also illustrates that there was a 

statistically significant increase in the evacuation time 

when the evacuation distance to the BAS was increased from 

5 to 10 kilometers. On the other hand, there was a 

statistically significant decrease in the evacuation time 

when the number of ambulances available at the clearing 

station was increased from eight to ten. 

When two factors interact, the question arises whether 

the factor level means, which ~re averages of specific 

factor means, are meaningful measures. The graphical 

presentations of Appendix E effectively i'llustrate the 

interacting effects of the significant two way interactions 

identified by the analysis of variance and F tests. 

Perfectly parallel curves indicate there are no 
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interactions; wh~reas, Lines that are not parallel indicate 

there are interactions. Thus, the amount of deviation 

indicates the degree and importance of the interaction. 

The advantage of unimportant or no interactions is that one 

is then able to analyze the factor effects separately. 

Here, the results indicate that the interaction of 

ambulance travel rate and the evacuation distance to the 

BAS is relatively unimportant; the Lines of the graph are 

almost parallel. Whereas, the interaction of the ambualnce 

travel rate and the distance to the clearing station is 

important; the Lines of the graph clearly are not parallel. 

Similarly, the interaction of ambulance travel rate and the 

number of ambulances at the clearig station is important, 

relatively. Additionally, the interaction of the number of 

ambualces at the clearing station and the distance to the 

clearing station is important. 

Another bit of descriptive information obtain~d from 

this ANOVA is the multiple r t ~ression R2 • R2 also is known 

as the coefficient of determination (Ref 36:261). 

Basically, R2 provides a measure of the goodness of fit of 

the model, that is, how well the observations fit the 

linear regression model. An R? equal to one would indicate 

a "perfect" fit; whereas, R2 equal to zero would indicate a 

total lack of fit. In practice, R2 is not likely to be 

zero or one, but rather somewhere in between these limits 

(Ref 28:90). The R2 equaled 0.612 for this 5-Way AN0VA 

which indicates the relative goodness of fit by this 
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standard. 

Also worth noting in this 5-Way ANOVA is the value 

repcrted for the unexplained error. On the ANOVA table 

this value is indicated as the RESIDUAL. The RESIDUAL is 

the value of the error sum of squares, also known as the 

unexplained error in the model. Ideally, the RESIDUAL 

value should be zero. That would indicate that there is no 

unexplained error in the model in which case R2 would equal 

one. Therefore, the task in the analysis is to search for 

the model wi h the lowest RESIDUAL value. For this 5-Way 

ANOVA the value of the RESIDUAL was 0.074 which is 

obviously close to zero. Subprogram ANOVA has options that 

allow the user to specify a wide variety of analyses of 

variance. One option is to eliminate higher-order 

interaction effects from the analysis. When it is 

reasonable to expect that higher-order interactions are 

negligible, they may be pooled into the error term in order 

to increase the explanatory power of the test. This means 

that any negligible effect of the higher-order interactions 

is treated as ~rror in the basic ANOVA model. Using this 

technique, other analyses can be made to search for the 

model that produces the Least RESIDUAL value. 

By using option 5, the four-way and higher inter­

actions were eliminated so that only the two-way and the 

three-way interactions would be assessed in addition to the 

five factor main effects. This is known as pooling the 

higher-order interactions with the error term in the model. 
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This reduced the RESIDUAL value to 0.071 from 0.074 a nd the 

R2 value remained 0.612. Since this 5-Way ANOVA showed 

that on o factor (Number of Ambulances Available at BAS) was 

not significant, a 4-WAY ANOVA was used next. 

4-WAY ANOVA. The four-way ANOVA was made by 

eliminating the insignificant factor from the ANOVA 

procedure card of the SPSS subprogram. Again, the test was 

made to determine the signif1cance of the overall model, 

and then to determine the significance of the interaction 

effects. The resulting ANOVA table and graphic 

presentations of the factor effects are provided in 

Appendix E. 

As expected, all four main effects were significant. 

T h e s a me t w o - w a y i n t e r a c t i on s w e r e ~ .i ci : , i i i r. a n t , a l s o ; b u t , 

the significance of the interaction of the ambulance rate 

by the distance to the clearing station increased slight y 

from 0.009 to 0.005. And, the one significant three-way 

interaction remained as before. However, the RESIDUAL 

valu~ was reduced from 0.074 to 0.066. This meant that the 

unexplained error had been reduced by pooling the 

higher-order interactions when the insignificant main 

effect was excl~ded from the analysis. The R2 value 

remained at 0.612. A reasonble conclusion is that the four 

factor model is an improvement from the five factor model. 

This analysis supports the findings and conclusions drawn 

from the five factor model; however, the four factor model 

has more explanatory power as evidenced by the reduced 

92 



RESIDUAL value. In addition to using subprogram ANOVA, 

subprogram MANOVA was used. 

MANOVA. SPSS MANOVA is a multivariat e analysis of 

variance and covariance program which will pe r form 

univariate and multivariate Linear estimation and tests of 

hypotheses for any crossed and/or neste d design with or 

without covariates <Ref 21:1). MANOVA was used for a 

univariate analysis of variance. Used in this fashion, it 

provid~ci the same basic results as ANOVA. But, HANOVA has 

some options not avai Lab le in ANOVA; therefore, it was used 

to supplement the analysis already performed using ANOVA. 

MANOVA has tests for the assumption of homogeneity of 

variance and plotting options useful for graphical analysis 

of the basic ANOVA model. Gr aphical analysis is an 

important part of data analysis. Box and others (Ref 

3:182-183) sugges~ that graphical analysis be a routine 

procedure for diagnostic checking of the basic model. Many 

plots useful for assessing the validity of the ANOVA 

model's assumptions can be obtained by using the PLOT 

subcommand available in subprogram ~ANOVA. The plots 

obtained from the ~ANOVA subroutine are described next. 

The MANOVA procedure cards used to generate the plots 

are provided in Appendix F. By specifying the keyword 

CELLPLOTS with the PLOT subcommand, the MANOVA program 

provides plots of cell statistics, including a plot of cell 

means versus cell variances, a plot of cell m£ ~ns versus 

cell standard deviations, and a histogram of cell means for 
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the response variable defined on the MANOVA specification 

card. The first two plots can be used to check for 

homogeneity of variance. Recall that the analysis of 

variance model assumes each probability distribution has 

the same variance. A basically horizontal Line indicates 

that homogeneity of variance exists. These two plots are 

shown in Figures 13 and 14, respectively. In each plot, 

the Line is horizontal except for the four outliers. The 

third plot provides a frequency distribution for the cell 

means. This frequency distributien can be used as an 

indication of normality. Recall that the analysis of 

variance model assumes that the nrobabi Lity distributions 

are normal, also. This frequency distribution is shown in 

Figure 15. In Figure 15, each"*" indicates two 

obsevations. The total number of observations shown is 32. 

These three figures were very useful for analyzing 

this model. Each of the figures illustrated that the model 

had four outliers (extreme observations>. These four 

outliers are identified in Figures 13 and 14 by the 

difference in their variances and standard deviations, 

respectively. Also, this indicated that some 

heteroscedasticity existed in the ANOVA model for this 

data. However, this finding does not invalidate the model. 

Neter and Wasserman state: 

If the error variances are unequal, the F test 
for the equality of means is only slightly 
affected if all factor Lev l sample sizes are 
equal. Specifically, unequ~l error var i ances 
then raise the actual level of significance only 
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slightly higher than the specified Level. Thus, 
the F test and related analyses are robust 
against unequal variances if the sample sizes are 
equal. The use of equal sample sizes for all 
factor Levels not only tends to minimize the 
effects of unequal variances on inferences with 
the F distribution but also simplifies 
calculational procedures. Thus here at Least, 
simplicity and robustness go hand in hand (Ref 
28:514). 

By specifying the keyword NORMAL, MANOVA produces a 

normal probability plot and a detrended normal probability 

plot for the response variable. For the normal probability 

plot, the points of the plot tending to form a straight 

Line indicate that the response variable is normally 

distributed. This is shown in Figure 16. The detrended 

normal plot is shown in Figure 17. The points of this plot 

clustered about zero indicate that the response variable is 

normally distributed. Although these plots indicate that 

there may be a slight departure from normality, it has 

Little affect on the analysis of the data. On the subject 

of nonnormality, Neter and Wasserman state: 

For the fixed effects model, Lack of normality is 
not an important matter, provided the departure 
from normality is ~ot of extreme form. The point 
estimators and contrasts are unbiased whether or 
not the populations are normal. The F test for 
the eqJality of factor Level means is but Little 
affected by Lack of normality, either in terms of 
the Level of significance or power of the test. 
Hence, the F test is a robust test against 
departures from normality (Ref 28:513). 
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By specifying the keyword P0BS CP0BS stands for 

predicted observations), MAN0VA provides six plots, all but 

one of which are residual plots. The first plot provides a 

check of the model's goodness of fit. This is a plot of 

the observ@d versus the predicted values. A generally 

straight line indicates a good fit. This plot is shown in 

Figure 18. The plot of Figure 18 is straight with a 

positive slope from observed values of approximately 1.0 to 

3.75. Then there is a break in the line and the plot 

resumes at observed values of approximately 7.0 to 8.75. 

This apparent discontinuity prompted further investigation. 

A plot of the cell means readily showed that the means of 

cells 2, 6, 10, and 14 were the outliers (extreme 

observations). In order to explain this phenomenon, the 

simulation model was run again for these cells using the 

SLAM plotting capability for further graphical analysis. 

The RECORD input tatement was used to produce a plot 

of the evacuation time as it changed over the 10 day 

conflict. This plot revealed that the average evacuation 

time was approximately 3 hours for the first 24 hours, but 

it increased steadily to approximately eight hours at the 

end of the 10 day conflict. For these four cells, the 

patient arrival rate exceed~d the evacuation rate so that 

there was a significant and continuous buildup of patients 

waiting to be evacuated. This caused the increase in the 

average evacuation time. After determining the cause of 

the outliers, they were excluded from further analysis 
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because they were not feasible alternatives in the sense 

that eight hours for evacuation to the r.learing ~tation is 

not acceptable by Army evacuation requirements. The 

remaining cells represented possible operating policies for 

the evacuation system. The analysis of thes~ responses 

indicated that the system response was deterministic over 

the conditions represented by the remaining cells. That 

is, the system was not sensitive to the stochastic input of 

patient incidents. Rather, the evacuation time was a 

function of the ambulance travel rate and the evacuation 

distance. Therefore, the next reasonable task was to rank 

order the remaining alternatives based on th, vehicle 

utilization for each feasible configuration of the 

evacuation system. 

Ranking of Alternatives 

Each of the cells represents an operating pol ~cy. 

That is, each combination of the factors at the different 

levels is a different way in which the evacuation system 

might be configured. In addition to using the evacuation 

time as a measure of effectiveness, the vehicle utilization 

for each cell was used to rank order the alternatives. 

Tables 12 through 17 provide many of the answers to the 

stated research objectives. 

The battalion aid station resource (ambulance> statis­

tics collected from the simulation runs for each cell are 

shown in Table 12. In table 12, the number of available 
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ambulances, the average ambulance utilization, the standard 

deviation, the minimum and maximum number of available 

ambulances, and the ambulance utilization percentage are 

shown for each cell. The ambulance utilization percentage 

is the . average ambulance utilization divided by the number 

of available ambulances and then multiplied by 100. All of 

the cells resulted in a utilization percentage of less than 

or equal to 70 percent. This indicates that for all cases, 

at least 30 percent of the time the ambulances would be 

idle. The average utilization statistic is a time weighted 

average. 

This result indicates that it would be possible to 

schedule the ambulances for maintenance during this idle 

period. T~~ ANOVA showed that the number of ambulances 

available at the BAS was not significant. The utilization 

percentage also indicated that the number of available 

ambulances at the BAS was not significant with regard to 

time available fo·r · r ·equ·i r~d mainterianc·e ·. --- This t inie· is ·not 

only important for vehicle maintenace but also for crew 

rest. Table 12 illustrates that there would be time for 

the crews to rest and maintain individual equipment. 

Similarly, in Table 13, the brigade clearing station 

resource (ambulance) statistics are shown. Tables 14 and 

15 show the statistics of interest regar~ing holding 

capability of the company aid posts and the battalion 

stations, respectively. In each table, the AVE LENGTH 

indicates the average number of patients waiting for 
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evacuation and STD DEV is the standard deviation. MAX 

LENGTH is the maximum number of patients waiting for 

evacuation during the simulated 10 day battle. The last 

column, AVERAGE WAITING TIME, is the average time that 

atients waited for evacuation. It is evident that the 

waiting time at both locations does not pose a problem for 

the remaining a~ternatives. 

Table 16 illustrates the cell rankings based on the 

utilization percentages of the brigade clearing station 

re~ources (ambulances>. Based on this analysis, the cells 

ranked from 1 to 4 are the remaining feasible alternatives. 

The other cells were eliminated because the utilization 

exceeded 50 perc~nt. In every case where the evacuation 

distance to the clearing station (Factor 5) at the high 

level (20 km) and the ambulance travel rate (Factor 1) at 

the low level (16 km/hr) occurred, the cell was not 

feasible. All other cases seemed to be feasible operating 

policies. 

In Table 17, the number of patients evacuated to the 

battalion aid stations and to the clearing station are 

shown. The difference in the totals in each cell is due to 

the shutdown transients in the simulation model. In other 

words, the difference is due to the number of patients 

still waiting to be evacuated and those that are in route 

to the clearing station at the end of the 10 day 

simulation. The average number of patients evacuated to 

the battalion aid stations was 4015 for the 10 day period 
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Tab l e 12. BAS Re s our ce (Ambu l anc e ) St a t i st i c s 

No. AVE STD MIN MAX 
CELL AMBLS UTIL DEV AVAIL AVAIL UTILCX) 

1 4 1 • 8 0.9 0 4 45.0 
2 4 1 • 8 0.9 0 4 45.0 
3 4 1 • 8 0.9 0 4 45.0 
4 4 1 • 8 0.9 0 4 45.0 
5 4 2.8 0.9 0 4 70.0 
6 4 2.8 0.9 0 4 70.0 
7 4 2.8 0.9 0 4 70.0 
8 4 2.8 0.9 0 4 70.0 
9 6 1 • 8 0.9 1 6 30 . 0 

10 6 1.8 0.9 1 6 30.0 
11 6 1.8 0.9 1 6 30.0 
12 6 1.8 0.9 1 6 30.0 
13 6 2.8 1.0 0 '6 46.6 
14 6 2.8 1.0 0 6 46.6 
1 5 6 2.8 1.0 0 6 46.6 
16 6 2.8 1.0 0 6 46. 6 
17 4 1 • 1 0.8 0 4 27.5 
18 4 1 • 1 0.8 0 4 27.5 
19 4 1 • 1 0.8 0 4 27.5 
20 4 1 • 1 0.8 0 4 27.5 
21 4 1.9 0.9 0 4 47.5 
22 4 1 • 9 0.9 0 4 47.5 
23 4 1.9 0.9 0 4 47.5 
24 4 1 • 9 0.9 0 4 47.5 
25 6 1 • 1 0.8 0 6 18 . 3 
26 6 1 • 1 0.8 0 6 18.3 
27 6 1 • 1 0.8 0 6 18.3 
28 6 1 .1 0.8 0 6 18.3 
29 6 1.9 0.9 1 6 31.6 
30 6 1.9 0.9 1 6 31.6 
31 6 1.9 0.9 1 6 31.6 
32 6 1.9 0.9 1 6 31.6 



Table 13. BOE Resource (Ambu l ance) Statistics 

No. AVE STD MIN MAX 
.£.llh AMBLS UTIL DEV AVAIL AVAIL UTILCX) 

1 8 5.1 1.1 o 8 63.7 
2 8 7.9 0.4 o 8 98.7 
3 10 5.2 1.2 o 10 52.0 
4 10 8.5 1.3 o 10 85.0 
5 8 5.2 1. 2 o 8 65.0 
6 8 7.9 0.5 o 8 98.7 
7 10 5.4 1.3 o 10 53.0 
s 10 8.5 1.4 o 10 85.0 ·~ 8 5.1 1.2 o 8 63.7 

10 8 1.9 0.4 o 8 98.7 
11 10 5.2 1. 2 o 10 52.0 
12 10 8.5 1.3 o 10 85.0 
13 8 5.2 1.3 o 8 65.0 
14 8 7.9 0.5 o 8 98.7 
1 5 10 5.2 1.3 o 10 52.0 
16 10 8.5 1.4 0 10 85.0 
17 8 3.7 1 • 1 o 8 46.2 
18 8 5.5 1.2 o 8 68.7 
19 10 3.7 1.1 2 10 37.0 
20 10 5.6 1.2 o 10 56.0 
21 8 3.6 1 • 1 o 8 45.0 
22 8 5.6 1. 2 o 8 70.0 
23 10 3.9 1 • 1 2 10 36.0 
24 10 5.6 1. 2 o 10 56.0 
25 8 3.7 1 • 1 o 8 46.2 
26 8 5.5 1. 2 o 8 68.7 
27 10 3.7 1 .1 1 10 37.0 
28 10 5.6 1.2 o 10 56.0 
29 8 3.6 1.1 o 8 45.0 
30 8 5.6 1. 2 0 8 70.0 
31 10 3.6 1 • 1 2 10 36.0 
32 10 5.6 1.2 o 10 56.0 
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Table 14. Comapny Aid Po s t Fi le Stat is tics 

AVE STD MAX AVERAGE 
CELL LENGTH DEV LENGTH WAITING TIME 

1 0.4 0.6 5 0.2 
2 0.4 0.6 5 0.2 
3 0.4 0.6 5 0.2 
4 0.4 0.6 5 0.2 
5 0.7 0.9 7 0.4 
6 i). 7 0.9 7 0.4 
7 0.7 0.9 7 0.4 
8 0.7 0.9 7 0.4 
9 0.4 0.6 5 0.2 

10 0.4 0.6 5 0.2 
11 0.4 0.6 5 0.2 
12 0.4 0.6 5 0.2 
13 0.7 0.9 7 0.4 
14 0.7 0.9 7 0.4 
15 0.7 0.9 7 0.4 
16 0.7 0.9 7 0.4 
17 0.3 0.5 4 0 .1 
'18 0.3 0.5 4 o .1 
19 0.3 0.5 4 0 .1 
20 0.3 0.5 4 o .1 
21 0.4 0.7 7 0.2 
22 0.4 0.7 7 0.2 
23 0.4 0.7 7 0.2 
24 0.4 0.7 7 0.2 
2-S- - -0 .3 0.5 4 0 .1 
26 0.3 0.5 4 0.2 
27 0.3 0.5 4 0.2 
28 0.3 0.5 4 0.2 
29 0.4 0.7 7 0.2 
30 0.4 0.7 7 0.2 
31 0.4 0.7 7 0.2 
32 0.4 0.7 7 0.2 
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Tab le 15. BAS Fi l e Sta tisti cs 

AVE STD MAX AVERAGE 
£!ll LENGTH DEV LENGTH WAITING TIME 

1 2.1 1.8 1 1 0.3 
2 29.8 21 • 4 84 5.1 
3 2.1 1.8 1 1 0.3 
4 4.6 2.7 16 0.8 
5 2.3 2 • . , 12 0.4 
6 30.7 21.4 86 5.3 
7 2.2 2 .1 12 0.3 
8 4.8 2.8 17 0.8 
9 2.1 1.9 1 1 0.3 

1G 29.8 21.4 84 5.1 
1 1 2.1 1.9 1 1 0.3 
12 4 .6 2. 7 16 0.8 
13 2 .. 3 2.1 12 0.4 
14 J 0.2 21.4 84 5.2 
15 2.3 2.1 12 0.4 
16 4.8 2.9 18 0.8 
17 1.2 1.3 9 0.2 
18 2.3 1.9 1 1 0.4 
19 1.2 1.3 9 0.2 
20 2.3 1.9 1 1 0.4 
21 1.3 1.5 1 1 0.2 
22 2.4 2.0 1 1 0.4 
23 1 • 3 1 • 5 1 1 0.2 
24 2.4 2.0 1 1 0. 4 
25 1. 2 1.3 9 0.2 
26 2.3 1.9 11 0.4 
27 1. 2 1.3 9 0.2 
28 2.3 1.9 1 1 0.4 
29 1.3 1. 5 11 0.2 
30 2.4 2.0 1 1 0.4 
:S1 1.3 1.5 1 1 0.2 
32, 2.4 2.0 1 1 0.4 



Table 16. CELL Rank i ngs by Ut i l i zat i on 

RANK Ul lLIZATI0N (%) CELLS 

1 36.0 23, 31 

2 37.0 19, 27 

3 45.0 21, 29 

4 46.2 17, 25 

5 52.0 3, 1 5 

6 53 . 0 7 

7 56.0 20, 24, 28, 32 

8 63.7 1, 9 

9 65.0 5, 13 

10 68.7 18, 26 

11 70.0 11, 22, 30 

12 85.0 4, 8, 12, 16 

13 98.7 2, 6, 1 o, 14 
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Table 17. Total Nu•ber of Patients Evacuated (10 Days) 

.£..fil TO BAS TO CLEARING STATION 

1 4018 4002 
2 4018 3805 
3 4018 4002 
4 4018 3989 
5 4007 ·3993 
6 4007 3798 
7 4007 3993 
8 4007 3978 
9 4018 4002 

10 4018 3805 
1 1 4018 4002 
12 4018 3989 
13 4007 3993 
14 4007 3800 
15 4007 3993 
16 4007 3978 
17 4020 4011 
18 4020 4003 
19 4020 4011 
20 4020 4003 
21 4018 4006 
22 4018 4000 
23 4018 4006 
24 4018 4000 
25 4020 4011 
26 4020 4003 
27 4020 4011 
28 4020 4003 
29 4018 4006 
30 4018 4000 
31 4018 4006 
32 4018 4000 
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or 401.5 per day. Dividin9 this by the number of 

battalions (3) yields approximately 133 patient incidents 

per day per battalion. This result is very close to the 

assumed patient incident rate of 130 incidents per day per 

battalion. 

Overall, these results tend to validate the existng 

concepts for the evacuation system in the brigade area. 

That is, for the proposed operating distances, number of 

ambulances, and assumed travel rate of 35 km/hr, the system 

performance meets all criteria. The evacuat • on times were 

Less than 2 hours, the ambulance utilization was Less than 

50 perctnt, and the number of patients and average waiting 

time fo~ evacuation were insignificant. But, the system 

failed to meet the criteria when the evacuation distances 

were extended. This implies that in order to provide the 

desired evacuation support at extended distances, the 

ambulance travel rate must be improved. Some improvement 

can be made by increasing the number of available 

ambulances, but as wi LL be explained in the next section, 

additional ambulances does not alleviate the problem 

totally. 

Sensitivity Analysis 

Sensitivity analysis should always be performed to 

d1 termine how the model output will vary with changes in 

the input parameters. The purpose is to determine the 

range of the input parameters over which the mod••L output 
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remains constant. Sensitivity analysis is essential 

because the simulation analysis only provides insight to 

the system for decision makers. Simulation analysis alone 

does not provide the answers per se. Quade states: 

Making plans and decisions in the face of 
uncertainty, even if aided by the best possible 
systems analysis, can be also be very expensive. 
In the end it comes down to a matter of judgement 
and successive iterations. We supplement the 
data we have by sensitivity testing; that is, we 
systematically but arbitrarily vary vario s 
parameters, working out how these changed values 
a f fect the results (Ref 33 :57). 

The method used for this sensitivity analysis was to 

increase the patient incident rate. This was done by 

changing the parameter of the exponential distribution used 

to generate the patients at each of the CREATE nodes i~ the 

network portion of the model. This analysis revealed that 

the evacuation time remained constant for 10 and 20 percent 

increases ,n the patient incident rate. But, at a 30 

percent increase, the evacuation time rapidly began to 

increase. fhis was due to the build-up of patient! waiting 

for evacuation. Similar to cells 2, 6, 10, and 14 in the 

initial analysis, a 30 percent increase in the incident 

rate exceeded the evacuation capability of the system. As 

time increased, the evacuation time increased. This means 

that the range of the estimated patient incident rate could 

be extended up to approximately 169 patients per day per 

battalion without affectin1 the evacuation time estimated 

by the model. 
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Since the analysis indicated that Factor 5 (Number of 

ambulances available at the BAS--four or six) was not 

significant, it seemed reasonable to perform another 

experiment in which the number of ambulances was fixed at 

four and the remaining vehicles were allocated to the 

clearing station in order to determine whether this would 

reduce the evi t uation time for cells 2, 6, 10, and 14. 

It was found that by allocating additional ambulances 

tot~, clearing station, the evacuation time for cells 2, 

6, 10, and 14 could be reduced to the point at which the 

evacuation time was a function of the distance and 

ambulance travel rate. For example, for the worst cell 

case <cell 6), the evacuation time was reduced from a mean 

time of 8.0 hours to 3.0 hours. The 3.0 hour evacuation 

time was deterministic for this configuration. That is, 

the configuration was not sensitive to the stochastic input 

of patient incidents. In other words, having 14 ambulances 

available at the clearing station enabled the clearing 

station to evacuate all patients in 3 hours. Examining the 

combination of Factors 1, 3, and 5 for cell 6 illustrates 

this point. Factor 1 (Ambulance travel rate) was 20 km/hr. 

Factor 3 (Evacuation distance to BAS) was 10 km and Factor 

5 (Evacuation distance to clearing station) was 20 km. 

Therefore, the round trip travel time for the battalion aid 

station ambulance was 1 hour; and, the round trip travel 

ti • e for the clearing station ambulance was 2 hours. 

Therefore, the total travel time to move the patient was 3 
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hours. 

This indicates that the average waiting time for the 

pati~nts waiting for evacuation should have been l ess than 

or equal to the the one-way travel time from the BAS and 

the clearing station. Indeed, the average waiting time was 

less than the one-way travel time as reported in the fi l e 

statistics on the SLAM Summary Report. The average waiting 

time at the company aid posts was apprcximately 0.42 hours 

and at the BAS the time was approximately 0.76 hours. This 

result implies that the waiting time is not a problem. 

That is, since the aid posts and the aid stations are not 

designed and therefore not equipped to hold patients, the 

waiting times indicated that was no problem of patient 

buildup created at these locations. 

Chapter Summary 

In this chapter, a discussion of model verification 

and validation has been presented. Also, the 

experimentation and data collection pr~cesses have been 

described. The use of the SPSS programs ANOVA and MANOVA 

were used to analyze the data collected from the model. 

One of the five factors, the number of ambulances available 

at the battalion aid stations was found to be insig­

nificant. Then, the remaining alternatives were rank 

ordered according to the vehicle utilization. Finally, 

sensitivity analysis indicated that the results remain 

constant as the patient incident rate was increased up to a 
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30 percent increase; and, re-allocating ambulances from the 

BAS to the clearing station reduced the evacuation time to 

the deterministic range. 

Additionally, Appendix D and Appendix F contain 

information to supplement the data analysis described in 

this chapter. Appendix D contains the 5-WAY and 4-WAY 

ANOVA tables and a graphic presentation of the factor 

effects. Appendix F contains the MANOVA procedure 

statements used to generate the plots described in this 

chapter. Next, the summary, conclusions, and 

recommendations for further research resulting from this 

study are presented in the final chapter, Chapter V. 
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Chapter V 

Summary, Conclusions, and Recommendations 

This chapter summarizes the research effort discussing 

the accomplishment of each research objective, how the 

research objectives answered the research questions, 

general conclusions drawn from this research, and recom­

mendations for further research. 

Summary of Research Accomplishments 

The hypothesized problem was that the ground 

evacuation system in a brigade area of a combat zone was 

not adequate. Therefore, the primary objective of this 

research was to analyze the Army medical evacuation support 

system equipped with the newly developed High Mobility 

Multipurpose Wheeled Vehicle (HMMWV) in a forward combat 

area of a Light infantry brigade. The answers to the four 

specific research queations are summarized here. 

The first question asked what will be the expected 

time for patient evacuation from the company aid posts to 

the medical company clearing station. Table 10 and Figure 

15 answer this question. Generally, patients are evacuated 

within two hours. But, wh~n evacuation distances are 

increased to the high level, the time exce~ded the two hour 

criterion. 

The second question asked what will be the expected 
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ambulance utilization. Tables 12, 13, and 16 answer this 

question. Basically, ambulance utilization exceeded the 

established 50 percent criterion for all but eight cells. 

These ~ ight cells r~presented the eight possible 

combinations of the 35 km/hr ambulance travel rate and the 

10 km evacuation distance to the clearing station. 

Therefore, utilization was a problem except when the system 

operated at the reduced distances. 

The third question asked what will ne the patient 

waiting time for evacuation from the BAS to the clearing 

station. Table 15 answers this question. Essentially, the 

average waiting time was less than 25 minutes. Therefore, 

patient buildup was not a problem. 

The final question asked how many ambulances are 

required to provide evacuaticn support in the brigade 

system. The analysis indicated that there was no 

statisical difference in the support for either four or six 

ambulances at the BAS. Either the proposed ten ambulances 

or eight ambulances at the clearing station is sufficient 

to provide support with a utilization rate of less than 50 

percent. Since either ten or eight ambulances is adequate 

with regard to the utilization criterion, eight ambulances 

is preferred due to the reduced cost incurred. The 

remainder of this section presents a recap of the study. 

The causal diagram (Figure 5) of the conceptual system 

was used to explain component relationships and to develop 

measures of effectiveness of the evacuation system. 
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Systems simulation techniques were implemented as the study 

methodology. The rationale for using simulation was 

presented in Chapter I. 

A SLAM combined network-discrete event simulation 

model of this system was developed using systems simulation 

principles in order to study the evacuation system. The 

model was developed specifically for this study. The 

research design used in this simulation analysis was a 25 

factorial design. The five factors and levels used in the 

study were presented in Table 3. Model parameters were 

selected based on existing doctrine and tactics, and 

possible alternatives. 

The model produced data that was analyzed using 

analysis of variance to test for the statistical 

significance of the five factors to system output. These 

results were described in Chapter IV with supplemental 

information concerning the data analysis provided in 

Appendix D anu Appendix E. 

Stages 1 through 9 of the system simulation process 

have been completed. This study may be used as input for 

the infantry close combat mission area analysis and 

considered by Army analysts as insight for the HMMWV 

distribution plan. Any implementation (Stage 11) of this 

study will follow the documentation and presentation of the 

results (Stage 12). Using this model, the analysis tended 

to 1alidate the existing concepts using the assumed vehicle 

characteristics of the HMMWV and the other model 
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parameters. 

Conclusions 

Four of the 5 main factor effects were determined to 

be significant. As illustrated in Appendix E, the effect 

of Factor 1 (Ambulance travel rate) was a significantly 

reduced evacuation time. However, Factor 5 (Evacuation 

distance to the clearing station) had an approximately 

equal but opposite effect for evacuation time. But, the 

analysis identified four 2-way interactions and one 3-way 

interaction. The graphic presentations of these 

interactions (Appendix O) indicated that they were 

important interactions; therefore, one should not disc~ss 

the effects of each factor separately in terms of factor 

level means. However, the 2-way interaction of Factor 1 

(Ambulance travel rate) and Factor 3 (Evacuation distance 

to the BAS) is relatively unimportant as evidenced by the 

slopes of the lines in the graphic presentation. In the 

3-way interaction, the evacuation time increase was 

fourfold, approximately. This implied that there was a 

synergetic effect. That is, the evacuation time increase 

was more than expected when these factors changed levels. 

The primary measure of effectiveness (MOE) used in the 

analysis was the time required to move patients from 

company aid posts tu the brigade clearing station. Based 

on the analysis, the expected time to evacuate patients 

from the company aid posts to the brigade clearing stations 
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general l y was Less than 2 hours for the current doctrinal 

and tactical considerations. Furthermore, ambulance 

utilization rates would allow time for required maintenance 

and crew rest. Also, pat , ent waiting time was 

insignificant; therefore, no holding capability would be 

required in the brigade area. 

The most important finding of the study was that there 

was no difference in system performance when the BAS was 

equipped with either four or six ambulances. For the 

assumed patient incident rate (plus 30%), the battalion aid 

stations could be equipped with four ambulances instead of 

the six that are planned. This reduction could amount to a 

considerable cost savings. For example, considering the 

purchase price of the HMMWV at $35,000 per vehicle and 60 

Army infantry battalions to be equipped with the HMMWV over 

the next 5 years, the reduction from six to four vehicles 

per battalion would result in a savings of approximately 

S4,200,000. This simple estimate neglects the resulting 

reduction of operating and maintenance costs that would 

Likely occur, also. 

The HMMWV, as modeled in this analysis, wi LL provide 

the evacuation capability required in the brigade area for 

the existing operating concepts. However, if evacuation 

distances were increased as modeled, a greater travel rate 

would be required for the ambulance. 

For the employment concepts described by the current 

doctrine, system performance met the established c riterion 
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which was tu have the evacuation time less than or equal to 

two hours. However, the system failed the evacuation time 

criterion for alternative conceptual configurations of the 

evacuation system. The ambulance utilization rate was used 

as a secondary measure of effectiveness (MOE) of system 

performance. Again, the analysis tended to validate 

existing concepts with regard to the criterion established 

for utilization. But, for the alternative concepts that 

required extended operating distances, the average 

utilization rates exceeded 50 percent. The analysis 

illustrated that for the existing operational concepts, the 

average evacuation time was a function of the ambulance 

travel rate and the evacuation distance, only. 

Furthermore, the average time that patients had to wait for 

evacuation was less than the one-way ambulance travel time. 

Therefore, no requirement for additional holding capability 

was identified. The most important finding from this 

analysis was that for the assumed system parameters, there 

was no difference in system performance when the number of 

available ambulances at the battalion aid station was 

reduced from six to four. But, a Limitation of the 

analysis is that neither the probability of downtime nor 

the probibility of damage or kill for the ambualnces was 

considered. 

Recommendations for Further Research. 

There are several recommendations for follow-on 
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research~ Fi rst, the model developed for this study 

assumed that the assigned a ~bular,ces were always available 

during the 10 day conflict. But, there is some uncertainty 

about this assumption. Additional analysi~ could focus on 

the expected downtime and t he probability o f kill for the 

ambulances while operating in the hostile environment. 

Intuitively, a decrease in ambulance availabil i ty would 

cause an increase in the average evacuation time. Due to 

the scope of this analysis, the probability of damage or 

kill for the vehicles was not considered. 

Also, this model assumed that the ambulances supported 

three point sources of equal distance. Therefore, another 

possible area for further research would be to enhance the 

model to support other organiza t ional configurations for 

various missions other than an area defense as in this 

study. 

Another possible area for further research with this 

model is in the research design. This study used a fixed 

effects model at two levels for each of the five factors. 

But, another analysis using the same model could be 

performed using a random effects model or a fixed model 

with more than two Levels per factor. 

These are but a few of the further possibilities for 

additional study. In conclusion, this study has 

accomplished the stated research objectives. As stateu 

before, validattion of the model is at best difficult. 

However, validation of the model used in this study was 
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enhanced becuase o f the common structural relationships of 

the model and the real system. Good models correspond 

point for point with the object modeled (Ref 37:31). Where 

a one-to-one ~orrespondence exist : of the elements of one 

system with t hose of another, the systems are said to be 

isomorphic. Of importance in isomorphic mappings is that 

there is also a correspondence not only of structure but 

also of operational characteristics (Ref 37:32). It is 

this feature that all ows researcher to investigate and to 

predict properties of other systems. 
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Appendix A 

SLAM Network Diagrams 
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In this appendix, Appendix A, there are seven diagrams 

~ach on a separate page. On the first three pages, the 

diagrams that represent the nine companies in the brigade 

area are presented. Each uf these pages i l lutrates the 

network for the th r ee companies of one of the three 

battalions. On the following three pages, the diagr&ms for 

the battalion aid stations are illustrated; the diagram on 

each page represents a d i fferent battalion. The final page 

illustrates the network used to transport the patients from 

the battalion aid stations to the clearing station. 
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Appendix B 

Evacuation Progr4m Listing 

SLAM St1te1unts 

FORTRAN Code 
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In this appendix, Appendix B, complete listings o f the 

SLA" input and network statements, and the FORTRAN Code for 

the evacuation model are present~d. The SLAM statements 

re presented first; the FORTRAN code follow. Comments 

have been added to the statements and to the code to 

facilitate model translation. 
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; 
;SLAM INP UT STATEMENTS FOR EVACUATION HODEL 
; 
••••••••••••••••••••••••••••••••••••••••••• . 

SLAM SIMULATION CONTROL STATEMENTS 

gen,v. w . cook ,eva cuat fon,61/lB/ 84,lB ; . 
: 
1 l111tts, 16 , 5,SBB: 

• l nlt,6 , 246; 

: 
lntl r. , xx (l l •6 . 25, xx(3l• l .66; 

;ecord, t now , t tm• hour s ,1B,p,5.8,B.B, 24B.B: 
var,xx< 2•>,T,evac t f me , B.B,2B . B; 
record tnow,tlme hours, l l,p,24.B; 
var, xx(4),E,evacuees; 

NETWORK STATEMENTS 
: 
network ; 

re ource/amb15(4 ) ,4; 

· •source/a111bl9(4 l ,B: 

res o urce/a111b27(4),12: 

resource/a111bde(8),l6; 
create,e xpon(B.54,1),B.61,1,,1; 

act/l,,,a5; 
as •••tgn,atrtb(2l•l5.6,2: 

act/11,B.•5,,r l ; 
act/12,,,a5q; 

r 1 event, 1 , 1 ; 
ter111; 

a5q que< 1 >, , , ,mal: 
create,expon(B.54,ll, •. B4,l,,l: 

act/2,,,bS; 
b5 asstgn,atrlb(Zl•ZS . B,2: 

a ct/13,B .• 5,,r 
act/14,, ,b5q; 

bSq que ( 2) , , , , ma l ; 
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,ENERAL INFORMATION 
ANALYST- CPT V. W. COOK 
HODEL - EVACUATION SIMULATION 
DATE- lB JAN 1984 
1.0' RUNS 

L , HITS STATEMENT 
MAXIMUM 16 FILES 
MA XIMUM 5 ATTRIBUTES 
MA XIMUM ss• CONCURRENT ENTRIES 

INITIALIZE STATEMENT 
BEGIN TIME• 6 HOUR S 
ENO TIME• 2 4B HOUR S <lB DAYS) 

INITIALIZE STATEMENT 
XX(ll • AMBULANCE <BAS ) RATE 
XX(J) • AMBULANCE(BDEl RATE 

BE,IN NETWORK STATEMENTS 
RESOURCE STATEMENT 
AMBL5 • BATTALION 5 VEHICLES 
FILE 4 
AMBL19 • BATALION 19 VEHICLES 
FILE 8 
AMBL27 • BATTALION 27 VEHICLES 
FILE 12 
AMBOE • BRIGADE VEHICLES 
CREATE NODE A 1/5 
ACTIVITY NUMBER 1 
AS~IGN NOOE 
UNIT ID • ATRIB(2l • 15 • A 1/5 
ACTIVITY NUMBER 11 
ACTIVITY NUMBER 12 
EVENT NUMBER 1 
TERMINATE ENTITY--NO OUTPUT 
QUEUE NODE - FILE 1 
CREATE NOOE UNIT•B 1/5 
ACTIVITY NUMBER 2 
ASSIGN NOOE 
UNIT ID• ATRIB<Z> • 25 • B 1/5 
ACTIVITY NUMBER 13 
ACTIVITY NUMBER 14 
QUEUE NODE - FILE 2 



create,expon<•.54,1>,•.•1.1,,1: 
act/3,, ,cS: 

cS ass1gn,atr1b(2)•3S.•,z: 

act/15, • . • s. ,rl: 
act/16,, ,cSq; 

cSq que(l),,,,•al: 
111al •atch,2,a5q,b5q,c5q; 

ter111; 

' 

enter, 1, l; 
act/ 4,, ,wtS; 

wt5 awa1t(4 ) ,amb15/l,l; 

act/7, xx (l),,baS; 

baS event,2,1; 
act/1•,xx( l >, ,u15; 

u15 event,3,1; 
colct,fnt(l),t1me to bas: 

colct,between,between t1me bas; 

ter111; 
create,expon(B.54,1 ), B.BZ,l,,l; 

act/17,, ,al9; 
a19 ass1gn,atr1b(2)•119.B,2; 

act/18,.8'.•S,,rZ; 
act/19,, ,al9q; 

rZ event,4,1; 
ter111; a 

al9q que ! 5),,,,ma2; 
create,expon<•.54,1),.8' . .8'5,l,,l; 

act/Z•., ,bl9; 
bl9 ass1gn,atr1b(2l•Z19 . .8',Z; 

act/Zl ••·•s. ,rZ: 
act/ZZ,, ,bl9q; 

bl9q que(6),,,,ma2; 
create,expon<• .54, l) ,.8' . .IJ8, l,, l; 

act/Z3,. ,cl9; 
c19 assfgn,atrfb(2)•319.9,2; 

act/Z4,B.•s. ,rZ; 
act/Z ,;,, ,cl9q; 

cl9q que(7),,, ,111a2; 
111aZ 111atch,2,al9q,bl9q,c19q; 

term; 
ent•r, 2, l; 

:, Ct/ Z 6 , , , wt 1 9 ; 
wt19 awa1t(8>,a111bl9/l,l; 

act/Z7,xx< l >, ,bal9; 
ba19 event,5 , 1; 

act/Z8,xx( l), ,ul 19; 
u119 event,6,1; 

colct,fnt(l),t1me to 19th bas; 
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CREATE NODE UNIT•C 1/5 
ACTIVITY NUMBER 3 
ASSIGN NODE 
UNIT ID• ATRIB<Z> • 35 • C 1/5 
ACTIVITY NUMBER 15 
ACTIVITY NUMBER 16 
QUEUE NODE - FILE 3 
HATCH NOOE 
TERMINATE ENTITY--NO OUTPUT 
ENTER NODE 
ACTIVITY NUMBER 4 
AWAIT NODE 
ENTITY WAITS FOR 1 RESOIJRCE 
ACTIVITY NUMBER 7 
ACTIVITY TIME• XX(ll 
EVENT NUMBER 2 
ACTIVITY NUMBER l.lJ 
ACTIVITY TIME• XX<l> 
EVENT NUMBER 3 
COLCT NODE 
COLLECT INTERVAL STATISTICS FOR 
ARRIVALS TO BAS 
TIME TO BAS• EVACUATION TIME 
COLCT NODE 
COLLECT BETWEEN STATISTICS FOR 
ARRIVALS TO BAS 
BETWEEN TIME BAS• TIME BETWEEN 

ARRIVALS 
TERMINATE ENTITY--NO OUTP~1 
CREATE NODE UNIT•A 1/19 
ACTIVITY NUMBER 17 
ASSIGN NODE 
UNIT ID• ATRIB<Z> • 119 • A 1/19 
ACTIVITY NUMBER 18 
ACTIVITY NUMBER 19 
EVENT NUMBER 4 
TERMINATE ENTITY--NO OUTPUT 
QUEUE NODE - FILE 5 
CREATE NOOE UNIT• B 1/19 
ACTIVITY NUMBER 2• 
ASSIGN NODE 
UNIT ID• ATRIB<2> • 219 • B 1/19 
ACTIVITY NUMBER Zl 
ACTIVITY NUMBER ZZ 
QUEUE NOOE - FILE 6 
CREATE NODE UNIT• C 1/19 
ACTIVITY NUMBER Z3 
ASSSIGN NODE 
UNIT ID• ATRIB<2> • 319 • C 1/19 
ACTIVITY NUMBER Z4 
ACTIVITY NUMBER ZS 
OU~UE NOOE - FILE 7 
HATCH NODE 
USED AS A DUMMY NOOE 
TERMINATE ENTITY--NO OUTPUT 
ENTER NOOE NUMBER Z 
ACTIVITY NUMBER Z6 
AWAIT NODE - FILE 8 
ENTITY WAITS FOR l RESOURCE 
ACTIVITY NUMBER Z7 
EVENT NUMBER 5 
ACTIVITY NUMBER Z8 
EVENT NUMBER 6 
COLLl::CT NODl 



colct,between,between time 19t; 

ter"'; 
create,expon(B.5A,ll,B.B3,l,,l; 

act/37,,,, a27; 
a27 a11fgn,atrfb(2l•l27.B,2; 

act/38,JL.iiS, ,r3; 
act/39. , , a27q; 

r 3 event, 7 , l ; 
ter11; 

a27q que(9l, , ., ,ma3; 
creat9,expon(B.S•,1>,B.B6,l,,l; 

act/4B,, ,b27; 
b27 a~1fgn,atrfb(2l•227.B,2; 

act/•l ,/6.iJS, ,r3; 
act/•2,, ,b27q; 

b27q que( UJ),,,, ma3; 
create,expon(B .s•. l) ,B • .0'9, l,, l; 

act/•3,, ,c27: 
c27 a11fgn,atrfb(2l•327.B,2: 

act/•4,.0'./65, ,r3: 
actt•s., ,c27q; 

c27q que(lll.,.,ma3; 
ma3 match,2,a27q,b27q,c27q; 

term: 
enter, 3, 1; 

act/•&., ,wt27; 
wt27 awaft(12l,amb27/l,l; 

act/•7,xx( 1), ,ba27; 
ba27 event,8,1; 

actt•B ,xx( 1 l, ,u127; 
u127 event,9,1; 

col ct, Int( l) ,time to 27th bas; 

colct,between,between time 271; 

ter"'; 
enter,•, 1; 

act/SB, , , bn !1: 
bnSq que(l3l., .,ma4: 

enter, 5, 1: 
act/51,, ,bn19q; 

bn19q queCU),..,ma4; 
enter, 6, 1; 

act/52, , , bn27q: 
bn27q queC15),.,,ma•: 
ma4 match,2,bn5q,bnl9q,bn27q; 

ter111; 
enter, 7, 1; 
awa ft ( 16 > , a111bde/ l , l ; 

act/54. xx< 3 >, ,bnpu; 
bnpu event, lB, 1; 
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STATISTICS FOR EVACUATION TIME 
TO BAS C 19TH I NF l 
COLLECT NOOE 
STATISTICS FOR INTERARRIVAL TIME 
AT BAS (19TH INF> 
TERMINATE ENTITY--NO OUTPUT 
CREATE NOOE A 1/27 
ACTIVITY NUMBER 37 
ASSIGN NOOE 
UN IT IO • ATR IB C 2 l • l 2 7 • A l / 2 7 
ACTIVITY NUMBER 38 
ACTIVITY NUMBER 39 
EVENT NUMBER 7 
TERMINATE ENTITY--NO OUTPUT 
QUEUE NOOE - FILE 9 
CREATE NOOE UNIT• B 1/27 
ACTIVITY NUMBER •s 
ASSIGN NODE 
UNIT IO• ATRIB(2l • 227 • B 1/27 
ACTIVITY NUMBER •1 
ACTIVITY NUMBER 42 
QUEUE NODE - FILE lB 
CREATE NODE UNIT• C 1/27 
ACTIVITY NUMBER •3 
ASSIGN NOOE 
UNIT IO• ATRIBC2) • 327 • C 1/27 
ACTIVITY NUMBER•• 
ACTIVITY NUMBER •s 
QUEUE NOOE - FILE 11 
HATCH NOOE 
USED AS A DUMMY NOOE 
TERMINATE ENTITV--NO OUTPUT 
ENTER NOOE NUHBfR 3 
ACTIVITY NUMBER•& 
AWAIT NODE - FILE 12 
ENTITY WAITS FOR 1 RESOURCE 
ACTIVITY NUMBER •7 
EVENT NUMBER 8 
ACTIVITY NUMBER •a 
EVENT NUMBER 9 
COLLECT NODE 
STATISTICS FOR EVACUATION TIME 
TO BAS (27TH INF> 
COLLECT NODE 
STATISTICS FOR INTERARRIVAL TIME 
TO BAS (27TH INF> 
TERMINATE ENTITY--NO OUTPUT 
ENTER NODE NUMBER 4 
ACTIVITY NUMBER SB 
QUEUE NODE - FILE 13 
ENTER NODE NUMBER 5 
ACTIVITY NUMBER 51 
QUEUE NODE - FILE 1• 
ENTER NODE NUMBER 6 
ACTIVITY NUMBER 52 
QUEUE NODE - FILE 15 
HATCH NODE 
USED AS A DUMMY NOOE 
TERMINATE NODE--NO OUTPUT 
ENTER NODE NUMBER 7 
AWAIT NODE - FILE 16 
ENTITY WAITS FOR 1 RESOURCE 
ACTIVITY NUMBER s• 
EVENT NUMBER lB 



act/55, xx< 3 >, ,bde; 
bde event,11,l; 

• ffn; 

colct,fnt(l),totl evac tfme; 

term; 
endnetwork; 
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ACTIVITY NUMBER 55 
EVENT NUMBER 11 
COLLECT NOOE 
STATISTICS FOR EVACUATION TIME 
TO BOE CLEARING STATION 
THIS PR09IOES INFORMATION ABOUT 
THE PRIMARY MOE 
TERMINATE ENTITV--NO OUTPUT 
THIS IS THE END OF 
THE SLAM NETWORK STATEMENTS 
FINISH - FINAL STATEMENT 



... 
C 
C 

C 

C 

C 
C 
C 
C 
C 

C 

C 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THIS IS THE HAIN PROGRAM FOR THE EVACUATION HODEL. IT PROVIDES 
THE HAIN STRUCTURE FOR THE FORTRAN CODE USED TO MODEL THE 
DISCRETE EVENTS IN THE COMBINED NETWORK-DISCRETC EVENT HODEL . 
THE HAIN PROGRAM MAKES A CALL TO "SLAM" WHICH PROVIDES THE EXECUTIVE 
CONTROL FOR THE SIMULATION. FILE 9 IS USED AS AN OUTPUT FILE. 

c PROGRAM HAIN •••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C 

pr.lgram 111afn 
dimension nset(9SIBl 
com111on/scom1/atrfb(1BSl,dd(1SSl,dd1(1Sll,dtnow,ff,mfa,mstop,nc 1nr 

1,ncrdr,nprnt,nnrun,nnset,ntape,ss(llSl,ssl(lSSl,tnext,tnow,xx(lSSl 
common qset(9SSSl 
equfvalence(nset(ll,qset(lll 
nnset•9SS.0' 
ncrdr•S 
nprnt•6 
ntape•7 
open (9,f fle•'plot . rslts',status•'new'l 
open (7,status•'scratch'l 
ca 11 slam 
stop 
end 

c END OF PROGRAM MAIN •••••••••••••••••••••••••••••••••••••••••••••• 
C 
C 
c THIS IS THE SLAM SUBROUTINE INTLC WHICH IS USED FOR THE INITIALIZATION 
c PROCESS AT THE BEGINNIN~ OF EACH SIMULATION RUN. ALL SLAM GLOBAL 
c VARIABLES, XX<•>, ARE SET TO ZERO. 
C 
c SUBROUTINE INTLC ••••••••••••••••••••••••••••••••••••••••••••••••• 
C 

subroutine fntlc 
common/scoml/atrfb(lSBl,dd(lSSl,ddl(lSSl,dtnow,ff,mfa,mstop,nclnr 

1,ncrdr,nprnt,n~run,nnset,ntape,ss(lSBl,ssl(lSSl,tnext,tnow,xx(lSSl 
xx<2l•I.S 
do 11 1•4.16 

xx (')•CJ·" 
11 continue 

return 
end 

c END SUBROUTINE INTLC ••••••••••••••••••••••••••••••••••••••••••••• 
C 

c THIS IS THE SLAM OUTPUT SUBROUTINE. IN THIS SUBROUTINE, TWO CALLS 
c ARE HADE TO TWO SLAM ROUTINES, PRNTF(ll AND PRNTR(Sl. ROUTINE 
c PRNTF(ll CAUSES STATISTICS FOR ALL FILES IN THE HODEL TO BE 
c PRINTED IN THE SLAM SUMMARY REPORT. SIMILARLY, PRNTR(Sl 
c CAUSES STATISTICS FOR ALL RESOURCES IN THE MODEL TO BC PRINTED IN 
c THE SLAM SUMMARY REPORT. THE WRITE STATEMENT CUASES THE AVERAGE 
c EVACUATION TIME TO THE BRIGADE CLEARING STATION TO BE RECORDED IN 
c FILE 9. CCAVG(7l IS A SLAM FUNCTION THAT RETURNS THE AVERAGE 
c EVACUATION TIME WHICH IS RECORDED IN THE 7th COLCT NODE IN THE 
c LIST OF SLAM NETWORK STATEMENTS. 
C 
c SUBROUTINE CTPUT ••••••••••••••••••••••••••••••••••••••••••••••••• 
C 

subroutine otput 
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common/scoml/atrlb(lBBl,dd(lBBl,ddl(lBfl,dtnow,11,mfa,mstop,nclnr 
l,ncrdr,nprnt,nnrun,nnset,ntape,ss(lBBl,ssl(lBB>,tnext,tnow, xx(lBB) 
prlnt*,'total patients evacuated• ',xx(2) 
prlnt*,'ttotal patients evacuated to bde • ',xx(4) 
call prntf(.8') 
call prntr(.8') 
write (unlt•9,fmt•l.8'B)ccavg(7) 

1•• format (6x,f5.2) 
return 
end 

c END OF SUBROUTINE OTPUT ****************************************** 
C 

c THE NEXT SUBROUTINE IS SUBROUTINE EVENT(Il. THIS SUBROUTINE 
c PROVIDES THE MAIN INTERFACE WITH THE NETWORK PORTION OF THE MODEL. 
C 

subroutine event( I) 
common/scoml/atrlb(lBB),dd(l.8'8),ddl(lBBl,dtnow,11,mfa,mstop,nclnr 

l,ncrdr,nprnt,nnrun,nnset,ntape,ss(lBB),ssl(lB.8'),tnext,tnow,xx(lBB> 
real a(7),b(7),c(7),d(7) 
goto (1,2,3,4,5,6,7,8,9,lB,lll,I 

1d•lnt(atrlb(2)) 
1 f < Id. eq. 15) then 

xx(5)•xx(5)+1..8' 
check•xx(5)/4 . .8' 
rem•check-lnt(checkl 
If (rem.eq • .8'.25) call enter(l,atrlbl 

else If (ld.eq.25) then 
xx(6l•xx(6)+1..8' 
check•xx(6)/4 . .8' 
rem•check-tnt(check) 
If (rem.eq.B.25) call enter(l,atrlb) 

else If <td.eq.35) then 
xx(7l•xx(7)+1 • .8' 
check•xx(7)/4 . .8' 
rem•check-1nt(checkl 
lf(rem.eq . .8'.25)ca11 enter(l,atrlbl 

else 
prlnt*,'warntng1 event 1 out of range!' 

end If 
return 

2 ld•lnt(atr1b(2)) 
1f (· ld.eq.15) then 

num•nnq ( 1 ) 
load•mln(nu•,4> 
atr lb( 3 >•rea 1 (load) 
xx(5l•xx(5)-atr1b(3) 
do 211 I• 1 , 1 oad 
call rmove(l,l,a) 

2.8'8 continue 
ehe If ( ld.eq.25) then 

num•nnq(2) 
load•1111n(num,4) 
atr1b(3)•real(load) 
xx(6l•xx(6)-atr1b(3) 
do 211 1•1, load 
call r111ove(l,2,a) 

21.8' continue 
else tf (ld.eQ.35) then 

nu111•nnq(3) 
load•111tn(nu111,4) 
atr1b(3l•rea1< load) 
xx(7)•xx(7)-atr1b(3) 
do 221 l•l,load 
call r111ove(l,3,a) 
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22B conttnue 
else 

prlnt*,'warntng1 event 2 out of ranget' 
endtf 
return 

3 xx(2l•xx(2)+atrtb(3l 
c xx(2) ts total number pattents evacuated 

call free(l,ll 
load•atrtb(3) 
atrlb(5)•5 . .8' 
do 3.8'.8' t • 1 , 1 oad 

call enter(4,atrtbl 
xx(l4l•xx(l4l+l . .8' 
check•xx( 14)/4 . .8' 
rem•check-lnt(check) 
tf(rem.eq . .8'.25lcall enter(7,atrtb) 

3/1/1 continue 
return 

4 td•lnt(atrtb(2ll 
t f ( Id. eq. 119 l then 

xx(8l•xx(8l+l . .8' 
check•xx(Sl/4 . .0' 
rem•check-lnt(checkl 
If (rem.eq • .0'.25lca11 enter(2,atrlbl 

e 1 se If ( Id. eq. 219 l then 
xx(9l•xx(9)+1..0' 
check•xx(9l/4 . .0' 
rem•check-lnt(checkl 
lf(rem.eq . .0'.25lca11 enter(2,atrlbl 

e 1 se t f < Id.eq.319 > then 
xx( l.8'l•xx( 1.0')+1 . .0' 
check•xx(lSl/4 • .0' 
rem•check-lnt(checkl 
lf(rem.eq.S.25lcall enter(2,atrlbl 

else 
prlnt*,'warntng1 event 4 out of range!' 

end If 
,· •turn 

5 ld•lnt(atrlb(2)) 
If < Id. eq. 119 l then 

nu• •nnq(5l 
load•mln(num,4) 
atrtb(3l•real(loadl 

xx(8)•xx( )-atrlb(3l 
do 5.fll I• 1 , 1 oad 
call rmove(l,5,bl 

5.8'.9 conttnue 
else If ( td.eq.219) then 

num•nnq(6) 
load•mtn(num,4) 
atrtb(3l•real(loadl 
xx(9)•xx(9)-atrtb(3) 
do 51.9 t•l, load 
call rmove( 1,6,bl 

51/1 conttnue 
else 

num•nnq(7) 
load•mtn(num,4) 
atrtb(3)•real(load) 

xx( lS)•xx( l.8')-atrlb(3) 
do 5 2.9 t • 1 , 1 "ad 
call r111ove(l ,7,b> 

52/1 conttnue 
endtf 
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return 
6 xx(2)•xx(2)+atrlb(3) 

call free (2,1) 
1oad•atrlb(3) 
atrlb(Sl•l9 . .IJ 
do 6.IJ.IJ I• 1 , 1 oad 

call enter (5,atrlb) 
xx(l5l•xx(l5)+1 . .IJ 
check•xx< 15)/4 • .IJ 
rem•check-lnt(check) 
lf(rem.eq . .lJ.25)ca11 enter(7,atrlb) 

68.IJ continue 
return 

7 ld•lnt(atrlb(2)) 
lf(ld.eq.127) then 
xx(Jll•xx(ll)+l . .lJ 
check•xx<ll)/4 . .IJ 
rem•check-lnt(check) 
lf(rem.•q . .lJ.25)ca11 enter(J,atrlb) 

else If( 1d.eq.227lthen 
xx(l2l•xx( 12)+1 . .IJ 
check•xx<lZ)/4.B 
rem•check-lnt(check) 
lf(rem.eq . .lJ.25)ca11 enter(J,atrlb) 

else lf(ld.eq.327) then 
xx(l3)•xx(l3)+1 . .IJ 
check•xx(lJ)/4.B 
rem•check-lnt(check) 
lf(rem.eq . .lJ.25)ca11 enter(J,atrfb) 

else 
prfnt*,'warnfng: event 7 out of range! · 

end ff 
return 

8 fd•fnt(atrfb(2)) 
ff ( td.eq.127) then 
num•nnq(9) 
loadumfn(num,4) 
atrtb(3l•rea1(1oad) 
xx(ll)•xx(li >-atrfb(J) 
do 888 f•l, oad 
call rmove <1,9,cl 

88/1 continue 
else ff < td.eq.227) then 

num•nnq( l.lJ) 
load•mfn(num,4) 
atrfb(3l•rea1(1oad) 
xx(l2l•xx(l2)-atrfb(3) 
do 81.IJ f•l, load 
call rmove(l,l.lJ,c) 

818 continue 
else 

nu11•nnq(ll) 
load•mln(num,4) 
atrlb(3)•rea1(1oad) 
xx(l3l•xx(l3)-atrfb(3) 
do 82/1 1•1, load 
Ca 1 1 r 1110 Ve ( 1 , 1 1 , C ) 

82/1 continue 
end If 
return 

9 xx(2l•xx(2)+atrfb(3) 
ca 11 free < 3 , 1 > 
1oad•atrfb(3) 
atrtb(5)•27 . .IJ 
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do 988 I• 1 , 1 oad 
call enter (6,atrlb) 
xx< 16)•,c,c( 16)+1.8 
check•x x < 16 > /4. 8 
re• •check-lnt(check) 
lf(re• .eq.8.lS>call enter(7,atrlb) 

9•8 continue 
return 

1• ld•lnt(atrlb(S>> 
If (ld.eq.5) then 

nu111•nnq(13) 
load•mln(num,() 

atrlb(()•rea : load) 
,c,c(l()•xx(l()-atrlb(() 
do 1888 I• 1 , 1 oad 

~all rmove(l,13,d) 
1888 continue 

else If (ld.eq . 19) then 
nu• •nnq( Ul 
load•111ln(nu111,() 
atrlb(()•real(load) 
,c,cl 15)•,c,c( 15)-atrlb(() 
do 1818 1•1,load 

call r111ove (1,1(,d) 
1818 continue 

else 
nu111•nnq(lS> 
load•mln(nu111,() 
atrlb(()•real(load> 
xx(16)•xx<16)-atrlb(() 
do 1•28 1•1,load 

call r111ove<l,lS,d) 
1•2• continue 

C 
C 
C 

endlf 
return 

11 xx(4)•,c,c(4)+atrlb(4) 
xx<2•>•ccavg<7> 
Ca 11 f r ee ( 4 , 1 ) 
return 
end 

···········································••1••························· • 
* • END OF FORTRAN CODE 

• 
* • •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 



Appendix C 

Sample SLAM Program Output 



In this appendix, Appendix C, there is a complete 

listing of one simulation run of the evacuation model. The 

output header ~ncludes the copyright for SLAM. T~e first 

part of the output is the listing of th~ SLAM statements. 

The SLAM ECHO REPORT is listed next. Following the ECHO 

REPORT is the listing of the intermediate results. 

Finally, the SLAM SUMMARY REPORT is presented. 
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*******••·············-··················~····························· * * 

C 

* * * * * * * * * * * * * * * 
* 
* 
* 

slam ff versfon 2.B 
* 
* 
* 

* * * * * * * * * * * * * * * 

copyrfght 1983 by prftsker and assocfat~s. fnc. 

all rfghts reserved 

thfs software fs proprietary to and a trade secret of prftsker & 
associates. Inc. access to and use of th ls software Is granted 
under the terms and condftlons of the software llcense a greement 
between prftsker & assoc fates, fnc .• and li censee. fdentfffed by 
number as follows, 

license agreement number: 82-B167p 

the terms and conditions of t~e agreement shall be strictly 
enforced. any vfolatton of the agreement may void lfcensee•s 
right to use the software. 

prltsker and assoclates. Inc. 
p.o. box 2413 

west lafayette. lndlana 47986 
(317)463-5557 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 

* 
* 

························································••*••-········· 
1 gen.v. w. cook.evacuatton.Sl/18/84.1 •••••• 72; 
2 lfmfts,16.5.588; 
3 fnlt.B,24B; 
4 fnt i c.xx(l)•S.28. xx(3)•B.57; 
5 record.tnow,tfme hours.ll.p,24.B; 
6 va r ,xx(2B>,t.evac time; 
7 var.xx ( 4).c,evacuees; 



8 network; 
9 resource / amb15 {6 l ,4; 

1/1 resource / ambl {6 1 ,8 ; 
11 r source/amb27 {6 l ,l2; 
12 resource/ambd ( lB ,16; 
13 create,expon{.0'.54,ll,.0'./11,1,,1; 
14 /1,.,aS; 
15 aS asslgn,atrlb(2 )•15 , B,2; 
16 act/ll,.0'./15.,rl; 
17 act/12,, ,aSq; 
18 rl event,1,1; 
19 term; 
2/1 aSq que(ll.,.,mal: 
21 create,expon(B.54,ll,.0'.B4,l,,l; 
22 act/2,,,bS; 
23 bS assfgn,atrfb(2l•25 . .0',2; 
24 act/13,.0' . .IJS.,rl; 
25 act/14,. ,bSq; 
26 bSq que(2),,,,mal; 
27 create,expon(.0'.54,1),.0' . .0'7,1,,1; 
28 act/3,., cS; 
29 cS ssfgn, trfb(2 )•35 . /l,2; 
3.0' act/15,/1./15,,rl; 
31 act/16,,,cSq ; 
32 cSq que{3),,,,mal; 
33 mal match,2,a5q,b5q,c5q; 
34 term; 
35 enter,1,1; 
3 6 a Ct / 4 , , , wt. 5 ; 
37 wtS awaft(4),amb15/l,1; 
38 act/7,xx(l),,baS; 
39 baS event,2,1; 
4.0' act/1/1,x~!ll,,ulS; 
41 u15 event,3,1; 
42 colct,fnt.{ll,tfme to bas; 
43 colct,between,between time bas; 
44 term; 
45 create . expon(.0'.54,ll,B./12,1,,1: 
46 act/ i 7,,,a19; 
47 a19 asslgn,atrlb(2l•119./l,2; 
48 act/18,B . .0'5,,r2; 
49 act/19,,, 19q; 
59 r2 event,4,1; 
51 term; 
52 al9q que(5),,,,ma2; 
53 create,expon(B.54,l),B.R5,l,,l; 
54 act/2B,,,bl9; 
55 bl9 asslgn,atrfb(2l•219.B,2; 
56 act/21,.0' . .0'5,,r2; 
57 act/22,,,bl9q; 
58 bl9q que(6),,,,ma2: 
59 create,expon(/1.54,l),.0'.BB,l,,1; 
6.0' act/23,,,cl9: 
61 c19 asslgn,atrlb(2l•319.9,2; 
62 act/24,.0'.B5,,r2; 
SJ act/25,.,c19q; 
64 cl9q que(7),,,,ma2: 
65 ma2 match,2,al9q,b19q,cl9q; 
66 ter•; 
67 enter,2,1; 
68 act/26,,,wt19; 
69 wt19 awalt(8l,amb19/l,1; 
7• act/27,xx(ll,,bal9; 
71 ba19 event,5,1; 
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72 act/28, xx (l),,u119; 
73 u119 event,6,l ; 
74 colct,fnt(l),tlme to 19th bas: 
75 co i ct,between,between time 19t: 
76 term: 
77 cra~te,expon(B.S4,l),B.B3,l,,l: 
78 act/37,,,,a27; 
79 a27 •••lgn,atrfb(2)•127.B,2: 
BB act/38,B.BS,,r3; 
81 act/39,,,a27q; 
82 r3 event,7,1: 
83 term: 
84 a27q que(9),,,,ma3 , 
85 create,expon(B . 54,l),B.B6,l,,l; 
86 act/4B,,,b27: 
87 b27 asstgn,atrlb<2>•227.B,2; 
8 act/41,S.B5,,r3: 
89 act/42,,,b27q: 
9B b27q que(lB),,,,maJ; 
91 croate,expon(B.54,l),S.B9,l,,l: 
92 act/43,,,c27: 
93 c27 ~s•lgn,~trfb(2)•327.B,2; 
94 act/44,B.B5,,r3; 
95 act/45,,, t7q; 
96 c27q que(ll),,,,ma3: 
97 ma3 mat h,2,a27~,b27q,c27q; 
98 term: 
~g enter,3,1; 

lBB act/46,,,wt27: 
1Bl wt27 awatt(l2>,amb27/l,l; 
1B2 act/47, x x<l> , ,ba27: 
183 ba27 event,8,1; 
1S4 act/48,xx{1),,u127: 
1S5 u127 event,9,1: 
1B6 colct,fnt(l),tlme to 27th bas: 
1B7 colct,between,between time 271; 
iB8 term; 
1S9 enter,4,1; 
llS act/SB,,,bn5q: 
111 bn5q que<l3),,,,ma4; 
112 enter,5,1: 
113 act/51,,,bnl9q; 
114 bn19q que{l4),,,,ma4; 
115 enter,6,1: 
116 act/S2,,,bn27q; 
117 bn27q que(l5),,,,ma4; 
118 ma4 match,2,bn5q,bnl9q,bn27q: 
119 term: 
12B enter,7,1; 
121 awalt(l6),ambde/l,1; 
122 act/54,xx{3),,bnpu; 
123 bnpu event,lB,1: 
124 act/55,xx(3),,bde: 
125 bde event,11,1; 
126 colct,fnt(l).totl evac time; 
127 term; 
128 endnetwo rk; 
129 seeds,42895(1); 
130 simulate: 
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s 1 a m e C h 0 r" e p O r" t 

simulation pr-oJect evacuation 

date l/ 1/6/ 198' 

by v. w. cook 

r-un number-

slam ver-sfon Jul 83 

gener-al options 

pr- Int t nput statements < I 1 I st l : yes 
pr-Int echo r-epor-t (fechol: yes 
•~•cute simulations (lxqtls yes 
pr-Int Inter-mediate r-esult s heading <tpfr-h)s ye s 
pr-fnt su mmar-y r-epor-t (lsmr-yl: yes 

limits on files 

maximum number- of user- files ( mf lls): 16 
ma x imum number- of user- attr-fbutes (matr-): 5 
ma x imum number- of conc ur-r-ent entr-fes ( mntr-y ls 51111 

ft 1 • s ummar-y 

f 11• Initial r-ankfng 
number- entr-fes er- lter- fon 

1 fl flfo 
2 16 flfo 
3 fl flfo 
4 fl fffo 
5 16 fffo 
6 16 fffo 
7 16 fffo 
8 16 flfo 
9 fl flfo 

116 fl flfo 
1 1 18 fffo 
12 fl flfo 
13 16 fffo 
14 16 fffo 
15 16 flfo 
16 18 fffo 

statistics based on obser-vatlons 

1 of 

colct co 11 ect I on Identifier- hfstogr-a111 speclffcatfons 
number- 11ode 

1 networ- k time to bas 
2 networ-k between time bas 
3 networ-k time to 19th bas 
4 networ-k between time 19t 
5 networ-k time to 27th bas 
6 networ-k between time 271 
7 networ-k totl evac t f111e 

continuous var-fables 

number of dd equations (nneqdls 
number of ss equations <nneqs)s 
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mfnfmum step sfze (dtmfn)1 
maxfmum step sfze (dtmax): 
time between save pofnts (dtsav): 
accuracy error specfflcatfon (llerr): 
absolute error limit (aaerr)1 
relatfve error limit Crrerr)1 

recordfng of pl~ts/tables 

plot/table number 

fndependent varfable: 
fdentlfler1 
data storage unft1 
data output format1 
tfme between plot pofnts (dtplt): 
st rtlng time of plot (ttsrt): 
endfng time of plot <ttend): 
data points at events Ckkevt): 

dependent variables 

. lBIIJ/6e+ 19 
• ll/JIIJI/Je+ 21 
. 2411JBe+f/J2 
warnfng 
• ll/JDI/Je-B4 
. 1HBI/Je-B4 

tnow 
time hours 
tape/dfsc 11 
plot 
. 24//JBe+S2 
.BBBBe+BB 
.24BSe+B3 
yes 

variable sym ldentlffer 
xx( 21/J) t evac time low ord value high ord value 

min near .Be+IIJI/J max near .I/Je+BIIJ xx( 4) c evacuees 1nln near .De+BI/J ma x near .Be+BB 

random number streams 

stream seed refnltlal fzatfon number value of stream 

1 42895 no 
2 1954324947 no 3 114566 ll/J99 no 
4 1835732737 no 5 794161997 no 
L l 329531353 no 7 2BB496737 no 8 633816299 no 9 141/6143361 no 

lllJ 1282538739 no 

lnltfalfzatfon options 

beginning time of slmulatfon Cttbeg): 
ending tfme of simulation Cttfln)1 
statfstfcal arrays cleared (JJclr)1 
varfables fnltlallzed CJJvar): 
ffles fnftfalfzed (JJffl): 

nset/qset storage allo~atfon 

.BBBBe+BB 
• 24B!i1e+B3 
yes 
yes 
yes 

dfmensfon of nset/qset (nnsetl1 
words allocated to fflfng system, 
words allocated to fndexed lfst tags1 
words allocated to network1 
words available for plots/tables: 

9BBB 
45.0'B 

39B 
1127 
2983 



tnput errors detected: B 

execution wtll be attempted 
**Intermediate results** 

total pattents evacuated• .4B5BBBBBBe+B4 
ttotal pattents evacuated to bde • .4B28BBBBBe+B4 

**ftle statistics** 

ft le associated average standard maximum current average 
number node type length devlatton length length watt ttme 

1 queue .522 . 74!i 4 B .268 
2 queue .496 . 7Bl 5 1 .27B 
3 queue .524 .764 6 1 .275 
4 await .BBB .BBB 1 B .BBB 
5 queue .5B2 . 7 41 6 fJ .265 
6 queue .5B2 . 716 5 2 .272 
7 queue .5Bl .734 4 B .264 
8 await .BBB .BBB 1 B .BBB 
9 queue .492 . 747 5 B .269 

1B queue . 511 . 744 5 l .272 
11 queue .5B7 .748 4 B .27B 
12 await .BBB .BBB 1 B .BBB 
13 queue 2.382 1. 956 12 3 .419 
14 queue 2.4161 2.BB1 1 1 2 .426 
15 queue 2.293 1. 933 14 3 .412 
16 await .BBB .BBB 1 B .BBB 
17 c11lendar 21.U9 2. 114 32 22 .B97 

**resource stattsttcs** 

resource resource, current average standard maximum current 
number label capacity ut t 1 deviation ut11 utll 

1 amb15 6 2.IIB .986 5 2 
2 ambl9 6 1. 96 .99B 6 1 
3 amb27 6 1.92 .959 5 2 
4 ambde 1 B 5.69 1.27B lB 7 

resource resource current average mtntmum maximum 
number label ava I lab le available ~vallable available 

l amb15 4 4 .BB36 1 6 
2 amb19 5 4.8376 • 6 
3 amb27 4 4.B817 1 6 
4 ambde 3 

1 
4.3149 g lB 
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s 1 a m s u m m a r y 

sfmulatfon project evacu tfon 

date l / 1.011984 

current time .24.0'.0'e+B3 
1tatfstfcal arrays cleared at time 

r e p O r t 

by v. w. cook 

run number 

.Bl6B.0'e+.0'.0' 

**statisti cs for variables based on observation** 

1 of 

mean standard coeff. of minimum ma ximum no.of 
value deviation variation valu value obs 

time to bas .61.0'e+B.0' . .0'.0'.0'e+.0'.0' . BBBe+BB .61.0'e+BS . 6 UJe+/6.0' 855 
between time bas .28.0'e+BB . 2lle+B.0' .752e +BfJ .488e-B3 . l 5fJe+Bl 854 
time to 19th bas .61Be+BS .B.0'Be+.0'B .BBBe+BB .61Be+.0'B .6lfJe+BB 841 
between time 19t .285e+BB .212e+BB . 743e+BB .418e-B3 .112e+.0'1 848 
time to 27th bas . 6UJe+B.0' .BBBe+BB .BBBe+BB • 61Be +.0'B .61.0e+B.0' 821 
between time 271 .292e+.0'B .214e+BB .733e+BB .136e-.0'2 .142e+Bl 82.0' 
totl evac time . l 75e+.0'1 .453e-B3 .259e-B3 .175e+.01 .175 +.01 1193 

**file statistics** 

f I le assoc fated average standard ma xi mum current average 
number node type length deviation length length waft time 

1 queue .522 .745 4 B .268 
2 queue . 496 . 7111 5 1 . 27B 
3 queue .524 .764 6 1 .275 
4 await .ssr, .BBS 1 B .SB.0' 
5 queue • 5i.2 . 741 6 .0' .265 
6 queue . 5.l:f2 .716 5 2 .272 
7 queue . 5.01 .734 4 il .264 
8 await .BBB . BBS 1 IJ .BBB 
9 queue .492 . 747 5 B .269 

1B queue . 511 .744 5 1 .272 
11 queue .5187 .748 4 B .2711 
12 await .BBS .BBB 1 B .BBB 
13 queue 2.382 1.956 12 3 .419 
14 queue 2. 4111 2.Hl 11 2 .426 
15 queue 2 . 293 1. 933 14 3 .412 
16 await .BBB .BBB 1 a . BBB 
17 calendar 21. 4119 2. 114 32 22 .1897 

**regular activity statistics** 

activity average standard maximum current entity 
Index utilization deviation utilization utilization count 

1 .BIi/iii ./IBB/1 1 II 467 
2 .JIBS/I • BB/Ill 1 II Ul 
3 . BIIB/1 ./111/IB 1 II 458 
4 . II/I/Ill • !IS/Ill 1 II 857 
7 .9989 . 8/162 3 2 855 

1B .9975 . 8/163 3 II 855 
1 1 ./1973 . 3143 3 II 467 
12 • IIIIBB • fKfl/jg 1 B 467 
13 • .IJ919 .2989 2 II 441 
14 • II/I/Ill . /111/IB 1 II Ul 
15 ./1954 . 3142 3 16 458 
16 .IIIIBII .11111111 1 II 458 
17 • II/IS/I . /Ill/Ill 1 II 454 
18 ./1946 .3.0'51 2 B 454 
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19 .llflllll .11111111 1 II 454 
211 . !Ill/Ill .11111111 1 II 443 
21 ./1922 • 3/148 4 1 442 
22 .11111111 .11111111 1 II 443 
23 .11111111 . Bflllll 1 II 456 
24 . /195/1 .3.8'65 3 II 456 
25 • /l.8'1111 .11111111 1 II 456 
26 • .8'.8'1111 • .8'.8'1111 1 • 842 
27 .9813 .8242 3 1 841 
28 .9812 .8242 3 II 841 
37 .11111111 .11111111 1 II 439 
38 .119 1 5 .311711 3 II 439 
39 • BBB/I • BB/Ill 1 II 439 
4.8' .11111111 .BIi/iii 1 II 45,0' 
41 ./1938 .31111 3 II 45.0' 
42 .11111111 • 11111111 1 II 45/1 
43 • IIIIIIII • IIB/111 1 II 451 
44 .1194/1 .3128 3 II 451 
45 • BIIIIB .IIBIIII 1 II 451 
46 .11111111 • IIIIIIII 1 II 823 
47 .9594 .7981 3 1 82 2 48 .9589 .7983 3 1 821 
SB . BIIIIB .11/IBD' 4 II 1364 
51 • B/11111 .11111111 4 B 1351 
52 . /1/IIIB • /1/IIIB 4 II 1335 
54 2.846B l .B527 7 3 1197 
55 2.8392 1 .11614 7 4 1193 

••r-esour-ce statistics•• 

r-esource resour-ce cur-rent average standard maximum cur-r-ent 
number- label capacity ut I 1 dev lat Ion ut 11 ut I 1 

1 amblS 6 2 .BB .986 s 2 
2 amb19 6 1.96 • 99/1 6 1 
3 amb27 6 1.92 .959 5 2 
4 ambde lB 5.69 1. 27/1 1.3 7 

resource r-esour-ce current average ml n fmum maximum 
number label available avaf lab le available available 

1 ambl5 4 4./1/136 1 6 
2 ambl9 5 4./1376 B 6 
3 amb27 4 4 . .8'817 1 6 
4 ambde 3 4.3149 II 1.0' 

••table number 1•• 
r-un number 1 

time hou evac tlm evacuees 
,. s • 

Ill In l111um .llllll.8'e+IIII • IIIIIISe+.8'11 

max IIIIUIII .175fle+.fl • 4/128e+ll4 
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**plot number 1•• 
run number 1 

scales of plot 
t••vac time .fl!lfle+JlJ!lJ • B75e+JlJB • 175e+Bl 
c•evacuees .JlJB!lle+BB • 2.0'1e+JlJ4 .4.0'3e+.0'4 

.0' 1.0' 2.0' 3.0' 4JlJ S!lJ 6.0' 7Jll 8.0' 98 1 JlJ.0' dups time hours 

.Bfl!llfle+fl!ll t • • tc • 2 4/l/le+JlJ2 • C • t .48JlJ/le+.0'2 • C • t .72S!lle+B2 • C • t .96JlJBe+B2 • C • t .12BBe+fl3 • C t • 144/le+.0'3 • • C t .1S8.0'e+.0'3 • • C t . 192Se+.0'3 • • C t .216/le+.0'3 • • C t . 24B.0'e+B3 • • t tc 
JlJ 1 fl 2B 316 4/1 SB 6/1 716 ea 9.0' U!ll dups time hours 

output consists of 11 point sets < 22 points> 
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Appendix D 

FORTRAN Program for Variance Reduction 
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In this appendix, Appendix o, there is a complete 

listing of the program used to calculate the sample means 

and sample variances of the 32 cell factorial design. The 

program reads the 10 observations per cell from an external 

file established by the user. It then calculates both the 

standard variance and the reduced variance and displays the 

results at the user's monitor (CRT). 
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C 

C •*********•***•***************************•**** * **********••**•* C 

c THIS PROGRAM COMPUTES THE SAMPLE M~AN ND THE AMPL~ VARIANCE 
c FOR THE 10 OBSERVATIONS OBTAINED FROM THE ANTIT HET I C SEGUE CE , 
r. IT REAI1S M~ EXTERNAL !l~Tn FILE THA CONTAI NS T' !E 1 0:) OBSErNATI ONS . 
c THE OUTPUT OF THE PROGRAM INCLUDES THE SfMPLE EAN AND THE 
c SA. PLE VARIANCE OF THE 10 OBSERVAT:ONS , THE 5 FAIRED OBSER VATION 
c AVERAGES, AND THE REDUCED V~RAINCE OF THE 5 PAIRED OBSERVATIONS, 
C 

C *•*****•*******••**********•***•*********~•···••t••··········•***• C 

p rog r•llll d,1 t.,1 
re,11 :d 10) ,1,1 (5) 
do 10 1 2 1,tO 
r1Md ( 5, *) x ( i) 

10 contt .ioJ• 
SIJfll•0, 0 
do 20 1 2 1,10 
S1J1T1=-s11111+:: ( i) 

20 contJ n•J• 
•:b ,1 r• s•J11/ l 0, 0 
pr i nt 100, :-: b,1r 
SIJ11t:a0,0 
do30i= 1 ,l0 
31Jm 2 su111+< x<i>-xbar>**2,0 

30 contin•a 
1,1,1 r :•:•s•J111/9. 0 
print 300,v,1r :-1 
do 40 1•1,q, 2 
1,1(1)•( x (i)+x(l +l))/2,0 
print*,v<i> 

40 contin•J11 

do 50 1"1,9,2 
SIJlll•S•Jmtv ( i) 

SO cont 1 n •J• 
vb,1 r=sun,/5, 0 
!ium==0,0 
do 60 i::1,9,2 
,_,111,=s•J111 t- C v < i) -v b,1 r i **2, O 

60 cont:i.n•~ll 

100 
300 
41)0 
500 

c; 

v ,i rv:a11u111/ 4, 0 
print 400,vlrnr 
pr int 500,v,1rv 
f'or11111t < 6;•:, ·f 5 . 2,' 
forn,,)t (6•: ,f6,3,' 
f'or111,1t (6;,:,f~.2. I 

forn..-1t ! .', •,:. f 6. :r.. , 
end 

lS the 
is th• 
is th& 
is the 

S•lfftp l• 11,e ,1r, ·) 
S•llltp l• v,1r~ •1nce' > 
AT '5•llllp 19 llt9•ln') 
rH 'S•11'1Ple .,,1ri.oJ11ce ') 

C ********••*************•****•*••··•·••****••·•·•·•••·······•M*•*•• 
c THIS IS THE ENO OF rHE F'R("?RAM USED TO CHECI\ THE " !~UAL i'IOr4 (!Af r,. 

C **~*••····••*****•****•***«***k••••t••·••*•t«t***•*•**•***i k*« *•* 
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¼ CI< d •l t•l <d (l t•l 
3.96 is the sample mean 
1.976 is the sample vari a nce 

8.15999985 
9.07999992 
9.77999973 
9.39000034 
8.394999~0 

8.96 is the AT s ampl e mean 
,458 is the AT sa mple varianc e 

% cot d•lt•l 
Th i s is the data file used wi th f o r the s ample re su lt s above . 

8 .63 
7.69 
6.86 
11.. 30 
10.40 
9.16 
10 .30 
8.48 
7 .56 
9.23 

164 



Appendix E 

SPSS ANOVA 
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In this appendix, Appendix E, the importan t results 

from SPSS ANOVA are presented. Included in this appendix 

are the SPSS program statements for ANOVA. The first 

illustration is for the 5-WAY ANOVA. The resulting ANOVA 

table is presented next. The 4-WAY ANOVA TABLE is 

presented afer the 5-WAY ANOVA. In the 4-WAY ANOVA, on l y 

the main effects, 2-way interactions and 3-way interactions 

are shown sine~ the 4-way and 5-way inter a ctions were not 

significa~t as illustrated in the 5-way table. Also, the 

graphic presentations of the main factor effects and the 

2-way interactions are illustrated. Finally, the eel 

means for the significant 3-way interaction is presented. 
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AF:r cc~PUT!NS CENT~~ 
WP. GHT-OATTl ~S~\ AFR 

s Ct s s 

•U~ \A"'! 
VU: A8L:'. LIH 
VA,_ LAB!: LS 

: NPU T Fil 2 -.u 
N CF CAH 
INPUT ~ DI u-. 

5 WAY A~OVA OF EVACUAfIO~ ,.OOEL 
IIHE A,.BL ~AS OIST8AS A,.Bt. 80£ OISf8!>!: lt!:S?O~Sl 
~ATE AMBULANCE T•AVEL RATE/ 
AMBLBAS ~U,.BE~ OF AMBULANCES Af BAS/ 
o.sTBAS DISTANCE TO BAS/ 

A"BL80E ~U,.,BE~ CF AMIULANCES AT 80~/ 
otsTB!>E orsr,~c:: T~ eo:: CL~•~t ~G STArro~, 
~Eset:~s:: (VACUAT!ON 7!,.,E/ 

f :EEF: no 
1 6: 

· CAAO 

AN )VA 
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sunsn cs 
•[AO I ~IPUT 

P!:SPC't.SE 
5 

8Y RATE A,.8LdAS DISTBAS '"!LBO~ OIS~AOE C1,2t 

ALL 
OUA 

- -- - - - - - - - - - - - - - - - - - - - - - - - - - -
5 WAY •~iv• JF EVACUATIJ,,. ,vOEL 

• • • • • • • • • • . • C E L L .. C: A N s • • • • • • P [SPOJ.3[ EVACUU ~CN TI'4E 
BY PUE A fllttUI.A~IC[ '"~V!L UTE 

A"'8L8AS 'l U"BE R :, A "BUL. -.en u RAS 
OISTIUS ou•,,.tE TO BAS 
A"'8L8DE .. \l,,.B[~ ~F Al'IBULUICES AT BO~ 
D~ST!D!: OBUNCE TJ AO!: CLEAltl'l!i sur:n 

• • • • • • • • • • . • . • • • • • • • • • • • • • • • • • • 
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-.at•, EFl:'!:CT'i 
'4T( 
A-.iJU AS 
OTST,US 
A "8L8 I)!: 
OIS .. 0( 

~•WAY !1!(~ACTI:~S 
un: '"8LBA S 
':! AT E: OnTBAS 
:3AH'. A,.8L110E 
~AT( OISTl30E 
-~L,US Ot .i·eas 
UIBLiUS Al•BLBOE 
A"!LHS Ol jTBOE 
o:sr~•s A'48LBOE 
~ISTRA.i DISTROE 
A"8LSDE DISTB0£ 

3•WIY I~•E~•CTI C~S 
~ATE A~ALBA S 
" AT( l~IRAA! 
~IT( A:1MLHAS 
RITE OtSTBAS 
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( Appendix F 

SPSS MANOVA 



•- --~ ... -~-~ ~-

In this appendix, Appendix F, the SPSS statements for 

the MANOVA program used to produce the plots described in 

Chapter 4 are presented. 



ASO CO"PUTER CEN~ER 
WRIGHT-FATTE~SON AfB,OHIO 

'i p s s STAT : STICAL PACKAGE FOR THE SOCIAL SCIENCES 

VERSION e.3 (N03t -- MAY c•, 1992 

RUN ~A"'E 
YAP. : ""· r L Is r 
r ,: PUT F "~ MA r 
r1 o, CAS::, 
I.'H1UT "Eo:uM 
VU LABEL5 

~WAY •A~OVA FJR EVACUATION MODEL 
? ATE AMBAS orSTBAS AMBOE liISTBDE 
nEEFIE:LO 

IIESPONSE 

HO 
CARD 
~ ATE 
A ~BAS 
DISTBAS 
A,,.BOE 
DISTBOE 
P ESPC~SE 

A"RULA~CE T~AVEL RATEi 
~UIIBEP. OF A~BULANCES AT BAS/ 
OtATA~CE TO BAS/ 
NU~BER GF AMBULANCES A~ BOE/ 
DISTANCE TO BOE CLEAll!N& STATION/ 
EVACUATIOti, TIME/ 

CPU T!ME ~EaUI~ED •• li2 '! SECOND~ 

PESPO~SE BY IIATE A,_BAS OISTBAS AMBOE DISTBOE Cl,2tl 
f' O t ~, f =HO" O&E•,e:r Tf CC OCHA A:'t t / 
Pr;INT=PCB ') / 
PLOhPOBSI 
PIIINT:PMf.:A'1S/ 
PLGT:~"CU:~ I 

PL~ T :C C: LI.PL .:: TS/ 
PLOT=BOXPLOTSI 
PLOT=~IORIIALI 
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