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A NEW DISTRIBUTED ROUTING PROTOCOL

1.6 INTRODUCTION

Research is being conducted at the Center far Systems Engireering amd
Integration of CBOOM, Fort Morsouth, NJ, to develop a distributed routing
and resource allocation protocol for use in digital radio broadcast
retworks. Although the origiml motivation for the research was to develop
a rew distributed roating protoool for real time use to achieve automated
shortest-path routing and optimm resource distribution in a battlefield
data distribution system, the research effort has ewolwed into developing
effective computer assisted capabilities and techniques for use by the
mtwork rareger. The presert goal of cur ongoing research is to explore the
possibility of meeting the beselire for the computer assisted cepabilities
amd techniques referred to in the concluding section of the Joint Tactioml
Informet ion Distribution System Plamning Guide [1].

This chapter introduces the reader to the two hasic battlefield data
distribution system concepts: communication needlines and network
comectivity. The parareters and the established protoools that we will be
dealing with are those of a typical battlefield data distrilution system
corsidered for future deployment.

1.1 Needlires

A meedlime is a directed (one way) virtual lirk required hetween a message
crigimtion point (source) and a message destimation point (sirk).
Carputing the mximmn mmber of reedlires possible in a retwork is
eguivalent to computing the maximsr mmber of directed virtual lirks
possible in a mtwark of nodes.

A retwexk can be represerted by an undirected graph G(V,E) where V is a set
of vertices (or nodes) and E is a set of edges (or undirected lirks). If
there are two wvertices in V, an edge is possible in E, and if there are
three vertioes in V, it is possible to have up to 3 edges in E. The maximm
mmber of possible edges in!.'givenv:lsequivnlerttothettxaln-hetcf
pairwise conbimtions of the vertices in V. Therefare,

the waximm nmber of possible edges = (2) = nl/(n—2)!21 = n{n-1)/2.

(An edge represents an undirected lirk, or equivalertly, two directed lirks
divected in opposite directions.) We can conclude by substitution that
there aze n{n-1) needlires possible in ary given retwoxk requiring

v medlimms.
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Table 1-1. Nodes vs. Needlirnes

The maximm mmber of possible reedlires for a given network can be
tahulated. Table 1-1 shows a quadratic increase in the maximmn nmber of
possible reedlines with respect to a lirear increase in the nmber of modes

present.

In typical rilitary applications we find an average of 3 to 5 needlires
associated with a node. This is due to the hierarchical architecture of
command and control where typically 3 to 5 subordimte units actively
comanicate with a command ard control center.

1.2 Conrectivity

Under the ideal conditions of propagation in free space and no physical
dbstructions, lire-of-sight operations are possible between all pairs of
nodes. However, when nodes are tacticelly deployed in an ewirorsent with
irreqular terrain and dense foliage, large sigml atteruation (typically >
146d8 €25Nm) and conplete cutages (loss of line-of-sight) ocan be expected.

Relays are required to route messages when a direct line-of-sight cperstion
is urrealizable. A mode can serve as a relay if there exists a
lire-of-gight to the node. However, there are line-of-sight conmectiors
which have hidh message error rates due to ewircmental conditions. Thew
are also lire-of-sight conrections to nodes posseasimy hicgh ssesage delays.
As we can see, all lire-of-sight connections cannot be consideresd to I
equal in deciding the best path to satisfy a meedlimne, and the waristions in
the parameters must be taken into acoournt.

Network conrectivity influences the retwork cepacity requiressnt, the yath
that ies taken to satisfy a reedlire, and the likelihood of a reedlise Meing
satisfied. Therefore, retwork connectivity is an important parssster that
reeds to be quent ified.

Silvester and Kleinrock [9) define the degree of a node as the mmber of
commnioants of the node. But they also define a node as a cossanicast of
itself. We will simply define the degree of a node as the nmber of
commnicarts of the node, ot counting itself as its comunicarnt. The

T e amme s e o e
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degree of a node is defired as the total mmber of edges (or arcs) which
u:p)sthem&tothe etwork.

Represert ing a retwork by the undirected graph G(V,E), the average degree
for a retwork is the nmber of edges in E divided by the nmber of vertices
in V, or awerage degree = Efedges/vertex]. The average degree gives an
indication of the connectivity of the retwork.

A radio retwark cperating in a heavily vegetated erviroment is likely to be
sparsely comnected, and the sparse conrectivity may be reflected by a low
average degree. There are sare very important problems encountered in such
an erviroment. The rext two sections investigate the problems associated
with sparsely conmnected retworks.

1.2.1 A Disconnected Network

Figure 1-1. Disconnected Netwoxrk

A retwork in vhich every node is conrected to at least one other node is not
recessarily fully oconnected. In Fig. 1-1 we see a disconnected retwark of
six nodes, each node possessing a dearee of 2. Commnications between the
nodes in the croup [A,B,C] and the nodes in the graup [D,E,F] are not
feasible. In cereral, given a fined average degree, the prabability of a
discomrected retwork occurring increases with the increase in the nmber of
nodes in the retwork.

1.2.2 Sparse Connectivity

DR
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A retwork operating in an enviroment of varying terrain conditions may have
local variations in its retwark connectivity. The nodes operating in areas
of sparse conrectivity mey encounter problems of bottlerecking.

The retwork in Fig. 1-2 is fully connected because each node can have a path
to any other node. However, all commnications between nodes A,B,C,and D

arﬂmxhsEFGarﬂHnustoccurthruxgaluklwhldlmd:sm&sBani
H. Lirk 1 is where bottlerecking is likely to oocur. A possible solution
to the problem is to provide a lire-of-sight cperation between nodes A and
E, and between nodes C and G.

1.2.3 Conrectivity Quality

The conrectivity cuality (OQ) of a lirk is represented by an M-ary (0 symbol
which requires a field of log2(M) bits. To emable the exchange of a large
nmber of 00°s with minimm overhead capacity, M must be a small mwmber.
letting M=4, only 2 bits per directed lirk are required, for which we assume
the fcllowing qualification:

@ = very hicgh prohability of tramemission errar
1 = hich probability of tramsmission errar

2 = medium probability of trarsmission error

3 = low prokability of transmission error.

® ® -©- -©

Figure 1-3. Route Between Nodes A and D
Suppose there is a reed to tramsmit ore hundred message blocks fram node A
to node D. The raute chosen to satisfy the reed is illustrated in Fig. 1-3.
The conrectivity qualities of interest are

@(A,B) =3 @(B,C) =2 @(C,D) =

for which we assume the following quartification:




probebility that the transmission from node A to node D is successful
is:

Pc= (1.6~ 6.1) x (1.0 - 6.2) x (1.0 - 6.4) = .432

Assuaming a perfect back chammel and that autometic repeat requests oocur
only at message destimtion points {(node D in this exanple), it takes an
average of 236 message blocks to deliver 180 correct message blocks throuch
a chamrel that has @.568 probability of tramsmission errar. Naturally, with
an imperfect hack chamrel, this nmber would be higher.

1.2.4 Asymetric Connectivity

For distributed digital radio retwarks, the conrectivity of a node-to-node
cormect ion cemot ke assumed to ke symmetric. There are two different cases
that illustrate this poirnt:

Case 1:

®<
e 4

2

Fiqure 1-4. Undirected Lirk

For the retwark in Fig. 1-4, lirk A-B is an undirected lirk, but the
comrectivity quality O0(A,B) is 2 and the conmectivity quality OR(B,A) is 3.
The lirk, then, is an undirected lirk with asymmetric o +ivity
qualities. The asymmetry can be due to urequal tramsmic . powers,
differert artenm heights and/or directivity, and urequal proximities of
nodes A and B to a wide variety of interferers.

3
(——()

Figure 1-5. Directed Lirk

Case 2:

For the retwork in Fig. 1-5, the connectivity quality OQ(A,B) is 3, bt




(B,A) is absert in the (direct) coamnicart status sessages. Therefare,
that the lirk is a directed lirk which allows comsunications only

we can say

from node A to node B.
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2.0 ISSUES IN DISTRIBUTED ROUTING

A variety of retwoark control schemes (centralized, hierarchical, and fully
distributed) can ke used in a digital broadcast retwork, but for erhancd
survivability under battlefield copdlitions a distributed retwork control
schere is considered.

Sare distributed routing schemes have been proven very successful in
goverment and commercial applications (ARPANET, slotted ALGHA, etc.), bhut
because of various constraints associated with a digital broadoast nretwork
marny computer ariented distriluted routing algorithms are mot applicable for
use in Mattlefield data distribution systems. The algorithms that are being
studied for applimbility to the mretwork mamagement of a battlefield data
distribution system are the Merlin-Segall protocol, Bramble-Mayk algorithm,
and repramlgation relay routing.

This chapter investigates the various issues in distributed routing. The
three key issues which we will imestigate are: failsafe routing,
minimizat ion of control wessages, and improving the retwork response time.
We will explore these issues by citing the key properties of the various
algorithms last merntioned.

2.1 Failsafe Routing

The MITRE repart, "A Survey of Routing Algoritlumes for Distributed Digital
Radio Networks® [2], states that:

1) "A common type of algorithm uses a distance mmatrix at each nods....”

2) "At times specified by the particular scheme used, a node sends to
its reighbors its minimm distance table, in whole or in peart.
The reighbor uses this minimsn distance informstion to update its
own distance matrix.”

Thus, the distance emchange additive procedure described above requires a
node to create:

1) a distance matrix;
2) a minimse distance table;
3) a routing table.

A typical distributed routing algorithm would require that each node acgjuire
a global knowledge of the distances by iterating the distance exchange
additive procedure until a ret steady state is peached.
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Figure 2-1. Lirear Network of 3 Nodes

A distrihuted ronting failure can be illustrated with the use of the
distance exchange additive procedure. Consider the retwark in Fig. 2-1.
Node A reeds to raste a message to node C. Node B informs node A that node
C is are hop away from node B. Node A determires that it takes two hops to
route the wessage to node C, and that the first hop is to node B. Node A
sends the message to its preferred reichbor, node B. At the imstant node B
recejives the message, the lirk B~C fails. Node B broadcasts the infimity
distance to node C. Node A receives the broadoast, but the message is
discarded because its present minimm distance table ertry is less than
infinity. Node B is informed that node A can achieve the routing in two
hops. Node B enters the distance to node C as three hops and sends the
messace to node A. From this point on node A believes the 2 hops di
to node C, and node B believes the 3 hops distance to node C, amd
message loops hetween node A and node B.

|

There exists a routing failure {(looping) if:

1) The nmber of times that a message has hopped equals or
exceeds the total mmber of nodes prese:xit.

2) The distance to the sirk does not decrease after a hap.

Ore way to awid looping is to implemert the concept of a directed spamning
tree in the routing algorithm. Merlin and Segall [3] produced a failsafe
protoool which uses the directed spanning tree concept. The algorithm can
be enployed in packet message as well as circuit switching networks. It
uses distriluted conputation, provides routing tables that are loop-free for
all destimations at all times, adapts to changes in retwork flows, and is
conpletely failsafe. Because a oomplete description of the protocol is
rather involved the reader is referred to the arigimal publication [3] or to
the detailed application study dore by MITRE Corp. [6].

Arother distributed routing algorithm that is failsafe (reliable) is the
repromilgat ion relay algorithm. The algorithm does not really roate
messages because it uses the method of flooding (casoeding). Each sessage
is distributed throughout the retwork, and if there is a conmectivity
between the wessage destimation node and the rest of the netwoxk, the
massage is quararteed to be delivered.

A study of the use of repramilgation relay for JTIDS was conducted by the
MITRE Corp. [11]. The report used the baseline conditions used in the
simulat ions by the Hudghes Aircraft Co. [12] for RJH perfarmance ewaluat ion.

1 d




The report projected that 152 TS/S (timeslots per second) in timeslot

aapacity are reeded to satisfy the total throughput requiremernt. This
! exceeds the 128 TS/S capacity available on ane met.

An obviocus solution to the problem is to use nore than ane ret to satisfy
the total capacity requiremert. Two scheres were proposed: divide the
divisioml JTIDS participants into three functional repromulgation

commnit ies, or into five geographic commnities. The functiomal
communit ies scheme has a serious shortcoming in that “"local comectivity may
cause a termiml or group of termimls to be isolated frar its comsmnity
even though the overall conrectivity for the area would seem to allow for
full local conrectivity” [11]. This leaves the geographic grouping schese
for consideration.

In the geographic grouping schere, the JTIDS communities are carefully
defired so that most comminications are confired to within each community.
Intercommnity "gateway” allocations do exist but are minimized for better
timeslot resource utilization.

The repromulgation relay algorithm is reliable, but as reparted, it
recessitates the use of several rets to satisfy the total cape sty
requirerent for a division-sized JTIDS commnity. Wwhat would be ideal is to
have a reliable routing algorithm that would allow for the possibility of
<he use of a single ret to satisfy the total capacity requirement.

An investication of an optimal approach for timeslot allocation was
oonducted [18]. The paper indicates that there is the possibility of a
concurrent use of timeslots by the transmitters in the same ret. The
repromulgat ion relay algorithm does not allow far the use of the gptimal
approach for timeslot allocation.

2.2 Message Volume

Ore of the importamt issues in distributed routing is minimizing the control
messages gererated for rauting. A proliferation of control messages not
anly depletes the retwork capacity, but also creates umecessary wessage
traffic congestion which may lead to a retwork failure.

Capitalizing on the hierarchical nature of tactical networks which tend to
constrain needlires to local rets within a global network, Bramble and Mayk
[4] tock a unique approach in deweloping a distributed routing algorithm. A
limited volure of control messages is gererated locally to coommnicate the
oconnect ivity status information necessary to satisfy the reedlires
associated with each pair of message origimation and destimation points.




The algorithm works as follows: A Bunsag: 4 iGlis «® A8 (mlrce), in
its attespt to loate its message destimat o putis (sirk), ssarches through
its termimal conmectivity metrix (TOM) tar the s Typamily, a TOM only
maintains the conmectivity guality (QD) emtries of the amsunicarts that are
within two hops of the node holding the TUM. 11 the suure does not find
its sirk, it sends its direct coomunicants a lew] 8 cuswwect ivity
interrogat ion message. Upon receiving the interroget ion ssesage, each
direct commnicant searches through its TOM for the sirk. Of couwse, if the
sirk is further than three hops from the sourae no direct cossunioart will
fird the sirk in its TOM.

When the source does not receive a conmectivity status wessage within a
given period of time, it gererates a level 1 comectivity interrogation
message in an attempt to brcaden the search radius to 4 hops. The direct
comunicants of the source receive the lewel 1 interrogation message, and
each takes on the function of lewel @ interrogatars. The level 8
interrogations are then received by the direct comunicants of the level #
interrogators, but are processed only by those who are not already
participating in the search. Therefore, implicit in the algorithm is the
use of the minimmn spamning tree, with a flag of one kind or ancther
indicating the nodes belonging to a minimm spamning tree. If the sirk is
located mary hops away from the source then sequenced connectivity
interrogat ion ressages of increasing levels are broadcast by the source
until the first oconnectivity status message is receiwed.

The upper bourd on the capacity consumed by the interrogation prooess in
satisfying a reedlire is

TS(r) = 2[14243+...+(rH1)],
vhere r is the nmber of relays in the route. Using the identity,

[the sur of i from i=] to i=m] = m(m+l1)/2,
we can restate the abowe relationship as

TS(r) = (r+l)(r+2),
vhere we've substituted r+l for m.
When alternate routes are also considered, the capacity consumed by the
irterrogat ion process is less than or equal to s(r+l)(r+2), where s is the
nmber of alternate roautes required.
Given n=5¢, &=2, E[r}=6, amd E[NL/n}=5, where n is the nmber of nodes and
NL/n is the nmber of reedlires origimting from a node, 28,008 TS are

conswed by the irterrogation process. Since there are 128 TS per secord,
we find that it takes 3.7 mimtes or less to initialize the network.
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To correctly estimate the initialjzation time for a retwork, the parameters
of the retwork must be correctly assessed. Moguillan, Richer, and Rosen
cbeerved in their ARPANFT study [S] that "although there are sites on the
ARPANFT separated by as marny as 11 hops, about one-third of the messages in
the retwork travel no more than are hop:; about half travel no more than
three hops". Furthermore, a MITRE warking paper [6] projects the average
nwber of hops per reedlire far a PJH retwark to be

Elhops/NL] given 48 nodes/retwark
Elhops/NL] given 2560 nodes/retwork

2
3.

For most metworks it is clear that the mmber of hops expected to satisfy a
reedlire is rather smmll. Under this assunption the Bramble-Mayk algorithm
should perfarm well. Far the algorithm, global informetion sharing is not
required, and the nmber of conrectivity interrogations is minimized by the
reception of reqular rcadcasts of (direct) comunicant status m:ssages.

2.3 Network Response Time

The response time of a retwark is defined as the amount of ti 2 required for
retwork informat ion such as topological changes, rew reedlire requiremerts,
routing, am the like to propagate throuch the retwork amd reach a rew
steady state.

Sare routing algorithme propagate update messages throughout the retwark
when a topological chancge occurs. When an update nessage is propagated,
transient loops may dewelop. An exanple of a routing algorithm that is
susceptible to prolonged tramsient loops is the origiml routing algorithm
for the ARPANET. The algorithi uses the distance exchange additive
procedure where distance infarmation is not only shared node-to~node but is
processed by the receiving node befare it is ready to broadcast the message.
Although the algorithm has safequards against permerent loops, tramsient
loops were observed to exist for prolonced periods. The new routing
algorithm for the ARPANET [5] floods the retwork with update messages which
trawel unchanged to all nodes in the retwork. Infarmation is shared
globally and rapidly, minimizing the durations of the tramsiert loops.

The awrage length of an update message is 176 bits for the rew routing
algorithm compared to 1200 bits for the crigiml routing algorithm. The
update rate is less than two updates per second per lirk for the rew routing
algorithm corpared to the rates far the arigimal routing algorithm which can
I» a. high as seven updates per second per lirk. It takes on the arder of
J8@ms for all nodes to respond to a topological change using the new routing
algorithm.
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Moguillan, Richer, and Rosen [5] attribute the shorter responee time to
using local corputation instead of the global computation used by the
origimal routing algorithm for the ARPANET. Global computation at any
instant depends more on the history of events around the metwork than on the
traffic in the retwork at that time. Bttfaﬂxe]omlmbd::m.lzatne
informat ion distribution and infarmation processing are independent
processes, the traffic in the retwork is more accurately conveyed to all
nodes with minimum delay. For these reasans local computation is better
than distriluted global computation.




3.6 BASIC ROUTING PROTOQL

The basic rauting protooml (BRP) works as follows: A minimmn sparming tree
is grown from a message arigimmtion point (source) until the wessage
destimmtion poimt (sirk) is found. The path between the source and the sirk
found in the winimmm spamning tree is the shortest path between the two
points.

The protocol controls message delays by routing messages through the nodes
that have the smllest operating capacities. Congestion control and minimm
hop path routing are obtaired by using hop distance (the nmber of relays
required + 1) as the primry cost and path capacity as the secondary cost
vhere the path capacity is the sum of the capacities of the nodes used in
routing.

A graphics simlation program was developed. The program is used to
gererate varicus node deployment configurations. Each configuration of
nodes has a retwork comrectivity which is randomly gererated. User
determired needlires are established and distributed ranting of messages is
graphically demonstrated.

3.1 Lirk Oost

Mogquillan, Richer, and Rosen [5] used the packet delay as the lirk cost for
the rew routing algorithm for the ARPANET. However, they that “The

new algorithm tends to route traffic on minimm hop paths, ... “. We oan
use their conclusion to use the hop as the lirk cost instead of using the

actual delay measurements. But the minimswhop path routing isn't always an
optimmn routing beceuse it doesn’t take into account instantarecus or local
variations in traffic conditions.

The BRP usce the ceracity requirements of the nodes to determine amd react
to the traffic ocouditions. The capacity requiresent of a node can be fourd
from the origiml transmdt (OT) timeslot requirements. (The expected mmber
of timeslots required during an epoch/cycle for a lire-of-sight reedline
tramwission is the OT timeslot requiremert.)

A e Can serve as a ressage origimtion, destimtion, ar relay paint, or
ary conbimtion of them. If a node serves only a2s a message crigimtion or
destirat ion point fts cepacity recuiremert is the OT tireslot requirement.
The capacity recvirement of a relay is twice the OT tireslot requirement.
Sirilarly, tre capacity requirerent of a node serving as a conbiretion of
ressace criciration, destimtion, am? relay point car be corputed.

An alcorithm can te imrlerernted which rot orly seeks to fin?! 2 mdnimm-hop
yath reutine, hut alse to tmlance the capacity lcad arong the no-5 in the
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retwork. BRP uses the minimm-hop distance determimation first and the
minimm-capacity dist:nce determimat ion second with each node encourtered
during the routing.

Consider Fig. 3-1. The ietwork comrectivity is illustrated in Pig. 3-la.
The capacity requiresert associated with each lirk is as illustrated in Fig.
3-1b. Three possible paths exist between node A and node B as illustrated
in Fig. 3~lc.

Referring to Table 3-1 route 3 is rejected because it does not satisfy the

| Route

Hop Distance

WN -

3
3
4

Table 3-1.

minimm-hop-path requirenert.

Hops Required for Each Route

Route No.

Lirk 1

Lirk 2

Lirk 3

1
2

1
1

|
2

1
1

Table 3-2. Capacity Distance Table

Mﬂn@nﬂ:ekpdistarmsﬁrmztelanﬂrmteZmeqml,ﬂe@acity
distances are differernt, as shown in Table 3-2. Route 1 would be the
logical routing choice to satisfy the node A - node B needlire. (Note that
the lirk weights represernt capacity requiremernts (costs) and not capacity
availability.)

The next section investigates two problems in conrection with graphs: the
minimmn total branch cost problem and the minimun path cost problem. The
sscond problem is of particular interest because the problem deals with
firding the psth of winimsn total length between two given nodes.

Ly e ST z.;.,-.'...-.»n..-._;‘-s..gu.i‘,




c. Available Paths

Figure 3-1. A Simple Routing Problem




3.2 Graph Theary and Routing

In this section, a discussion of graph theory precedes the discussion of the
minimum total branch cost problem and the minimm path cost problem. For a
nore detailed discussion of graph theary, the reader is referred to Gallager
[13].

A graph is represerted by G(V,E), where V is a set of vertices (nodes) and E
is a set of edges (lirks).

A tree is a graph with one and only ore path between every two nodes. A
graph which has loops, or a graph which is cyclic, is not a tree. A tree is
defired as an acyclic connected graph.

A directed spamning tree is used to find a route between two given nodes. A
directed spaming tree has a root which initiates the gtowth of the tmee.
(The BRP assigns the message source as the root of the tree). Starting fram
the root, the tree grows urtil the sirk is fourd in the tree. A psth
between the source and the sirk is effectiwely established if the source and
the sirk coexist within the tree.

E. W. Dijkstra [7] produced a note on two problens in conmection with graphs
which is of interest to ocur presemnt discussion. We'wve explored the two
problems with the use of a computer graphics simlation. The results
abtained are discussed in the next two sections.
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3.2.1 Minimm Total Branch Gost Probles

Consider a situation in wvhich thers ame n nodes, each lirked to at lsast one
cother node such that all nodes ame consected, either directly or indirectly.
Initially, all nodes are in the sst

OUTSIIE = (node (1), nod» ‘° ..., mode (n)]),

connected, either directly or indirectly, the set TREE will
consist of n nodes, and the set OUTKIDE will be an empty set.

This algorithm is designed to gererate a tree of minimm totai: length among
n given nodes. This algorithm is not of use to us because it does not
produce a path of minimmn total length between the raot of the tree and ary
other given node. The algorithm, however, is applicable to problems like
finding the procedures for conrecting termirals with a minisam total cost.

A conputer graphics simulation program was used to desonstrate the algorithm
at work. When compared to the similation result fourd in Fig. 3-3, the
similat ion result obtaired in Fig. 3-2 is clearly a tree of shorter total
length commecting the given 3@ nodes.
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Pigure 3-2. Minimum Total Branch Cost
Algorithm Graphics Output




3.2.2 Minimm Path Cost Problem

Consider the same situation described in the minimm total branch cost
problem. Initially, all nodes are in the set

OUTSIDE = [node (1), mode (2),...., node (n)],

and there is ro node in the set TREE. The first given node n(i) is
transferred from the set OUTSIDE to the set TREE such that

TREE = [n(i)];

n(i) is now the root of the tree. The rest of the nodes from the set
OUTSIDE are tramsferred to the set TREE in sequerrce and in such a mamer
that the node fram the set OUTSIDE that has the shortest distame along the
existing lirks to the root of the tree is tramsferred first. (Distance is
defired as: lirk oost (source, relay 1) + lirk ocost (relay 1, relay 2) +
... + lirk cost (relay m, sirk).) With each transfer of a node, the lirk
that was used for shortest distance and which wasn't a branch of the tree
becomres a branch of the tree. If all nodes are comrected, either directly
or imdirectly, the set TREE will oconsist of n nodes, and the : 2t OUTSIDE
will be an empty set.

This algorithm is used to find the path of minimm total length between two
given nodes. For this algorithm to produce the desired path, however,
either of the two given nodes must be the root of the spamning tree.

The graphics simlation cutput in Fig. 3~3 shows a spamning tree gererate:d
using the shortest path algorithm. The total length between the root and
any other node is the minimum total length between the two nodes. Note that
althouch the minimum total length hetween the root and arny other node is
achieved with the use of the shortest path algorithm, the total length of
all the lirks is greater for the tree in Fig. 3-3 when ocompared to the total
length of all the lirks far the tree in Fig. 3-2.
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Figure 3-3. Minimum Path Cost Algorithm
Graphics Output
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3.3 Hop Levels

When a path cost is defired in terms of hops, each lirk ocost carries a value
of unity. The distance between ary two given points is the number of hops
required to route a message fram the crigimation point to the destimation
poirt.

The hop lewel of a node indicates the nmber of hops required for a message
fram the source to reach the node. A minimum spamning tree grows in such a
wanrer that the nodes belonging to the rext hop level become a part of the
minimen spamning tree. Consider the following scemariocs.

Scerario No. 1. Lewel 1 Propagation

bramnch 3 branch 1

branch 2

r.qure 3-4. Lewel ] Prgpagation

Referring to Fig. 3-4, nmodes A, B, and C belong to lewvel 1. They are
ranched to in node sequence of A, B, and C, because the node capacities are

nnunu
) N e

Fiqure 3-5. Level 2 Propagation




Referrring to Fig. 3-5, the nodes that belong to level 2 are node D and the
sirk. The node capacities are

1
1

Capacity cost (node D)
Capacity ocost (sirk)

([}

The source, having completed the lewel 1 phase, requests rmodes A, B, amd C
to submit a branch of gpportunity. Node A has 3 links to choose from:

(A, source )
@(a,B)
c(Aa,D).

The lirks associated with OQ(A, source) and OQ(A,B) are rejected because the
source and node B belong to the set TREE = [source, A, B, C) indicated by a
flag. Node D associated with the remaining lirk OQ(A,D) is chosen as he
preferred reidhbor of cpportunity and the following assigmments are sade:

Hop distance (source, D) —> SHORT (node A)
Capacity distance (source, D) —=> LESS (node A)
node © ——> EETTER (node A)

Node A submits the three variable assigments to the source.

Next consider the equivalernt processing at node B. Node B detects the
presence of the sirk, requests the sirk to submit data, and omkes the
following assigmernts.

Hop distance (source, sirk) —> SHORT (node B)
Capacity distance (source, sirk) —> LESS (node B)
sirk —> EEITER (node B)

Node B submits the three variable assigrments to the source.

Fimally, consider the equivalent processing undertaken at node C. Node C
detects the presence of the sirk, requests the sirk to submit data, and
makes the following assigmrernts:

Hop distance (source, sirk) -——> SHORT (node C)
Capacity distance (source, sirk) —> LESS (node C)
sirk -—> HETTER (node C)

The source, therefore, receives the infarmmtion submitted by all peripheral
nodes of the minimmm spamning tree (PNMST) and finds that a sirk detection
has occurred. The infamation submitted by node A is discarded because the
informat ion does ot pertain to the detected sirk. However, the source has
two paths to the sirk to choose from, both of which are of the same hop
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distance. An cbvious choice would be the path that has the least expected
congestion. Table 3-3 illustrates the capacities that are imvolved.

CAPACITY CQOSTS
Route Source Relay Sirk
Source-B-Sirk 1 2 1
Source-C-Sirk 1 3 1
Table 3-3. Capacity Distance Table

The source chooses the Source-B~Sirk path because the capacity cost of the
Source-B-Sirk path is less than the capacity cost of the Source-C-Sirk path.

Fig. 3-6 illustrates the decision process oocurring at the root of a minirean
spaming tree. Fig. 3-7 illustrates the decision process occurring at a
peripheral node of a minimum spanning tree. The two processes are

coordimted for the growth of a minimm spanning tree.
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Figure 3-6. Decision Process at the Root
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3.4 PRouting List

A routing list is a sequenced list of the nodes required to construct a
route from the socurce to the destiration, starting with the source termimal
I.D. No. amd ending with the termimal 1.D. No. of the destiration.

O—O—@

Figure 3~-8. A 3-node Linear Network

A minimun spannhing tree with the source as its root searches for the sirk
throuch a growth process. At any time prior to sirk detection it is
essential far the source to keep a complete knowlege of the routing
requiremerts of all PNMSTs. Consider the network in Fig. 3-8.

Node A is the source and node C is the PNMST. The source may keep the
following rauting lists:

List (A) = [A)
List (B) = [A,B]
List (C) = [A,B,C]

To reduce the merory requirements of the source, however, the source keeps
only the routing list of the PNMST. Consider the retwoxk in Fig. 3-9.

B

A

O—O——Gare)—@—@

Figure 3-9. A 7-node Network

The source keeps the followino routing lists:

List (B) = [Source,A,B]
1.ist (D) = [SGIM.C.D]
List (F) = [(Source,E,F]

The source does rot keep list (C), list (A), and list (E).
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.5 Routing Failure

3

A loss of a route can ococur vhen a loes of connectivity is experienced. A

routing failure can be avoided if a loss of route is detected and corrected
by having the source reinjtiate the routing procedure. The key to detection
is the routing list.

Figure 3-10. 4-node Linear Network

Corsider the retwork in Pig. 3-1/4. Node A has a route to node D as follows:
A-B-C-D. Node A sends itr message with the routing list

List (D) = [A B,C,D).
Node B receives the message and sends it to C. Node C receives the messace,
determires that the rext node in sequence is node D, but finds that the lirk
{(C,D) no longer exists. It returms a rew routing list of

List (A) = [C,B,A)
which has the reverse sequence of [A,B,C]. When node A receives the message
it reinitistes its routing procedure to find an alternmate path to node D.

3.6 Multiple Needlires from a Common Source

It was previously stated that a routing procedure is initiated upon
realizing a reedline. This implies that a separate minimmm spaming tree is
initiated for each needlire. However, a reduction in the time it takes to
initialize the retwork can be achieved when a common tree is used for
reedlines from a common source. Under this scheme, the minimam spanmning
tree propagation is halted when the nmber of sirks that are lomted is
equal to the nmber of reedlires arigimating from the conmmon source.

3.7 Similtarecus Occurrence of Minimmn Spamning Trees

As descrited previcusly, the variables used by the BRP are not capable of
bardling a simultarecus occurrence of minimum spamning trees. There are two
solutions to the problem, each with its advantages.




Solution No. 1:

All variables will ke modified to acoommodate a rew array argurernt that
ident ifies the minimum spanmning tree that each variable pertains to. This
wethod achieves the capability for handling simultaneous occurrence of
minimm spaming trees at a cost of an increased memory requirerent of the
termiml processors.

Soluti-n No. 2:

No modifi.etion of the existing variables is required but the ooccurrence of
the minimir: spanning trees is sequentially orchestrated so that no two
minimum spaming trees intersect a node at ary given time. This method
achieves a substantial reduction of the merory requirement of the processors
at a ocost of taking longer to initialize the retwork.

3.8 BRP Simulation Results

A graphics simlation program was dewveloped to observe the state of a
retwork as a function of time. The program is capable of deploying up to
308 nodes using any of the four random distributions:

1. uniform
2. caussian
3. Poisson
4. exporential

Network oconrectivity matrix can be rardomly gererated: each node-4¢o-node
conmect ivity quality (0Q) is described by a 4-ary quality field gererated by
an exporent ial distribution random mmber gererator. The user corntrols the
average degree per node so that a wide range of retwork conbectivities oan
be gererated.

Althouch there can exist any nmber of reedlires in a retwark, as long as
the nmber does not exceed n{n-1), where n is the mmber of nodes in the
retwork, for the purpose of cbtaining a clear visual understanding of the
graphics denonstrations we use a small number of reedlires.

Fig. 3-11 shows the connectivity of a retwark of 3@ randomly deployed nodes.
Figs. 3~12 and 3-13 show the reedlires used and the routes established to
satisfy the reedlines. We find that all paths are minimspr-hop paths.
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4.0 EARLY DETECTION ROUTING PROTOCOL

The early detection routing protocol (EDRP) uses the BRP and the commnicarnt
status (level @) messages (CSMP) to achieve distributed routing. Although
the BRP is sufficiernt to route messages, when CSMPs are used much of the
infamat ion acguisition in distributed routing is achieved without the use
of interrogations.

4.1 Comunicant Status (lewel @) Message

A comunicarnt status (level 8) message (CSMP) is a control message which is
periodically broadcast by each termimal. It lists the connectivity
qualities (Ms) of the broadcaster's direct commnicants. A node that
receives CSMPs not only knows the (0s of its direct commnicants, but it
also knows the (0s of the direct communicants of its direct communicants
throuch the use of its terminmal conrectivity matrix (TCM).

2 3

(OO,
OO
1

Figure 4~1. A 3-node Lirear Netwark

3

Consider the retwark in Fig. 4-1. Nodes A, B, and C enter the ret in
sequence. Upon entering the ret each node reqularly broadcasts and receives
a CSMA. With each reception of a CSM@ each node updates its termiml
comectivity matrix (TCOM) and its CSMO broadcasts. Table 4-1 summrizes the
arplete update events of the CSMZ broadcasts that occur.

Count Sender (A,B) xX(B,A) @(B,C) ml(c,B)
1 A
2 B 2
3 A 2 3
4 B 2 3
5 C -3
6 B 2 3 3 1
7 C 3 1

Table 4-1. Cammunicant Status (level €) Messages
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The CSM3 that a node receives is used to update the node TOM. With enough
updates, the node gains a complete bidirectional OQ knowledge of all lirks
within two hops fraom the node.

4.2 Termimal Conrectivity Matrix

The connectivity data base of a termiml is a matrix referred to as the
Termimal Conrectivity Matrix (TOM) which is contained in each TDMA terminal.
(To be constistent with the rest of the text, it should be pointed out that
the words "termimal" and "node” are used interchangeably in this section.)
The TCOM is used to store infarmation on ary termimel's conmectivity with
other retted termimls. Since, in a non-lire-of-sight enviromment, the
conrectivity of a particular termiml to other terminals in the ret is
inconmplete, each termiml will have a TOM which is said to be local.

Using Fig. 4-2b as the reference we make the following observations:

1) ‘The matrix is symmetric in the semse that if 0D(i,Jj) is s nomzero
entry then 00(j,i) is also a nonzero entry. The symmetry of the
matrix allows us to amlyee the data by locking only at the upper
diagonal matrix (UDM).

2) The entries of the first row of UDM tell us that termimals 2, 3,
and 4 are the direct coonminicants of termiml 1.

3) The entries of the second and fourth row of UDM tell us that
termimls 5, 6, and 7 are the inmdirect commnicants of termimal 1.
To establish the termiml 1 - indirect comunicant commnicat ions
lirnks, the following routing arrangements are recessary:

a. 1-2-17
b. 1-4-5 :
c. 1-4-6 !
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4.3 Early Detection

Early detection of the sink occurs in two phases. A PNMST will detect the
sirk in the following r nrer:

1) A PNMST first detects the presence of the sirk two hops away fram the
minimum spaming tree.
2) The PNMST later detects the presence of the sirk one hop away from the
minimsm spanning tree.

4.3.1 First Level Early Detection (FLED)

When FLED occurs, the PNMST that detects the sirk chooses the sirk as its
preferred reighbor of opportunity, interrogates the sirk for its node
capacity, and halts its information gathering process. The PNMST submits
the branch-of-opportunity data to the source.

The source, huwever, does rot halt its infarmetion processing upon receiving
the data containing the sirk information, because there may he other
incoming data also comtaining the sirk infarmation which may indicate a
better route to the sirk. The source gathers all branch-of-opportunity data
sulmitted by each PNMST, rejects the branch-of-opportunity data not
containing the sirk infarmation (if a sirk data exists within the set of
submitted data), and selects the best choice among the remaining data. The
reader is referred to the ¥’ flowcharts faor details of the decisions
involwed in the algorithm.

4.3.2 Seaod>d lewel Early Detection (SLED)

When SLFD occurs, the PNMST that detects the sirk two hops away from itself
chooses the direct coomunicant which is a direct commnicart of the sirk as
its preferred rneighbor of opportunity, but unlike in the previocus aase, the
informat ion gatherino process contimles until either FLED ooccurs or the
lirks to be considered have been depleted. The PNMST requests the preferred
reichhor of oppcrtunity for the node capacity, and submits the
ranch-of-opparturity data tc the scurce.

The source cathers the data sulmitted by each PNMST, rejects the branches of
opportunity not indiceted by SLFT, ard selects the best choice arong the
remaining data.

It is rossible that FLED and SLED carn simultarecusly occur for a given
submit recuest cycle. Fowewer, they'can also occur simultareously during
the infcrmat ion aathering prooess of a PNMST. A PNMST may detect the sirk

e -




two hops away fror itself, but the importance of the detection is anly
second to the impartance of FLED, therefare the SLED algorithm exists

seperate from the FLED alcorithm and takes second priority to the FLED
alaorither.

4.3.3 Early Detection Algorithm

Early detection can be achieved by rethodically searching through the
termirel conrectivity matrices of each PNMST for the sirnk entry. Far
simplicity, we will assume that all lirks are undirected, which implies that
all TMs are symmetric in the sense that if there exist a nonzero QXi, j)
erntry, then there exists a nonzero O0{j,1i) ertry regardless of the actual QD
values.

Referring to the TOM of Fig. 4-2b which is the connectiwvity data base of
termiml 1 (fourd in Fig. 4-2a), we will assure the following:

1) All lirks are undirected.
2) Termirml 1 is the source.

If we defire an entry OD(i, j) as the conmectivity quality of the lirk i-j in
the direction going from i to j, then we can ignore the lower diagonmal
entries of the TCM and work only with the upper cdiagonal metrix (UDM)
because the erntries of the ILDM represet the conrectivities of the reverse
paths.

Locking at the first row entries, termimals 2, 3, and 4 are termimal 1's
direct communicarts. If any of the termimls is the sirk, then FLED has
. wueurred.

Looking at the entries of the secord and fourth rows, termimls 5, 6, anmd 7
are the indirect communicarts of termimal 1. If ary of the termimals is the
sirk, then SLED has ooccurred. For termimal 1, mode 4, 4, ar 2 is the
preferred reichbor of opportunity if node 5, 6, or 7 is the sirk,
respectively. i




4.4 PFDRP Simulation Results

A graphics EDRP similation program was developed which has the same user
irteraction format as the BRP simulation program. The reader is referred to
the apperdix for a full description of the program.

Fig. 4-3 ehows the comectivity of a 17x]17 Marhattan retwork. Fig. 44
shows the reedlires used ard the routes established to satisfy the
reedlines.

Fig. 4-5 shows the comrectjvity of a network of 300 randomly deployed nodes.
Fig.d-sarﬂ4-7sl'mthemedhmsusedandthemtesesbabhshedto
satisfy the reedlires.

As expected, all paths shown are minimme-hop and minims-capacity paths.
This means that it is possible to meintain a unifarm capacity distributed -
retwork that is capable of failsafe distributed routing.
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A Manhattan Network
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Figure 4-5. Network Connectivity
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$.0 ONCLUSIONS

The graphics simulation results show that the EDRP works for many different
. retwarks. The paths that were gererated to satisfy the reedlires were
consistently minimsr-hop and minimar-capacity paths.

An exciting avermwe of approach towards achieving an gptimmm timeslot
allocation in TDMA retworks exists as indicated by Skiscim [10]. This
approach, unlike the commodity flow approach that we've taken, seeks to
optimize the throughput by locking at the individual traffic conditions for
each timeslot. As part of our ongoing research we will consider this
approach, first locking at #t from the thecreticoal point of view, and then
asseasing its isplementability based upon the parameter constraints of a
typimal digital broadcast retwork.

Currertly, the authors are imwolved in an ongoing effort to dzwelop a
simlation tool far the retwork mamager of a battlefield data distribution
system. The simulation tool is erwisioned to be capable of gptimm routing,
optimum capacity distribution, adepting to topological changes, and reacting
to changes in the communications reeds of the net subscribers.
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APPENDIX

EDRP G@phics Simulation

An EDRP graphics simulation program was developed at the CENSEI Systems
Simlations Facility using the ReGIS Graphics Lilrary. The VAX FORTRAN
program runs on a VAX 11/780 couputer with the VI125 termiral used for user
interaction.

The program is divided into seweral segments: deployment of the nodes,
gereration of the retwork comrectivity, gereration of a set of desired
reedlires, ard routing eecution. The routing scemario can be printed out
on a graphics printer along with the deploynrent, comnectivity, amd needlire
scerarios.

In the deploymert segment of the program, the user chooses a unifoarm,
gaussian, Poisson, or exporential node deployment distribution. For a user
interested in a theoretical research in retwork mamgerent there is
awilable a Marhattan retwork option which produces an nxn grid netwark,
where n is an integer specified by the user. The mmber of nodes in the
retwork ranges from 1 to 3006.

In the retwork conrectivity segoent, the program gererates a random retwork
comnect ivity using the exporential distrihution function mmber gererator.
{The exporent ial distribution function has a paraneter Lambda which
determines the spread of the conrectivity likelihood region.) The user
specifies the expected degree of a node. The user can produce a

oconrect ivity rich retwork by specifying a large expected degree value, or a
conrect ivity poor retwork (or even a disconrected network) by specifying a
small expected degree value.

In the reedlines segmert, the program gererates a random pattern of
reedlires using the uniforme distrilution function mmber gererator. The
user specifies the mmber of reedlires to be used, Iut the program does not
cererate more than n(n-1) needlines, where n is the nmber of nodes
deployed. It is also possible to gererate reedlires with the use of a
graphics curscr. The user controls the cursor movemernt with the use of the
arrow keys on the keyboard.

There is a segrert that graphically deronstrates the shortest-path algorithm
which produces a minimar-spaming tree rooted at ‘a node which the user
specifies. For clarity in amlyzing the results, the physical distance that
seperates each pair of nodes is taken as the lirk cost. The results of an
execution of the algorithm are strongly influenced by the retwork
comnectivity that is used, so the segmert can be a valuable tool for a user
vho is interested in investigating the effects of differing network

conrect ivity on retwork maragerent.




Finmnlly, there is a segrent which graphically demonstrates the distributed
rosting of messages using the EDRP. There is no irput parameter that the
user needs to specify. The parameters that are used are the deployment,
conmectivity, and needlire data that were previocusly gererated and stared in
variable arrays.

The authars are in the process of upgrading the EDRP graphics simulation
program. The program listing is not available far distribution at this
C time.




. ' LIST OF ACRONYMS

basic routing protocol

conrectivity quality

commnicant status message (lewel 0)

early detection routing protocol

first level early detection

Joint Tactical Information Distribution System
lower diagonal matrix

arigiml transmit

PLRS/JTIDS Hytxid

peripheral node of the minimum spanning tree
secornd lewel early detection

termimal conrectivity matrix |
time division multiple access
timeslots per second

upper diagomal matrix
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